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Executive Summary

Over 1.2 billion Internet netizens are using IPv6 today without even knowing it. India has over 358 million
IPv6 users with 60% penetration and China has over 200 million while the US has over 143 million. Brazil
reached 50 million. Japan has 43 milliord &ermany has over 30 million. Some countries are topping

60% IPv6 penetration. The remaining 40% lies in the hands of the enterprise world to fulfil the complete
adoption of IPv6 enabling the ultimate switch to IRO6ly Internet, allowing thereby the degcation of

the IPv4 Internet as recommended recently by the US Government, reducing thereby the maintenance of
two Internets. The management of the enterprises should look at reducing CAPEX and OPEX by studying
the best practices of the top Internet techlogy enterprises that have already implemented H&udy i

house with far greater benefits expected by the adoption of IPv6.

This White Papefocuses orthe lessons learned frortPv6best practices, use cases, benefits and
deployment challenges and makeescommendations to easeloptionand motivate the industry in view

of largescale deployment of 10T, 4G/5G, loT Cloud Computing benefiting from the restoration of the end
to-end model.

Since the ET8G IP& reaching the end of ithandate this is gerfect time to reviewand summarize
the work achieved by this group and report in this whitepaper the main aspects oeghleyment of
IPV6.

The major findings of thid/hite Paper are:

1 IPv6isbecominga priority, due the exhaustion of the IPv4 addregsmce since 201@or the
Information and Communications Technology (li@dyistry,sincetechnologiedike 5G, cloud, 0T
require its usegovernmentsand standard bodies demand it, and the deviagetwork ¢ content
communicationvaluechainare callingor its adoption

1 IPv6 is growing faster than IPv4aithmeasure$ncluding number of userpercentage of content,
and amount of traffic. Tik testifies that tle key Internetindustryplayershave decided
strategically to invest and deploy IPv6 in laggaleto sustain the Internet growth

9 IPv6 transition solutions fdvlobile BroadBand (MBB),iked BroadBand (FBB) and enterprise
services are ready. Du&tack is the recommended solution for IPv6 introduction, while 464XLAT
andDual stack Litel{SLite) are recommended for IPvénly service delivery.

1 Alarge number ofloud service providers and operators have successfafiyoyed and used
IPv6 A significant number cdompanies have started to move to or plan &rlPv6only service
delivety. Therefore, there is a need for an increased sharirighnofvledge and experience in this
area Several cticalguidelinesfor IPv6 deploymenand IPv6use cases are provided ihi$
White Paper.

1 Vertical applications such as antmmousvehicles, smart grid, industrial factory automatjon
process controlandbuilding automation will greatly benefit fromPvéenabledmachineto-
machine communications. Over the last decade, Statslaevelopment Organizatior(SDOs)
like thelnternet Engineering Task FordETH, ETSI anthternational Electrotechnical
CommissiorfIEGQ have been developing new technologies that are specific to IPv6 for constrained
environments, lowpower radio commnications and massive onboarding and security in many
working groups dedicated to the IPv6 Internet of Things (IoT).

IPv6 Best Practices, Benefits, Transition Challenges and the Way Forward 6
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$ IPv6 Enhanced Innovations for future technologies like 5G;Rammer radios, SDN/NFV,
Deterministic Networking, Cloud Computing, gilatly benefithe whole industry, in particular
demand chain stakeholders (such as governments, end users, enterprises as well as Internet
Service Providers/Network Operatoem)d also supply chain stakeholders (such as the Internet
and Telecommunicatiomendors as well as vertical industry suppliefSiirthermore,IPv6 enables
overlay techniques that abstract the underneath technologies and provide a continuous reliable
service in virtualized environments at scale.

IPv6 Best Practices, Benefits, Transition Challenges and the Way Forward 7
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1 Background

1.1 Why should IPv6 be come a priority again?

As 5G communications amaternet of Thingsl¢T) emerge in many industry verticals, a scalable IP

technology is required with no constraint in number of addesssd no connectivity constraiat To

serve those needs, the networlgrindustry hasnitiated a global effort to transition ténternet Protocol

version 6 [PvH. For example, the Internet Architecture Board (IAB) atlitternet Engineering Task Force
(IETFissuedin November 2016; y aL! . { G GIBES il I & ya3t dKd dwaL9¢C o
compatibility in new or extended protocols. Future IETF protocol work will then optimize for and depend

2y Lt @céd {AYAfLFNI@3X oDt t Stdndalo@gAl & adRitbiNFngfcA Y I Yy R (A
governnents like those of the USA and China will issue new policies and requirements for IPv6
[OMB]JAPNIC_P Since the end of 201#e Chinese government has strongly pushed forward the

development of IPv6 nationwide, and great progress has been made thathes itovolvement of Chinese
operators. IPv6 connectivity services are now provided to Chinese customers, and the total amount of

IPv6 users dramatically increased: there are now 330 million IPv6 users in &hpw the latesChina

Academy of Informatioand Communicatins Technology (CAIGTatistics of 2019.

Somepeoplemay stillwant to ask theD f I & & A O U§edz8aaoiicard ghdut IBv4 or IPV6, and
YAINFGAy3 (G2 Lt @c Ayo@2t@gSa | 20 2F O02ad IyR RAT-

Theshat answeris: IPv6 is growing faster than IPv4, in all measures such as number of users, percentage
of content, and amount of traffic. Thiseansthat despite all the doubt, cost and difficulties, the
collective wisdom of the networking industry has sédeiclPv6 for the future.

Moreover, tisworth notingli K I (1 = (i Ki@twarkR ®@ ¥ 0SSy (i ¢ O haMidndvik réddyiifdr 2 v
IPv6.This idifferent from the last wave ahe IPv6deploymentcampaign around 201that was

triggered by Regional Inteen RegistriegRIR$running out of IPv4 addressd3evices and content were

not IPv6 ready at that timebut they arereadynow. Therefore, when operatorsove more subscribers to
uselPv6 they canimmediatelyprofit from severalPv6benefits, e.g. redcing Capital Expenses (CAPEX)

and Operational Expenses (OPEX), by eliminating Network Address Translation (NAT)/ Carrier Grade NAT
(CGNAT) tax and the complexity it brings forth.

Several stakeholders, such as governments, end users, enterprises and lasewedt service
providers/operators are considering deploying and/or applying IPv6. Once deployed, IPv6 can open the
door to new opportunities in network operations & management andfferoenhanced servicest is
expected thatPv6canbecomeunavoiddle and the value of IPv4 assets (about $20 per IP) can be
repurposed

ThisWhite Paper will elaborate on this point and provide pragtic recommendations about IPv6
implementation andransition techniques, and IPv6 transition and operatibrategy.

In particular, this White Paper focusestte IPv6 adoption and shows how tlev6deployment and use,
has increaseth the last 5 years. IPv6 isarkey stage of deployment, aisthce ETSI ISG IP6 is reaching
the end of its journey, this iserfect time to review the work achieved by this group and report in this
White Paper the main aspects of the IPv6 technology.

IPv6 Best Practices, Benefits, Transition Challenges and the Way Forward 8
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After providinga short overview of the ISG IP6 work, see Annex 1, emphasis will be provided to

1) the IPv6 progress in thedg5 years,

2) the IPv6 service design for Mobile BroadBand (MBB), Fixed BroadBand (FBB) and enterprises,

3) Lt @c NI yaAdAzy azftdziazya FTNRBY 2LISNI G2NRa LIS

4) IPv6 network operations,

5) examples of advanced industry applications of IPv6,

6) IPv6 use cases from the real world,

7) IPv6 enhanced innovation and the way forward and finally recommendations towards ETSI and
Industry.

1.2 Goals of this White Paper

The target audience of thi&/hite Paper is the whole IPvécosystem, particularlgperator personnel,

vertical industries and enterprise personnel that are planning to deploy IPv6 in their network

infrastructures. Besiddsy 8 4 SNAY 3 GKS AYLRNIFYy(G [dzSaGA2y 2F a6k
y 2 4 £ MWhite Rapeifocuses orthe followinggoals:

1 To reviewthe work achieved by the ETSI ISG IP6.

9 To present the progress of IPu8erthe past 5 years, from various standpoigtaser devices,
networks, contents, etc.

1 To discusghe IPv6 designdeployment and management options, along with a few
recommendations drawn from operational experience

1 Toelaborate on IPv6 benefits, and how IPv6 can contribute to shape the future of IP networks
and services.

Even though IPv6 standards have been ratif@d long time, the level of features implementation is not
universal, loit the reality is that there arenany practicathallenges andgsuesvhich mayarise This

White Paperalsodocumentscommonchallenges anissues one may encounter while deployiRy6,

and howthose challenges and issues have been addressed by others. The knowledge and experience from
these IPv6 deployment best cases can be used as practical guidelines during the IPv6 deployment process.

Networking field is in constant evolutionn@ now core technologies such as wireless, virtualization and

cloud fabrics were not as mature or even did not exist when IPv6 was initially introduced, in the mid

1990s. Since then, IPv6 has evolved, and keeps evolving, to meet the new challengesaasahiew
technologies are introduced at the IETF with a strong focus for security and backward compatibility that
enables new IPv6 capabilities to be deployed over legacy infrastructures. This is how IPv6 prepares for the
future while respecting the pastf existing technologies, deployed networks and human skills as a
continuous developmentAlthough, it is important to be mentioned thélhe IABat the IETF issudd

IPv6 Best Practices, Benefits, Transition Challenges and the Way Forward 9
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2 IPv6 progress in the last 5 years

Before focusing on the IPv6 progress in the last 5 yeaisort overview of the ETSI ISG IP6 work will be
provided. More details are given in Annex 1. The ISG IP6 @mtsipublished by the ETSI ISG IP6 are:

IPv6 Deployment in the EnterpriggeeETSGRIP6001V1.1.1[IP61));
Generic migration steps from IPv4 to IRB6eETSGRIP6006V1.1.1[IP6-2]);

IPvebased Internet of Things DeploymentlBf/6based Internet of ThingseeETSGRIP6008
V1.1.1IP63)];

IPV6based Industrial Internet Leveraging 6 TISCH Techn(@egiz TSGRIP6009V1.1.1[IP64));

IPvébased SDN and NFV; Deployment of {Paged SDN and NF&&eETSGRIP6010V1.1.1[IP6
5));

IPv6Based 5G Mobile Wireless Internet; Deployment of iBaed 5G Mobile Wireless Interr(see
ETSGRIP6011V1.1.1[IP66));

6TiISCH Interoperability Test Specificati(eeETSGRIP6017V1.1.1[IP67]).

The remainder of thisectiondescribes IPv6 progress in the last 5 years in terms of:

1 Devicessuppoting IPv6

Content (web sitescloud servicéssupportinglPv6
Networks supportng IPv6

Number oflPv6users

Amount oflIPvé6traffic

IPv6standardization progress

=A =4 =4 4 =9

The abovdisted topicscover the eneto-end IPv6 communication chaifhe takeawayf this sections
IPV6 is growing fast in every major aspect (user devices, networks, contents), and more importantly, IPv6
is growing mucliaster than IPv4.

2.1 Device s support ing IPv6

All the Operating Systems (OS) for hosts support IPv6. Most CPEs also support IPv6, in particular:

1 Mobile devices (e.g., the UEs) support Datck and 464 XLAWhich represents the combination
of stateful and stateless translati@ndis one of the most popular IPv6 transition techniques for
Mobile Broadbandsee als&ETSGRIP6011V1.1.1[IP66];

IPv6 Best Practices, Benefits, Transition Challenges and the Way Forward 10



ETSI__\
\ A

1 Fixed CPEs usesupport DualStackDual stack LitéDSLite) andIPv6 Rapid Deployme(@RD
4 NBIldZANBR o0& wwCyilanyaml lat @@ A/Odzise RN MIRY B3 S
IP6006V1.1.1[IP62]. But since May 2019, [RFC 7084] has been updated by [RFC 8585].
Therefore, other useful transition techniques like 464XLAT must also be supported on new fixed
CPEs;

1 Enterprise CBs support Dugbtack and othelPv6 transition techniques, sé€l SGRIP6001
V1.1.1[IP6-1] andETSGRIP6006V1.1.1[IP6-2].

Operatorscould combine théPv6 upgradef deployed CPEsgith other CPE upgrade
opportunity/necessity(e.g. for a new usegnd select thenost efficientlPv6 transition technigel that
satisfy their needs and requirements.

2.2 Content (web sites , cloud services ) supporting IPv6

Figure 1 is based duv3Tech]and itshowsthat the percentage of content (represented by websites)
supporting IPvés increasing from 5% in January 2015 to 15% in January 2020.

16,00%
14,00%

12,00%

10,00%
8,00%
6,00%
4,00%
2,00%
0,00%

2015-Jan 2016-Jan 2017-Jan 2018-Jan 2019-Jan 2020-Jan

Websites supporting IPv6

Figurel: Percentaye of websites supporting IPVECAGR 24%
based on[W3Tech]

TheCompound Anual Growth RateGAGIRis impressive at 24%r websites supporting IPvAlthough

15% of websites supporting IPv6 in January 2020 may seem low, it should be noted that a big website
generates a lot more content and traffic than a small website, andumscthe biggest content providers
have all enabled IPv6, the percentage of HRxdichable content is much greater than 15%, and is growing
fast. Indeed, sveral operators with Du&btack deployment report that 480% of their traffic is IPv6 (see

IPv6 Best Practices, Benefits, Transition Challenges and the Way Forward 11
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Operatorm
IPv6.

%

2.3 Network s support ing IPv6

Table lis based on [POTAROOQO] afmbws the percentage @&fSessupporting IPvéncreases from 21.1%
in January 2015 to 27.5% in January 2020. This equafs18% CAGIRr IPv6 enabled networks. This

also shows thathe number of networksupporting IPvéis growing much faster thatme ones supporting
IPv4 since the tota(IPv6 and IPv4) networks grow at 9.23% CAGR.

Tablel: Percentage of ASes supporting IPvésed on [POTAROOQ]

Advertised ASN 2015-Jan| 2016-Jan| 2017-Jan| 2018-Jan| 2019-Jan | 2020-Jan| CAGR
IPv6capable 9,182 10,744 12,663 14,506 16,440| 18,623| 15.19%
¢c20l f ! 43,543 44 549 44,368 60,281 63,782 67,713 9.23%
Ratio % 21.1% 24.1% 28.5% 24.1% 25.8% 27.5%

2.4 Number of IPv6 users

Figure 2 is based APNIC_1&nd shows the growth of the number of IPv6 Users for some countries,
from January 2015 to January 2020. In particular,GAé&Ror India is a#t13.70%, for Brazil the CAGR is
at 226.9%, for USA, the CAGR is at 33.90% and for Japan, the CAGR 2%t

IPv6 Best Practices, Benefits, Transition Challenges and the Way Forward 12
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Figure2: Number of IPv@usersfor some countries (Million),
based onAPNIC 1]

Table 2 is based JAPNIC_1&nd it shows that worldwidehe percentage of IPv6 usefise., IPv6/total
ratio) grows from 3.22% in Jaary 2015 to 24.33% in Jaary 2020, ata67.9% CAGR. At the same time,
the total number of users (IPv6 + IPv4) growa &2%CAGR. Therefori,can be concluded that the
number ofIPv6 userss growing much faster thathe number ofiPv4 users.

Tabk 2: Number oflPv6usersworldwide (Million), based on [APNIC 1]

worldwide users| 2015-Jan | 2016-Jan| 2017-Jan| 2018-Jan| 2019-Jan| 2020-Jan| CAGR
IPv6 users 74.24 179.42 290.68 513.68 574.02 989.25 | 67.90%
Total user 2303.09 | 3246.15 | 3339.37 | 3410.28 | 3470.37 | 4065.21 | 12.00%
% IPv6 user 3.22% 5.53% 8.70% 15.06% | 16.54% | 24.33%
2.5 Amount of [Pv6 traffic

Statistics about IPv6 traffic are scarce as most operatorsotipublish such statisticslowever from the
few operators that disclogktheir IPv6 traffic, itan be deducethat the IPv6 traffic is growing faster
thanthe IPv4 traffi¢ see as welETSGRIP6006V1.1.1[IP62] andETSGRIP6011V1.1.1[IP66].

T hLISNIG2NIm Ay G(GKS aLt@c aS /FasSa Ay GKS
network is 25% in 2018, 32% in 2019, and 40% in 2020.
IPv6 Best Practices, Benefits, Transition Challenges and the Way Forward 13
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9 Operator 3in the same sectiorrgported that IPv6 grew from 0% in mD18 to about 7% in late
2019.

2.6 IPv6 standardization progress

In the last 5 years, ETSI IP6 ISG publisi@&aiup ReportsG@R$, which are briefly introduced in Annex 1.

Furthermore, it is important to note that the 144 the IETF issuéd November2016; y aL! . {GF GS
on IPvé 1],@tating thathea L9 ¢ C gAff &ad2L) NBldZANARY3I Lt @ O2 YLI (
CdzidzNB L9¢C LINRB(G202ft 62N oAttt (GKSYy 2LIWGAYATS F2NJ

ThelETHocuses orlPv6enhancementsin the following working groups:

91 IPv6 over Natorks of Resourceonstrained Nodelo) WG, to enable IPv6 connectivity over
constrained node networks

1 LowPower WideArea Network (PWANWG, to enable IPv6 connectivity over extremely
constrained LowPower WideArea technologies

1 6TiSCH WG, to enables@Pover Timeslotted Channel Hopping (TSCH) for industrial applications.

1 Routing Over Low power and Lossy netwdROLLWG that designs the RPL routing protocol for
scalable IPv6 loT

In addition, the following three IETF working groups are involvedardbcumentation of IPv6
management procedures and protocols:

1 Source Packet Routing in Networkigpring WG, focusing oSegment RoutingSR and SRv6
standardization.

1 IPv6 maintenancesman WG,whoseworks include: (1) updated v&ion of the IPv6 spdiation
[RFC 8200] (2) 16 RFCs (since 2015) reviewing the basic components of the IPv6 protocols (e.g.
fragments, MTU, headers, node requirements, etc.).

1 v6ops WG: improvement of already available mechanisms, such as 464XLAT and SLAAC. It also
developsguidelines for the deployment and operation of new and existing IPv6 networks.

3 IPv6 service design for Mobile, Fixed broadband
and enterprises

Based on discussions with several operators, it was observed that the following information was used
duringthe process ofolling out IPv6 services for MBB (Mobile broadband), FBB (Fixed broadband) and
enterprises:

I The IPv6 service design
1 The deployment strategy, and

1 The service and network operations

IPv6 Best Practices, Benefits, Transition Challenges and the Way Forward 14
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Thissection discusses

1) theIPv6 service design, with focus on the transition solution, i.e. NAT (Network Address Translation)
issues

(2) thelPv6 prefix and address assignment at the CPEs,

(3) IPv6 packet transport are also part of the IPv6 service desigre Details related to the latter two
topics are provided in Annex 2.

In the next section weéake an operatoicentric perspective. In particular, whelescribingPvé for
enterprise,the focus is orhow operators provide IPv6 services for enterprises (WAN siti&.

introduction of deployindPv6 inside enterprise networks (LAN sidgyr@/idedin the sulsection entitled
GLt @c RSLI 28YSyid AyaARS SyGSNIINR&AS ySig2N)] atco

3.1 IPv6 transition sol utions from operator perspective

As emphasized IRTSGRIP6006V1.1.1[IP62], there areseverallPv6 transition solutionavailable, see
Annex 1 alsdn particular ETSGRIP6006V1.1.1[IP62] classifies these IPv6 transition solutions in two
groups: (Alhe IPv4 to IPv6 transition technologies used to provide IPv6 connectiuityB)IPv4 to IPv6
transition technologies used for providing IPv4 connectivity

ThelPv4 to IPv6 transition technologies used to provide IPv6 connectinéygtioned inET SIGRIP6006
V1.1.1[IP62] are:

(1) Dualsack,

(2) Configured tunnels (6in4),

(3) Generic Routing Encapsulation (GRE),

(4) IPv6 Rapid Deployment (6rd),

(5) Native IPv6 behind NAT44 CPEs (6a44),

(6) IntraSite Automatic Tunnel Addressing Proto@S8IATAP),
(7) Connection of IPvé Domains via IPv4 Clouds (6to4),
(8) Tunneling IPv6 over UDP through NATs (Teredo),

(9) IPv6 over IPv4 without Explicit Tunnels (6over4),

(10) Anything In Anything (AYIYA)

(11) IPv6 Tunnel Broker with the Tunnel Seuptocol (TSP).

The IPv4 to IPv6 transition technologies used for providing IPv4 ctnitygodescribed irETSGRIP6006
V1.1.1[IP62] are

(1) Stateless IP/ICMP Translation Algorithm (SIIT),

IPv6 Best Practices, Benefits, Transition Challenges and the Way Forward 15
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(2) Stateful NAT64,

(3) Combination of Stateful and Stateless Translation (464XLAT),
(4) DualStack Lite (DSite),

(5) Mapping of Address and PartEncapsulation (MAE)

(6) Mapping of Address and ParfTranslation (MAF).

Selectinghe rightIPv6 transition solutiowan becomplex It isunrealistic to assumthat all these
technologies will be widely adoptedhe choice of the IPv6 transition solution depends on several factors,
usually driven by market and applied policy.

In addition to the twogroups ofiPv6 transitiorsolutions introduced ilETSGRIP6006V1.1.1[IP6-2], this
whitepaper provides as well a classification based on the two stagesalso [RFC 6036], [RFC 7381])
an IPv6 transition procesgt) IPv6 introductiorand (2)IPv6eonly. Note that boththose IPv6 transition
process stages are related service delivery perspectivandnot to anetwork underlay perspective.

ThelPv6 introductiorstageis to enablehe deployment of alPv6 service in an originallv4 network.
IPv6 services are delivered top of or alongside IPv4 service. With an IR duatstack patternthis
stage is to gain experience with IPJ6.this stage, the IPv6 traffic volume is assumed to start small
compared to IPv4 traffic, depending on the available IPv6 contenh EBvhis stage, it is expected that
over time, the IPv6 traffic volume will gradually increase.

Whenthe IPv6 traffidncreasedo acertainlimit then a move to the IPv6nly stage can take place, where
the service for subscribersdelivered solely on IPv6. This means that the CPEohbsan IPv6 address at
the WAN sideandusesan IPv6 connection to the operator gateway, é&goadband Nevork Gateway
(BNQ or Packet Gateway (PGWWser Plane FunctiotJPH. However the hosts and content servers can
still be IPvAand/or IPv6. For example, NAT64 can enable IPv6 hosts to access IPv4 senmaskitee
network uncerlay can also be IPwt IPv6. Tie service delivery architecture is puréBv6, at least for the
access part, and IPv4 services are provided over IPV6.

Note that when to switch from IPv6 introduction to IPefly can be a complex decision that depends on
several factors, suchis economic factors, policy and government regulation.

The two IPv6 transition stages are described in more details in the following subsections. However, it is
worth mentioning that in some scenarios (e.g. MBB) 18§ stage could bmore efficient fromthe start
since thelPv6 introductiorphase with MalSackmay consumenore resourcegfor example CGNAT

costs).

3.1.1 For IPv6 introduction

In order to enablehe deployment of anlPv6 service over amderlaylPv4 architecture, there are two
possibleapproaches:

1 Enabling Duabtack at the CPE, or
9 Tunneling IPv6 traffic over IPv4, e.g. with 6RD or Teredo.

[RFC 738Ifcommends that'dualstack when you can, tunnel when you must". D8akck is more
robust, and easier to troubleshoot and suppdasedon information provided by operators it can be
stated thatDualStack is currently the most widely deployed IPv6 solution, for MBB, FBB and enterprises,
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accounting for about 50% of all IPv6 deploymeste Figures 3 & 4 attide information given in
[RESERCH Therefore, for operators that are willing to introduce IPv6 it is recommendexpfidythe
DualStackiransition solution Note that the a&tual deployment strategy is further discussed in the
éDeployment andOLJS NJ- (shibgeytiand

Although theDualStackiPv6 transitioris a good solutioto be followed inthe IPv6 introduction stage, it
does havdew disadvantages in the long rdas described ithed RS LX 2@ YSy G | yR .2 LISNJI
Therefore, when IPviBicreasego a certainlimit, it isrecommendedo switchto the IPv6only stage

3.1.2 For IPv6-only service delivery

This sectioriscusesthe possible IPv®nlytransition solutions, anthe process of selecting one of them
to fit the need.

[LMHRV60OPSjliscusses and compares the t@ecal meritsof the most common transition solutions for
IPv6only service delivery, 464XLAT ,-Iu§, Lightweight 4over@lw406), MARE, and MAHR, but without
providing an explicit recommendation.

Based on discussions with operators and experts thevidtlg recommendations on the selection of IPv6
transition technologies are provided.

Figure 3 and Figure 4 are basedtbe documents referenced RESEARCH] and shinat, besidesDuat
Stack, the most widely deployed IPv6 transition solution for MBB4XUATsee Figure 3and for FBB is
DSLite, see Figure 4, both of whiae IPvéonly solutions.
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ISP (name) Country Transition Mechanism (NAT64/464xlat, Network Type (mobile, DSL,

~ ~ 6rd, DS-Lite, Dual Stack, ...) ~ fiber, cable, satellite,...) T
us ? Mobile
BT Dual Stack Mobile
GB 464XLAT Mobile
TT Dual Stack Mobile
DE 464XLAT, NAT64 mobile (2G,3G,4G)
DE Dual Stack mobile (2G,3G,4G)
EE dual stack mobile
T™W Dual Stack Mobile
VN dual stack LTE
NO Dual stack 3GPP
FR Dual-stack Mobile
PL 464XLAT Mobile
IN 464XLAT Mobile
CA NAT64/464XLAT Wireless
us 464XLAT mobile
us 464XLAT, NAT64 mobile
SE Dual stack 3GPP
AU 464XLAT mobile
DK,SE Dual stack 3GPP
us Dual-stack mobile

Figure3: IPv6 solutions deployed in MBB
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ISP (name) Country Transition Mechanism (NAT64/464xlat,

Network Type (mobile, DSL,

~ ~ 6rd, DS-Lite, Dual Stack, ...) fiber, cable, satellite,...) Rl

DK,NO 6RD Fibre
us 6rd AT&T Old PPPoOE ADSL
us Native IPv6 (Dual Stack) 802.1x "IPDSL" over
CH DS-Lite DOCSIS '
us Dual Stack DOCSIS

MAP-T (EFT)
us dual stack DOCsIS
CR Dual-stack Docsis, Fiber, GPON
DE Dual Stack dsl/vdsl
IE dual stack VDSL2 & FTTH
GR Dual-Stack, DS-Lite DSL
NO Dual stack DOCSIS
™™ Dual stack VDSL, FTTH

dual stack, DS-Lite fibre?
DE DS-Lite DOCsISs
DE Dual Stack and NAT64 WIFI
DE DS-Lite DSL/FTTB
MA Dual-Stack Fiber
UA dual stack fibre, ETTH
DE Dual Stack DSL
Ccz DS-Lite DSL
ES dual stack, DS-Lite fibre
FR Dual-stack ADSL, VDSL, Fibre
PL DS-Lite DSL and fibre
SK DS-Lite DSL
GR Dual-stack / w406 xDSL
BE dual stack DSL
DE DS-Lite DOCSIS
AR Dual stack DOCSIS, GPON
RO Dual Stack FTTH
IN MAP-T, Dual-stack DOcCsIs
UK Dual Stack DSL + Fibre
CH 6rd DSL and fibr
AT DS-Lite mostly DOCSIS
Ccz Dual-stack DSL
Si Dual Stack XDSL/FTTH/GPON/P2P
BE dual stack DOCSIS
NO Dual stack GPON, DOCSIS, xDSL, 3GPP
EE dual stack DSL/FTTH
DE Dual Stack XDSL/FTTH/ GPON/P2P
DE DS-Lite DOCSIS
Ccz DS-Lite DOCSIS
RO DS-Lite DOCsISs
HU DS-Lite DOCSIS
PL DS-Lite DOCSIS
SK DS-Lite DOCSIS
IE DS-Lite Docsis
NL DS-Lite Docsis

Figure4: IPv6 solutions deployed in FBB
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Based on discussions with operators and experts the following recommendations are provided for the
selection of theransition solution:

1 If CPEs support 464XLA%EN use 464XLAThis holdsfor MBB, FBB and enterprises

1 For the situations thaEBB and enterprise CRisnot support 464XLAT, then (D&ecan be
considered ashe secondbest choice.

The rationale®f deriving the above listed recommendatioaie elaborated below.

First,for MBB the IPv6 hosts (e.g. the Apps on the UE) behind thedRiy6CPE (i.e. th&lser Equipment
(UB itself) can natively access IPv6 websideservicesHowever,in order to access IPv4 websites,
NAT64 and DNS64 are needBhT64 [RFC 6146] is neededcaiccomplish the translatiarDNS64
[RFC6147] is likely needed too, assuming DNS queriesariged, see Figure 5. Note that Figure 5 shows
how an IPvénly host accessesn IPv4 website.

IPv6 IPv4

WEB
NAT64

SERVER
SYN 192.0.2.1
@_ ______ .ﬁ 192.0.2.1
SYN 64:ff9b::c000:201 - ¥

-
-

- DNS64 DNS

AAAA 64:ff9b:c000:201 A192.0.2.1

Figure5: NAT64+ DNS64: how they work (from Wiki

Second, NAT64 + DNS64 is not sufficient for all scenarios. For example, whenantylBi#Gis serving as

a hotspot, some tethering devices may only support IPv4. To support such IPv4 hosts behindoautylPv6
CPE, 464XLAT [R#BI7] is asuitablechoice, becausd64XLAT consists othent side NAT46 (CLAT) at

the CPE and a provider side NAT64 (Pls&€)Figure 6 PLAT iglentical to the onedescribed in the first

case, while CLAT at tiPEean translate the IPv4 trafficdm the IPv4 hosts into IPv6 traffic. So with

464 XLAT, this second scenario effectively becomes the first scenario. At the provider side, NAT64 is the
only NAT, and both IPv4 and IPv6 hosts behind thedRiy6CPRvill work, for any kinds of websites.

IPvd Private CLAT IPv6 Internet
Devi IPv4 Stateless (Translated 4-6-4)
cvice v NAT46

PLAT

Stateful IPv4 Internet
NAT64

Operator IPv6 Connections (e.g. PDU or PPPoE sessions)

Figure6: Overview of the 464XLAT
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Note that most of thenobile UE OSes support the client part of 464XLAT (provider part of 464XLAT is not
relevant to mobile OSes). Furthermoeecording tdLMHRVE6OPSmobile OSes generally dot

support other IPvénly transition solutions. Consequently, 464 Xlcam be considered to beffectively

the only IPvéonly solution for MBB.

For FBB and enterprises, if the CPEs support 464 XLadrticular CLAThen itisthe recommended
IPv6only solution.In this wayMBB, FBB and enterprises can agpl same solution, and NAT64 will be
the only NAT. Thisan simplify network operations and management and reduce OPEX.

However, it is important to be mentioned that accordirgfRFC 7084he required IPv6 transition
solutions are Duabtack, Ddite and 6RD. Meaning that there aretail fixed CPEat are not required to
support 464XLATIn May 2019, [RFC 858%pdated[RFC 7084hat requiresthe support of other IPv6
onlytransition solutionsincluding 464XLAT. This means that for operators winadavneedto deploy an
IPv6only solution for FBB and enterprises in the future, 464Xtailbethe first option toconsider

LT G4KS 2 LIS MatsugpbB4UXIAT, $hédhe BSL ite IPV6 transition solutiofis a viable
alternative. t is important to mentiorthat many existing fixed IPwénly deployments use DBEite,

possibly due to the fact thdDSLite wasthe first IPv6only transition solutionthat was published, indeske
DSLite [RFC 6333] was published in Aug. 2011, while 464XLAT [RF@&S8 published in App2013

Figure 7 provides an overview of the-Dig architecture. ThéPv6 traffic will be transported natively;

IPv4 traffic will be tunneled from Basic Biiialyy BroadbandB4)to Address Family Transition Router
(AFTR)where traffc will be decapsulated and NASGt The solution is comparable to 464XLAT in terms of
technical merit, but ifs different from the IPvéonly solutionusedfor MBB. This could meathat

operators willneed to deploy twdifferent NATs, NAT64 for MBB and NAT44 for FBB.

Stateful AFTR
B4

Encap./
Decap.

IPv6 Internet
(IPv4-in-IPv6 tunnel)

IPv4 Private
Device IPv4

IPv4 Internet

Operator IPv6 network

Figure7: Overview of DS ite architecture

Based on the above discussion we recommBudlStackas the IPv6 transition solutidior IPv6
introductionin the earlystage and 464XLATDSLite forthe IPvGonly service delivery.

Note that MAPE and MAP have clear technical merit ftne FBB scenarjdut they are rarely deployed
(see Figures 3 @).

During the process of applying tkelectedIPv6transition solutions some ommon issuegsan be
encountered. Based on discussions with operators and experts the following common issues and their
solutions are identified:
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9 Issue 1. DNSSEC (DNS segiréware hosts may consider DNS64 AAAA records tampered and
NBE2SOi (KSYZ 06S0OIdzaS 5b{cn AYyRSSR OKIy3aS (KS
(IPv6)

0 Solution: Any securitgaware host must also be upgraded to be translatimare andhe
DNS64unction should beaccomplishedocally. In addition, the hosteedsto be able to

learnthe WKP (WelKnown Prefix) othe right NSP (NetworSpecific Prefix) in order to
use NAT64 [RFC7051].

91 Issue 22 NAT64 deployment masausewebsiteproviders/supplierdo deducethat there is no
need forwebsites to support IPv6.

0 Solution:End to end IPv6 avoids NAfd therefore websites can profit from reduced
latency, seee TSGRIP6011V1.1.1[IP6:6], and shouldipgrade to IPv6According tdETSI
GRIP6011V1.1.1[IP66], it can be observed thdor all four USA mobile network
operators

A Round Trip TimET7T, DNS lookup Webpage Page Load TiMd experiments
on Content Delivery NetwérProvider 1's content deliveigfrastructure show
that IPv6 based mobile networks outperform IPv4 based mobile networks
deployed by thesame cellular mobile network operator.

Content Delivery NetworlCDN) RTT performance for mobile content can be
improved when IPv6 networks are used, due to the fact thagath middleboxes
for IPv6 address translation deployed by cellular carriers are not anymore needed

3.2 IPv6 prefix and address assignment at the CPEs

One of the key differences between the IPv6 prefix and address assignment from the IPv4 prefix and

address assignment at the CBEhepossibility to useSLAAC (StateLess Address Auto Configuration) [RFC
4862] in IPv6. In IPv4, hosts must obtain IP addresses from a DHCP server. In IPv6, hosts generate the
GAYUSNFIF OS ARSY (A Tveaddiess bytmeansiof SLAACOTRIS véas origirklly dokeogk NJ L
prepending a prefix to the 4Bit MAC addresslIn this way, hostéocatedon the same link can

communicate with each other without a router oi2HCP server. If a router is available on the samke |

then the hosts will als get a prefix from the router angrepend it to the interface identifier, to form a

globally routable IPv6 address. The purpoS8LAAG to enable plugand-playfeature.

Therefore, when acquiring IPv6 addresses for MBB, &d enterprise CPEs, the main difference from
acquiring IPv4 address is tpessibility to useSLAAC.

Annex 2 describes the details of the MBB and FBB IPv6 prefix and address assignment procedures,
including message sequence charts.

Based on discussiomsth operators and experts the following IPv6 prefix and address assignment issues
and solutions can be identified.
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3.2.1 For MBBUEs

1 Issue 3. Inthe case aimodem,Pointto-Point Protocol v@PPR6) was used historically to
connectmodem (MT) anderminal (TE) an@ was possible to transfer configuration parameters
by usingPPPCurrently, a on-PPP MATE connection is getting more popular for performance
reasons.

0 Solutian: Proprietary methods can be ustatransfer paraneters, such aMaximum
Transmission UnitfTU), DNS, defaulGateway. Other approaches are supporting e
to request such parameters using stateless DHOBrecommended to use standardized
solutions for theMT-TE connection.

3.2.2 For FBB RGs

An FBBResidentialGateway (RGnay usePPP Over Ethernet (PPPoEnternet Protocol over Ethernet
(IPoE}o establish connectiosito Broadband Network Gateway (BNGlhiswhite Paper focusesas
exampleonly on the PPPoE approach.

The following IPv6 prefix aratldress assignment issues and solutions are identified.

Issue 4: SLAAG statelesg due to the fact thahosts do not infornthe router when they joira
LAN, router would not be aware of the IP addressesewf appearinghostsin time. Thelnitial
traffic to unknown hosts could be dropped. This could happen even when the traffie iesponse
G2 GKS K2aidiQa NBIljdzSai
0 Solution:This can be solved by using the solutio® NJ (i dzA (1 2 dza b SAIKO2NJI 5
(similar to IPv4 gratuitous ARPYyoposed in [Linkova].l€ase note however, that
currently [Linkova] is an individual IETF draft.

Issue 5: Ifany dynamic allocation for interface IBsadopted, then théPv6 addess used for
traceability need to be logged and maintainegince these IP addresses contdymanic interface
IDs this information has to be logged. Otherwise, if something unexpected qécwif not be
possible to identify whichPv6 addressesalve been applied.

0 Sdution: Stateful DHCP is an efficient solution for such environnamnthe IPv6 ddress
for each host is logged

3.2.3 For Enterprise CPEs

This section only discusses how an operator provides IPv6 addresses and prefixes to the enterprise CPEs.
How to deploy IPv6 inside enterprise networks is discuss&d 8GRIP6001V1.1.1[IP61] andii KS &Lt @c
RSLI 28YSy(l AyaArARS Syd@isomnerspsd ySis2N] aé asoirzy
ForSmall and Medium Enterpris€SME$that connect to operators viBigital Subscriber Li®SI.or

Fiber to the XKTTX the IPv6 address and prefassignment is exactly the same as in the FBB case. In

GKAA aSOGA2y 6S F20dza 2y I NHSNJ SYGiSNILINR&ASE oK2a!
(i.e. not a tunnel).
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OYGSNIINRAS /t9aQ Lt @c | RRNB&ASAE asiMdBISNhay dge Pise 02 v
address space allocated from its provid#rmis is known as Providéggregable (PA) For larger

enterprises (typically mulihomed to multiple providers)PA space will not be practical. They should

apply directly to theilRegonal Internet RegistryRIR for what is known as a providéndependent (P1)

prefix allocation. This type of allocation comes with an annual operational cost.

3.3 IPv6 Packet Transport

After the subscriber CPEs acquire IPv6 addresses and the rigjrgdilions are deployethe end points
can conceptually commurate with each other. But in realitpackets must be able to reach the
destinations. To do so, one can either:

1 Support DualStack network to transport IPv6 & IPv4 packets natively, or

1 Tumel IPv6 packets over IPv4 or MPLS to a point where IPv6 packets can be natively transported
again.

It is important to emphasizthat:

1 The choice between Du8ltack and tunneling is applicable for the backbone networks. In mobile
backhaul networks andXed broadband metro networks, all packets from the users are
encapsulated irsPRSunneling Protoco{GTRH or PPPOE tunnels (IPOE is not discussed in this
White Paper). User traffic that can bEPv6 or IPv4 is invisible to such networks.

The above ar&ey points associated witliPv6 packet transport. Below are some common issues
encountered by operators and their suggested solutions:

1 Issue 6: Tunneling typically results in a decrease of the P@fhU. This, when coupled with the
widespread dropping dhternet Contol Message ProtocdlCMB error messages leads to the-so
called "blackholes”, where packetare dropped without anyeason reported

0 Solution: reduce the PatMTU, either by means of TGRximum Segment SiZ8SS
"clamping" or use the IPv6 minimum MTU (1280 bytes) at theres.

Issue 7: Extension headers of IPv6 could be very long. That could create a problekpdbcatior
Speific Integrated €cuit (ASIg-basedPacket Forwardingrigines(PFEp If PFEs are not capable of
parsing up to TCP/UD&yer then several new features suchl@ad balancing, filtering for security
or QoS will not be able to support.

0 Solution: important to observethé { S& o0dzZF FSNE f Sy3aGK (el G A a
this is too largeit could create unresolvable problems even for small chain of extension
headers. IPv6 is very demanding to ASICs
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3.4 IPv6 deployment inside e nterprise networks

The previous section discussed operators providing IPv6 connectivity services for enterprises. This section
discusses IPv6 deployment inside the enterprise networks.

ETSGRIP6001V1.1.1[IP61] provides guidelines and recommendatioan IPv6 deployment in the
enterprise. For more details see Annexlfi.particular, he provided guidelines and recommendations
include the steps that need to be followed by Enterprises in order to deploy IPv6. These steps relate to:

(1) Transition deploymeinmodels,

(2) Enterprise Design ConsideratiorBuilding a cross functional team,
(3) Preparation and Assessment Phase,

(4) IPv6 address plan,

(5) Address Management and

(6) Routing considerations.

In addition, an example is provided on how these guidelines can b&dpplIPv6 Data Centers. Other
topics that are considered are (a) key elements that can be used to build an IPv6 Internet Presence in
Enterprises and (b) Security;

One of the ky derived conclusioris that there is no single recipe for IPv6 transformatiBach

enterprise is unique and depends on its unique business goalstdomgvision and constraints. It is

critical to put in place a joint Business & IT Task Force. This will help ensuring a smooth path toward IPv6.
A pragmatic roadmap for an IPv6 misition, while also developing clear business benefits that can be
achieved through the transition, is needed.

4 IPv6 deployment & operations

Existing infrastructure including CPEs, networks, and management systems are mostly based on IPv4. The
IPV6 transition solutions discussed in the previous sectionsioahe deployed overnight. Therefora,

practical deployment strategy is needed. In additibis important to be aware dfiow to operate the

IPv6 network and servicesince they need to be planddefore the IPv6 services are deploy@&tiese

two topics are discussed in this section.

4.1 IPv6 deployment strategy

Multiple operators and [RFC 603@RFC 7381] provided many practical advices. The key pghattsan
be applied as guidelines for IPv6 transitiare summarized below:

1 Clearly separate IPv6 transition into 2 stages: (1) IPv6 introduction and (2)riRv&hese 2
stages have differenturposes and require different solutions. IPv6 introduction is to gain
experience with IPv6 and accommodate future services,g. l0TVehicle to X\(2X. As
previously discussed in this White PafdeualStack is generigl the most suitable solutiorin this
stage,the IPv6traffic maystart low,compared to IPv4, but will increasefaster than IPv4. When
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the IPv6 traffidncreasego a certainlimit then a move to the IPv6nly stage can take place,

where service fosubscribers iglelivered solely on IPv6, so as to simplify network operatiand

to reduce CAPEX and OPEX. In this stagdodéLAT is likely the most suitable solution,

although D4.ite can be a viable alternative for FBBs notable that in some soarios, the IPv6
onlystage can be thetarting 2 A y i F2NJ adz0 aONAOSNEQ Lt @dc & SNIIA (
transition process and reduce costs.

T AignllS2 LX S | y R 2 NsBsWitCting seivided fyo & vAAAIB/G will affect many
peopleand organizations inside compas and organization$eople may be reluctant to support
changeghey are not familiar with. Therefore, i very important to communicate frequentin
orderii 2 Ff A3y LIS2LI S ¢ IyidalsimdBriantd grovide Ar@mh@ta relévans &
peopleso that they are open for thEPv6transition.

1 Audit IPv6 capability dhe infrastructure: IPv6 affects all the components of any communication
service chain, from the terminals to the websites, from the CPEs tedhace platforms, from
the user applications to the information system. Which devices already support IPv6, which
devices need upgrade, must be carefully audited, and necessary upgrade must be planned and
executed

1 Introduce IPv6 support together with lo¢r types ofnetwork upgrade to reduce cost. For
example, when part of the network reaches its esfdife status and needs to be replaced, IPv6
capabilitiesare tobe supported by the replacing equipment.

9 Use DNS as the switch to turn on/off IPv6 s&wifor the end users, because the hosts decide
whether to use IPv6 depending on the presence of IPv6 AAAA records from DNS queries.

Following the previous discussion, more information is provided regarding the costs and benefits of the
IPv6introduction stage and the IPvénly stage

41.1 IPv6 introduction stage

As discussed previously in thighite Paper, it is recommended that organizations that have not yet
introduced IPv&tart to introducelPv6 by applying thBualStacksolution The cost€anbe considered
as beingnoderate while the benefits are clear:

I Cost
o If IPv6 is introduced together with other network upgrade, the additional CAR&X is

o0 With DualStackmanyparts of network management and IT systems can still work in
IPv4. This avoids major upgrade of such systems to support IPv6, which is possibly the
most difficult task in IPv6 transition. In other wordlse cost and effort orthe network
management andT system upgrade are moderate.

i1 Benefits

o0 Accommodating future services: future services requiring IPv6 addresses, e.g., 10T or V2X,
can besmoothlysupporied.
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0 Saving NAT cost: today, theggestcontent andmost of theCDN providers support IPv6.
Moreover, hosts are mostly Du&tackenabledandcan support IPvelherefore, when
operators introduce Duabtack, a fairly large amount of traffic 4®&0%) carbe IPVv6,
without requiringCGNAT. As CGNAT is expensive, with per Gbpbabist3-5 times of
arouter cost based on typical vendor pricing, the saving can beeinange ofmillionsof
dollars

4.1.2 IPv6-only stage

Even though Dudbtack i good choicén the IPv6 introduction stage, it has some disadvantages in the
long run:

1 DuatStack willikely lead toduplication of several activitie®nce in IPv6 and another time in
IPv4, ire.g.network operations (e.g. both IPv6 & IPv4 FCARS&egal interceptionThismight
increasethe CAPEX and OPEX.

9 DualStackmcreases the amount of state infmation in the network;

1 DuatSack still requires IPv4 addresgesbe assignedin some cases, evevhen usingorivate
addresgs, such as 10.0.0.0/8ye address poadk notlargeenough, e.g. for large mobile
operators or large DCs with serwértualization.

However transitioning to IPvénly also has the following difficliéis

1 The need to pgrade network management and IT systems to support.|Ifhi§ may be one of
the most difficult and timeconsuming tasks during the whole IPv6 transifiwocess, because
network management and IT systems tend to have longer lifecycles than networks, and therefore
are older andmore difficult to upgrade;

1 InIPv6eonlystage, NAT64 will be used instead of NAT44. However, NAT64 gandrallymore
expensie than NAT44 based on current vendor pricikpreover, Internet providers and
operators generally have more experience WA T44than with NAT64.

When the DualbStack disadvantages outweigh the IRy complexity it makes sense ttransitionto
IPveonly. This topic is for further study.

4.2 IPv6 Network Operations

The key tasks in IPv6 network operations serve three main purposes eardbe consider as theey
Performance Indicata(KPI$ for Internet providers andperators: SLA, TTN budget.

1. For SLA (service level agreement)
a. IPv6 fault management: when there are network issues, new engineer skills and tools are
needed to troubleshoot and solve the problems;
b. IPv6 security management: IPv6 will introduce new security risks that netkerks and
services vulnerable. Such riske tobe analyzed and dealt with.
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2. For TTM (time to market)
a. IPv6 configuration: service delivery teams must be trained for IPv6; New service
provisioning tools are needed;
b. IPv6 accounting: new software (e.fpr new user identity information, new IPv6 MIBS)
and new engineer skills;
c. IPv6 performance monitoring: new software and skill trairfimgpeople
3. For budget (CAPEX & OPEX) compliance
a. IPvemayrequire new devices, and more state information in deviceshSCAPEX
increase must be accounted fddowever, IPv6 can be piggybacked (done in parallel) on
equipment renewal an€CAPEXhould not be a big issue in this case;
b. IPv6 introduces additional complexity in the networks during the transition period.
Therefae, it will increase OPEX.

ETSGRIP6001V1.1.1[IP61] and [RFC 7381dcusedon these key tasks, although from an enterprise
LISNBRLISOGAGSD 2SS 5SSt 02YS 2LISNF2NARQ O2y(NAOGdziAZ2Y a

The above are key points for IPv6 network operations. Belevsame common issues encountered by
operators and the suggested solutioriEhey are either contributed by operators are extracted from a
large number of RFCs and IPv6 wipidgers. They are put here in a single place for easier reference.

42.1 Security issues and solutions

The issues and solutions described in this section are based on discussions and contributions coming from
operators and experts:

Issue 8: the algorithm specified in [RFC 1858] can prevent an overlapping fragment attack on an
upper-layer protocol (e.g., TCP) for IPv4 but not for IPv6. This is because the fragmentable part of
the IPv6 packet can contain extension headers. Consequently, a malicious attacker can bypass a
firewall using overlapping fragments. See [RFC 5722] tarlde

0 Solution:[RFC5722]pdates the IPv6 specification to explicitly forbid overlapping
fragments.In this way, thdPv6 nodes transmitting datagrams that need to be
fragmented must not create overlapping fragmen¥hen reassembling an IPv6
datagram, fione or more fragmentare determined to be overlapping fragmestthe
entire datagram must be silently discardeéchplementing RFC 5722 will solve this issue.

Issue 9: In order to decrease the probability of Denial en8ce (DDoS)DOS attackd, is a
common practice for IPv4 to filter out ICNdRCckets Full ICMPV6 filtering is not possible, because it
would break path MTU discovery and slow down all hosts.

0 Solution: Rate limit ICPMv6 messages that could not be filtesae[RFC4890for more
details.Implementing RFC 4890 will solve this issue.
Issue10Y daa!/ | RRNBaa A ygetenBaisRofdssodiated security isolesEs & a €
RFC 772[RFC7721fpr problem discussion: correlation of activities, location tracking, address
scaming, vendorspecific vulnerabilities exploitation

0 Solution: a number of solutions exifRFC4941(update in progress bFGONT)] A
GLISNA2RAOIf f & OKRRCIGBHOKBE LK FASNEKDOSOIIES &3 3ISy
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I RRNBRBEGGALHASY ! yiAOIEG/R WAl dj dESIEHESE S R2 y2
aAONRa2Fld aNIyR2Y¢é o0SFFSOGA@BStE wC/ nopnmz
DHCPv6. RFC 7217 is probably the tlesice because it is stable, amén be easily

configuredon different subnets.

Issue 11: DDOS attacks on Neighbor Discoy@t) protocol, since theneighbor cache could be
easily exhausted [RFC 658Bhus,couldas wellhappen as a resutif normal operation, for
example: inventory system scan.

0 Solution: Vendors should limit resources KD cache. Customers should test products
(CPE, RG, Routers) to check that particular product is not vulngrable

0 [RFC 8505] provides a proactive cacheiséor IPv6that prepares the ND cache at the
router before it is needed. This avoids the gap thamtioduced in IPv4 by the ARP
lookup and in IPv6 by the ND Address Resolution, upon the first packet from the outside.
If this method is generalized in the whole subnet, then the multicast lookup is no more
used, and the ND/ARP cache DDOS attack vulnigyabieliminated.

4.2.2 OAM (Operations, Administration, and Maintenance)

The key point in this section is, most existing OAM tools already support IPv6, while new OAMs being
definedby the IETF have not yet considered IPv6 support.

Existing OAM tools (ipg, traceroute, BFD, MPLS OAM, Pseudowire OAM, TWAMP, STANIP, ITU
Y.1731, IEEE 802.1ag, IEEE 802.3ah, TCPDUMP, IPFIX, sFlow, mirroring) are fully compliant with IPvE
for more than a decade. Moreover, SRYAM can be supported usihggacylPvé OAM tools.

New OAM tools such as iOAMTF], iFifIFIFFRAMEWORKAIlternate Marking [RFC 831pv6
ALFTMARKJare in the process of active development for the last few years. They touch data plane
(especially iOAM/iFit), therefore some typical issues are amtietp SedlFIFFRAMEWORK]r

details.

5 Examples of industry applications of IPv6

5.1 IOT (Industrial 10T)

Converging Networks for the Industrial Internet

Operational Technology (OT) often refers to Industrial networks, which focus on highly releles and
deterministic networking. In OT environments, deterministic networks are characterized as providing a
guaranteed bandwidth with extremely low packet loss rates, bounded latency, and low jitter. OT networks
are typically used for monitoring syshs and supporting control loops, as well as movement detection
systems for use in process control (i.e., continuous manufacturing) and factory automation (i.e., discrete
manufacturing), and protection systems in the SmartGrid.
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Due to its different goalsDT has evolved in parallel but in a manner that is radically different from
Information Technology/Information and Communications Technology (IT/ICT), which relies on selective
queuing and discarding of IP packets to achieveter Y R b2 ¢ O2 yliteN®tf 2 FJSNJ G KS

IPv6 can contribute to the convergence of IT and OT. Having a single standardized way to communicate
with widely deployed new IOT devices is a guaranty of success. IPv6 has evolved since its inception to
support the new industrial communicatiorequirements. The IETF and its working groups have added
numerous new standards that allows IP networks to meet the demanding objectives of OT communications.
In this regard it is possible to list the following IETF working groups: Detnet, 6loWPAN|sglo, BFWAN,
IPWAVE.

The IETF has also developed a new rgupirotocol targeting specifically the IOT domain chRé&L

(Routing for low Power and Lossy networks) [RFC 6550]. This new routing protocol has rapidly become
one of the most deployed IGPs worldwidéis is because it is widely used in the smart metering domain
where each and every meter is an IPv6 router. Agrage smart metering system overpassed easily a

million of meters, leading to hundreds of millions of IPv6 routers worldwide. It expanded over the year to
reach also the substation automation field by connecting the small electrical substations togeter wi
sensors along a distribution line. This type of network forms a FAN (Field Area Network) and offers all the
necessary connectivity for the utilities.

TI' T/ib“r L,

Factories Smart City Light
Power Generation Equipment

Field Area Network @ ROy

.
T
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Smart Meters “m .

1

Smart Home
Buildings
Infrastructures
Figure8: Example ofFAN (Field Area Networ}FAN Courtesy of Kyoto Uniersity, Nissin Systems,
ROHM

Using IPv6 allows to respect the etadend principle and to avoid the multiplication and deployment of
numerous IOT gateways. It will reduce the OPEX and avoid the deployment of complex network
management systems.

The IETFinot the only standardization organization looking at easing the deployment of IPv6. The IEC
have published a technical report (IEC TR 6288Y.2015) for the power automation domain. This

technical report describes the transition strategies, coveringaichjon applications, communication

stack, network nodes, configuration, address allocation, cyber security and the related management. It
considers backward compatibility and shows concepts as well as necessary transition paths to IPv6 from
IPv4 where necgsary, for a number of protocols in the IEC 61850 framework.

IPv6 Best Practices, Benefits, Transition Challenges and the Way Forward 30



E TSI//// I\
\ ¥

It covers the communication systems of the electrical substations, control center, maintenance center,
energy management systems, synchrophdsased grid stability systems, bulk energy genergtio
distributed energy generation (renewables), energy storage and load management.

As mentioned, the number of wireless devices increases in the industrial environments. Today, most of
them are connected using standards like Wireless Hart and ISA 100l Eatest is using IPv6 for its
addressing scheme. But the demand for a larger scalability and more determinism is emerging. Even if
6TISCHhas already filled up a gap in the standardization landscape, a new IETF working group is now
looking at reliable weless communication. It is called RAW standing for Relatddvailable Wireless.

For details on IPv6 and IoT, please B8&GRIP6008V1.1.1[IP6-3], ETSGRIP6009V1.1.1[IP64] and
ETSGRIP6017V1.1.1[IP67].

5.2 RAW (Reliable and Availab le Wireless)

RAW (Reliable and Available Wireless) is a new Working Group at the IETF, with a goal to approach
deterministic networking over paths that include wireless segments. The wireless and wired media are
fundamentally different at the physical lely and a RAW solution has to address the additional issues of
less consistent transmissions, energy conservation and shared spectrum efficiency.

While deterministic networking solutions apply to both wireless and wired, there has been recent
industry inteest for wireless applications which were not initially included in the DetNet use cases. One
critical application is Aeronautical Data Communications. The Aeronautical standards work on a physical
layer and data link layer for data communications is réagimaturity and there is significant interest in

IP connectivity applications. Other examples of potential wireless applications include industrial, pro
audio and video, gaming, and edge robotics.

Due to uncontrolled interferences, including obstaclethimm Fresnel zone, echannel energy and the
seltinduced multipath fading, a single radio link can never be trusted over the long term for reliability and
availability; this is why wireless technologies have been lagging behind efforts for determinisfi@dn
systems at both the IEEE with TSN and at the IETF with DetNet. Recent efforts with 3GPP 58 &nd Wi
indicate that wireless is finally catching up at the lower layers and that it becomes possible for the IETF to
extend DetNet for wireless segmeritsat are capable of scheduled wireless transmissions.

IP leverages routing protocols to compute alternate routes and provide a reliable delivery in the face of a
node or a link failure. In a serial path, intermediate network Nodes such as routerd)esyibase

stations, and APs, wire bundles and the air medium itself can become single points of failure. To achieve
high availability, it is thus required to compute physically-larkd nodedisjoint paths; in the wireless

space, it is also required to @she highest possible degree of diversity in the transmission to combat the
causes of transmission loss. The highest degree of diversity is obtained when different transmission media
are used in parallel, e.g., combining wired and wireless paths, andferaht wireless technologies. This

is why the RAW problem must be handled at the IP layer, in a fashion that can observe diverse paths and
technologies, so as to use the most relevant one(s) at any point of time.

The radio conditions may change fasteah a centralized routing can adapt and reprogram the network,
e.g., when the routing function operates in a distant controller, and connectivity is slow and limited. To
address this issue, RAW separates the route computation time scale at which a cpatpléx
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recomputed from the packet forwarding time scale at which the forwarding decision is taken for an
individual packet. RAW operates at the forwarding time scale.

Thegoalfor RAW is to leverage advanced IPv6 technologies suchksits l@perationsAdministration,

and Maintenance (IOAM), Segment Routing (SRv6) and Bit Indexed Explicit Replication (BIER) to steer
traffic across diverse and redundant paths in order to ensure a reliable delivery at all times, even in the
face of loss over one particulaireless segment.

5.3 DataCenter fabrics

DataCenter (DC) networking started as an extension to traditional {2ag®ftching, but it became

evident over time that IP routing was a more appropriate technology, with richer routing features and
forwardingfunctionalities for, e.g., widéqual Cost Multipath (ECMP) over possibly a hundred of feasible
successors, overlay networks, and L7 proxies.

This is why over the recent years DataCenter routing has been migrating to IP for both the overlay and the
underlay. Though IPv4 and IPv6 are both feasible, and supported by the new DataCenter IGPs such as RIFT
[RIFT, IPv6 adds a number of benefits including:

- Avoidngprivate addresses [RFC 1918] and the related problems, e.g., when interconnecting
networks that originally grew separately and may reuse the same address space

- High scalability for dense Virtual Machine deployments with both IPv6 autoconfiguration and
cenralized addressing management capabilities

- A better (virtual) hosto-router interface with [RFC 8505] that enables the fabric to learn the VM
addresses and follow their mobility across the fabric

- Source Address protection and validation with RFC 3972/3@id / or ARND|

The reference model for DC fabrics, often called Canonical Clos or Fat tree, is getting traction beyond the
core DC networks in the enterprise and campus networks. This is because the high amount of ECMP
enables both failuréolerance without complex fast reroute, and near nblocking properties.

6 IPv6 Use Cases from the Real World

This section provides use cases of IPv6 deployments as experienced by various types of stakeholders
involved in these deployments. Several HESI IP6 published documents have as well described several
use cases of IPv6 deployments, see Annex 1.
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6.1 Network Operator 1 in Europe
6.1.1 Current status of IPv6 deployment and traffic growth

This Operator from Europe shared the status of IPv6 depdoy and the transition experience. Although

the IP backbone had already been upgraded, the massive old CPE software updates and the new
hardware CPE placement started at the end of 2013 to support dual stack for the fixed network access,
copper and fiberlt took two years (late 2016) to achieve 90% of the fixed network accesses. In 2020 they
have almost 100% duatack support in fixed access CPEs.

In late 2016, in their ISP, providing dual connectivity, in a normal internet usage pattern, 30% of the
gengated traffic was using IPv6 connectivity (70% via IPv4). It is interesting to see that by 2016 all major
content internet players and all user devices mainstream operating systems had already implemented
dual stack. In late 2018 these values dropped t¥250ne year later (2019), it has smoothly growing to
around a stable 32/68 relation. What they are observing today is that this percentage has grown to 40/60
(this was achieved during COVID pandemic peak, thanks to an abnormal increase in multinfegdia traf
indeed the normal IPv6 traffic growth places this relation just before COVID in around 37/63).

6.1.2 IPv6 transition experience and thoughts

On the fixed access side, oper&®iPv6 adoption decision was done in 2013 and was based on the dual
stacky2 RSt @ LG &aSSYSR (KS Yzad SO2y2YAO |4 GKS GAYS
time, other mitigation measures like IPv4 pool usage optimization, network consolidation and address

space acquisition were also taken. That leads thertolg020, where, in fixed access network, they are

now facing the public ipv4 address space exhaustion point. The next steps are being analyzed very
carefully, but as a temporary mitigation measure CGNAT will be used, since previous investment had
already feen done in this platform.

On the mobile side, there is still no IPv6 implementation. NAT translation levels have been reached, and
no more IP public pool addresses are available. The new constraints of national regulator lawful
interception,Voice over Log-Term Evolution (VoLTEhd the new 5G 3GPP release implementations are
seen as major drivers for IPv6. At this point, the first mitigation solution is to implemer3iaecK.

Nevertheless, one of the major concerns is to adopt the same transition nmalatds IPv6 networks
and translation model for IPv4 networks, for both fixed and mobile, to reduce the OPEX by using the same
transport backbone node types and by consolidating operations teams.

6.2 Network Operator 2 in Europe
6.2.1 Benefits of Segmen t Routing V6 deployment in transport network

This operator decided tonplementthe SRv6 protocol on top of IPv6 infrastructure in his new transport
YySGg2N] ® 'a GKS FTR2LIIA2Yy 2F Lt @c 3INBga Ay 2elISNI i
new related protocols. Segment Routing v6 (SRv6) protocol is a typical case as it is totally constructed
around IPv6 and integrates smoothly in existing IPv6 deployments. As a cousitMiltibasedSegment

Routing (SRIPLY, its purpose is the buildgof traffic engineered transport paths defined with segments
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lists. When the SRIPLSuses MPLS labels for referencing segme®iRsy6 leverages dedicated IPv6 Routing
Headers, called Segment Routing headers [RFC8TBY$ header usage leads in some adages.
Standard IPv6 routing is used for forwarding IPv6 packetsiégeme legacy routers in the network do not

run the SRv6 features. Using an IPv6 Routing Header offers more possibilities for the further use case
application such as instructions codjngeaning it would be possible to chain instructions for building
enhanced services, expressed as Ipv6 addresses in the Routing Header. Regarding these different
advantagessimplification of the protocol stack and the further flexibility of SRv6 protd&Bl6 will offer

the foundations for installing various types of services in the transport network: Fixed services such as 3Play
and Mobile services such 5G slices.

6.2.2 Delivery of 3Play Internet service over SRv6

The 3Play Internet service is delivarfFom the BNG to the End User through a PPPoOE session. A Layer2
service is built on the Transport Network from the BNG to the OLT where the End User is connected. The
user data are encapsulated in SRv6 packets at PE and forwarded in the IPv6 Transpork Neing a

primary path. In case of failure, a backup path has beercprdigured in the network and will be used for
forwarding the user data. In this service use case, the SRv6 technology replaces the legacy MPLS technology.

The scheme belowescribes the service principle:

szvl &

F )

SRvE 2 SRV
Encap/ +———IPv6 Forwarding————— Enczp/

Decap Decap
——12 Transport Service »

PPPoE Session »

»

Figure9: 3Play Internet service over SRv6 for NetwdDiperator 2

This Operator is also investigating the use of BlEstwbe 3Play service over SRv6 and in particular for
delivering IPTV in their offer.

6.3 Network Operator 3in  Asia
6.3.1 Current status of IPv6 deployment

Thisoperator in China provides both mobile and wireline communication service to their customers
addition, it also provides cloud computing services.
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As mentioned aboveahe Chinese government has been actively promoting the deployment of IPv6 for a
long time. Under this circumstance, the operator started the IPv6 commeirieikin two citiesin 2009
andachieved the first IPv6 commercialization in China. In 2013, the scale edéplfyment was

enlarged to 21 cities. Moreover, in 2015, the operator enabled IPv6 capability on LTE networks in some
regions and began to provide IPv4/IPv6 dsiald access services to mobile users.

Up to now IPv6 commercial deployment has been fully compléteslerypart of the network

infrastructure, includindvietro Area Network JAN), mobile network, backbone networkjternet Data

Center (DQ, etc. Morethan 13,000 devices and 19,000 links in these networks were replaced or
upgraded. Meanwhile, the quantity of users with IPv6 addresses and the number of active connections
hasincreased significantiythis operator has abo®30 million mobile userghe statistics of CAICT in
December 2018hows that 274 million terminals are assigned IPv6 addressegrard are240 million

active connections. Of the 179 million optical broadband users, 114 million have obtained IPv6 addresses
and there are 55 millioactive connectionsHerein IPv6 active connections are defined as the number of
users who have obtained an IPv6 address and have access IPv6 service at least once within a month.

In addition to enabhg IPv6 in the network, the operator also deploye&8kn its own cloud resource
poolsCloud computings a new scenarioompared to the transition to IPv6 ten years ago. Currently, 75
cloud resource pools support IPv6 with 25 Heapable cloud products, such as cloud hosting, load
balancing, and cloud stage. The deployment of IPu® cloud computingrovides thelCTIT industry

with a broader space for business development and technological innovétioa result,lie operator

has beerprovidinga full range of IPv&nabledproducts and services includj dedicated lines, virtual
networks, clouds, and IDC fabout1,000 government and enterprise customers in various industries.

6.3.2 Challenges

Although the upgrading of the network infrastructure has been comaplethe overall improvement of

IPVv6 trafic still faces many challenges. The following figures show the IPv6 traffic and proportion in fixed
and mobile networks. In the past year, IPv6 traffic has increased rapidlyhe overall IPv6 traffic still
accounts for less than 10% of the total tiaffOne of the reasons is that the transition of @&.§., Over
TheTop)is slower than operators. The transition of OTT services to IPv6, especially large OTT services, is
one of the important factors that determirsghe ration of IPv6 traffic. Some OTTs have concerns about
network performance and security when migrating services to IPv6, although these issues have little
impact in practice.
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FigurelO: IPv6 traffic data for thefixed network
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Figurell: IPv6 traffic data for the mobile network

In addition, IPv6 development still festhe difficulty ofIPv6 support in someome Customer Premise
Equipment CPE Although the operator has developed a complete and m&atBv6 access solutions for
different customes, andiPv6 has beemplemented in the operator's customized home router.

However, operators do not have thpower to customizesvery home router, and there are still a large
number of home routers not customized by operators in the existing network. The CPE purchased from
the free market bythe users accounts for more than half of the total. This factor has caused a huge
obstacleto the further increase in the number of IPv6 users, which in turn has affected the penetration of
IPV6 in fixed networks and the growth in IPv6 traffic.
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6.4 Mobile Operator 1 in North America

This Mobile Operator in the Unites States was running olPw4 addresses and needed an IPv6
transition strategy. Their solution was 464X &T IPvéonly solution

As described in the previous sections, 464XLAT is an IPv6 transition technology documented in RFC 6877,
which builds on previous technologies suchiN&sT64 and DNS64. The problem for tipsrator with just

using NAT64 and DNS64 was that specific applications, such as those with IPv4 literals in URLs, could not
function through NAT64. By using 464XLATdpéeyator was able to keep these applicationsriiog and

provide native IPv6 connectivity where possible.

In 2014, after launching this solution on several million phonesttbisile operator has seen up to 30% of
all traffic on these phones be native IPv6, and the number has grown a lot. A re@t®Ehows how
close this mobile operator is to attaining 100% IPv6 adoption.
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Figurel2: IPv6 adoptionfor Mobile Operator 1

This mobile operator stated in several presentations that 464XLAT allows fonfttibnality on IPv6

only networks. DuaSack does not solve the IPv4 number scarcity issue while NAT64/DNS64 is very good,
but not good enough for full IPv4 replacement (web and email work, but some applications do not work).
So 464XLAT is the best g@un thisoperator followed since it solves IPv4 numbering issue by not

assigning IPv4 to clients and decouples edge growth from IPv4 availability. In additieonlfPv4

applications (including those with IPv4 literals in URLS) work on arotifw@etwolk because 464XLAT
translates IPv4 on the phone to IPv6 on the network.

IPv6 deployment is achievable as the experience ofdpésator shows and it did not spend any CapEx on
IPv6. Theperator only introduces 464XLAT on new phones, so they do not dianypgxisting services,
leverage normal phon®uality Assuranc&)A) process. They also had some Innovative thinking to reduce
deployment costs (e.g. hash 128 bit numbers into 32 bit fields in billing records). In the end they consider
that IPv6 will savenoney in the network (less NAT/CGN, no need to buy IPv4 addresses
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APNIC shared the measurement for timisbile operator. The following graph shows that tini®bile
operator has a better connection failure rate in comparison wihntry average.
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Figurel3: Connection failure rate for Mobile Operator 1

6.5 Content Provider 1 Worldwide
6.5.1 IPv6-only infra DC

The main reason for IPv6 deployment given by this Content Provider is related to the issue that they had
run out of private 10.0.0.0/8 space [RFC 19f8]their Data Centers. Assigning large prefixes (/24) to

each rack was wasteful but made all the tooling and summarization easier (/25 is what they could-have re
numbered but with not enough savings and too much cadsumed racks are /24). At this point, to
overcome this dilemma, this Content Provider decided to go for IPv6 and allocate a /64 network per rack,
which seems a little excessive but efficient in terms of routing table lookups in ASICs and ECMP
implementatn for IPv6, despite the initial problems they had for the lack of proper IPv6 support.

Over the past few years, this Content Provider has been transitioning its data center infrastructure from
IPv4 to IPv6. They began by datdcking the internal networkadding IPv6 to all IPv4 infrastructure, and
decided that all new data center clusters would be brought online asdRly6 They then worked on

moving all applications and services running in their data centers to use and support IPv6. Téezy, 99
the internal traffic is IPv6 and half of their clusters are HBaty. They anticipate moving their entire fleet

to IPv6 and retiring the remaining IPv4 clusters over the next few years.

Globally, however, only a percentage of the users of this Content Prdvade IPv6 support. So they

needed a way to serve users with access only to IPv4 internet while they operate amlPv6

infrastructure within their data centers. Traffic requests to the Content Provider often pass through a
series of load balancers be®landing on a server. Since these load balancers act as a proxy, it is possible
to let them maintain partial IPv4 support. This allowkéep everything in the data center IRg6ly

while still serving IPv4 traffic.
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6.5.2 Supporting IPv4 through load  balancers

When IPv4 traffic finishes in IRe@ly Clusters, a possibility can be the use of RFC5549 and advertising

IPv4 Network Layer Reachability Information (NLRI) with an IPv6 Next Hop. An alternative is RFC7755 that
specifies SIFDC (Stateless IPAG ¢ NI yat | GA2y F2NJ Lt @c 5FdF / SydSNI
for Data Centers. But, neither SIIT [RFC7TB]RFC554have been used in the case described of this

Content Provider that employed a different approach.

The solution chosen by thi@ontent Provider was to take their IRg6ly data center clusters and made a
series of changes to the software load balancers to include the support for IPv4 external requests (all
internal requests are IPvénly). All requests enter the network througtsaries of network devices and
are routed to a load balancer server usBgrder Gateway Protoc¢BGP) They run two software load
balancers: A Layer 4 load balancer (L4LB/shiv) that operates on TCP/IP, and a Layer 7 load balancer
(L7LB/proxygen) that opates on HTTP/HTTPS.

Internet |
) | w
(ExoBGP)
I have access to
203.0.113.1 (IPva)

L4LB L7LB

2001:db8::a (IPv6) 2001:db8::7 (IPv6)
{shiv)

DST: 192.0.2.1 (174 dioat)

(proxygen)

Figurel4: IPv6only data centerfor Content Provider 1

The incoming requests are routed to a LALB server using BGP and the L4LB announces its publicly routable
virtual IP addresses (VIPs) that can be both IPv6 and IPv4. In case of IPv6 requests everything is handled in
the IPvBonly cluster but in case of IPvdquests some considerations need torbade

When an IPv4 packet arrives, the LALB ditedtk server uses a routable IPv4 address as the BGihogxt
while if LALB is an IPafly server it can use an IPv4 liokal address as the BGP néxip. IPv4 tik-local
addresses are assigned from address block 169.254.0.Ui&dPv4 packet is routed to L4LB by using the
IPv4 address or the IPv4 litdcal. The use of linkocal address is possible since the LALB is in the same
rack of the frontend router. Butfter that, LALB needs to forward the request to the specific chosen L7LB.
L4LB and L7LB have no routable IPv4 address and are not in the same rack, solbd®a daknot be

used and IPv6 is required. So L4LB encapsulates IPv4 traffic inside IPg6 tRrtwnneling by using IPVS
(IP Virtual Server) to forward traffic to the L7LB. Finally, the L7LB receives the request, decapsulates it,
and sends a response directly back to the client in IPv4 via the frontend router.
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While they have a few years untildir IPv4 data center clusters are fully phased out, they are now in a
position where they can move the rest of the infrastructure to HBmé/ without cutting off people whose
internet does not yet support IPv6. And, when they no longer need this fegheg,can easily turn it off.

6.6 Enterprise 1 Worldwide

6.6.1 Towards IPv6-only Single Stack Network

The declared goal of this big Enterprise is to have theires®is be IPvOnly. All corporate and VPN

networks are duabtack, buttheidzft G A Y 6S 321t A& G2 Nlzy | aAiry3atsS &ai
happen overnight because they have a huge environment. They are now focusing on having a single stack
Ay GKS ySiig2N]l ® LG 62y Qi KIF LIISY e o8 Rikgs iha draveg 6 dzi
their decision to move to IPvénly on their internal network.

1) First, IPv4 address depletion. They needed to offer publicly routable addresses to external
customers, so, starting from 2011, they renumbered to private addres€#8 $pace). However,
they can foresee based on the consumption and requirements a sliding date of depletion in two
G2 GKNBS @SINE® ¢KSe& R2y Qi KIF@S lye fIFNBS of?2
but people like the larger blocks to hdlgem manage devices like virtual machines. Currently,
iKSe KIS I ySSR F2NJ jdAadS | €24 2F Lt dn | RRN.
format. They are also working on reclaiming IPv4 space that is not heavily used in their internal
network, bu they know that there is a point in the nao-distant future that they will run out of
IPv4, and they need to be prepared for it.

2) The second reason they are moving to Hewy is because they know that running a datlck
network makes it more complarcluding troubleshooting time, security and QoS policies. -Dual
Sacking also does not remove their reliance on NAT44 which they have to leverage heavily. While
DualSack was good to have experience with deploying and operating IPv6, it keeps dependent
onIPv4. Ultimately, everywhere where they can they will do 18wv§.

3) The third reason is that everyone uses private IPv4. This makes acquisitions quite difficult as they
must insert and operate more NAT in their environments to enable communication between
environments and the acquired companies.

4) The fourth reason is the industry pressure. The pressure from the other Partners to enforce IPv6
was great. It made them much more aware of IPv6 since they need to prepareriBmvest
environment which would erae Partners to verify correct functioning for interworking.

One of the first things they needed towards the adoption of IPv6 was an address plan. People say IPv6 is
RAFFAOMzZ G 0SOFdzaS A4 Aa KFNR (2 NI Inéwsivhichgrrtofi KI ( Q&
the world it is from, so, locally, it is possible to work with only one aggregated prefix and what changes is

the bits after it. With IPv4 there was no such possibility. They also had to make an important decision

about the method of addrss assignment. They went for stateless DHCPv6 with IPv6 stateless address
SLAAC and RDNSS (Recursive DNS Server) on network segments and this was driven by the mixed level of
support of DHCPv6 and RDNSS by user, infrastructure and loT devices. Thimgéatdb is testing since
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they had to make sure the featurgbey needed were available in existing hardware and software that

they put in the network. Another important aspect is the extensive training of the engineering staff. The
industry isstillnofF f dzSyd Ay Lt @c odzi GKIGQa y2 &adz2NLINAaAS 02y
much goes in making a single staxky network.

The benefit of IPv@®nly is losing dependency on the legacy protocol. Getting out of those restrictions
meanstheywyg Qi KIF @S (2 R2 YdzZ GALX S fFr@8SNAR 2F b! ¢ Ay A
an undisturbed traffic flow. They have observed internally faster network connections, because IPv6 is not
disrupted by NAT, and they assume that the code in netva@vices that supports IPv6 is newer and it
aSSya G2 0SS GNRGGSY Ay | o0SGGSNIgled ¢KSe adAatt -
20aSNDIF A2y (2 RIGSP® ¢KS NBthck netwdk Bdmialbro®id Lt Jc A &
perspectie, deploying IPv6 can contribute to better traffic flow on the Internet, because the IPv4 Internet
routing table is big. There is a general worry that the fragmentation of IPv4 space could potentially lead to
slowing down the IPv4 traffic. While the IPndfiting table is better organized, getting to your destination

could be faster.

They want to get as much user traffic as they can on IPv6. The real driver is that for users on-timylPv6
segments, they want to avoid sending traffic through NAT64 and®BBESmuch as possible. Anyway,
NAT64 and DNS64 are essential to make sure that users can continue workinganliyfevvironment.
Even when all their internal services are enabled with IPv6, the Internet will still b@hBytb a certain
degree.

IPW6 can be overwhelming and their advice is to take the deployment bit by bit. Focus on things that give
the biggest benefit, the biggest learning, the biggest impact on the largest group of users. Buslly,
Sack is only a temporary solution. The ultiteaolution is IPv@nly.

6.7 Utility Company 1 in North America

6.7.1 Field Area Network for Electric Distribution Network and smart metering

In the domain of the Internet of Things, in the past few years there was a rapid evolution of the electrical
grid. It started by the changes in the smart metering infrastructure. Mainly, all utilities around the world
pushed by regional regulations have set up plans to move their metering system to a fully remote
operable infrastructure. There are now hundredswflions of smart meters deployed and the majority of
them is based on IPv6 networks.

Openstandardsbased IPv6 architecture for smagtid lastmile infrastructures has been developed in
support of a number of advanced smaytid applications (meter readd, demandresponse, telemetry,

and grid monitoring and automation) and the related multiservice platform has been deployed by a Utility
Company in North America.

Lastmile networks have gained considerable momentum over the past few years becausa of the
prominent role in the smargrid infrastructure. These networks support a variety of applications including
not only electricity usage measurement and management, but also advanced applications such as
demand/response (DR), which gives users the opputtio optimize their energy usage based on real
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time electricity pricing information; distribution automation (DA), which allows distribution monitoring
and control; and automatic fault detection, isolation and management.

Demand Response

Premise Distribution SJbse_ntion ‘
idential & Commercial Automation (DA) Automation (S4)

Bectric Vehicle

Qubstation
automation

Smart metering

[ Distribution

automation Tele-protection

Figurel5: Electric Distribution Network and smart meterinfpr Utility Company 1

Field Area Networks (FANs), which is the combination of local devices attached to a Field Area Router
(FAR) offering the backhaul WAN interface(s), have emerged as a central component of thgremart
network infrastructure. In fact, they can serve as W@l networks for a variety of other electric grid
control devices, multitenant services (gas and water meters), and data exchanges teaheamgetwork
(HAN) devices, all connected through a variety of wireless or vimedechnologies. This has credtthe
need for deploying IPv6, enabling the use of open standards that provide the reliability, scalability, high
security, internetworking, and flexibility required to cope with the fgsdbwing number of critical
applications for the electric grid thatistribution power networks need to support.

One application being run over FANs is meter reading, where each meter periodically reports usage data
to a utility headend application server. The majority of meter traffic was thus directed from the meter
network to the utility network in a multipointo-point (MP2P) fashion. With the emergence and

proliferation of applications such as DR, distributed energy resource integration and EV charging, it is
expected that the traffic volume across FANs would increabstantially and traffic patterns and-bi
directional communication requirements would become significantly more complex. In particular, FANs
are expected to support a number of use cases that take advantage of network services: communication
with an indivdual meter, communication among DA devices, HAN applications, EV charging, multitenant
services, security, network management, multicast services.
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The FAN network is based on an open stack implementing the IPv6 protocol suite. One example of this is
the WI-SUN alliance stack. This stack fully relies on IPv6 networks and allows the successful deployment of
new applications in the electric distribution network.

7 IPv6 Enhanced Innovation and the Way Forward

7.1 IPv6-only perspectives

IPv6 adoption is no f@er optional. The global transition to IPv6 is happening and has been underway for
years All Internet technical standard bodies and network equipment vendors have endorsed IPv6 and
view it as the standardbased solution to the IPv4 address shortage.<iisr the unequivocal statement
YIRS o6& !tbL/ &a2YS @SIFNER |32Y 4Lt @c Aa GKS 2yf
LYGSNySats YR woS dzNAES8 ff aSYOSNR 2F GKS Ly
fact, every Ingérnet registry worldwide strongly recommends immediate IPv6 adoption.

» ¢
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Back in November 2016, The Internet Architecture Board (IAB), following discussions in the Internet
Engineering Task Force (IETF), advises its partner Standards Development Orgafia@shand
organizations that the pool of unassigned IPv4 addresses has been exhausted, and as a result it is seeing
an increase in both dudtack (that is, both IPv4 and IPv6) and {Brly deployments, a trend that will

only accelerate. Therefore, nebsking standards need to fully support IPv6.

The IETFas well as other SDQO®eed to ensure that their standards do not assume IPv4. The IAB expects
that the IETF will stop requiring IPv4 compatibility in new or extended protocols. Future IETF protocol
work will then optimize for and depend on IPV&his is already true for most la@lated protocols such as
6LoOWPAN and RPL.

Preparation for this transition requires ensuring that many different environments are capable of

operating completely on IPv6 withib being dependent on IPv4 (see RFC 65#03%. recommended that

all networking standards assume the usdRi6 ande written so they do not require IPv4. It is also
recommended that existing standards be reviewed to ensure they will workIRith anduse IPv6

examples. Backward connectivity to IPv4, via eéitatk or any other IPv6 transition technique, will be

needed for some time. The key issue for SDOs is to remove any obstacles in their standards which prevent
or slow down the transition in diffent environments.

In addition, the IETF has found it useful to add IPv6 to its external resources (e.g., Web, mail) and to also
run IPv6 on its conference network since this helps our participants and contributors and also sends the
message that they argerious about IPv6. That approach might be applicable to other SDOs.

So,the industry is encouraged to develop strategies for {Buly operation. Over time, numerous

technical and economic stegap measures have been developed in an attempt to extenditiadle

lifetime of IPv4, but all of these measures add cost and complexity to network infrastructure and raise
significant technical and economic barriers to innovation. It is widely recognized that full transition to IPv6
is the only viable option tensure future growth and innovation in Internet technology and services.

Several large networks and data centers have already evolved their internal infrastructures to-be IPv6
only. Forward looking large corporations are also working toward migratingenégrprise networks to
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IPveonly environments. The technical, economic and security benefits of operating a single, modern, and
scalable network infrastructure are the driving forces for such evolution.

7.1.1 Government wide Responsibilities

Governmens havea huge responsibility in promoting IPv6 deployment within their countries. There are
example of governments already adopting policies to encourage IPv6 utilization or enforce increased

security on IPv4. In this regard it is possible to mention tirecetetransitionrecommendations that

havebeen announcedih March 2020 by the US Office of Management Bureau (OMB). The memorandum
dzLJRF 6§ S& 3JFdzZARFyOS 2y GKS CSRSNIt 3I20SAWBI&witi Qa 2 LIS
strongly suggests the cqutetion of the transition to IPv6.

So, even without funding the IPv6 transition, governments can impose the Public Offices (e.qg.,
Municipalities, Police, School, Health Care) to add IPv6 compatibility for every connectivity, service or
products bid. This iV encourage the ISP and product manufactuio R2 Yy Qi ¢ yilon i 2 YA aa
government related biglto evolve their infrastructure to be IPv6 capable. This will create a positive loop
where the ISP will want to maximize the return on investment and hifil as manyuseisas possible to

use the IPv6.

Any public incentives for technical evolution will have to be bonded to IPv6 capabilities of the technology
itself (e.g., subsidizEiber to the HomeRTThibinding it to IPv6 adoption).

Some governments also force a policy for a maximum number of usaéetlAm a single IPv4 address, for
security reason (e.g., 16 users per public IPv4), whileHRs@o limitationin this perspective.

Countries ready for the Digital Transformation and allriélated present and future use cases will need
to be IPv6 readyo tackle them, and governments have to play their role in guiding this transition.

It is rekbvant to highlight the ITWesolution 180 (REV. DUBAI, 2018) [ITU RES 180] on Promoting
deployment and adoption of IPv6 to facilitate the transition from |IPviPi6

ITU resolution invites Member States to:

1. to continue to promote specific initiatives at the national level, which foster interaction with
governmental, private and academic entities and civil society for the purposes of the information
exchange necesasy for the deployment and adoption of IPv6 in their respective countries;

2. to encourage, with support from the ITU regional offices, the RIRs and other regional
organizations in coordinating research, dissemination and training actions with participation b
governments, industry and the academic community in order to facilitate the deployment and
adoption of IPv6 within the countries and in the region, and to coordinate initiatives between
regions to promote its deployment worldwige

3. to developnational policies to promote the technological update of systems in order to ensure
that the public services provided utilizing the IP protocol and the communications infrastructure
and relevant applications of the Member States are compatible with; IPv6
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4. to encourage manufacturers to supply to the market filgtured customer premises equipment
that supports IPv6 in addition to IPv4

5. to raise awareness among information service providers on the importance of making their
services available over IPv6

7.1.2 Enhancing cybersecurity

Industry guidance and best practices for the secure deployment of IPv6 have been well documented.
While the knowledge base of how to secure IPv6 has matured significantly, the understanding of how IPv6
enables more efficient appaches to overall security is often overlooked. For example, organizations that
develop IPv6 addressing plans that are highly correlated with their network security architecture are
finding a significant reduction in the complexity of their security cpmfitions.

Adopting and enforcing the IPxdhly policy worldwide by deploying the single stack of IPv6, turning off

IPv4, and setting a plan to sunset IPv4 completely will also reduce the overall cybersecurity threats and
attacks based on IPv4. Organizasovorldwide, big or small, have to deal with constant cyberattacks and
data breaches. And the situation can only get worse since the IPv6 adoption rate is increasing and running
in parallel with IPv4. This is effectively doubling the overall attack veckatopting an IPvénly policy

will consequently reduce this effect and improve the overall situation.

7.2 Benefits of IPv6

721 IPv6 Promotion

As a new generation of network protosdor the Internet, IPv6 has existed for more than 25 years.
Duringthe past, by the joint efforts of globaktwork community, its base specification became mature
after several revisions and polish and the stability of lfPeSprotocol makesit possible for wide
deployment @ IPv6 in the worldMoreover, with the emergence of new digital technologies, such as 5G,
IOT and cloud, etc., new use cases hayme into beingand posedmore new requirements for IPv6
deployment. Herein, some of the new requirements are listed:

1 Network Programming since operators need to tieer service fast and provide tailored service
to meet the specific requirements of customers. This requires the capability for an application to
encode any complex program as a set of individual functions distributed through the network. In
this regardas based on IPv6 data plane, SRv6 programmability concept is relevant.

1 Low Latencywith the risng of latencysensitive applications, the network is required to process
data with minimal delay and jitter. To achieve this goal, the detaysitive data shad be
forwarded along paths that are not overloaded or new queue technayeseeded to optimize
latency. IPv6 can easily be integrated with low latency techniques.
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1 Network Slicing some enhanced services require dedicated network resources to achieve
isolation from other services in the netwarkndthe number of such enhanced services can be
greater than the number of traffic classes with QoS. This put forward the requirement to create
multiple unique logical and virtualized networks, nhamely slicingr awommon infrastructure.

Both SRv6 and the erid-end model of IPv6 allow network slicing.

9 loT, such as NBoT, has been widely deployed during the past several yeatsed a strong
requirement of 10T is related to the addressing and reachabilityesfags. In this case, the whole
128bits address enables more flexibility and can be allocated without usingawd’Some 10T
applications even requirthe IPv6 address remain unchanged during the lifetime of the dese
they can access and control tdevices easily via IPv6 address

7.2.2 SRv6 networking technology

IPv6 brings new opportunities. New technologies will benefit greatly from the end to end model restored
by IPv6 such as 5G, IoT, SDN/NFV and Cloud Computing for the Enterprise. gathiSRy6 (Segment
Routing over IPv6 data plane), described in RFC8754, is gaining a lot of interest in the SDOs

The native reachability of IPv6 in combination with SR (Segment Routing) technology adds interesting
proprieties. Compared with SRPLS, SRv@h significant advantages especially in the lesgae

networking scenario. The main advantages are: IP Route Aggregation (for the native IP feature of route
aggregability compared to MPLS), Eaebnd Service Autastart (for the native IPveeachability

compared to MPLS)neDemand Upgrade (since only the relevant devices need to be upgraded to enable
SRv6 while all other devices only need to support IPv6 forwarding). The incremental deployment is the
key for smooth transition to SRv6.

The SRy architecture is a promising solution to support etodend perflow SR policies applied to IPv6
Data Plane to reach connectivity, resiliency, path preference, traffic engineering and service selection.
SRv6 allows a fine granularity in the programmirigriace and the number of differentiated
flows/policies does not impact the state that is necessary in the network. This introduces interesting
scalability properties.

SRv6 programmability concef8RVEPROGIiepresents the capability of a network operator to enforce a
network program comprising a sequence of network instructions (functions), which is encoded within the
IPv6 packet headers. These functions are distributed among the SRv6 capable nodes iwdinle. idte

IPv6 packet carrying the network instructions explicitly tells the network about the precise SRv6 nodes

that need tobe traversed and the SRv6 function that must be executed on each of them. The network
instruction is called SRv6 segment and tfesd by a ®v6 Segment Identifier (SID)SRvéEcapable

source node can insert a single SID into the IPv6 header or multiple SIDs into the Segment Routing Header
(SRH). SRv6 SIDs are encoded in an IPv6 packetlis [IF2& addresses. Typically, a headethe 1Pv6

packet contains a list of segments.
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128-bit SRv6 SID
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Figurel6: 128-bit SRv6 SID including Locator and Function

SRvESIB are structured as 128bit IPv6 addressonsisting of two parts. The first most significant bits

(the lengthis variable) rpresent an address of a particular SRv6 node. This part is called a Locator and it is
used for routing in SRv6 networks. Remaining SID bits identify the function that is executed locally on a
particular node, specified by the locator bits.

Rv6 programmability also enables Protocols Simplification that is another strong characteristic since it is
possible to avoid some protocols given that their functions can be encoded as function of téa SID.
example is the stateleservice programmingapability described ilSRSERVICEROG]

SRvV6 is also a candidate technology to achibeenew requirements of [ENHANGEBN services in
terms of isolation, performance guarantee, dynamic management and so on.

SRv6 allows a very fine granularity of traffic differentiation policies while still ensuring the scalability
necessary to operators. A multitude of applications are edraver the network, which have varying

needs for network bandwidth, latency, jitter, and packet loss, etc. Some new emerging applications (e.qg.
5G) have very demanding performance requirements. However, in current networks, the network and
applicationsare decoupled, that is, the network is not aware of the applications' requirements in a fine
granularity. Therefore, it is difficult to provide truly fhgganularity traffic operations for the applications

and guarantee their SLA requirements.

SRv6 was gant from inception to be extended in the future and evolve with the network needs. Recent
proposals includ&Rv&ompressed segment list encodif8RHCOMP], in particular SRv6 misggegment
[USID] and &Rv6 for compression [GSRVG]e goal of these dita is to enable a more concise
expression of the network programming steps for a better scalalfdity.to addresamulti-domain 5G
deployments) Another relevant proposal is th&pplicatioraware IPv6 Networking (APNB)PN6
FRAMEWORHKAPNBUSECASEShat aims to usehe IPv6 encapsulation to convey the application
characteristic information such as application identification and its network performance requirements
into the network to facilitate service provisioning, perform applicatitavel traffic steering and network
resource adjustment.

7.3 IPv6 Enhanced Innovation

In the 5G and cloud er#&?v6 fundamentally solves the problem of global IPv4 address depletion. The
emerging businesses, such as automatic driving, industrial automation, immsesweege.g. VIRAR,
Internet of things, etc., need massive, highality andsmartconnections, which requirements ftiPv6
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enhanced innovatiomith enhancedchetwork experience assurancandnetwork automation&
intelligence.

7.3.1 5G and Cloud era raise new challenges to IP networks

With the rapid development of digital economy and traffic growth, cloud and 5G are often seen as key
pillars of a new digital econom$G networks and cloud computing resources are meant to facilitate the
developmant of new services and applications which in turn raise new requirements for the network in
the followingthree aspects:

1 Numerous connections: With the development of 5G and cloud, I0T and virtual nodes will bring
hundreds of billions of links, requig numerous addresses.

1 Highquality connection: Cloud AR / VR servigth delay <20msndbandwidth 50100Mbps;
Autonomous drivingvith delay 520msandbandwidth 520Mbps; Industrial automatiowith
time delay *10msandbandwidth 210Mbps etc.

1 Smart onnections: With the popularity of the cloud, the service opening period ranges from
months to hours, fault location cost from hours to minutes, etc.

Smart connections

Figurel7: The 5G and Cloud ERaisesNew Challenges to IP Network

Commercial Service ProviddlCSP) will have to address these new requirements (e.g., requirements
raised by mobile gaming, immersive services, videoconfereneiod as well as new enterprise services
using hybrid clouds.

1 The cloud paradigm allows consumers and enterprises to build new services in reduced time,
creating compute resources on the fly with the possibility for them to aagale according to the
success/utilization of the service.

9 The enhanced IPv6 technologytihe key to support this new range of services in environments
where network automation techniques are introduced to enable quick transport service delivery
and scaling, choosing the best access technologies and granting SLA over time.
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