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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal
TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an
identifying change of release date and an increase in version number as follows:

Version x.y.z
where;
x thefirst digit:
1 presented to TSG for information;
2 presented to TSG for approval;
3 or greater indicates TSG approved document under change control.

y the second digit isincremented for all changes of substance, i.e. technical enhancements, corrections,
updates, etc.

z thethird digit isincremented when editorial only changes have been incorporated in the document.
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1 Scope

The present document specifies end-to-end Key Performance Indicators (KPIs) for the 5G network and network dlicing.

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present
document.

- References are either specific (identified by date of publication, edition number, version number, etc.) or
non-specific.

- For aspecific reference, subsequent revisions do not apply.

- For anon-specific reference, the latest version applies. In the case of areference to a 3GPP document (including
a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same
Release as the present document.

[1] 3GPP TR 21.905: "Vocabulary for 3GPP Specifications'.

[2] Void.

[3] ITU-T Recommendation E.800: "Definitions of terms related to quality of service".

[4] 3GPP TS 24.501: " Non-Access-Stratum (NAS) protocol for 5G System (5GS); Stage 3".

[5] 3GPP TS 38.331: "NR; Radio Resource Control (RRC); Protocol specification”.

[6] 3GPP TS 28.552: "Management and orchestration; 5G performance measurements’.

[7] 3GPP TS 23.501: " System Architecture for the 5G System; Stage 2".

(8] ETSI ES 203 228 VV1.2.1 (2017-04): "Environmental Engineering (EE); Assessment of mobile
network energy efficiency”.

[9] 3GPP TS 28.310: "Management and orchestration; Energy efficiency of 5G".

[10] ETSI 202 336-12 VV1.2.1 (2019-02): "Environmental Engineering (EE); Monitoring and control

interface for infrastructure equipment (power, cooling and building environment systems used in
telecommunication networks); Part 12: ICT equipment power, energy and environmental
parameters monitoring information model”.

[11] ETSI GSNFV-IFA 027 V4.0.2 (2020-11): "Network Functions Virtualisation (NFV) Release 4;
Management and Orchestration; Performance Measurements Specification”.

[12] 3GPP TS 38.314: "NR; layer 2 measurements”.

[13] 3GPP TS 22.261: " Service requirements for the 5G system".

[14] 3GPP TS 38.214: "NR; Physical layer procedures for data’.

[15] 3GPP TS 38.321: "NR; Medium Access Control (MAC) protocol specification”.

[16] 3GPP TS 38.473: "NG-RAN; F1 Application Protocol (F1AP)".

[17] 3GPP TS 28.318: "Management and Orchestration; Network and Service Operations for Energy
Utilities (NSOEU)".

[18] 3GPP TS 28.313: "Management and orchestration; Self-Organizing Networks (SON) for 5G
networks".

[19] 3GPP TS 37.340: "Evolved Universal Terrestrial Radio Access (E-UTRA) and NR; Multi-

connectivity; Overall Description; Stage 2"
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3 Definitions and abbreviations

3.1 Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following
apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP
TR 21.905[1].

3.2 Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An
abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in
3GPP TR 21.905 [1].

EE Energy Efficiency
J Joule
kbit kilobit (1000 bits)
RTT Round Trip Time
EN-DC E-UTRA-NR Dual Connectivity
4 End to end KPI concept and overview

The following KPI categories are included in the present document:
- Accessibility (see the definition in [3]).
- Integrity (seethe definitionin [3]).
- Utilization.
- Retainability (see the definition in [3]).
- Mobility.
- Energy Efficiency.
- Reliahility (Seethe definitionin [13]).
- Availabhility.

5 KPI definitions template

a) Name (Mandatory): Thisfield shall contain the name of the KPI.

b) Description (Mandatory): Thisfield shall contain the description of the KPI.
Within thisfield it should describe if the KPI isfocusing on network or user view. This filed should also describe
thelogical KPI formulato derive the KPI. For example, a success rate KPI'slogical formulaisthe number of
successful events divided by all events.

b-1) Measurement result of the KPI (Mandatory): This field shows the measurement result of the KPI. The
measurement result shall have the type, optional unit, optional range. The followings are the examples:

- Integer, percentage, O - 100;
- Integer, timeinterval (second or millisecond or microsecond);
- Integer;

- Integer, kbit per second;
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©)

d)

€)

- Integer, active DRB releases per second;

- Integer, bits per Joule;

- Integer, seconds or milliseconds per Joule;
- Integer, users per Joule;

- Integer, Joule;

- Integer, bits per second and Herz;

b-2) Integer, kbits per second and Joule.b-2)  Measurement method of the KPI (Mandatory): Thisfield
shows the measurement method of the KPI. The measurement method of the KPI shall be one of the
following:

- MEAN: ThisKPI is produced to reflect a mean measurement value based on a number of sample results.
- RATIO: ThisKPI is produced to reflect the percentage of a specific case occurrence to all the cases.
- CUM: ThisKPI is produced to reflect a cumulative measurement which is alwaysincreasing.

Formula definition (Optional):

Thisfield should contain the KPI formula using the 3GPP defined measurement names.

Thisfield can be used only when the measurement(s) needed for the KPI formula are defined in 3GPP TS for
performance measurements (TS 28.552 [6]). This field shall clarify how the aggregation shall be done, for the
KPI object level(s) defined in d).

KPI Object (Mandatory):
Thisfield shall contain the DN of the object instance where the KPI is applicable, including the object where the
measurement is made. The DN identifies one object instance of the following |OC:

- Networ kSl i ceSubnet
- SubNet wor k
- NetworkSlice
- NRCel | DU
- NRCel I CU
Remark (Optional):

Thisfield is for additional information required for the KPI definition,
e.g. the definition of acall in UTRAN.

6

6.1

End to end KPI definitions

KPI Overview

The KPI categories defined in [3] will be reused by the present document.

6.2

Accessibility KPI

6.2.1 Mean registered subscribers of network and network slice through

a)

AMF

AMFMeanRegNbr.
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b) This KPI describe the mean number of subscribers that are registered to a network slice instance. It is obtained
by counting the subscribersin AMF that are registered to a network dlice instance.
b-1) Integer
b-2) MEAN
C) AMFMeanReglNbr = E w RM . Registered SubNbrlean, SIFSSAT
d) SubNetwork, NetworkSlice

6.2.2 Registered subscribers of network through UDM
a) UDMRegNbr.

b) This KPI describe the total number of subscribers that are registered to a network through UDM. It is
corresponding to the measurement RM . Regi steredSubUDM NbrMean that counts subscribers registered in UDM.

b-1) Integer

b-2) MEAN
C) UDMReghlwr = Iy o R, Registered SubUDM N brlean
d) SubNetwork

6.2.3 Registration success rate of one single network slice
a) RSR.

b) This KPI describesthe ratio of the number of successfully performed registration procedures to the number of
attempted registration procedures for the AMF set which related to one single network slice and is used to
evaluate accessibility provided by the end-to-end network slice and network performance. It is obtained by
successful registration procedures divided by attempted registration procedures.

b-1) Integer, percentage

b-2) RATIO
c)
> AMF.5GSRegisSucc.Type
RSR = : *100%
Y AMF.5GSRegisAtt.Type
Type

NOTE: Above measurements with subcounter .Type should be defined in 3GPP TS 24.501 [4].
d) NetworkSlice

6.2.4 Partial DRB Accessibility for UE services
a) Partiadd DRB Accessibility

b) This KPI describesthe DRBs setup success rate, including the success rate for setting up RRC connection and
NG signalling connection. It is obtained as the succeess rate for RRC connection setup multiplied by the success
rate for NG signalling connection setup multiplied by the success rate for DRB setup. The success rate for RRC
connection setup and for NG signalling connection setup shall exclude setups with establishment cause mo-
Signalling [5].

b-1) Integer, percentage, 0-100
b-2) RATIO
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©)

d)

Partial DRBAccessibility 5QI = (3>;RRC.ConnEstabSucc.Cause/> RRC.ConnEstabAtt.Cause) *
(C_UECNTXT.ConnEstabSucc.Cause/y, UECNTXT.ConnEstabAtt.Cause) *
(DRB.EstabSucc.5QI/DRB.EstabAtt.5Ql) * 100

Partial DRB Accessibility SNSSAI = (3RRC.ConnEstabSucc.Cause/y RRC.ConnEstabAtt.Cause) *
(O UECNTXT.ConnEstabSucc.Cause/y, UECNTXT.ConnEstabAtt.Cause) *
(DRB.EstabSucc.SNSSAI/DRB.EstabAtt.SNSSAI) * 100.

The sum over causes shall exclude the establishment cause mo-Signalling [5].
For KPI on SubNetwork level the measurement shall be the averaged over all NRCellCUs in the SubNetwork
SubNetwork, NRCellCU.

6.2.5 PDU session Establishment success rate of one network slice (S-

b)

©)

d)

NSSAI)
PDUSessionEstSR.

This KPI describes the ratio of the number of successful PDU session establishment request to the number of
PDU session establishment request attempts for all SMF which related to one network slice (SSNSSAI) and is
used to evaluate accessibility provided by the end-to-end network slice and network performance. It is obtained
by the number of successful PDU session requests divided by the number of attempted PDU session requests.

b-1) Integer, percentage, 0-100
b-2) RATIO

L S P wh enslon Crea tlen s uee SN S AT
£ = =ar :
FDUSesstonkstSR S SME RS uN esslenCreatlanfer ANESAT » 100

NetworkSlice

6.2.6 Maximum registered subscribers of network slice through AMF

a)

b)

<)
d)

AMFMaxRegNbr.

This KPI describe the maximum number of subscribers that are registered to a network dlice. It is obtained by
counting the subscribersin AMF that are registered to a network dlice.

b-1) Integer
b-2) CUM
AMEM axRegilr = X0 R, Regrotered SubNbrlfox, ENSSAT

NetworkSlice

6.2.7  Total DRB accessibility for UE services

a)

b)

Total DRB accessibility

This KPI describes the total DRBs accessibility obtained as the ratio of the number of successfully established
DRBs and number of services intended to be setup by the end user that shall result into a DRB establishment via
Initial Context setup procedure, Added DRB setup and RRC Resume procedure. The number of services
intended to be setup by the end user that shall result into a DRB establishment via Initial Context setup
procedure is obtained as number of attempted establishments of DRB via Initial Context setup procedure
amplified by inverse of the UE-associated logical NG-connection success ratio further amplified by inverse of
the RRC Connection setup state success ratio. The number of services intended to be setup by the end user that
shall result into a DRB establishment via added DRB setup procedure is measured directly in gNB via number of
attempted establishments of DRB via added DRB setup procedure. Finally the number of services intended to be
setup by the end user that shall result into a DRB establishment via RRC Resume procedure is provided as
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d)

number of attempted establishments of DRB via RRC Resume procedure amplified by inverse of the RRC
Resume success ratio. The success rate for RRC connection setup and for UE-associated logical NG-connection
setup shall exclude setups with establishment cause mo-Signalling [5]. The success rate for RRC resume shall
exclude setups related to RNA update.

b-1) Integer, percentage, 0-100
b-2) RATIO

DRBAccessibility 5QI = 100 * (DRB.Initial EstabSucc.5QI + (DRB.EstabSucc.5QI-DRB.Initial EstabSucc.5Ql)
+ DRB.ResumeSucc.5QI)/( DRB.Initial EstabAtt.5QI/((RRC connection setup success rate /100)* ( UE-
associated logical NG-connection success ratio/100)) + (DRB.EstabAtt.5QI-DRB.Initial EstabAtt.5Ql) +
DRB.ResumeALtt.50Ql/( RRC Resume success rate/100))

DRBAccessibility SNSSAI = 100 * (DRB.Initial EstabSucc. SNSSAI + (DRB.EstabSucc. SNSSAI -
DRB.Initial EstabSucc. SNSSAI) + DRB.ResumeSucc. SNSSAI)/( DRB.Initial EstabAtt. SNSSAI /((RRC
connection setup success rate /100)* ( UE-associated logical NG-connection success ratio /100)) +
(DRB.EstabAtt. SNSSAI -DRB.Initia EstabAtt. SNSSAI) + DRB.ResumeAtt. SNSSAI /( RRC Resume
success rate/100))

Where:

RRC Resume success rate = 100* X~ RRC.ResumeSucc.cause /3 (RRC.ResumeAtt.cause -
RRC.ResumeFallbackToSetupAtt.cause), where all but the causes related to RNA update shall be included.

RRC connection setup success rate = 100* (X (RRC.ConnEstabSucc.Cause +
RRC.ResumeSuccByFallback.cause) + RRC.ReEstabSuccWithoutUeContext) /(X
(RRC.ConnEstabAtt.Cause + RRC.ResumeFallback ToSetupAtt.cause) + RRC.ReEstabFallback ToSetupAtt)

UE-associated logical NG-connection success ratio = 100* (X UECNTXT.ConnEstabSucc.Cause/ &
UECNTXT.ConnEstabAtt.Cause)

The sum over causes shall exclude the establishment cause mo-Signalling [5].

The sum over causes for RRC resume shall exclude the causes related to RNA update [5].

For KPI on SubNetwork level the measurement shall be the averaged over all NRCellCUs in the SubNetwork
SubNetwork, NRCellCU.

6.2.8 Mean CM-Connected subscribers of network slice through AMF

a)

b)

©)

d)

AMFMeanCmConNbr.

This KPI describe the mean number of subscribersin aperiod that are not only registered to a network dlice but
a so established a PDU session related to the network slice. And subscribers also have aNAS signalling
connection with the AMF over N1. It is obtained by counting the subscribersin AMF that are showed "cm-
connected” state for a network dlice.

b-1) Integer
b-2) CUM

n

e e e TSP —
AMFEMeanimlondi by = M = Comnected Subll brMean, SN 5]

3

¥,
|

NetworkSlice.

6.2.9 Maximum on-line subscribers of network slice through AMF

a)

AMFMaxCmConNbr.
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b) ThisKPI describe the maximum number of subscribersin a period that are not only registered to a network slice
but also established a PDU session related to a network slice. And subscribers also have a NAS signalling
connection with the AMF over N1. It is obtained by counting the subscribersin AMF that are showed "cm-
connected" state for a network dlice.

b-1) Integer
b-2) CUM
c)
AMFMexCwmlonlir = E M = Connected SubNirMox, SNIFA]
AME

d) NetworkSlice.

6.2.10 PFCP session established success rate of one network and one
network slice

a) PFCPSessionEStSR.
b) This KPI describes the successful rate of PFCP session established in a network or a network slice e on the UPF.

It is used to evaluate the quality of user-plane connection established and the accessibility provided by the
end-to-end network slice and network performance. It is obtained by the number of successful PFCP session
requests divided by the number of attempted PFCP session requests.

b-1) Integer, percentage
b-2) RATIO
c)

UPF.PFCPSessionCreationSucc.SNSSAI
UPF.PFCPSessionCreationReq.SNSSAI

PF(CPsessionEstSR =

d) Subnetwork, NetworkSlice.

6.2.11 Group-level N4 session establishment success rate of one 5G VN
group
a) GrouplevelN4SessionEStSR.

b) ThisKPI describesthe ratio of the number of successful group-level N4 session establishment request to the
number of group-level N4 session establishment request attempts for all SMF related to one 5G VN group
communication and is used to evaluate accessibility provided by the end-to-end network slice and network
performance. It is obtained by the number of successful group-level N4 session requests divided by the number
of attempted group-level N4 session reguests.

b-1) Integer, percentage
b-2) RATIO
c)

CrounlevaliidSacrionEatsR = Yoer SM. GrouptevelN4SesstonCrentionSuce. Internal growplD
cupTETSRSe IO T T M. Group levelN4SessfonCreationReq . Interna lgraup D

d) NetworkSlice.
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6.2.12 PDU session Establishment success rate of one 5G VN Group
(InternalgrouplD)

a) PDUSessionEstSR.

b) ThisKPI describes the ratio of the number of successful PDU session establishment request to the number of
PDU session establishment request attempts for all SMF which related to one 5G VN Group (Internalgroupl D)
and is used to evaluate accessibility provided by the 5G VN Group and network performance. It is obtained by
the number of successful PDU session requests divided by the number of attempted PDU session requests.

b-1) Integer, percentage, 0-100
b-2) RATIO
c)

EgypSiFausession CreationSUCCINIernalgroupiD « 100

PRIISessinonFstER =
EaueSM FauSessionCreatfonRealnternaler oupll

d) NetworkSlice.

6.2.13 Positive Paging Rate
a) AMPFPositivePagingRate.

b) TheKPI describesthe positive paging rate, i.e. the amount of paging requests that result in UES transitioning from
triggering a mobile terminated call (thus moving from Idle/Inactive to Connected Mode), w.r.t total number of
paging reguests. When Combined with PagingDiscardRate DU , RANPagingDiscardRate CU and
CNPagingDiscardRate_CU (from al CUs, and their respective DUs, belonging to the same AMF), this ratio will
be used to quantify the impact of false paging occasions, i.e. paging occasionsthat do not result in a UEstriggering
mobile terminated calls, on network side paging resource utilisation as well as on UE’s power consumption : low
rates will imply non optimal network resource utilisation and high UE wake up rate (wake up here is defined by
Idle/Inactive to Connected mode transition) or equivalently higher UE power consumption.

b-1) Integer, percentage
b-2) RATIO
c) Below isthe equation for AMFPositivePagingRate:

AMEPositivePaginaRat MM. Paging5GSucc 100%
— *
ositivePagingRate MM. Paging5GReq ’

M easurement names: MM. Paging5GSucc, MM. Paging5GReq
d) AMF.

6.2.14 PDU Session Per Establishment Request Rate.
a) PDUSessionEstablishRatePerReqType

b) This metric shows the percentage of PDU establishment requests, per PDU Request Type, w.r.t al PDU
establishment requests that a AMF receives from all UESiit serves.

b-1) Integer, percentage
b-2) RATIO

¢) To measure the percentage of PDU establishment requests, per PDU Request Type:
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d)

M. PDUSezszsionEstablishReq. |

PDUSessionEstablishRatePerReqType.] = 100 # T SM.PDUSesslonEstablishReq.1

Measurement names: SM. PDUSessionEstablishReq. I, SM. PDUSessionEstablishReq.

AMFFunction

6.2.15 PDU Session Per Establishment Request Reject Rate,.

a)

b)

©)

d)

PDU SessionRejectRateReqType

This metric shows the percentage of PDU establishment requests that get rejected by the AMF, w.r.t all PDU
establishment requests that the same AMF receives from al UEs it serves, broken down by PDU Request Type.

b-1) Integer, percentage
b-2) RATIO
To measure the PDU establishment request Reject rate, per PDU Request Type:

SM. PDUSessionEstablishReject.

PD ionRejectRateReqT =1
USessionRejectRateReqType 00 SM. PDUSessionEstablishReq. I

Measurement names: SM. PDUSessionEstablishReject. I, SM. PDUSessionEstablishReq.
AMFFunction

6.2.16 MA PDU session Establishment success rate of network slice

a)

b)

©)

MAPDUSessionEStSR.

This KPI describes the ratio of the number of successful MA PDU session establishment request to the number
of MA PDU session establishment request attempts for all SMF which related to one network slice and is used to
evaluate accessibility provided by the end-to-end network slice and network performance. It is obtained by the
number of successful MA PDU session requests divided by the number of attempted MA PDU session requests.

b-1) Integer, percentage, 0-100
b-2) RATIO

. YoprrSMMAPDUSesstonCreation e SNSSA
MAPDPUEasstonEstER — » 100
FoucSM MAFDU SessfonCreationRerSINES AT

d) NetworkSlice

6.2.17 Extended DRX Negotiation Success Rate

a)

b)

©)

eDRXNegotiationSuccessRate.

This KPI describes the ratio of the number of successfully performed registration procedures, where AMF
configures extended DRX to UEs requesting this latter, to the number of attempted registration procedures, by
those same UES, requesting extended DRX to be configured to them. This KPI is used to evaluate accessibility
performance to extended DRX feature for UES requesting it.

b-1) Integer, percentage
b-2) RATIO

DRXNesotiations Rat RM.RegEdrxAccept 100%
— *
e egotiationSuccessRate RM. RegEdrxReq 0
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d) AMF

6.3 Integrity KPI

6.3.1 Latency and delay of 5G networks
6.3.1.0 Void

6.3.1.1 Downlink latency in gNB-DU
a DLLat_gNBDU.

b) This KPI describesthe gNB-DU part of the packet transmission latency experienced by an end-user. It is used to
evaluate the gNB latency contribution to the total packet latency. It is the average (arithmetic mean) of the time
from reception of 1P packet to gNB-DU until transmission of first part of that packet over the air interface, for a
packet arriving when there is no previous datain queue for transmission to the UE. This KPI can optionally be
split into KPIs per QoS level (mapped 5QI or QCI in EN-DC architecture) and per S-NSSAI.

b-1) Integer, timeinterva (0.1 mS)
b-2) MEAN
c) DLLat_gNBDU = DRB.RIcSduLatencyDlI

or optionally DLLat_gNBDU.QoS = DRB.RIcSduL atencyDI.QoS where QOS identifies the target QoS quality
of service class.

or optionally DLLat_ gNBDU.SNSSAI = DRB.RIcSduL atencyDI.SNSSAI where SNSSAI identifies the S-NSSAI.

d) NRCellDU
6.3.1.2 Integrated downlink delay in RAN
6.3.1.2.1 Downlink delay in NG-RAN for a sub-network

a) DLDelay NR_SNw.

b) This KPI describes the average packet transmission delay through the RAN part to the UE. It is used to evaluate
delay performance of NG-RAN in downlink for a sub-network. It is the weighted average packets delay from
reception of 1P packet in gNB-CU-UP until the last part of an RLC SDU packet was received by the UE
according to received HARQ feedback information for UM mode or until the last part of an RLC SDU packet
was received by the UE according to received RLC ACK for AM mode. This KPI can optionally be split into
KPIs per QoS level (mapped 5QI or QCI in EN-DC architecture) and per S NSSAI.

b-1) Integer, timeinterva (0.1 mS)
b-2) MEAN

c) Below arethe equations for average “Integrated downlink delay in RAN” for this KPI on SubNetwork level. The
“Integrated downlink delay in RAN” isthe sum of average DL delay in gNB-CU-UP of the sub-network
(DLDelay_ gNBCUUP_SNw) and the average DL delay in gNB-DU of the sub-network
(DLDelay_gNBDU_SNw):

DLDelay NR_SNw = DLDelay_ gNBCUUP_SNw + DLDelay_gNBDU_SNw

or optionally DLDelay  NR_SNw.QOS = DLDelay gNBCUUP_SNw.QOS+ DLDelay gNBDU_SNw.QOS
where QOSidentifies the target quality of service class.

or optionally DLDelay NR_SNw.SNSSAI = DLDelay_gNBCUUP_SNw.SNSSAI +
DLDelay gNBDU_SNw.SNSSAI where SNSSAI identifies the S-NSSAI.

ETSI



3GPP TS 28.554 version 19.5.0 Release 19 18 ETSI TS 128 554 V19.5.0 (2025-10)

d) SubNetwork

NOTE: If the HARQ process is configured with disabled HARQ feedback for NTN (refer to 38.321[15]), this

KPI isnot available for UM mode.

6.3.1.2.2 Downlink delay in NG-RAN for a network slice subnet

a)

DLDelay NR_Nss

b) This KPI describes the average packet transmission delay through the RAN part to the UE. It is used to evaluate

©)

delay performance of NG-RAN in downlink for a network slice subnet. It isthe weighted average packets delay
from reception of 1P packet in gNB-CU-UP until the last part of an RLC SDU packet was received by the UE
according to received HARQ feedback information for UM mode or until the last part of an RLC SDU packet
was received by the UE according to received RLC ACK for AM mode.

b-1) Integer, timeinterval (0.1 mS)
b-2) MEAN

Below is the equation for average "Integrated downlink delay in RAN" for this KPI on NetworkSliceSubnet
level. The "Integrated downlink delay in RAN" for network dlice subnet isthe sum of average DL delay in gNB-
CU-UP of the network slice subnet (DLDelay gNBCUUP_NSss) and the average DL delay in gNB-DU of the
network slice subnet (DLDelay gNBDU_Nss):

DLDelay NR_Nss.SNSSAI = DLDelay gNBCUUP_Nss.SNSSAI + DLDelay gNBDU_Nss. SNSSAI where
SNSSAI identifies the SSNSSAI that the network slice subnet supports.

d) NetworkSliceSubnet

NOTE: If the HARQ process is configured with disabled HARQ feedback for NTN (refer to 38.321[15]), this

KPI isnot available for UM mode.

6.3.1.3 Downlink delay in gNB-DU
6.3.1.3.1 Downlink delay in gNB-DU for a NRCellDU
a) DLDelay gNBDU_Cell.

b)

d)

This KPI describes the average packet transmission delay through the gNB-DU part to the UE. It isused to
evaluate delay performance of gNB-DU in downlink. It is the average packets delay time from arrival of an RLC
SDU at the RLC ingress F1-U termination until the last part of an RLC SDU packet was received by the UE
according to received HARQ feedback information for UM mode or until the last part of an RLC SDU packet
was received by the UE according to received RLC ACK for AM mode. This KPI can optionally be split into
KPIs per QoS level (mapped 5QI or QCI in EN-DC architecture) and per S NSSAI.

b-1) Integer, timeinterva (0.1 mS)

b-2) MEAN

Below isthe equation for average DL delay in gNB-DU for aNRCelIDU:
DLDelay gNBDU_Cell = DRB.RIcSduDelayDl + DRB.AirlfDelayDlI.

and optionally: DLDelay gNBDU.QOS = DRB.RIcSduDelayDI.QOS + DRB.AirlfDelayDl.QOS where QOS
identifies the target quality of service class.

and optionally: DLDelay_gNB.SNSSAI = DRB.RIcSduDelayDI.SNSSAI + DRB.AIrIfDelayDl. SNSSAI where
SNSSAI identifiesthe S-NSSAI

NRCelIDU

NOTE: If the HARQ process is configured with disabled HARQ feedback for NTN (refer to 38.321[15]), this

KPI isnot available for UM mode.
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6.3.1.3.2 Downlink delay in gNB-DU for a sub-network
a) DLDelay gNBDU_SNw.

b) This KPI describes the average packet transmission delay through the gNB-DU part to the UE. It isused to
evaluate delay performance of gNB-DU in downlink for a sub-network. It is the weighted average packets delay
time from arrival of an RLC SDU at the RLC ingress F1-U termination until the last part of an RLC SDU packet
was received by the UE according to received HARQ feedback information for UM mode or until the last part of
an RLC SDU packet was received by the UE according to received RLC ACK for AM mode. ThisKPI can
optionally be split into KPIs per QoS level (mapped 5QI or QCI in EN-DC architecture) and per S-NSSAI.

b-1) Integer, timeinterval (0.1 mS)
b-2) MEAN
c) Below isthe equation for average DL delay in gNB-DU for a sub-network, where
- W isthe measurement for the weighted average, one of the following:
- the DL datavolume of the NR cell;
- the number of UL user data packets of the NR cell;
- any other types of weight defined by the consumer of KPI
- the#NRCeIDU isthe number of NRCellIDU’sin the SubNetwork.

SRR R Ble S0l apD] + DREAICHTlayDll 4]

DLDelay_gNBDU_SNw = TR

and optionally KPI on SubNetwork level per QoS and per S-NSSAI:

ZpMREull U R RlePduDelayDl.gas + DRBAITDelayDl gavl «Wigas]

DLDelay_gNBDU_SNw. QoS = TRy ot
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DLDelay_gNBDU_SNw. SNSSAI =

d) SubNetwork

NOTE: If the HARQ process is configured with disabled HARQ feedback for NTN (refer to 38.321[15]), this
KPI isnot available for UM mode.

6.3.1.3.3 Downlink delay in gNB-DU for a network slice subnet
a) DLDelay gNBDU_Nss.

b) This KPI describes the average packet transmission delay through the gNB-DU part to the UE. It isused to
evaluate delay performance of gNB-DU in downlink for a network slice subnet. It isthe weighted average
packets delay time from arrival of an RLC SDU at the RLC ingress F1-U termination until the last part of an
RLC SDU packet was received by the UE according to received HARQ feedback information for UM maode or
until the last part of an RLC SDU packet was received by the UE according to received RLC ACK for AM
mode.

b-1) Integer, timeinterva (0.1 mS)
b-2) MEAN
c) Below isthe equation for average DL delay in gNB-DU for a network slice subnet, where

- W isthe measurement for the weighted average, one of the following:
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- the DL datavolume of the NR cell;
- the number of DL user data packets of the NR cell;
- any other types of weight requested by the consumer of KPI;
- the#NRCelIDU isthe number of NRCellDU’s associated with the NetworkSliceSubnet.

ZpnRewl RV R e fdulel apDlanmsar + DRBGAIRIT e ap Dluorss AT S sorssar]
L T e m——"

DLDelay_gNBDU_Nss. SNSSAI =

d) NetworkSliceSubnet

NOTE: If the HARQ process is configured with disabled HARQ feedback for NTN (refer to 38.321[15]), this
KPI isnot available for UM mode.

6.3.1.4 Downlink delay in gNB-CU-UP

6.3.1.4.1 Downlink delay in gNB-CU-UP
a) DLDelay gNBCUUP.

b) This KPI describes the average packet transmission delay through the gNB-CU-UP to the gNB-DU. It isused to
evaluate the delay performance of gNB-CU-UP in downlink. It is the average packets delay from reception of 1P
packet in gNB-CU-UP until the time of arrival, at the gNB-DU, of the RLC SDU at the RLC ingress F1-U
termination. This KPI can optionally be split into KPIs per QoS level (mapped 5QI or QCI in EN-DC
architecture) and per SSNSSAI.

b-1) Integer, timeinterval (0.1 mS)
b-2) MEAN
c) Below the equation for average DL delay in agNB-CU-CP:
DLDelay gNBCUUP = DRB. PdcpSduDelayDI + DRB.PdcpF1Delay

and optionally: DLDelay  gNBCUUP.QOS = DRB.PdcpSduDelayDI.QOS + DRB.PdcpF1Delay.QOS where
QOSidentifies the target quality of service class.

and optionally: DLDelay gNBCUUP.SNSSAI = DRB.PdcpSduDelayDI.SNSSAI + DRB.PdcpF1Delay. SNSSAI
where SNSSAI identifies the S-NSSAL.

d) GNBCUUPFunction

€) Innon-split gNB scenario, the value of DRB.PdcpF1Delay (optionally DRB.PdcpF1Delay.QOS, and optionally
DRB.PdcpF1Delay. SNSSAI) is set to zero because there are no F1-interfaces in this scenario.

6.3.1.4.2 Downlink delay in gNB-CU-UP for a sub-network
a) DLDelay gNBCUUP_SNw.

b) This KPI describes the average packet transmission delay through the gNB-CU-UP to the gNB-DU. It isused to
evaluate the delay performance of gNB-CU-UP in downlink for a sub-network. It is the weighted average
packets delay from reception of |P packet in gNB-CU-UP until the time of arrival, at the gNB-DU, of the RLC
SDU at the RLC ingress F1-U termination. This KPI can optionally be split into KPIs per QoS level (mapped
5QI or QCI in EN-DC architecture) and per S-NSSAI.

b-1) Integer, timeinterva (0.1 mS)
b-2) MEAN

c) Below isthe equation for average UL delay in gNB-CU-UP for a sub-network, where
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d)

€)

- W isthe measurement for the weighted average, one of the following:
- the DL datavolumein gNB-CU-UP;
- the number of DL user data packetsin gNB-CU-UP,
- any other types of weight requested by the consumer of KPI;
- the# GNBCUUPFunctionsis the number of GNBCUUPFunctions'sin the SubNetwork.

ZiERREER nellem [ DRE DdapEdulelagD] + DEBFdepRilelayl 44
E; b REE L UPEwne e IWwE

DLDelay_gNBCUUP_SNw =

and optionally KPI on SubNetwork level per QoS and per S-NSSAI:
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DLDelay_gNBCUUP_SNw. QoS = R T Ty

DLDelay_gNBCUUP_SNw. SNSSAI =
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SubNetwork

In non-split gNB scenario, the value of DRB.PdcpF1Delay (optionally DRB.PdcpF1Delay.QOS, and optionally
DRB.PdcpF1Delay. SNSSAI) is set to zero because there are no F1-interfaces in this scenario.

6.3.1.4.3 Downlink delay in gNB-CU-UP for a network slice subnet

a)

b)

d)

€)

DLDelay_ gNBCUUP_Nss.

This KPI describes the average packet transmission delay through the gNB-CU-UP to gNB-DU. It isused to
evaluate the delay performance of gNB-CU-UP in downlink for a network dlice subnet. It isthe weighted
average packets delay from reception of | P packet in gNB-CU-UP until the time of arrival, at the gNB-DU, of
the RLC SDU at the RLC ingress F1-U termination.

b-1) Integer, timeinterva (0.1 mS)
b-2) MEAN
Below is the equation for average UL delay in gNB-CU-UP for a network dlice subnet, where
- W isthe measurement for the weighted average, one of the following:
- theDL datavolumein gNB-CU-UP,
- the number of DL user data packetsin gNB-CU-UP;
- any other types of weight requested by the consumer of KPI;

- the# GNBCUUPFunctionsis the number of GNBCUUPFunctions's associated with the
NetworkSliceSubnet.

DLDelay_gNBCUUP_Nss.SNSSAI =

ZPUREEIEEune e (DR DdepeauDelapDlaissdr + DEB EdepRLDel apsnssart arsmssar]
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NetworkSliceSubnet

In non-split gNB scenario, the value of DRB.PdcpF1Delay. SNSSAI is set to zero because there are no F1-
interfaces in this scenario.
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6.3.1.5 Uplink delay in gNB-DU
6.3.1.5.1 Uplink delay in gNB-DU for a NR cell
a) ULDelay gNBDU_Cell.

b)

©)

This KPI describes the average packet transmission delay through the gNB-DU part from the UE in aNR cell. It
is used to evaluate delay performance of gNB-DU in uplink. It is the average packet delay from when an UL
RLC SDU was scheduled, as per the scheduling grant provided, until time when the RLC SDU is sent to PDCP
or CU for split gNB. This KPI can optionally be split into KPIs per QoS level (mapped 5QI or QCI in EN-DC
architecture) and per SSNSSAI.

b-1) Integer, timeinterval (0.1 mS)

b-2) MEAN

Below isthe equation for average UL delay in gNB-DU for aNRCelIDU:
ULDelay gNBDU_Cell = DRB.RIcDelayUl + DRB.AirlfDelayUl

and optionally: ULDelay_gNBDU. QoS = DRB.RIcDelayUl. QOS + DRB. AirlfDelayUl. QOS where QOS
identifies the target quality of service class.

and optionally: ULDelay_gNBDU.SNSSAI = DRB. RlcDelayUl. SNSSAI + DRB. AirlfDelayUl. SNSSAI where
SNSSAI identifies the S-NSSAL.

d) NRCellDU
6.3.1.5.2 Uplink delay in gNB-DU for a sub-network
a) ULDelay gNBDU_SNw.

b) This KPI describes the average packet transmission delay through the gNB-DU part from the UE for a sub-

©)

network. It is used to evaluate delay performance of gNB-DU in uplink for a sub-network. It is the weighted
average packet delay from when an UL RLC SDU was scheduled, as per the scheduling grant provided, until
time when the RLC SDU is sent to PDCP or CU for split gNB. This KPI can optionally be split into KPIs per
QoS level (mapped 5QI or QCI in EN-DC architecture) and per S-NSSAI.

b-1) Integer, timeinterval (0.1 mS)
b-2) MEAN
Below is the equation for average UL delay in gNB-DU for a sub-network, where
- W isthe measurement for the weighted average, one of the following:
- the UL datavolume of the NR cdll;
- the number of UL user data packets of the NR cell;
- any other types of weight defined by the consumer of KPI
- the#NRCeIDU isthe number of NRCellIDU’sin the SubNetwork.

SRy e B e Dl eyl -+ DREAlIT el el <]
ETF.HHHIII."'.. [T

ULDelay_gNBDU_SNw =

and optionally KPI on SubNetwork level per QoS and per S-NSSAI:
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ULDelay_gNBDU_SNw.SNSSAI =
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d)

SubNetwork

6.3.1.5.3 Uplink delay in gNB-DU for a network slice subnet

a)

b)

©)

d)

ULDelay_ gNBDU_Nss.

This KPI describes the average packet transmission delay through the gNB-DU part from the UE for a network
dlice subnet. It is used to evaluate delay performance of gNB-DU in uplink for a network dice subnet. It isthe
weighted average packet delay from when an UL RLC SDU was scheduled, as per the scheduling grant
provided, until time when the RLC SDU is sent to PDCP or CU for split gNB.

b-1) Integer, timeinterva (0.1 mS)
b-2) MEAN
Below isthe equation for average UL delay in gNB-DU for a network slice subnet, where
- W isthe measurement for the weighted average, one of the following:
- the UL datavolume of the NR cdll;
- the number of UL user data packets of the NR cell;
- any other types of weight requested by the consumer of KPI;
- the #NRCelIDU isthe number of NRCellDU'’ s associated with the NetworkSliceSubnet.

Z{RREHI {DRE BleDelayUlsnssar + DBBAriDelapUls s arl Fespssar]
Z LR T (Y s A2

ULDelay_gNBDU_Nss.SNSSAI =

NetworkSliceSubnet

6.3.1.6 Uplink delay in gNB-CU-UP

6.3.1.6.1 Uplink delay in gNB-CU-UP

a)

b)

©)

d)

€)

ULDelay_gNBCUUP.

This KPI describes the average packet transmission delay through the gNB-CU-UP from gNB-DU. It is used to
evaluate delay performance of gNB-CU-UP in uplink. It isthe average packet delay from when the RLC SDU is
sent to PDCP or CU for split gNB, until time when the corresponding PDCP SDU was sent to the core network
from gNB-CU-UP. This KPI can optionally be split into KPIs per QoS level (mapped 5QI or QCI in EN-DC
architecture) and per SSNSSAI.

b-1) Integer, timeinterva (0.1 mS)

b-2) MEAN

Below the equation for average UL delay in agNB-CU-CP:
ULDelay_gNBCUUP = DRB. PdcpReordDelayUl + DRB.PdcpF1Delay

and optionally: ULDelay_gNBCUUP. QoS = DRB. PdcpReordDelayUl. QoS + DRB.PdcpF1Delay. QoS where QOS
identifies the target quality of service class.

and optionally: ULDelay_gNBCUUP.SNSSAI = DRB. PdcpReordDelayUl. SNSSAI + DRB.PdcpF1Delay. SNSSAI
where SNSSAI identifies the S-NSSAL.

GNBCUUPFunction

It is assumed that the F1 uplink delay is the same asthe F1 downlink delay. In non-split gNB scenario, the value
of DRB.PdcpF1Delay (optionally DRB.PdcpF1Delay.QOS, and optionally DRB.PdcpF1Delay. SNSSAI) is set to
zero because there are no F1-interfaces in this scenario.
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6.3.1.6.2 Uplink delay in gNB-CU-UP for a sub-network

a)

b)

©)

d)

€)

ULDelay gNBCUUP_SNw.

This KPI describes the average packet transmission delay through the gNB-CU-UP part from the gNB-DU for a
sub-network. It is used to evaluate delay performance of gNB-CU-UP in uplink for a sub-network. It isthe
weighted average packet delay from when the RLC SDU is sent to PDCP or CU for split gNB, until time when
the corresponding PDCP SDU was sent to the core network from gNB-CU-UP. This KPI can optionally be split
into KPIs per QoS level (mapped 5QI or QCI in EN-DC architecture) and per SSNSSAI.

b-1) Integer, timeinterval (0.1 mS)
b-2) MEAN
Below isthe equation for average UL delay in gNB-CU-UP for a sub-network, where
- W isthe measurement for the weighted average, one of the following:
- the UL datavolumein gNB-CU-UP;
- the number of UL user data packetsin gNB-CU-UP;
- any other types of weight requested by the consumer of KPI;
- the# GNBCUUPFunctionsis the number of GNBCUUPFunctions'sin the SubNetwork.

Z{URBEVUREunctien { pRE PdepReordlelayUl + DRE. FdepRlDelaplsir]
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ULDelay_gNBCUUP_SNw =

and optionally KPI on SubNetwork level per QoS and per S-NSSAI:
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SubNetwork

It is assumed that the F1 uplink delay is the same as the F1 downlink delay. In non-split gNB scenario, the value
of DRB.PdcpF1Delay (optionally DRB.PdcpF1Delay.QOS, and optionally DRB.PdcpF1Delay. SNSSAI) is set to
zero because there are no F1-interfaces in this scenario.

6.3.1.6.3 Uplink delay in gNB-CU-UP for a network slice subnet

a)

b)

©)

ULDelay gNBCUUP_Nss.

This KPI describes the average packet transmission delay through the gNB-CU-UP part from the gNB-DU for a
network slice subnet. It is used to evaluate delay performance of gNB-CU-UP in uplink for a network slice
subnet. It is the weighted average packet delay from when the RLC SDU is sent to PDCP or CU for split gNB,
until time when the corresponding PDCP SDU was sent to the core network from gNB-CU-UP. This KPI can
optionally be split into KPIs per QoS level (mapped 5QI or QCI in EN-DC architecture) and per S-NSSAI.

b-1) Integer, timeinterval (0.1 mS)
b-2) MEAN
Below is the equation for average UL delay in gNB-CU-UP for a network dlice subnet, where
- W isthe measurement for the weighted average, one of the following:
- theUL datavolumein gNB-CU-UP,
- the number of UL user data packetsin gNB-CU-UP,

- any other types of weight requested by the consumer of KPI;
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d)

€)

- the# GNBCUUPFunctionsis the number of GNBCUUPFunctions's associated with the
NetworkSliceSubnet.

ULDelay_gNBCUUP_Nss.SNSSAI =
IRk EFuneder (i BE pgepBe ordDelapUl oy Al + DREPdepPilelapammsarlswarmsar]
ZRtNEETITEEw ne TRy s e

NetworkSliceSubnet

It is assumed that the F1 uplink delay is the same as the F1 downlink delay. In non-split gNB scenario, the value
of DRB.PdcpF1Delay.SNSSAI is set to zero because there are no Fl-interfacesin this scenario.

6.3.1.7 Integrated uplink delay in RAN
6.3.1.7.1 Uplink delay in NG-RAN for a sub-network
a) ULDelay NR_SNw.

b)

d)

This KPI describes the average packet transmission delay through the RAN part from the UE for a sub-network.
It is used to evaluate delay performance of NG-RAN in uplink. It isthe weighted average packet delay from
when an UL RLC SDU was scheduled, as per the scheduling grant provided, until time when the corresponding
PDCP SDU was sent to the core network from gNB-CU-UP. This KPI can optionally be split into KPIs per QoS
level (mapped 5QI or QCI in EN-DC architecture) and per S-NSSAI.

b-1) Integer, timeinterval (0.1 mS)
b-2) MEAN

Below are the equations for average "Integrated uplink delay in RAN" for this KPI on SubNetwork level. The
"Integrated uplink delay in RAN" isthe sum of average UL delay in gNB-CU-UP of the sub-network
(ULDelay_gNBCUUP_SNw) and the average UL delay in gNB-DU of the sub-network
(ULDelay_gNBDU_SNw):

ULDelay NR_SNw = ULDelay gNBCUUP_SNw + ULDelay_gNBDU_SNw

or optionally ULDelay  NR_SNw.QOS = ULDelay gNBCUUP_SNw.QOS+ ULDelay gNBDU_SNw.QOS
where QOSidentifies the target quality of service class.

or optionally ULDelay NR_SNw.SNSSAI = ULDelay_gNBCUUP_SNw.SNSSAI +
ULDelay gNBDU_SNw.SNSSAI where SNSSA! identifies the S-NSSAI.

SubNetwork

6.3.1.7.2 Uplink delay in NG-RAN for a network slice subnet

a)

b)

©)

ULDelay NR_Nss,

This KPI describes the average packet transmission delay through the RAN part from the UE for a network dice
subnet. It is used to evaluate delay performance of NG-RAN in uplink. It isthe weighted average packet delay
from when an UL RLC SDU was scheduled, as per the scheduling grant provided, until time when the
corresponding PDCP SDU was sent to the core network from gNB-CU-UP. This KPI can optionally be split into
KPIs per QoS level (mapped 5QI or QCI in EN-DC architecture) and per S NSSAI.

b-1) Integer, timeinterval (0.1 mS)
b-2) MEAN

Below is the equation for average “Integrated uplink delay in RAN” for this KPI on NetworkSliceSubNet level.
The “Integrated uplink delay in RAN” for network dlice subnet isthe sum of average UL delay in gNB-CU-UP
of the network dlice subnet (ULDelay gNBCUUP_Nss) and the average UL delay in gNB-DU of the network
dlice subnet (ULDelay gNBDU_Nss):

ULDelay NR_Nss.SNSSAI = ULDelay gNBCUUP_Nss.SNSSAI + ULDelay gNBDU_Nss.SNSSAI where
SNSSAI identifies the SSNSSAI that the network slice subnet supports.
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d) NetworkSliceSubnet

6.3.1.8 E2E delay for network slice

6.3.1.8.1 Average e2e uplink delay for a network slice
a) DelayE2EUINS.

b) This KPI describesthe average e2e UL packet delay between the PSA UPF and the UE for a network dice. It is
the weighted average packet delay from the time when an UL RLC SDU was scheduled at the UE until the time
when the corresponding GTP PDU was received by the PSA UPF.

b-1) Integer, timeinterval (0.1 mS)
b-2) MEAN

¢) ThisKPI isthe weighted average of UL packet delay between PSA UPF and UE, for al N3 interfaces
(modelled by EP_N3 MOIs) and N9 interfaces (modelled by EP_N9 MOIs) of al PSA UPFs supporting the
network slice (modelled by NetworkSlice MOI) identified by the S-NSSAI.

ThisKPI is calculated in the equation below, where Wn3 and Wn9 are the measurements for the weighted
average, Wn3 is one of the following:

- thedatavolume of UL GTP PDUsreceived by PSA UPF on the N3 interface;
- the number of UL GTP PDUs received by PSA UPF on the N3 interface;
- any other types of weight defined by the consumer of KPI.

And Wn9 is one of the following:
- thedatavolume of UL GTP PDUs received by PSA UPF on the N9 interface;
- the number of UL GTP PDUs received by PSA UPF on the N9 interface;
- any other types of weight defined by the consumer of KPI.

DelayE2EUINSs =
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Where the SNSSAI identifies the SSNSSAI.

d) NetworkSlice.

6.3.1.8.2 Average e2e downlink delay for a network slice
a) DelayE2EDINSs.

b) ThisKPI describesthe average e2e DL packet delay between the PSA UPF and the UE for anetwork dice. Itis
the wei ghted average packet delay from the time when an GTP PDU has been sent by the PSA UPF until time
when the corresponding RLC SDU was received by the UE.

b-1) Integer, timeinterva (0.1 mS)
b-2) MEAN

¢) ThisKPI isthe weighted average of DL packet delay between PSA UPF and UE, for al N3 interfaces (modelled
by EP_N3 MOIs) and N9 interfaces (modelled by EP_N9 MOIs) of al PSA UPFs supporting the network dice
(modelled by NetworkSlice MOI) identified by the S-NSSAI.

ETSI



3GPP TS 28.554 version 19.5.0 Release 19 27 ETSI TS 128 554 V19.5.0 (2025-10)
ThisKPI is calculated in the equation below, where Wn3 and Wn9 are the measurements for the weighted
average, Wn3 is one of the following:
- thedatavolume of DL GTP PDUs transmitted by PSA UPF on the N3 interface;
- the number of DL GTP PDUs transmitted by PSA UPF on the N3 interface;
- any other types of weight defined by the consumer of KPI.

And Wn9 is one of the following:
- thedatavolume of DL GTP PDUs transmitted by PSA UPF on the N9 interface;
- the number of DL GTP PDUs transmitted by PSA UPF on the N9 interface;
- any other types of weight defined by the consumer of KPI.

DelayE2EDINSs =
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Where the SNSSAI identifies the SSNSSAI.

d) NetworkSlice.

6.3.2 Upstream throughput for network and Network Slice Instance
a) UTSNSI.

b) This KPI describes the upstream throughput of one single network slice by computing the packet size for each
successfully received UL packet through the network slice during each observing granularity period and is used
to evaluate integrity performance of the end-to-end network dlice. It is obtained by measuring the total number of
upstream octets provided by N3 interface from NG-RAN to all UPFs, related to the single network slice, divided
by the granularity period (in milliseconds).

b-1) Integer, kbit/s
b-2) MEAN

Lupp ETRInDatralotNSURE SNERAL

C) UTSNSI = ErenulertyFerieod

X g

d) NetworkSlice, SubNetwork.

6.3.3 Downstream throughput for Single Network Slice Instance
a) DTSNSI.

b) This KPI describes the downstream throughput of one single network slice instance by computing the packet size
for each successfully transmitted DL packet through the network dice instance during each observing granularity
period and is used to evaluate integrity performance of the end-to-end network slice instance. It is obtained by
measuring the total number of downstream octets provided by N3 interface from all UPFsto NG-RAN, related
to the single network dlice, divided by the granularity period (in milliseconds).

b-1) Integer, kbit/s
b-2) MEAN

Zypp GTRSuth atat otV PFENSFAL
¢ DTENSI =
) EronulorityFeriod

d) NetworkSlice, SubNetwork.

X8
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6.3.4 Upstream Throughput at N3 interface
a) UGTPTN.

b) This KPI describes the throughput of incoming GTP data packets on the N3 interface (measured at UPF) which
have been generated by the GTP-U protocol entity on the N3 interface, during a granularity period. ThisKPI is
used to evaluate upstream GTP throughput integrity performance at the N3 interface. It is obtained by measuring
the total number of octets GTP data packets upstream throughput provided by N3 interface from NG-RAN to
UPF, divided by the granularity period (in milliseconds).

b-1) Integer, kbit/s
b-2) MEAN

C) UGTPTN = GTP.InDataOCtN3UPFA?8

GranularityPeriod

d) UPFFunction

6.3.5 Downstream Throughput at N3 interface
a) DGTPTN.

b) This KPI describes the throughput of downstream GTP data packets on the N3 interface (transmitted
downstream from UPF) which have been generated by the GTP-U protocol entity on the N3 interface, during a
granularity period. This KPI is used to evaluate integrity performance at N3 interface. It is obtained by
measuring the total number of octets GTP data packets downstream throughput provided by N3 interface from
UPF to NG-RAN, divided by the granularity period (in milliseconds).

b-1) Integer, kbit/s
b-2) MEAN

C) DGTPTN = GTP.OutDataOctN3UPFA?8

GranularityPeriod

d) UPFFunction
6.3.6 RAN UE Throughput

6.3.6.1 Void

6.3.6.2 RAN UE Throughput definition

To achieve a Throughput measurement (below examples are given for DL) that isindependent of file size and givesa
relevant result it isimportant to remove the volume and time when the resource on the radio interface is not fully
utilized. (Successful transmission, buffer empty in figure 1).
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Successful transmission,
. buffer not empty
The last slot shall

Failed transmission ( "Block always be
error”) ThpTimeDI removed from
calulations since it
Successful transmission, AL can be impacted
- ’
buffer empty / \ by packet size of

User Plane (UP) packets.
No transmission, buffer not

empty (e.g. due to contention) l I l E

[]

Data arrives to T 1 [:l 1 Time (S|OtS)

empty DL buffer

First data is The send buffer is
transmitted to the UE again empty

ThpVolDI =ZI (kbits)

Total DL transferred volume = ) B + = (Kbits)
UE Throughput in DL =ThpVolIDI / ThpTimeDI (kbits/s)

Figure 1

To achieve athroughput measurement that is independent of bursty traffic pattern, it isimportant to make sure that idle
gaps between incoming datais not included in the measurements. That shall be done as considering each burst of data
as one sample.

6.3.6.3 DL RAN UE throughput

6.3.6.3.1 DL RAN UE throughput for a NRCellDU
a) DlUeThroughput _Cell.

b) This KPI describesthe average DL RAN UE throughput for a NRCelIDU. This KPI can optionally be split into
KPls per QoS level (mapped 5QI or QCI in EN-DC architecture) and per S-NSSAI.

b-1) Integer, kbit/s
b-2) MEAN
c) Below isthe equation for average DL RAN UE throughput for aNRCelIDU:

DIUeThroughput _Cell = DRB.UEThpDI;

and optionally: DIU€eThroughput _Cell.QOS = DRB.UEThpDI.QOS, where QOS identifies the target quality of
service class,

and optionally: DIUeThroughput _Cell.SNSSAI = DRB.UEThpDI.SNSSAI, where SNSSAI identifiesthe S-
NSSAI.

d) NRCellDU

6.3.6.3.2 DL RAN UE throughput for a sub-network
a) DIUeThroughput _SNw.

b) This KPI describesthe average DL RAN UE throughput for a sub-network. This KPI can optionally be split into
KPIs per QoS level (mapped 5QI or QCI in EN-DC architecture) and per S NSSAI.

b-1) Integer, kbit/s
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b-2) MEAN
¢) Below isthe equation for average DL RAN UE throughput for a sub-network, where
- W isthe measurement for the weighted average, it is one of the following:
- the DL datavolume of the NR cell;
- aweight defined by the consumer of KPI
- the#NRCelIDU isthe number of NRCelIDU’s in the SubNetwork.
TANRCELDT yiry

DlUeThroughput SNw = —ormrimay__w
a "DREUEFhRDL

and optionally KPI on SubNetwork level per QoS and per S-NSSAI:

SENRCEUDU (e 063
E.—"-'HEEE ellD LT
= ‘DREBEUEFhpOL. ek

DlUeThroughput _SNw. QoS =

FHRCelDT, o
DlUeThroughput _SNw.SNSSAI = I (WENS AL

pANRCEDD | ___ WREEAl
2 \DRECUERL DL FREral!
d) SubNetwork
6.3.6.3.3 DL RAN UE throughput for a network slice subnet

a) DlUeThroughput _Nss.
b) ThisKPI describesthe average DL RAN UE throughput for a network slice subnet.
b-1) Integer, kbit/s
b-2) MEAN
c) Below isthe equation for average DL RAN UE throughput for a network slice subnet, where
- W isthe measurement for the weighted average, it is one of the following:
- the DL datavolume of the NR cell;
- aweight defined by the consumer of KPI
- the#NRCeIDU isthe number of NRCellDU’s associated with the NetworkSliceSubnet.

E #HRCellD LT';W..'-‘;"FFFH.E;'

DlUeThroughput Nss.SNSSAI = FRRCAIDT

, Where the SNSSAI identifies the SSNSSAI

‘DREUEILRDL FRFFAL
that the NetworkSliceSubnet supports.

d) NetworkSliceSubnet
6.3.6.4 UL RAN UE throughput

6.3.6.4.1 UL RAN UE throughput for a NRCellDU
a) UlUeThroughput_Cell.

b) This KPI describesthe average UL RAN UE throughput for a NRCellDU. This KPI can optionally be split into
KPls per QoS level (mapped 5QI or QCI in EN-DC architecture) and per S-NSSAI.

b-1) Integer, kbit/s
b-2) MEAN
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c) Below isthe equation for average UL RAN UE throughput for aNRCelIDU:
UlUeThroughput _Cell = DRB.UEThpUI;

and optionally: UlUeThroughput_Cell.QOS = DRB.UEThpUI.QOS, where QOS identifies the target quality of
service class,

and optionally: UlUeThroughput_Cell.SNSSAI = DRB.UEThpUI.SNSSAI, where SNSSAI identifiesthe S-
NSSAI.

d) NRCellDU

6.3.6.4.2 UL RAN UE throughput for a sub-network
a) UlUeThroughput_SNw.

b) This KPI describesthe average UL RAN UE throughput for a sub-network. This KPI can optionally be split into
KPIs per QoS level (mapped 5QI or QCI in EN-DC architecture) and per S NSSAI.

b-1) Integer, kbit/s
b-2) MEAN
c) Below isthe equation for average UL RAN UE throughput for a sub-network, where
- W isthe measurement for the weighted average, it is one of the following:
- the UL datavolume of the NR cell;
- aweight defined by the consumer of KPI
- the#NRCelIDU isthe number of NRCelIDU’s in the SubNetwork.

TENRCELDU (e

UlUeThroughput_SNw = WLDU

T
':_n REUET h.uLTL}
and optionally KPI on SubNetwork level per QoS and per S-NSSAI:

pURCElD (o5

FANRECILDT j
i ~DRENEFhpUL . JexE

UlUeThroughput_SNw. QoS =

EEORCELDU iy omppas)
UlUeThroughput_SNw.SNSSAI = SARRCETDUT WIRIEa! Y

. DRECUETR pllL FREFAL

d) SubNetwork

6.3.6.4.3 UL RAN UE throughput for a network slice subnet
a) UlUeThroughput _Nss.
b) This KPI describesthe average UL RAN UE throughput for a network slice subnet.
b-1) Integer, kbit/s
b-2) MEAN
c) Below isthe equation for average UL RAN UE throughput for a network slice subnet, where
- W isthe measurement for the weighted average, it is one of the following:
- the UL datavolume of the NR cell;
- aweight defined by the consumer of KPI
- the#NRCeIDU isthe number of NRCellIDU’s associated with the NetworkSliceSubnet.

ETSI



3GPP TS 28.554 version 19.5.0 Release 19 32 ETSI TS 128 554 V19.5.0 (2025-10)

ERNRCENDU (v opmar)

pEBRCELDU v
1 \DRECUERNpUL SFFAL

that the NetworkSliceSubnet supports.

UlUeThroughput_Nss. SNSSAI = , Where the SNSSAI identifies the SSNSSAI

d) NetworkSliceSubnet

6.3.7 Upstream throughput for 5G VN Group
a) UTSNSI_5GVNGroup.

b) ThisKPI describes the upstream throughput of one 5G VN Group by computing the packet size for each
successfully received UL packet during each observing granularity period and is used to evaluate integrity
performance of the 5G VN Group. It is obtained by measuring the total number of upstream octets provided by
N3 interface from NG-RAN to all UPFs, related to one 5G VN Group, divided by the granularity period (in
milliseconds).

b-1) Integer, kbit/s
b-2) MEAN
c)

GTR InDacadetNTURFET 7 o
UTSNS_5GVNGroup= Zuzs&Telnlar meevnalgraigil g
- GrawwiariceFeriod

d) NetworkSlice, SubNetwork.

6.3.8 Downstream throughput for 5G VN Group

a DTSNSI_5GVNGroup.

b) This KPI describes the downstream throughput of one 5G VN Group by computing the packet size for each
successfully transmitted DL packet through the 5G VN Group during each observing granularity period and is
used to evaluate integrity performance of the 5G VN Group. It is obtained by measuring the total number of
downstream octets provided by N3 interface from all UPFsto NG-RAN, related to one 5G VN Group, divided
by the granularity period (in milliseconds).

b-1) Integer, kbit/s
b-2) MEAN
c)

DTSNS _SGVNGroup= Eupp6TP QutDataletNFUPFInternalgroupdD )
GramwwlarfeyFavicd

d) NetworkSlice, SubNetwork.

6.3.9 Downstream throughput for a Network Slice at gNB
a) DIThroughputN Sgnengu

b) This KPI describes the downstream throughput of a network slice instance at gNB/CU-UP end on the NgU
interface. It is obtained by measuring the total number of downstream octets provided over NgU interface from
UPF to NG-RAN, related to the single network slice, divided by the granularity period (in milliseconds).

b-1) Integer, kbit/s
b-2) MEAN
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©)

Yone GTP. I nDat aCct NgUgNB. SNSSAI
DI Thr oughput NSyengu = : . x 8
granul arityPeri od

d) NetworkSliceSubnet, SubNetwork.

6.3.10 Upstream throughput for a Network Slice at gNB
a) UIThroughputNSgnengu

b) This KPI describes the upstream throughput of a network dlice instance at gNB/CU-UP end on the NgU
interface. It is obtained by measuring the total number of upstream octets provided over NgU interface from NG-
RAN to UPF, related to the single network slice, divided by the granularity period (in milliseconds).

b-1) Integer, kbit/s
b-2) MEAN
c)

Tgre GTP. Qut Dat aCct NgUgNB. SNSSAI

granul arityPeriod

U Thr oughput NSqengu =

d) NetworkSliceSubnet, SubNetwork.
6.3.11 Capacity GTP

6.3.11.1 UL GTP capacity between PSA UPF and NG-RAN
a) GTP.CapMaxUIPsaUpfNgran.
b) This KPI describes the maximum achievable UL GTP transmission rate between PSA UPF and NG-RAN.
b-1) Integer, kbit/s
b-2) MEAN

c) Itisobtained by counting the UL available data volume between PSA UPF and NG-RAN for the measured 5QI
or SNSSAI for each timeinterval ([t, t + At]) during the collection period, taking the arithmetic peak value and
then dividing it by At.

d) NetworkSlice, SubNetwork, UPFunction

6.3.11.2 DL GTP capacity PSA UPF and NG-RAN
a) GTP.CapMaxDIPsaUpfNgran
b) This KPI describes the maximum achievable DL GTP transmission rate between PSA UPF and NG-RAN.
b-1) Integer, kbit/s
b-2) MEAN
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c) Itisobtained by counting the DL available data volume between PSA UPF and NG-RAN for the measured 5QI
or S'NSSAI for each timeinterval ([t, t + At]) during the collection period, taking the arithmetic peak value and
then dividing it by At.

d) NetworkSlice, SubNetwork, GNBCUUPFunction

6.3.11.3 UL GTP capacity between PSA UPF and UE
a) GTP.CapMaxUIPsaUpfUe
b) This KPI describes the maximum achievable UL GTP transmission rate between PSA UPF and UE.
b-1) Integer, kbit/s
b-2) MEAN

c) Itisobtained by counting the UL available data volume between PSA UPF and UE for the measured S-NSSAI
for each timeinterval ([t, t + At]) during the collection period, taking the arithmetic peak value and then dividing
it by At..

d) NetworkSlice, SubNetwork, UPFunction

6.3.11.4 DL GTP capacity PSA UPF and UE
a) GTP.CapMaxDIPsaUpfUe
b) This KPI describes the maximum achievable DL GTP transmission rate between PSA UPF and UE.
b-1) Integer, kbit/s
b-2) MEAN

c) ltisobtained by counting the DL available data volume between PSA UPF and UE for the measured S-NSSAI
for each timeinterval ([t, t + At]) during the collection period, taking the arithmetic peak value and then dividing
it by At.

d) NetworkSlice, SubNetwork, UPFunction

6.4 Utilization KPI

6.4.1 Mean number of PDU sessions of network and network Slice
Instance

a) PDUSesMeanNbr.

b) This KPI describesthe mean number of PDU sessions that are successfully established in a network dlice. Itis
obtained by successful PDU session establishment procedures of SMFs which is related to the network dlice.

b-1) Integer
b-2) MEAN

PDUSesMeanNbr = Z SM.SessionNbrMean.SNSSAI
C) SMF

d) NetworkSlice
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6.4.2 Virtualised Resource Utilization of Network Slice Instance
a) VirtualResUtilizaiton.

b) This KPI describes utilization of virtualised resource (e.g. processor, memory, disk) that are allocated to a
network dlice . It is obtained by the usage of virtualised resource (e.g. processor, memory, disk) divided by the
system capacity that allocated to the network dlice.

b-1) Integer, percentage

b-2) Ratio
NOTE: Inthe present document, this KPI isfor the scenario when NF is not shared between different network
dice.
9 VRU, _ = MeanProcrUsage *100%
Wgern CapaCI tyProcr
VRU, .0, = MeanM emor;_/Umge *100%
System CapaCity yemoy
VRU, . = MeanDlskU_sage *100%
System Capacity

d) NetworkSlice

6.4.3 PDU session establishment time of network slice
a) PDUEstTime.

b) This KPI describes the time of successful PDU session establishment which related to one single network slice
and is used to evaluate utilization provided by the end-to-end network slice and network performance. It is
obtained by measuring the time between the receipt by SMF from AMF of "

Nsmf_PDUSession_UpdateSM Context Request ", which includes N2 SM information received from (R)AN to
the SMF and the sending of a" Nsmf_PDUSession_CreateSM Context Request or
Nsmf_PDUSession_UpdateSM Context Request " message from AMF to the SMF.

b-1) Integer, timeinterva (millisecond)
b-2) MEAN
¢) PDUEstTime = SM.PduSessionTimeMean.SNSSAI

d) NetworkSlice

6.4.4 Mean number of successful periodic registration updates of Single
Network Slice

a) RegUpdMeanNbr.

b) This KPI describes the mean number of successfully periodic registration updates in a network slice at the AMF.
It is obtained by summing successful of periodic registration updates at the AMFs which isrelated to the
network slice after registration accept by the AMF to the UE that sent the periodic registration update request.

b-1) Integer
b-2) MEAN
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RegUpdMeanNbr = z AM.RegNbrMean.SNSSAI
) AMF

d) NetworkSlice

6.4.5 Maximum number of PDU sessions of network slice
a) PDUSesMaxNbr.

b) ThisKPI describes the maximum number of PDU sessions that are successfully established in a network slice. It
is obtained by successful PDU session establishment procedures of SMFs which isrelated to the network dlice.

b-1) Integer
b-2) CUM

PDUSesMaxNbr = Z SM.SessionNbrMax.SNSSA/
SMF

c)
d) NetworkSlice

6.4.6 PDU session establishment time of 5G VN Group
a) Group-levelPDUEstTime.

b) This KPI describes the time of successful PDU session establishment which related to one 5G VN Group and is
used to evaluate utilization provided by the end-to-end network slice and network performance. It is obtained by
measuring the time between the receipt by SMF from AMF of " Nsmf_PDUSession_UpdateSM Context Request
", which includes N2 SM information received from (R)AN to the SMF and the sending of a*
Nsmf_PDUSession_CreateSM Context Request” or "Nsmf_PDUSession_UpdateSM Context Request” message
from AMF to the SMF.

b-1) Integer, timeinterva (millisecond)

b-2) MEAN
¢) Group-level PDUEstTime = SM.PduSessionTimeMean.I nternalgroupl D
d) NetworkSlice

6.4.7 Mean number of MA PDU sessions of network slice
a) MaPDUSesMeanNbr.

b) ThisKPI describes the mean number of MA PDU sessions that are successfully established in a network dlice. It
is obtained by successful MA PDU session establishment procedures of SMFs which is related to the network

dice.
b-1) Integer
b-2) MEAN

¢) MaPDUSesMeanNbr = Z SM.MaPduSessionNbrMean.SNSSAI

SMF

d) NetworkSlice
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6.4.8 Maximum number of MA PDU sessions of network slice

a)

b)

©)

d)

MaPDUSesMaxNbr.

This KPI describes the maximum number of MA PDU sessions that are successfully established in a network
dlice. It is obtained by successful MA PDU session establishment procedures of SMFs which isrelated to the
network slice.

b-1) Integer
b-2) CUM

MaPDUSesMaxNbr = Z SM.MaPduSessionNbrMax.SNSSAI

SMF

NetworkSlice

6.4.9 Connected Mode RRM Relaxation Usage rate

a)

b)

d)

ConnectedM odeM easRel axationUsage.

This KPI describes the ratio of the number of UE side connected mode RRM relaxation sessions (such a session
starts when UE sends a UAI with MeasRelaxationFulfilment-r17 |E with value Truetill it sends another UAI
with MeasRelaxationFulfilment-r17 |E with value False) that conclude (these sessions conclude when the UE
sends UAI with MeasRelaxationFulfilment-r17 |E with value False) to the number of all such sessions. This KPI
is used to evaluate the utilization of this feature in the field.

b-1) Integer, percentage
b-2) RATIO

C tedModeMeasRelaxationU RRC.UAL MeasRelaxationFulfilment. False 100%
= *
onnectediodeleasticiaxationisage RRC.UAIL MeasRelaxationFulfilment.True ?

NRCellCU

6.4.10 High load ratio based on PRB usage distribution

a)

b)

©)

FriBighLoacRatlo =

d)

PrbHighL oadRatio.

This KPI describes the high load ratio for aNRCelIDU in a statistical period. The KPI can be obtained based on
the measurement Distribution of DL Total PRB Usage defined in TS 28.552. The numerator of this KPI isthe
number of high load samples at which the DL PRB usageis larger than a certain threshold PRBTH1. And the
denominator is the number of effective samples at which the DL PRB usage is larger than another threshold
PRBTH2. This KPI can be used to evaluate the resource load of cellsin transient high-load scenario and the
result can be further used in the determination of network resource expansion.

b-1) Real, percentage, 0-1
b-2) RATIO
Below isthe equation for high load ratio based on PRB usage distribution for NRCel IDU:

SRR BrbTetDDist=FRETH, Mumbzer of samples fn RRU, FriTotDIDist

¥ BB BroTerpisreneara: Humbier of samples fu RRU, Prb TotDDist

Where RRU.PrbTotDIDist is the distribution of samples with total usage (in percentage) of PRBs on the
downlink in different ranges as defined in 5.1.1.2.3 in TS 28.552. PRBTH1 is a threshold representing high load.
PRBTH?2 is effective sample filtering threshold. Both PRBTH1 and PRBTH2 are vendor or operator specific.

NRCellDU
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6.4.11 Average air-interface efficiency achievable per UE within the
observed NRCellDU

a) AvgCaqiEfficiency Cell.

b) The KPI describes the average air-interface efficiency for a NRCelIDU according to CQI tables. The KPI takes
into account both the channel rank(RI) and the channel quality(CQI), and can comprehensively reflect the
overall channel quality of the cell.

b-1) Redl, refersto that of efficiency defined in TS 38.214 [14]
b-2) MEAN
c) Below isthe equation for average air-interface efficiency for NRCellDU:

Dy, Y* CARRWBCQIDist BinX BinY.BinZ* efficiency o

AvgCaiEfficiency _Cell = — - -
Z Xvz CARRWBCQIDist.BinX.BinY.BinZ

Where efficiencyl, isthe efficiency used in the CQI table defined in TS 38.214 [14].

d) NRCellDU

6.4.12 Air interface downlink average efficiency based on MCS
a) AvgDIMcsEfficiency Cell.

b) The KPI describes the air-interface downlink efficiency for aNRCellDU according to PDSCH MCS index tables
in TS 38.214 [14]. The KPI takes spatial multiplexing into account based on the MCS distribution measurement
in TS 28.552 [6], and can comprehensively reflect the average efficiency of the cell bothin SU MIMO and MU
MIMO scenarios.

b-1) Real, refersto that of efficiency defined in TS 38.214 [14]
b-2) MEAN
c) Below isthe equation for air-interface downlink average efficiency based on MCS for NRCelIDU:

Z «y 2 X * CARRPDSCHMCSDist.BinX.BinY.Bi nZ*efficiency}

AvgDIMcsEfficiency _ Cell =
M(T)

Where X represents the index of rank value (1 to 8), Y represents the index of table value (1to 4), and Z
represents the index of the MCS value (0 to 31).

efficiency) isthe efficiency when table index =Y and MCSindex =Z used in PDSCH MCS tables defined in 5.1.3.1
in TS38.214 [14].

myT) isthetotal used DL PRBsin statistical period T, which is specified in 5.1.1.2.1in TS 28.552 [6].
d) NRCellDU
NOTE: The MCSefficiency hereis based on scheduled PRB and decided by the MCS index which is defined in
TS38.214[14] in clause 5.1.3.1.
6.4.13 Air interface uplink average efficiency based on MCS
a) AvgUIMcsEfficiency Cell.

b) The KPI describes the air-interface uplink efficiency for aNRCelIDU according to PUSCH MCS index tablesin
TS 38.214 [14]. The KPI takes spatial multiplexing into account based on the M CS distribution measurement in
TS 28.552 [6], and can comprehensively reflect the average efficiency of the cell both in SU MIMO and MU
MIMO scenarios.
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©)

b-1) Real, refersto that of efficiency defined in TS 38.214 [14]
b-2) MEAN
Below is the equation for air-interface uplink average efficiency based on MCS for NRCelIDU:

> ., , X* CARRPUSCHMCSDist.BinX BinY.BinZ* efficiency)
M(T)

AvgUIMcsEfficiency _Cell =

Where X represents the index of rank value (1 to 8), Y represents the index of table value (1to 2), and Z
represents the index of the MCS value (0 to 31).

efficiency) isthe efficiency when table index =Y and MCSindex =Z used in PUSCH MCS tables defined in 6.1.4.1

inTS38.214[14].

myT) isthetotal used UL PRBsin statistical period T, which is specified in 5.1.1.2.2in TS 28.552 [6].

d)

NRCellDU

NOTE: TheMCS efficiency here is based on scheduled PRB and decided by the MCS index which is defined in

6.5

TS38.214[14] inclause 5.1.3.1.

Retainability KPI

6.5.1 QoS flow Retainability

6.5.1.1 Definition

a)

b)

©)

QoSRetain_R1, QoSRetain_R2.

This KPI shows how often an end-user abnormally loses a QoS flow during the time the QoS flow isused. It is
obtained by number of QoS flows with datain abuffer that was abnormally released, normalized with number of
data session time units.

b-1) Integer, active release / second
b-2) MEAN
To measure QoS flow Retainability for asingle QoS level (R1) isfairly straight forward.

QF .RelACINDT.Q0Sqos _x
QF .SessionTimeQoS.QoSqos_x
However to measure the QoS flow Retainability for UEsis not as straight forward. The measurement R1is
defined to look at the activity level of just one QoS level at the time, so to use this formula and measurementsin
an aggregated way to get QoS flow Retainability on UE level will not be accurate (e.g. for an UE with multiple
QoS flows there might be QoS flows that are active at the same time, hence aggregating the QoS level
measurements for session time will give alarger session time than the total UE session time. See picture below).

RlQoS_x -
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a UE session time: 10 periods (UE1:4, UE2:6)
QO0S=X session time: 7 periods (UE1:4, UE2:3)

QOS=Y session time: 5 periods (UEL:0, UE2:5)

QoS Flow X ) aEE—
UE1l ] QoS=X \.<

One activity period

QoS Flow —— caEEEEE—S cEEEE———
QoS=X
UEZ2 QoS Flow
am—— GEEEEES CEEEEEED CEEEEE——
QoS=Y | [j]

Hence a measurement QoS flow Retainability on UE level is defined (R2) to provide a measurement for the
overall QoS flow Retainability.

Eos@FReldctNbr.Qos

R2 ——
QFLSessionTimelUE

d) SubNetwork, NRCellCU
€) The definition of the service provided by 5GSis QoS flows.

6.5.1.2 Extended definition

The retainability rate is defined as:

Number of abnormally released QoS flow with data in any of the buffers o
[Releases/Session time]

muuveoe \{UU 1HUVVY 1 111c

To define (from a QoS flow Retainability point of view) if a QoS flow is considered active or not, the QoS flows can be
divided into two groups:

- For QoS flows with bursty flow, a QoS flow is said to be active if there is user datain the PDCP queue in any of
the directions or if any data (UL or DL) has been transferred during the last 100 ms.

- For QoS flows with continuous flow, the QoS flow (and the UE) is seen as being active in the context of this
measurement as long as the UE isin RRC connected state, and the session time isincreased from the first data
transmission on the QoS flow until 100 ms after the last data transmission on the QoS flow.

A particular QoS flow is defined to be of type continuous flow if the mapped 5QI isany of {1, 2, 65, 66} .
6.5.2 DRB Retainability

6.5.2.1 Definition

a) DRBRetain
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b) This KPI shows how often an end-user abnormally loses a DRB during the time the DRB is active. It is obtained
by number of DRBs that were abnormally released and that were active at the time of release, normalized with
number of data session time units.

b-1) Integer, active release / second
b-2) MEAN
¢) DRB Retainability for a single mapped 5QI level (R1) and for asingle S'NSSAI (R1) are defined as:

R1 _ DRB.RelActNbr.5Q1s5q;
S%1-* " DRB. SessionTime.5Qlsg; x

and

1 _ DRB.RelActNbr.SNSSAlsyssar_x
SNSSAL-X ™ DRB. SessionTime. SNSSAlgyssar x

d) SubNetwork, NRCelICU
€) The definition of the service provided by 5GSis DRBs.

6.5.2.2 Extended definition

To define (from a DRB Retainability point of view) if aDRB is considered active or not, the DRB can be divided into
two groups:

- For DRBswith bursty flow, a DRB is said to be active if any data (UL or DL) has been transferred during the
last 100 ms.

- For DRBs with continuous flow, the DRB (and the UE) is seen as being active in the context of this
measurement as long as the UE isin RRC connected state, and the session time isincreased from the first data
transmission on the DRB until 100 ms after the last data transmission on the DRB.

A particular DRB is defined to be of type continuous flow if the mapped 5QI isany of {1, 2, 65, 66} .

6.6  Mobility KPI

6.6.1 NG-RAN handover success rate
a) GRANHOSR.

b) A KPI that shows how often a handover within NR-RAN is successful, regardlessif the handover was made due
to bad coverage or any other reason. This KPI is obtained by successful handoversto the same or another gNB
divided by attempted handovers to the same or another gNB. This KPI covers legacy Handover.

b-1) Integer, percentage
b-2) RATIO

C)GRANHOSR =
(MM.HoExelnterSucc+ MM.HoExelIntraSucc) 7(MM.HoPrepInterSucc+MM.HoPrepIntraSucc)

(MM.HoExeInterReq+MM.HoExeIntraReq) =~ (MM.HoPrepInterReq+MM.HoPrepIntraReq)

A?100[%]

d) SubNetwork, NRCellCU.

6.6.2 Mean Time of Inter-gNB handover Execution of Network Slice

a) InterGNBHOMeanTime.
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b) This KPI describes the time of successful Mean Time of Inter-gNB handover which related to one single
network slice and is used to evaluate utilization provided by the end-to-end network slice and network
performance. This KPI is obtained by measuring the time between the receipt by the Source NG-RAN from the
Target NG-RAN of a“Release Resource" and the sending of a" N2 Path Switch Request " message from Source
NG-RAN to the Target NG-RAN over a granularity period.

b-1) Integer, timeinterva (millisecond)
b-2) MEAN
d) Subnetwork

6.6.3  Successful rate of mobility registration updates of Single Network
Slice

a) MobilityRegUpdateSR.

b) This KPI describes the successful rate of mobility registration updates in a network dice e at the AMF. ThisKPI
is obtained by deviding the number of successful mobility registration updates at the AMFs by number of
mobility registration update requests received by the AMFs of single network dlice.

b-1) Integer, percentage
b-2) RATIO

d) NetworkSlice

6.6.4 5GS to EPS handover success rate
a) 5GSEPSHOSR.

b) A KPI that shows how often a handover from 5GS to EPS is successful, regardlessif the handover was made due
to bad coverage or any other reason. This KPI is obtained by successful handovers from 5GS to EPS system
divided by the total number of handovers attempt’s from 5GS to EPS system.

b-1) Integer, percentage
b-2) RATIO

(MM.HoOutExe5gsToEpsSucc) " (MM.HoOut5gsToEpsPrepSucc) A?7100
(MM.HoOutExe5gsToEpsReq) ~~~ (MM.HoOut5gsToEpsPrepReq) =

¢) 5GSEPSHOSR = [%]

d) SubNetwork, NRCelICU.

6.6.5 NG-RAN handover success rate for all handover types
a) GRANHOSRA.

b) A KPI that shows how often a handover within NR-RAN is successful, regardless if the handover was made due
to bad coverage or any other reason. This KPI is obtained by successful handoversto the same or another gNB
divided by attempted handovers to the same or another gNB. This KPI covers|legacy Handover, Conditional
Handover, DAPS Handover and LTM cell switch.

b-1) Integer, percentage
b-2) RATIO
c)
GRANHOSRA =

MM. HoExelnterSucc + MM. HoExelntraSucc + MM. ChoExelnterSucc + MM. ChoExelntraSucc + MM. DapsHoExelnterSucc + MM. DapsHoExelntr

MM. Ho. ExelnterReq + MM. HoExelntraReq + MM. ConfiginterReqChoUes + MM. HoConfigintraReqChoUes + MM. DapsHoExelnterReq + MM. DapsHoEx«
MM. HoPrepInterSucc + MM. HoPrepIntraSucc + MM. ChoPrepInterSuccUes + MM. ChoPrepIntraSuccUes + MM. DapsHoPrepInterSuc

MM. HoPrepInterReq + MM. HoPreplntraReq + MM. ChoPrepInterReqUes + MM. ChoPreplntraReqUes + MM. DapsHoPrepInterReq
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A?100 [%]

d) SubNetwork, NRCelICU.

6.7 Energy Efficiency (EE) KPI

6.7.1 NG-RAN data Energy Efficiency (EE)

6.7.1.1 Definition
a) EEMN,Dv.

b) A KPI that shows mobile network data energy efficiency in operational NG-RAN. Data Volume (DV) divided
by Energy Consumption (EC) of the considered network elements.

b-1) Integer, bit/J
b-2) RATIO

¢) EEunpv

Ysamptes(DRB. PdcpSduVolumeUl + DRB. PdcpSduVolumeD!)
Ysamples PEE. Energy - for non-split gNBs;

- for split gNBs;
d) SubNetwork

€) The DataVolume (in kbits) is obtained by measuring amount of DL/UL PDCP SDU bhits of the considered
network elements over the measurement period. For split-gNBs, the Data Volume is calculated per Interface (F1-
U, Xn-U, X2-U). The Energy Consumption (in kwh) is obtained by measuring the PEE.Energy of the
considered network elements over the same period of time. The samples are aggregated at the NG-RAN node
level. The 3GPP management system responsible for the management of the gNB (single or multiple vendor
gNB) shall be able to collect PEE measurements data from all PNFsin the gNB, in the same way as the other
PM measurements.

6.7.2 Network slice Energy Efficiency (EE)

6.7.2.1 Generic Network Slice Energy Efficiency (EE) KPI

. . Performance of network slice (P
Generic network slice EE KPI = ! ! (Pyo)

Energy Consumption ofnetwork slice (EC, )
where;
- ‘Performance of network dice’ (Prs) is defined per type of network slice;
- 'Energy Consumption of network dice’ (ECys) is defined independently from any type of network dlice.

For one unit of ECys, the higher Pysis, the higher the generic network slice EE KPI is, i.e. the more energy efficient the
network sliceis.

6.7.2.2 Energy efficiency of eMBB network slice

a) EEaveepv
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b) A KPI that shows the energy efficiency of network dices of type eMBB. The Pys for anetwork slice of type
eMBB is obtained by summing up UL and DL datavolumes at N3 interface(s) of the network dice.

P.ugp pv = Z(G'I‘P. InDataOctN3UPF.SNSSAI + GTP. OutDataOctN3UPF.SNSSAI) = 8
UPF

, Wwhere SNSSAI identifies the SNSSAI.

ThisKPI is obtained by the sum of UL and DL data volumes at N3 interface(s) of the network dlice, divided by the
energy consumption of the network dlice.

b-1) Integer, bit/J
b-2) RATIO
c)

ZUPF(GTP. InDataOctN3UPF.SNSSAI + GTP. OutDataOctN3UPF.SNSSAI) = 8
EEeMBB, DV = EC

ns

d) NetworkSlice

e) In case of redundant transmission paths over the N3 interface for high reliability communication (cf. TS 23.501
[7] clause 5.33.2), it is expected that the data volume is counted once. In particular:

- In case of Dual Connectivity based end to end Redundant User Plane Paths (cf. TS 23.501 [7] clause 5.33.2.1),
in which a UE may set up two redundant PDU Sessions over the 5G network, the Data V olume related to
only one PDU session isto be considered;

- In case of redundant transmission with two N3 tunnels between the PSA UPF and a single NG-RAN node (cf.
TS 23.501 [7] figure 5.33.2.2-1) which are associated with a single PDU Session, the Data Volume related to
only one N3 tunnel isto be considered;

- In case of two N3 and N9 tunnels between NG-RAN and PSA UPF for redundant transmission (cf. TS 23.501
[7] figure 5.33.2.2-2) associated with asingle PDU Session, the Data Volume related to only one N3 tunnel is
to be considered.

For the measurement of the energy efficiency of the 5G core network, the 3GPP management system in charge of
collecting the data volume measurements listed here above shall consider them only once in case of redundant
transmission over the N3 interface.

6.7.2.2a Energy efficiency of eMBB network slice — RAN-based

6.7.2.2a.1 Definition

a) EEranonyemss,pv

b) A KPI that shows the energy efficiency of network dices of type eMBB based on NR measurements. The Pns for
anetwork glice of type eMBB is obtained by summing up UL and DL data volumes at F1-U, Xn-U and X2-U
interface(s) of gNBs, on a per SSNSSAI basis.

b-1) Integer, bit/J

b-2) RATIO
c)

For non-split gNBs:

PRANonlyeMBB’ v = 2 DRB.PdcpSduVolumeUl.SNSSAI + DRB. PdcpSduVolumeDIl. SNSSAI

Samples
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, Where:

- DRB.PdcpSduVolumeUl.SNSSAI is the Data V olume (amount of PDCP SDU hits) in the uplink delivered
to PDCP layer per SNSSAI - see TS 28.552 [4] clause 5.1.2.1.2.1,

- DRB.PdcpSduV olumeDI.SNSSAI is the Data V olume (amount of PDCP SDU bits) in the downlink
delivered to PDCP layer per S NSSAI - see TS 28.552 [4] clause 5.1.2.1.1.1.

For split gNBs:

DRB.FluPdcpSduVolumeDIl. SNSSAI + DRB. FluPdcpSduVolumeUl. SNSSAI +
Pranontyemss pv = DRB. XnuPdcpSduVolumeDIl. SNSSAI + DRB. XnuPdcpSduVolumeUl. SNSSAI +
' samples DRB.X2uPdcpSduVolumeDl.SNSSAI + DRB. X2uPdcpSduVolumeUl.SNSSAI

, Where:

- DRB.F1uPdcpSduV olumeDI.SNSSAI is the number of DL PDCP SDU bits sent to GNB-DU (F1-U
interface) per SNSSAI - see TS 28.552 [4] clause 5.1.3.6.2.3,

- DRB.F1uPdcpSduVolumeUl.SNSSAI is the number of UL PDCP SDU bhits entering the GNB-CU-UP from
GNB-DU (F1-U interface) per SNSSAI - see TS 28.552 [4] clause 5.1.3.6.2.4,

- DRB.XnuPdcpSduV olumeDI.SNSSAI is the number of DL PDCP SDU hits sent to external gNB-CU-UP
(Xn-U interface) per SNSSAI - see TS 28.552 [4] clause 5.1.3.6.2.3,

- DRB.XnuPdcpSduV olumeUl.SNSSAI is the number of UL PDCP SDU bhits entering the GNB-CU-UP from
external gNB-CU-UP (Xn-U interface) per S-NSSAI - see TS 28.552 [4] clause 5.1.3.6.2.4,

- DRB.X2uPdcpSduV olumeDI.SNSSAI is the number of DL PDCP SDU bits sent to external eNB (X2-U
interface) per SSNSSAI - see TS 28.552 [4] clause 5.1.3.6.2.3,

- DRB.X2uPdcpSduV olumeUl.SNSSAI is the number of UL PDCP SDU hits entering the GNB-CU-UP from
external eNB (X2-U interface) per S NSSAI - see TS 28.552 [4] clause 5.1.3.6.2.4.

The final Network Slice EE KPI definition, based on Data Volume, for RAN-only eM BB type of network slice,
would be defined as follows:

EE _ PRANonlyeMBB DV
RANonlyeMBB DV —

E CRAN onlyns

, where ECranoniyns 1S the energy consumption of the RAN-only network slice over the same observation period.

NOTE: Void

d) NetworkSlice
6.7.2.3 Energy efficiency of URLLC network slice

6.7.2.3.1 Introduction

This KPI is defined with two variants.

6.7.2.3.2 Based on latency of the network slice

a) EEurLLC Latency
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b) A KPI that shows the energy efficiency of network dlices of type URLLC. The Py for anetwork slice of type
URLLC istheinverse of the average end-to-end User Plane (UP) latency of the network dlice. In thisKPI
variant, latency are the only factor considered for evaluating the performance of network dice.

1
Network slice mean latency

Pyriic Latency —

, Where ‘Network slice mean latency’ is defined as the average end-to-end User Plane (UP) latency of the network
dlice, and where the average end-to-end User Plane (UP) latency for one S-NSSAI is defined by:

Network slice mean latency = DelayE2EUINs + DelayEZ2EDINs

ThisKPI is obtained by the inverse of the average end-to-end User Plane (UP) latency of the network dlice divided
by the energy consumption of the network dlice.
b-1) Integer, (0.1ms* J)*!
b-2) RATIO
c)
1
~ Network slice mean latency * EC,

EEURLLC Latency

d) NetworkSlice

6.7.2.3.3 Based on both latency and Data Volume (DV) of the network slice
a) EEurLLC DV Latency

b) A KPI that shows the energy efficiency of network slices of type URLLC. The Py for a network dlice of type
URLLC isthe sum of UL and DL traffic volumes at N3 or N9 interface(s) on aper S-NSSAI basis multiplied by
the inverse of the end-to-end User Plane (UP) latency of the network slice. In this KPI variant, data volume and
latency are two factors considered for evaluating the performance of network slice. This KPI is applicable for the
cases where, for example, the URLLC network slice is deployed and operators want to eval uate the Energy
Efficiency of the dlice at different periods of time, such as the busy hours in the morning and the idle hoursin the
mid night, in which both latency performance and the data volume performance can vary.

WN3 * DVN3 + WNg * DVNg
DelayE2EUIN s + DelayE2EDIN s)

PurLLC, DV, Latency = (

where

DV iz = Z 8 % (GTP.OutDataOctN3UPF.SNSSAI + GTP.InDataOctN3UPF.SNSSATI)
PSA UPF

DVno = Z 8 % (GTP.OutDataOctN9PsaUpf.SNSSAI + GTP.InDataOctN9PsaUpf.SNSSAI)
PSA UPF

Wnz and wig are the weight for DV s and DV g respectively. wns and wig can be decided according to the
deployment of PSA UPF. For example, in cases where PSA UPF has only N9 tunnels, such as the ones described
in TS 23.501[7] clause 5.6.4 and clause 5.33.2.2, wnz can be set to 0 and Wis can be set to 1, so that only N9
interface is considered. In the cases where PSA UPF has only N3 tunnels, wys can be set to 1 and wng can be set
to O, so that only N3 interface is considered.

ThisKPI is obtained by the product of the sum of the weighted UL and DL traffic data volumes at N3
interface(s) or N9 interface of the PSA UPF of the network slice multiplied by the inverse of the end-to-end User
Plane (UP) latency of the network dlice, divided by the energy consumption of the network dlice.

b-1) Integer, bit/(0.1ms*J)
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b-2) RATIO

)
. B wpysg *x DVNg +wng x DVg
VRLLE.DV:Latency = (Delay E2EUINs + DelayE2EDINs) x EC,,,

d) NetworkSlice

€) In case of redundant transmission paths for high reliability communication (TS 23.501 [7] clause 5.33.2), it is
expected that the data volume is counted once. In particular:

- In case of Dual Connectivity based end to end Redundant User Plane Paths ( TS 23.501 [7] clause 5.33.2.1), in
which a UE may set up two redundant PDU Sessions over the 5G network, the Data Volume related to only
one PDU session is to be considered;

- In case of redundant transmission with two N3 tunnels between the PSA UPF and a single NG-RAN node (TS
23.501 [7] figure 5.33.2.2-1) which are associated with asingle PDU Session, the Data V olume related to
only one N3 tunnel is to be considered;

- In case of two N3 and N9 tunnels between NG-RAN and PSA UPF for redundant transmission ( TS 23.501 [7]
figure 5.33.2.2-2) associated with a single PDU Session, the Data Volume related to only one of the multiple
N3/N9 tunnels for redundant transmission connecting to PSA UPF is considered. The main reason for thisis
that, if the traffic is counted more than once, it will increase artificially the EEURLLC,DV ,Latency KPI.

The 3GPP management system in charge of collecting the data volume measurements listed here above shall
consider them only once in case of redundant transmission over the N3/N9 interface.

6.7.2.4 Energy efficiency of MIoT network slice

6.7.2.4.1 Based on the number of registered subscribers of the network slice

a) EEmIoT Regsubs

b) A KPI that shows the energy efficiency of network dices of type MIoT. In this case, the Py for a network slice of
type MIoT isthe maximum number of subscribers registered to the network dlice.

PyioT Regsubs = z RM.RegisteredSubNbrMax.SNSSAI
’ AMF
, Wwhere SNSSAI identifies the SNSSAI.

This KPI is obtained by the maximum number of registered subscribersto the network slice divided by the energy
consumption of the network dlice.

b-1) Integer, user/J
b-2) RATIO
c)

Yamr RM.RegisteredSubNbrMax.SNSSAI
EEM]OT' RegSubs = EC

ns

d) NetworkSlice

6.7.2.4.2 Based on the number of active UEs in the network slice

a) EEmiot ActiveUEs
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b) A KPI that shows the energy efficiency of network dices of type MI0oT. In this case, the Pns for anetwork slice of
type MI10oT isthe mean number of active UESs of the network dlice.

Puiot activeugs = Z (DRB.MeanActiveUeDI.SNSSAI + DRB. MeanActiveUeUl.SNSSAI)
gNBDU

, Wwhere SNSSAI identifies the SNSSAI.

ThisKPI is obtained by the mean number of active UEs of the network dlice divided by the energy consumption of
the network dlice.

b-1) Integer, UE/J
b-2) RATIO
c)

2gnepu(DRB. MeanActiveUeDl. SNSSAI + DRB. MeanActiveUeUl. SNSSAI)
EEMIOT' ActiveUEs — EC

ns

d) NetworkSlice

6.7.3 5G Energy Consumption (EC)

6.7.3.1 NF Energy Consumption (EC)
6.7.3.1.1 Definition
a) ECnr

b) This KPI describes the Energy Consumption (EC) of a 5G Network Function (NF). This KPI is obtained by
summing up the energy consumption of PNF(s) and/or VNF(s) which compose the NF.

b-1) Integer, J
b-2) CUM
c)
ECyr = Z ECpyp + Z ECyyp
PNF VNF

- How a5GC NF is composed of VNFs and PNFsisimplementation specific. In particular, whether aVNF
instance (respectively PNF) is shared or not between more than one NF isimplementation specific. Hence,
the case where a VNF instance (resp. PNF) is shared between multiple NFsis out of scope of the present
document;

- ECene represents the Energy Consumption (EC) of a PNF;

- ECunr represents the Energy Consumption (EC) of aVNF. It is obtained by summing up the Energy
Consumption (EC) of all its congtituent VNFCs;

- In the present document:
# ECpne IS measured according to ETSI ES 202 336-12 [10],

# it is considered that ECyne cannot be measured hence is estimated. Therefore the resulting ECne KPI is
defined as:

ECNF = Z ECPNF' measured + Z ECVNF, estimated
PNF VNF
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6.7.3.1.2 Estimated Virtualized Network Function (VNF) energy consumption

8) ECVNF estimated

b) A KPI that gives an estimation of the energy consumption of a VNF. This KPI is obtained by summing up the
estimated energy consumption of its constituent Virtualized Network Function Components (VNFC).

b-1) Integer, J
b-2) CUM
ECVNF, estimated — ECVNFC' estimated
C) VNFC
d) ManagedFunction

€) In the present document, the energy consumption of the VNFC is estimated as per clause 6.7.3.1.3.

6.7.3.1.3 Estimated Virtualized Network Function Component (VNFC) energy consumption

a) ECynrcestimated

b) A KPI that gives an estimation of the energy consumption of a VNFC. In the present document, thisKPI is
obtained by taking the estimated energy consumption of the virtual compute resource instance on which the

VNFC runs.
b-1) Integer, J
b-2) CUM
Q) ECVNFC’ estimated — ECvirtualCompute' estimated

d) ManagedFunction

€) In the present document, the energy consumption of the virtual compute resource instance is estimated based on
either:

- its mean vCPU usage, as per clause 6.7.3.1.4. The method for calculating ECynec esimaed 1S described in TS
28.310[9] clause 6.3.2.2.1, or

- its mean vMemory usage, as per clause 6.7.3.1.5, or
- its mean vDisk usage, as per clause 6.7.3.1.6, or

- its /O traffic volume, as per clause 6.7.3.1.7.

6.7.3.1.4 Estimated virtual compute resource instance energy consumption based on
mean vCPU usage

a) ECuirtua compute,estimated,v CpuUsageMean

b) A KPI that gives an estimation of the energy consumption of avirtual compute resource instance. The energy
consumption of avirtual compute resource instance X is estimated as a proportion of the energy consumption of
the NFVI node on which the virtual compute resource instance X runs. This proportion is obtained by dividing
the vCPU mean usage of the virtual compute resource instance X, by the sum of the vCPU mean usage of all
virtual compute resource instances running on the same NFVI Node as X.

b-1) Integer, J
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b-2) RATIO
c)

EC — VCpuUsageMean *EC
virtualCompute estimated VCpuUsageMean ~— VCpuUsageMean NFVINode measured

2:virtualCompute

d) ManagedFunction
€)
- VCpuUsageMean is the mean vCPU usage of the virtual compute resource instance during the observation

period, provided by ETSI NFV MANO (see clause 7.1.2 of ETSI GS NFV-IFA 027 [11]),

VCpuUsageMean

- wvirtualCompute is sum of the vCPU mean usage of all virtual compute resource instances
running on the same NFVI Node during the same observation period, all separately provided by NFV MANO
(seeclause 7.1.2 of ETSI GSNFV-IFA 027 [11]),

- ECnpviNode messured §S the energy consumption of the NFVI node on which the virtual compute resource runs,
measured during the same observation period, as per ETSI ES 202 336-12 [10].

6.7.3.1.5 Estimated virtual compute resource instance energy consumption based on
mean vMemory usage

a) Ecvi rtual Compute, estimated,VMemoryUsageM ean

b) A KPI that gives an estimation of the energy consumption of avirtual compute resource instance. The energy
consumption of avirtual compute resource instance X is estimated as a proportion of the energy consumption of
the NFVI node on which the virtual compute resource instance X runs. This proportion is obtained by dividing
the vMemory mean usage of the virtual compute resource instance X, by the sum of the vMemory mean usage of
all virtual compute resource instances running on the same NFVI Node as X.

b-1) Integer, J
b-2) RATIO
c)

EC _ VMemoryUsageMean *EC
virtualCompute estimated VMemoryUsageMean — VMemoryUsageMean NFVINode measured

EvirtualCom;oute

d) ManagedFunction
€)

- VMemoryUsageMean is the mean memory usage of the virtual compute resource instance during the
observation period, provided by NFV MANO,

VMemoryUsageMean
- VirtualCompute is the sum of the mean memory usage of all virtual compute resource instances
running on the same NFV1 node during the same observation period, all separately provided by NFV MANO
(seeclause 7.1.4 of [11],

- ECnpviNode messured §S the energy consumption of the NFVI node on which the virtual compute resource runs,
measured during the same observation period, as per ETSI ES 202 336-12 [10]. The measurement defined in
TS 28.552 [6] clause 5.1.1.19.3 can be used to measure ECnrvinode measured-
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6.7.3.1.6 Estimated virtual compute resource instance energy consumption based on
mean vDisk usage

8) EClirtua compute,estimated,v DiskUsageMean

b) A KPI that gives an estimation of the energy consumption of avirtual compute resource instance. The energy
consumption of avirtual compute resource instance X is estimated as a proportion of the energy consumption of
the NFVI node on which the virtual compute resource instance X runs. This proportion is obtained by dividing
the vDisk mean usage of the virtual compute resource instance X, by the sum of the vDisk mean usage of all
virtual compute resource instances running on the same NFVI Node as X.

b-1) Integer,J
b-2) RATIO
<)
EC — VDiskUsageMean

*
virtualCompute estimated VDiskUsageMean — VDiskUsageMean ECNFV[Node,measured

ZvirtualCompute

d) ManagedFunction
€)

- VDiskUsageMean is the mean disk usage of the virtual compute resource instance during the observation
period, provided by NFV MANO,

VDiskUsageMean
- VirtualCompute is the sum of the mean disk usage of al virtual compute resource instances
running on the same NFV1 Node during the same observation period, all separately provided by NFV MANO
(seeclause 7.1.6 of [11],

- ECnevinodemeasured 1S the energy consumption of the NFVI node on which the virtual compute resource runs,
measured during the same observation period, as per ETSI ES 202 336-12 [10]. The measurement defined in
TS 28.552 [6] clause 5.1.1.19.3 can be used to measure ECnrvinode measured-

6.7.3.1.7 Estimated virtual compute resource instance energy consumption based on I/O
traffic volume

a) ECvirtualCompute,estimated,IOTrafficVqume

b) A KPI that gives an estimation of the energy consumption of avirtual compute resource instance. The energy
consumption of avirtual compute resource instance X is estimated as a proportion of the energy consumption of
the NFVI node on which the virtual compute resource instance X runs. This proportion is obtained by dividing
the /O traffic volume of the virtual compute resource instance X, by the sum of the I/O traffic volume of all
virtual compute resource instances running on the same NFVI Node as X.

b-1) Integer,J
b-2) RATIO
<)
EC _ IOTrafficVolume

*
virtualCompute estimated [10TrafficVolume — 10TrafficVolume E CNF VINode measured

z:virhullCompute

d) ManagedFunction
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€)

- |OTrafficVolume is the sum of the incoming and outgoing traffic volumes of the virtual compute resource
instance during the observation period, provided by NFV MANO.

- Incoming traffic volume is obtained by measuring the number of incoming bytes on virtual compute
(VNetBytelncoming - cf. clause 7.1.8 of [11]) during the observation period.

- Outgoing traffic volume is obtained by measuring the number of outgoing bytes on virtual compute
(VNetByteOutgoing - cf. clause 7.1.9 of [11]) during the observation period,

[0Traf ficVolume = VNetBytelncoming + VNetByteOutgoing

[0TrafficVolume

is the sum of the incoming and outgoing traffic volumes of al virtual compute
resource instances running on the same NFV1 node during the same observation period, all separately
provided by NFV MANO (see clause 7.1.8 and 7.1.9 of [11]),

- VirtualCompute

- ECnevinodemeasured 1S the energy consumption of the NFVI node on which the virtual compute resource runs,
measured during the same observation period, as per ETSI ES 202 336-12 [10]. The measurement defined in
TS 28.552[6] clause 5.1.1.19.3 can be used to measure ECnrvinode measured-

6.7.3.2 5GC Energy Consumption (EC)
6.7.3.2.1 Definition
a) ECsac
b) This KPI describes the Energy Consumption (EC) of the 5G Core Network (CN). It is obtained by summing up

the Energy Consumption of all the Network Functions (ECng) that compose the 5G core network. For the Energy
Consumption (EC) of Network Functions, see clause 6.7.3.1.

b-1) Integer,J
b-2) CUM
c)
ECsqc = Z ECyp
NF
d) Subnetwork
6.7.3.3 Network Slice Energy Consumption (EC)
a) ECys

b) This KPI describes the Energy Consumption (EC) of the network slice. It is obtained by summing up the Energy
Consumption of al the Network Functions (ECng) that compose the network dice.

b-1) Integer,J
b-2) CUM
c)

EC, = z ECyrp
NF

As anetwork slice may be composed of a RAN network slice subnet, a Transport Network (TN) network slice
subnet and a 5GC network slice subnet, they all participate to the energy consumption of the network slice.

However, the definition and way to measure the energy consumption of the TN segment is not in the scope of the
present document.
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The definition of ECy,s based on the following principles:

For al gNBsin the network dlice, clause 5.1.1.19.3 (PNF Energy consumption) of TS 28.552 [6] applies. This
measurement is obtained according to the method defined in ETSI ES 202 336-12 [10] — clauses 4.4.3.1, 4.4.3.4,
Annex A;

In case a5GC NF is composed of Virtualized Network Functions (VNF) and/or Physical Network Functions
(PNF), clause 6.7.3.1 of this document defines the NF Energy Consumption (EC);

In case aNF is dedicated to a network slice, the energy consumption of the NF is entirely attributable to the
network dlice;

In case aNF is shared between multiple network slices, the participation of the NF to the energy consumption of
the network dlice has to be estimated, asit can't be measured:

- Incase of agNB shared between multiple network slices, the energy consumption attributable to each
network slice is estimated as a proportion of the total gNB energy consumption, where the proportion is
calculated as the data volume of the network slice relatively to the total data volume carried by the gNB,

- Incase of a AMF shared between multiple network slices, the energy consumption attributable to each
network sliceis estimated as a proportion of the total estimated AMF energy consumption, where the
proportion is calculated as the mean number of registered subscribers of the network dlice relatively to the
overall mean number of registered subscribers of the AMF during the same time period (see TS 28.552 [6]
clause 5.2.1.1 for the definition of the mean number of registered subscribers),

- Incase of a SMF shared between multiple network slices, the energy consumption attributable to each
network sliceis estimated as a proportion of the total estimated SMF energy consumption, where the
proportion is calculated as the mean number of PDU sessions of the network dice relatively to the overall
mean number of PDU sessions of the SMF during the same time period (see TS 28.552 [6] clause 5.3.1.1 for
the definition of the mean number of PDU sessions),

- Incase of a UPF shared between multiple slices, the energy consumption attributable to each network sliceis
estimated as a proportion of the total estimated UPF energy consumption, where the proportion is calcul ated
as the data volume of the network slice relatively to the overall data volume of the UPF during the same time
period.

- Incase of aUPF with N3 interface(s), the data volume of the UPF is obtained by summing up, for all N3
interface(s), the number of octets of incoming GTP data packets on the N3 interface, from (R)AN to UPF
(see TS 28.552 [ 6] clause 5.4.1.3) and the number of octets of outgoing GTP data packets on the N3
interface, from UPF to (R)AN (see TS 28.552 [6] clause 5.4.1.4)

- Incase of aPSA UPF with no N3 interface(s), the data volume of the UPF is obtained by summing up,
for all N9 interface(s), the number of octets of incoming GTP data packets on the N9 interface for PSA
UPF (see TS 28.552 [6] clause 5.4.4.2.3) and the number of octets of outgoing GTP data packets on the
N9 interface for PSA UPF (see TS 28.552 [6] clause 5.4.4.2.4)

- The case of other 5GC NFs shared between network dlicesis not addressed in the present document.

d) NetworkSlice

6.7.3.4 NG-RAN Energy Consumption (EC)
6.7.3.4.1 NG-RAN EC
a) ECne-rAN

b) This KPI describes the Energy Consumption (EC) of the NG-RAN. It is obtained by summing up the Energy

Consumption of al the gNBs that constitute the NG-RAN.
b-1) Integer,J
b-2) CUM
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C) BCxg-nan = Zgwz B

d) Subnetwork

6.7.3.4.2 gNB EC
a) ECgNB

b) This KPI describes the Energy Consumption (EC) of the gNB. It is obtained by summing up the Energy
Consumption of al the Network Functions (NF) that constitute the gNB. For the Energy Consumption of
Network Functions (ECng), see clause 6.7.3.1.

b-1) Integer,J
b-2) CUM
C) By = Zyr ECyr

d) ManagedElement

6.7.4 5GC Energy Efficiency (EE)

6.7.4.1 Generic 5GC Energy Efficiency (EE)KPI

UsefulA? OutputA? of A? 5GCA? (UsefulOutputsec)

GenericA? 5GCA? EEA? KPI =
enetic EnergyA? ConsumptionA? of A? 5GCA? (ECsgc)

, Where:

- ‘Useful Output of 5GC’ (Useful Outputsec) is the useful output of 5GC. It can be defined differently, depending on
which 5GC network functions are considered;

- ‘Energy Consumption of 5GC’ (ECscc) is the Energy Consumption of 5GC.
For one unit of ECscc, the higher Useful Outputscc is, the higher the generic 5GC EE KPI is, i.e. the more energy
efficient the 5GCis.
6.7.4.2 Energy Efficiency of 5GC based on the useful output of 5GC user plane
a) EEsccuo,uppv

b) A KPI that shows the energy efficiency of 5GC. This KPI isbased on the useful output of 5GC user plane. The
useful output of the 5GC user plane is obtained by summing up UL and DL data volumes at N3 interface(s).

Ersefultrutputgoopr =E (GTP. InDatalctN3UPF + GTP. Out DatalctNIUPFI+ §
UFE
ThisKPI is obtained by the sum of UL and DL data volumes at N3 interface(s), divided by the energy consumption
of 5GC.
b-1) Integer, bit/J
b-2) RATIO
Y upet GTP. InDatalctNIUPF + GTP. OuiDatalcENIUPF ) » B

EEgocuon =
o) - mecuauEov ECoon

d) SubNetwork

e) In case of redundant transmission paths over the N3 interface for high reliability communication (cf. TS 23.501
[7] clause 5.33.2), it is expected that the data volume is counted once. In particular:
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- In case of Dual Connectivity based end to end Redundant User Plane Paths (see TS 23.501 [7] clause 5.33.2.1),
in which a UE may set up two redundant PDU Sessions over the 5G network, the Data VVolume related to
only one PDU session isto be considered;

- In case of redundant transmission with two N3 tunnels between the PSA UPF and a single NG-RAN node (cf.
TS 23.501 [7] figure 5.33.2.2-1) which are associated with a single PDU Session, the Data Volume related to
only one N3 tunnel isto be considered;

- In case of two N3 and N9 tunnels between NG-RAN and PSA UPF for redundant transmission (see TS 23.501
[7] figure 5.33.2.2-2) associated with asingle PDU Session, the Data VVolume related to only one N3 tunnel is
to be considered.

For the measurement of the energy efficiency of the 5G core network, the 3GPP management system in charge
of collecting the data volume measurements listed here above shall consider them only once in case of redundant
transmission over the N3 interface.

6.7.5 Energy efficiency evaluated from network availability

6.75.1 Introduction

The KPI is defined from a network availability performance dimension perspective.

6.7.5.2 Energy efficiency of cell based on availability

a) EEcai AvailavgTimecu

b) A KPI that shows the energy efficiency of acell in agNB based on availability performance. This KPI is obtained
by dividing cell availability KPI by the average energy consumption per cell in agNB over the same observation
period.

b-1) Integer, sec/J
b-2) RATIO

__ CellAvailAv gy ocu

OEE el availavgTimecy = 5C
per cellof gNB

d) GNBCUCPFunction

€) The cell availability KPI isdefined in clause 6.10.1.1.1. The average energy consumption per cell inagNB is
obtained by considering energy consumption of gNB (ECgng) for agiven time period and dividing it by total
number of cellsin agNB that are operational in same time duration/period. ECyne is defined in clause 6.7.3.4.2.

NOTE: Thecell availability KPI isfor the split gNB deployment scenario. The average energy consumption for
cell isderived using a weighted average of ECgng Over the number of cells. The weight defined by the
consumer of KPI.

6.7.6 Energy efficiency evaluated from network quality

6.7.6.1 Introduction

These KPIs about energy efficiency evaluated from network quality performance perspective are defined with two
variants for sub-network or network slice subnet.

6.7.6.2 Energy efficiency of a sub-network based on DL UE throughput

a) EESNW,DLUeThroughput

b) A KPI that shows the energy efficiency of a sub-network based on DL UE throughput. This KPI is obtained by
DL RAN UE throughput for a sub-network KPI divided by the average energy consumption per gNB of the sub-
network over the same observation period.
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b-1) Integer, kbit/(sec*J)
b-2) RATIO

©)

DlUeThroughput _SNw

EE.S‘NW,DLUeThroughput = EC
per gNB of sub—network

d) SubNetwork

€) The DL RAN UE throughput for a sub-network KPI is defined in clause 6.3.6.3.2. The average energy
consumption per gNB of the sub-network is obtained by summing up the Energy Consumption (ECge) of all the
gNBs that constitute the sub-network and then dividing the result by the total number of gNBs present in the sub-
network. ECyne is defined in clause 6.7.3.4.2. The use of ECper gng of sub-nework iN the denominator enables this KPI
to be used to compare the EE of sub-networks of different sizes/scales.

NOTE: The average energy consumption for gNB is derived using a weighted average of the energy consumption
of ECgne over the number of gNBs present in the subnetwork. The weight defined by the consumer of
KPI.

6.7.6.3 Energy efficiency of a sub-network based on UL UE throughput

a) EESNW,ULUeThroughput

b) A KPI that shows the energy efficiency of a sub-network based on UL UE throughput. This KPI is obtained by
UL RAN UE throughput for a sub-network KPI divided by the average energy consumption per gNB of the sub-
network over the same observation period.

b-1) Integer, kbit/(sec*J)
b-2) RATIO

UlUeThroughput _SNw

EE.S‘NW,ULUeThroughput = EC
per gNB of sub—network

d) SubNetwork

€) The UL RAN UE throughput for a sub-network KPI is defined in clause 6.3.6.4.2. The average energy
consumption per gNB of the sub-network is obtained by summing up the Energy Consumption (ECge) of all the
gNBs that constitute the sub-network and then dividing the result by the total number of gNBs present in the sub-
network. ECgne is defined in clause 6.7.3.4.2. The use of ECper gg of sub-nework iN the denominator enables this KPI
to be used to compare the EE of sub-networks of different sizes/scales.

NOTE: The average energy consumption for gNB is derived using a weighted average of the energy consumption
of ECgne over the number of gNBs present in the subnetwork. The weight defined by the consumer of
KPI.

6.7.6.4 Energy efficiency of a network slice subnet based on DL UE throughput

a) EEnsspLUeThroughput

b) A KPI that shows the energy efficiency of a network slice subnet based on DL UE. This KPI isobtained by DL
RAN UE throughput for a network slice subnet KPI divided by the average energy consumption per gNB of the
network glice subnet over the same observation period.

b-1) Integer, kbit/(sec*J)
b-2) RATIO

©)
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DlUeThroughput_Nss

EENss,DLUeThroughput = EC
per gNB of Nss

d) NetworkSliceSubnet

€) The DL RAN UE throughput for a network slice subnet KPI is defined in clause 6.3.6.3.3. The average energy
consumption per gNB of the network slice subnet is obtained by summing up the Energy Consumption (ECgng)
of all the gNBs that constitute the network slice subnet and then dividing the result by the total number of gNBs
present in the network slice subnet. ECyng is defined in clause 6.7.3.4.2. The use of ECper gng of Nss IN the
denominator enables this KPI to be used to compare the EE of network slice subnets of different sizes/scales.

NOTE: The average energy consumption for gNB is derived using a weighted average of the energy consumption
of ECgne over the number of gNBs present in the network dlice subnet. The weight defined by the
consumer of KPI.

6.7.6.5 Energy efficiency of a network slice subnet based on UL UE throughput

a) EEnssuLueThroughput

b) A KPI that shows the energy efficiency of anetwork dlice subnet based on UL UE throughput. ThisKPI is
obtained by UL RAN UE throughput for a network slice subnet KPI divided by the average energy consumption
per gNB of the network slice subnet over the same observation period.

b-1) Integer, kbit/(sec*J)
b-2) RATIO
c)

UlUeThroughput_Nss

EENSS,ULUeThroughput = EC
per gNB of Nss

d) NetworkSliceSubnet

€) The UL RAN UE throughput for a network slice subnet KPI is defined in clause 6.3.6.3.3. The average energy
consumption per gNB of the network dlice subnet is obtained by summing up the Energy Consumption (ECyng)
of all the gNBs that constitute the network slice subnet and then dividing the result by the total number of gNBs
present in the network slice subnet. ECyng is defined in clause 6.7.3.4.2. The use of ECper gng of Nss IN the
denominator enables this KPI to be used to compare the EE of network slice subnets of different sizes/scales.

NOTE: The average energy consumption for gNB is derived using a weighted average of the energy consumption

of ECgne over the number of gNBs present in the network dlice subnet. The weight defined by the
consumer of KPI.

6.7.7 gNB Estimated Carbon Emission (ECE)

6.7.7.1 Definition
a) ECE s

b) ThisKPI provides the Estimated Carbon Emission of a gNB (ECEgng) over atime period. The Estimated Carbon
Emission of agNB (ECEgeg) isthe Energy Consumption of the gNB (ECgng) multiplied by the Carbon Emission
Factor of the energy source which powers the gNB (CEF). The CEF of the energy supply is the sum of all CEFs
of its energy sources as configured in energySourceCef (see TS 28.310 [9]). The KPI object, i.e.,
ManagedElement is associated with EnergySupplylnfo through 10C EnergylnfoGroup as described in TS
28.310[9].

b-1) Integer, kg CO-eq
b-2) CUM

¢) Thiscalculation formulais obtained as:
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, Where:

ECyne isthe Energy Consumption of the gNB as defined in TS 28.554 clause 6.7.3.4.2. Itsunit iskWh;

CEFgne indicates Carbon Emission Factor. The CEF of the energy supply isthe sum of all CEFs of its energy

sources as configured in energySourceCef (see TS 28.310 [9]). Its unit is kg COeq/kWh.

d) ManagedElement

NOTE: This KPI is applicable for the gNBs that are powered using single energy supply. The accuracy of thisKPI

is dependent on the accuracy of the CEF information configured by the operator.

6.7.7.2 NG-RAN Estimated Carbon Emission

a)

b)

c)
d)

ECEngraN

This KPI provides the Estimated Carbon Emission (ECE) of the NG-RAN over atime period. It is obtained by
summing up the Estimated Carbon Emission of al the gNBs that constitute the NG-RAN.

b-1) kg COxeq

b-2) CUM

ECByg_pawy = Zgvg BCHnp
Subnetwork

NOTE: ng-eNB is not considered in this KPI.

6.8

Reliability KPI

6.8.1 Definition

Reliability is defined (see TS 22.261 [13] clause 3.1) in the context of network layer packet transmissions, asthe
percentage value of the packets successfully delivered to a given system entity within the time constraint required by
the targeted service out of al the packets transmitted.

6.8.1.1 Packet transmission reliability KPI in DL on Uu

a)

b)

DLRelPSR_Uu

This KPI describes the Reliability based on Packet Success Rate(PSR) Percentage between gNB and UE. It is
used to evaluate the Uu interface reliability contribution to the total network downlink reliability. It isthe
percentage of RLC SDU packets which are successfully received in UE out of the total RLC SDU packets
transmitted by gNB. It is a measure of the DL packet delivery successi.e. PSR% over Uu interface. It isa
percentage value (%). This KPI can optionally be split into KPIs per QoS level (mapped 5QI or QCI in EN-DC
architecture) and per SSNSSAI.

b-1) Integer, percentage, 0-100
b-2) RATIO
Below is the equation for downlink Reliability in RAN based on PSR percentage between gNB and UE.

DLRelPSR Uu = a NLATbid) 5 % 100, where N(T1,drbid) & Dlos(T1,drbid) are as defined in
N(T1,drbid)+Dloss(T1,drbid)
TS38.314.

N(T1,drbid).QoS a
N(T1,drbid).QoS + Dloss(T1,drbid).QoS

or optionally DLRelPSR_Uu.QoS= a x 100, where QoS

identifies the target QoS quality of service class.
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N(T1,drbid).SNSSAI o
N(T1,drbid).SNSSAI + Dloss(Tl,drbid).SNSSAIu

or optionally DLRelPSR_Uu.SNSSAI = a

x 100,

where SNSSAI identifies the S-NSSAI.
d) NRCellDU

6.8.1.2 Packet transmission reliability KPI in UL on Uu
a) ULRelPSR_Uu

b) This KPI describes the Reliability based on Packet Success Rate Percentage between UE and gNB. It is used to
evaluate the Uu interface reliability contribution to the total network uplink reliability. It is the percentage of
PDCP SDU packets which are successfully received in gNB out of the total PDCP SDU packets transmitted by
UE. It isameasure of the UL packet delivery successi.e. PSR% over Uu interface. It is a percentage val ue (%).
This KPI can optionally be split into KPIs per QoS level (mapped 5QI or QCI in EN-DC architecture) and per S-
NSSAI.

b-1) Integer, percentage, 0-100
b-2) RATIO

¢) ULRelPSR_Uu = DRB.PacketSuccessRateUIgNBUuU x 100 , where DRB_ PacketSuccessRateUIgNBUuU is as
defined in TS 28.552 [6].

or optionaly ULRelPSR_Uu.QoS = DRB.PacketSuccessRateUIgNBUuU.QOS x 100, where QoS identifies the
target QoS quality of service class.

or optionally ULRelPSR_Uu.SNSSAI| = DRB.PacketSuccessRateUIgNBUU.SNSSAI x 100, where
SNSSAI identifies the S-NSSAI.

d) NRCellcU

6.8.1.3 Packet transmission reliability KPI in DL on N3
a DLRelPSR_N3

b) This KPI describes the Reliability based on Packet Success Rate(PSR) Percentage between UPF and gNB. Itis
used to evaluate the N3 interface reliability contribution to the total network downlink reliability. It isthe
percentage of GTP data PDUs which are successfully received by gNB out of the total GTP data PDUs
transmitted by UPF over N3 interface. It is a measure of the DL packet delivery successi.e. PSR% over N3
interface. It is a percentage value (%). This KPI can optionally be split into KPIs per QoS level (mapped 5QI or
QCI in EN-DC architecture) and per S-NSSAI.

b-1) Integer, percentage, 0-100
b-2) RATIO

[GTPOuIDataPkIZ\BUPF-GTP.InDataPktPacketLossNE»gNB ] 100
9 DLRAPSR N3 = GTP.OutDataPktN3UPF

where GTP.OutDataPktN3UPF, GTP.InDataPktPacketL ossN3gNB are as defined in TS 28.552

or optionally,

TP.OutDataPktN3UPF.QoS - GTP.InDataPktPacketLossN32NB.QoS] % 100

G
DLR&PSR N3.Q0S = [ GTP.OutDataPktN3UPF.QoS

where QoS identifies the target QoS quality of service class.
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or optionally,

GTP.OutDataPKtIN3UPF.SNSSAI - GTP.InDataPktPacketLossN3gNB.SNSSAJ \x 100
DLRePSR N3.SNSSA| = GTP.OutDataPktN3UPF.SNSSAI J

where SNSSAI identifiesthe S-NSSAI.
d) UPFFunction, GNBCUUPFunction

6.8.1.4 Packet transmission reliability KPI in UL on N3
@ ULRelPSR_N3

b) This KPI describes the Reliability based on Packet Success Rate(PSR) Percentage between gNB and UPF. It is
used to evaluate the N3 interface reliability contribution to the total network uplink reliability. It isthe
percentage of GTP data PDUs which are successfully received by UPF out of the total GTP data PDUs
transmitted by gNB over N3 interface. It isameasure of the UL packet delivery successi.e. PSR% over N3
interface. It is a percentage value (%). This KPI can optionally be split into KPIs per QoS level (mapped 5QI or
QCI in EN-DC architecture) and per S-NSSAI.

b-1) Integer, percentage, 0-100
b-2) RATIO

GTP.InDataPktN3UPF
100

X
) ULReIPSR N3= [GTP.InDaIaPktN3UPF + GTP.InDataPktPacketLossN3UPF

where GTP.InDataPktN3UPF , GTP.InDataPktPacketL ossN3UPF are as defined in TS 28.552

or optionaly,

GTP.InDataPkiN3UPF.Q0S ] 100

ULReIPSR_N3.Q0S = [ GTP.InDataPktN3UPF.QoS + GTP.InDataPktPacketLossN3UPF.QoS

where QoS identifies the target QoS quality of service class.

or optionaly,

GTP.InDataPkN3UPF.SNSSAI ] X

ULReIPSR_N3.SNSSAI = [GTP.InDataPl\TN3UPF.SNSSAI + GTP.InDataPktPacketLossN3UPF.SNSSAI

where SNSSAI identifies the SINSSAL.
d) UPFFunction

6.8.1.5 Packet transmission reliability KPI in DL on F1-U
a) DLRelPSR_Flu

b) This KPI describes the Reliability based on Packet Success Rate(PSR) Percentage between gNB-CU-UP and
gNB-DU. It isameasure of the DL packet delivery successi.e. PSR% over F1-U interface. It provides the
fraction of PDCP SDU packets that are successfully received at the gNB-DU. It is calculated as the percentage of
GTP data PDU sequence numbers which are successfully received in gNB-DU out of the total GTP data PDU
sequence numbers transmitted by gNB-CU-UP to gNB-DU over F1-U interface. It is a percentage value (%).
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This KPI can optionally be split into KPIs per QoS level (mapped 5QI or QCI in EN-DC architecture) and per S-
NSSAI.

b-1) Integer, percentage, 0-100
b-2) RATIO

Below is the equation for downlink Reliability in F1 interface based on PSR percentage between gNB-CU-UP
and gNB-DU.

DLRelPSR_F1u = (DRB.F1UPacketSuccessRateDI)x 100,

or optionally DLRelPSR_F1u.QoS = (DRB.F1UPacketSuccessRateDI.QoS)x 100, where QoS identifies the
target QoS quality of service class.

or optionally DLRelPSR_F1u.SNSSAI = (DRB.F1UPacketSuccessRateDI. SNSSAI)x100, where SNSSAI
identifies the S-NSSAI.

d) GNBCUUPFunction

6.8.1.6 Packet transmission reliability KPI in UL on F1-U

a)

ULRelPSR_Flu

b) This KPI describes the Reliability based on Packet Success Rate(PSR) Percentage between gNB-CU-UP and

gNB-DU. It isameasure of the UL packet delivery successi.e. PSR% over F1-U interface. It provides the
fraction of PDCP SDU packets that are successfully received at the gNB-CU-UP. It is calculated asthe
percentage of GTP data PDU sequence numbers which are successfully received in gNB-CU-UP out of the total
GTP data PDU sequence numbers transmitted by gNB-DU over F1-U interface to gNB-CU-UP. Itisa
percentage value (%). This KPI can optionally be split into KPIs per QoS level (mapped 5QI or QCI in EN-DC
architecture) and per S-NSSAI.

b-1) Integer, percentage, 0-100
b-2) RATIO

Below is the equation for uplink Reliability in F1 interface based on PSR percentage between gNB-CU-UP and
gNB-DU.

ULRelPSR_Flu= (DRB.F1UPacketSucessRateUl)A? 100,

or optionally ULReIPSR_F1u.QoS= (DRB.F1UPacketSucessRateUl. QoS)A? 100, where QoS identifies
the target QoS quality of service class.

or optionally ULReIPSR_F1u.SNSSAIl = (DRB. F1UPacketSucessRateUl. SNSSAI)A? 100, where SNSSAI
identifies the S-NSSAII.

d) GNBCUUPFunction.

6.8.1.7 Reliability KPI in RAN with time constraint over Uplink air-interface(Uu)

a)

RelPktsTCuL_uu

b) This KPI describes the packet transmission reliability considering atime constraint/delay threshold (as required

c)

for aservice) in uplink over the air (Uu) interface in RAN. It isthe percentage of MAC SDU packets/transport
blocks that are transmitted over the air interface in uplink and successfully received within the required time
constraint/delay threshold out of the total MAC SDU packets/transport blocks that are transmitted over air
interface in uplink. It is a percentage value (%). This KPI can optionally be split into per QoS level (mapped 5QI
or QCI in EN-DC architecture) and per S-NSSAI.

b-1) Integer, percentage, 0-100
b-2) RATIO

Below is the equation for Reliability KPI in RAN with atime constraint/delay threshold in UL over Uu Interface.
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RelPktsTCyL uv = [DRB.AIirlfDelayDistUL.Bin_Filter + [(T)] x 100, where
I(T) is Total number of UL MAC SDUs and isas defined in Table 4.2.1.2.2-2in TS 38.314 [12].
DRB.AirlfDelayDistUL_Bin_Filter isas defined in TS 28.552 [6], clause 5.1.1.1.9.

d) NRCellDU

6.8.1.8 Reliability KPI in RAN with time constraint over Downlink air-interface(Uu)
a) RelPktsTCpL uu

b) This KPI describes the packet transmission reliability considering a time constraint/delay threshold (as required
for aservice) in downlink over the Uu interface in RAN. It is the percentage of RLC SDU packets that are
transmitted over the air interface in downlink and positively acknowledged within the required time
constraint/delay threshold, out of the total RLC SDU packets transmitted over air interface in downlink. Itisa
percentage value (%). This KPI can optionally be split into KPIs per QoS level (mapped 5QI or QCI in EN-DC
architecture) and per S-NSSAI.

b-1) Integer, percentage, 0-100
b-2) RATIO

c) Below isthe equation for Reliability KPI in RAN with time constraint or delay threshold (denoted as TC) in DL
over Uu Interface.

c.l) RePktsTCp us = [(DRB.AIrlfDelayDist.Bin_Filter)/(N(T,drbid) + Dloss(T,drbid))] x 100, where
N(T,drbid) and Dloss(T,drbid) are asdefined in Table 4.2.1.5.1-2 in TS 38.314 [12].
DRB.AirlfDelayDist_Bin_Filter isasdefined in clause 5.1.1.1.2 in TS 28.552 [6].

Optionally RelPktsTCp_uu.QoS = [(DRB.AirIfDelayDist.Bin_QoS)/(N(T,drbid).QoS +
Dloss(T,drbid).QoS)] x 100, where QoS identifies the target QoS quality of service class.

Optionally RelPktsTCp._uu.SNSSAI = [(DRB.AIrIfDelayDist.Bin_ SNSSAI)/(N(T,drbid).SNSSAI +
Dloss(T,drbid).SNSSAI)] x 100, where SNSSAI identifies the S-NSSAI.

d) NRCellDU

6.8.1.9 End to end Downlink reliability KPI of URLLC Network Slice
@) PURLLC ReliabilityDL PSR

b) A packet success rate percentage (PSR%) based reliability of anetwork dlice isa uni-directiona performance
characteristic of the slice. This KPI describes the end to end reliability of a URLLC network slice in downlink
direction based on PSR%. It is obtained by multiplying PSR% based downlink reliability of Uu interface and N3
interface which are defined in clause 6.8.1.1 and clause 6.8.1.3 respectively. It is a percentage val ue (%).

b-1) Integer, percentage
b-2) RATIO
c) Below isthe equation for end to end reliability of a URLLC network slicein downlink direction
PuRLLc ReliavilitypL,psk = PSRpL,uu X PSRpL N3
Where,
PSRbL uu isequal to DLRelPSR_Uu.SNSSAI whichis as defined in clause 6.8.1.1.
PSRpLn3 isequal to DLRelPSR_N3.SNSSAI which is as defined in clause 6.8.1.3.
d) NetworkSlice.
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6.8.1.10 End to end Uplink reliability KPI of URLLC Network Slice
a) PuRLLCRaiabilityUL, PSR

b) A packet success rate percentage (PSR%) based reliability of a network diceisauni-directional performance
characteristic of the slice. This KPI describes the end to end reliability of a URLLC network dice in uplink
direction based on PSR%. It is obtained by multiplying PSR% based uplink reliability of Uu interface and N3
interface which are defined in clause 6.8.1.2 and clause 6.8.1.4 respectively. It is a percentage val ue (%).

b-1) Integer, percentage
b-2) RATIO
c) Below isthe equation for end to end reliability of a URLLC network slice in uplink direction
PurLLc ReiavilityuL,psk = PSRuL,uu %X PSRuL N3
Where,
PSRy uu isequal to ULReIPSR_Uu.SNSSAI which isasdefined in clause 6.8.1.2.
PSRy nz isequal to ULReIPSR_N3.SNSSAI which is asdefined in clause 6.8.1.4.

d) NetworkSlice.

6.9 Void
6.10 Void

6.11  Availability KPI

6.11.1 Cell Availability KPI

a) CedlAvallAvgrimecu

b) This KPI describes the Average availability of cellsin agNB-CU for providing servicesto UEs. Cell availability
isthe time duration for which an active cell in agNB-CU stays “In-Service”. This KPI provides “average
availability time duration per cell” in agNB-CU.

b-1) Integer, time duration (second)
b-2) MEAN

¢) Itisobtained by summing al measurements of OEU.CellInServiceTotal.NCGI (as defined in TS 28.552 [6]
clause 5.1.4.1.1) for all the gNB-DUs GNB-DU CONFIGURATION UPDATE messages in agNB-CU and then
dividing the result by Ncell where Ncell isthe total number of active cells (NR CGls) present in Cells Status
Listin GNB-DU CONFIGURATION UPDATE messages of all the gNB-DUsin agNB-CU asexplained in TS
38.473[16] clause 9.2.1.7.

d) GNBCUCPFunction

6.11.2 Radio access network availability KPI
a) NwAvail AvQrimeran

b) ThisKPI describesthe Average availability of a network in terms of cells availability for providing servicesto
UEs. Cell availability is the time duration for which an active cell in a network stays “In-Service”. ThisKPI
provides “average availability time duration per cell” of an entire RAN sub-network.
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b-1) Integer, time duration (second)
b-2) MEAN

c) Itisobtained by summing all measurements of Cell Avail Avgrimecu and then dividing the result by Ncu where
Ncu is the total number of gNB-CUs present in the RAN network.

d) SubNetwork
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Annex A (informative):
Use cases for end to end KPIs

A.1  Use case for end-to-end latency measurements of
5G network-related KPI

The end-to-end latency is an important performance parameter for operating 5G network. In some scenarios (e.g.
URLLC), if end-to-end latency is insufficient, the 5G network customer cannot obtain guaranteed network performance
provided by the network operator. So it is necessary to define end-to-end latency of network related measurement to
evaluate whether the end-to-end latency that network customer requested has been satisfied. A procedure is invoked by
network management system and is used:

- to update the CSMF/NSMF with the end-to-end latency parameter for monitoring;
- toinform the network customer/network operator the end-to-end latency;
- tomake CSMF/NSMF aware if the end-to-end latency can meet network customer’ s service requirement.

If high end-to-end latency are measured, it is also of benefit to pinpoint where in the chain from application to UE that
the latency occurs.

A.2  Use case for number of registered subscribers of
single network-slice related KPI

Number (mean and max) of registered subscribers of single network slice can be used to describe the amount of
subscribers that are successfully registered, it can reflect the usage of network dlice, It is useful to evaluate accessibility
performance provided by one single network slice which may trigger the lifecycle management of the network dlice,
thiskind of KPI isvaluable especially when network functions (e.g. AMF) are shared between different network dlice .
This KPI isfocusing on both network and user view.

A.3  Use case for upstream/downstream throughput for
one-single-network-slice-related KPI

M easuring throughput is useful to evaluate system load of end to end network dice. If the throughput of the specific
network slice cannot meet the performance requirement, some actions need to be performed to the network dice e.g.
reconfiguration, capacity relocation. So it is necessary to define the I P throughput for one single network dice. This
KPI isfocusing on network and user view.

A4 Use case for mean PDU sessions number in network
slice

It is necessary to evaluate the mean or maximum PDU session or MA PDU session humber in the network dlice to
indicate system load level. For example, if the mean or maximum value of the PDU sessions or MA PDU session is
high, the system capacity may need to be expanded. This KPI isfocusing on network view.
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A.5 Use case for virtualised resource utilization of
network-slice-related KPI

It is necessary to evaluate the current utilization of virtualised resources (e.g. memory and storage utilization) that a
network slice isoccupied. If the utilization is larger or smaller than the threshold, maybe some scale in/out operations
will be made by the management system. This KPI isfocusing on network and user view.

A.6  Use case for 5GS registration success rate of one
single-network-slice-related KPI

It is necessary to eval uate accessibility performance provided by 5GS. 5GS registration for a UE isimportant when they
have registered to the network dlice . If users or subscribers cannot register to the network dlice, they cannot access any
network servicesin the network dice . This KPI isfocusing on network view.

A.7  Use case for RAN UE throughput-related KPI

The UE perceived throughput in NG-RAN is an important performance parameter for operating 5G network. If the UE
throughput of the NR cell cannot meet the performance requirement, some actions need to be performed to the network,
e.g. reconfiguration or capacity increase. So it is necessary to define UE throughput KPI to evaluate whether the end-
users are satisfied. The KPI covers volume large enough to make the throughput measurement relevant, i.e. excluding
data volume of the last or only dlot.

The UE throughput KPI covers also E-UTRA-NR Dual Connectivity (EN-DC) [19] scenarios. Thenthe gNB is
"connected” towards the EPC, and not towards 5GC.

It is proposed to allow UE throughput KPI split into KPIs per QoS levelbased on mapped 5QI (or QCI in case of EN-
DC architecture).

When network dlicing is supported by the NG-RAN, multiple network slices may be supported. The UL and DL UE
throughput for each network slice is then of importance to the operator to pinpoint a specific performance problem.

A.8  Use case for QoS flow retainability-related KPI

QoS flow isthe key and limited resource for 5GS to deliver services. The release of the QoS flow needsto be
monitored. QoS flow retainability is a key performance indicator of how often an end-user abnormally losing a QoS
flow during the time the QoS flow is used. This key performance indicator is of great importance to estimate the end
users’ experiences.

A.9 Use case for DRB accessibility-related KPIs

In providing services to end-users, the first step isto get access to the service. First after access to the service has been
performed, the service can be used.

The service provided by NG-RAN isthe DRB. For the DRB to be successfully setup it is also necessary to setup an
RRC connection and an NG signalling connection.

If an end user cannot access a service, it is hard to charge for the service. Also, if it happens often that an end-user
cannot access the provided service, the end-user might change wirel ess subscription provider, i.e. loss of income for the
network operator. Hence, to have a good accessibility of the servicesisimportant from a business point of view.

The DRB accessibility KPIs require the following 5 measurements:

- DRB connection setup success rate.
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- DRB setup successrate.

The success rate for RRC connection setup and for NG signalling connection setup shall exclude setups with
establishment cause mo-Signalling, since these phases/procedures occur when there is no request to setup a DRB.

The KPIs are available per mapped 5QI and per S-NSSAI, and assist the network operator with information about the
accessibility provided to their 5G network customers.

A.10 Use case for mobility KPIs

When a service is used it isimportant that it is not interrupted or aborted. One of the fault casesin aradio system for
thisis handovers/mobility.

If amobility KPI isnot considered OK, then the network operator can investigate which steps that are required to
improve the mobility towards their services.

These KPIs can be used for observing the impact on end-users of mobility in NG-RAN and towards other system.

A.11 Use case for DRB retainability related KPI

DRB isthe key and limited resource for 5GS to deliver services. Once a QoS flow reaches agNB it will trigger setup of
anew DRB or it will be mapped to an existing DRB. The decision on how to map QoS flows into new or existing DRBs
istaken at the CU-CP. CU-CP also defines one set of QoS parameters (one 5Ql) for the DRB. If a QoS flow is mapped
to an existing DRB, the packets belonging to that QoS flow are not treated with the 5QI of the QoS flow, but they are
treated with the mapped 5QI of the DRB.

The release of the DRB needs to be monitored, so that abnormal releases while the UE is considered in an active
transfer shall be logged. DRB retainability is a key performance indicator of how often an end-user abnormally loses a
DRB during the time the DRB is actively used. This key performance indicator is of great important to estimate the end
users experiences. DRBs with bursty flow are considered active if any data (UL or DL) has been transferred during the
last 100 ms. DRBs with continuous flow are seen as active DRBs in the context of this measurement as long as the UE
isin RRC connected state. A particular DRB is defined to be of type continuous flow if the mapped 5QI isany of {1, 2,
65, 66} .

The key performance indicator shall monitor the DRB retainability for each used mapped 5QI value, as well asfor the
used S-NSSAI(s). DRBs used in 3GPP EN-DC architecture shall not be covered by this KPI. For the case when a DRB
have multiple QoS flows mapped and active, when a QoS flow is released it will not be counted as a DRB release (DRB
still active) in thisKPI.

A.12 Use case for PDU session establishment success
rate of one network slice (S-NSSAI) related KPI

It is necessary to eval uate accessibility performance provided by 5GS. PDU session and MA PDU session
Establishment for a UE isimportant when it has registered to the network dice. If users or subscribers cannot establish
PDU sessions or MA PDU sessionsin dice instance, they cannot access any network servicesin the network dice. This
KPI isfocusing on network view.

A.13 Use case for integrated downlink latency in RAN

Following figure captured in clause 4.2.3, 3GPP TS 23.501[ 7] illustrates the 5G system architecture. The end to end
downlink latency should be measured from Data Network to UE, of which the latency from RAN to UE is an important
part for the latency of this sectionis closely related to NG-RAN.
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The integrated downlink latency in RAN is akey performance parameter for evaluating the packet delay in RAN for
QoS monitoring. ThisKPI is also an important part of the end-to-end network latency for SLA assurance.

A.14 Use case for PDU session Establishment success
rate of one single-network-slice instance-related KPI

It is necessary to evaluate PDU session establishment time, it can be used to analyse the network service difference
between different RAN locations in one area, which can be used for management area division. ThisKPI isfocusing on
network view.

A.15 Use case for QoS flow retainability-related KPI

QoS Flow isthe key and limited resource for 5GS to deliver services. The release of the QoS flow needs to be
monitored. QoS Flow drop ratio is akey performance indicator of how often an end-user is abnormally losing a bearer.
This key performance indicator is of great importance to estimate the end users' experiences.

The KPI shall be available per QoS group.

From QoS perspective it isimportant to focus also on call duration as in some cases wrong quality perceived by the end
user is not fully reflected by drop ratio nor retainability KPI. Typical case is when due to poor radio conditions the end
user redials (the call was terminated normally) to the same party to secure the quality. But in this case the drop ratio KPI
will not show any degradation. Secondly, although the call is dropped the end user may or may not redial depending on
dropped call duration compared to the case when the call would be normally released. It istherefore highly
recommended to monitor distribution of duration of normally and abnormally released calls.

A.16 Use case for 5G Energy Efficiency (EE) KPI

Assessment of Energy Efficiency in network is very important for operators willing to control their OPEX and, in
particular, their network energy OPEX.

5G energy efficiency can be addressed from various perspectives:
- NG-RAN.
- 5GC.
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Mobile Network data Energy Efficiency (EEwn,pv) is the ratio between the performance indicator (DVwun) and the
energy consumption (ECun) when assessed during the same time frame, see ETSI ES 203 228 [8] clause 3.1 and clause
5.3.

EEMN,DV = —EC
MN

where EEvn pv is expressed in bit/J.

Assessment of EEwn,pv needs the collection of both Data VVolumes (DV) and Energy Consumption (EC) of 5G Network
Functions (NF). How this EE KPI can be applied to NG-RAN or 5GC is specified in clause 4.1 of TS 28.310 [9].

Before the network operator takes any action to save network energy OPEX, the network operator needs to know the
energy efficiency of its 5G network.

This KPI needs to be used for observing the impact of NG-RAN on data energy efficiency of 5G access networks.
- Network slices.

In aNetwork Slice as a Service (NSaaS) model, a Network Slice Customer (NSC) may ask to its Network Slice
Provider (NSP) a network slice with certain characteristics, among which the expected EE of the network dlice. It is
therefore required that a standardized definition of EE KPIs exists, per type of network slice, and that such EE KPIs can
be measured and delivered by Network Slice Providers.

Most of the EE KPIs (i.e. NG-RAN EE KPI and 5GC EE KPI) only consider the aspect of data volume, but not other
network performance aspects. For example, two RAN base stations can have similar EE evaluation results using the EE
KPI based on DV, but the RAN UE throughput or cell availability of these two serving base stations can be very
different.

To enhance the EE KPIsto be more comprehensive in different network scenarios, it is needed to also consider other
KPIsfor EE evaluation.

A.17 Use case for PFCP session established success rate
of one network and one network slice instance-
related KPI

It is necessary to evaluate the PFCP session established success rate of one network and one network dlice instance-
related KPI. It can be used to analyse the quality for the N4 interface connection between different vendor's SMF and
UPF related to one network or one network silce. The KPI isvery useful for the industry customer’s Park area and N4
interface decouping deployment for operrators. And this KPI is mainly focusing on network view.

A.18 Use case for end-to-end reliability measurements of
5G network-related KPI

The end-to-end reliability is an important performance parameter for operating 5G network. In some scenarios (e.g.
URLLC), if end-to-end reliability isinsufficient, the 5G network customer cannot obtain guaranteed network
performance provided by the network operator. So it is necessary to assess end-to-end reliability of network utilizing
the packet delivery success rate measurements defined in clauses 6.8.1.1, 6.8.1.3,6.8.1.2, 6.8.1.4 and also clauses 6.8.1.5
and 6.8.1.6 if its split gNB. The same can be used to determine the end to end reliability of adlice.

The reliability KPIswith time constraint defined in clauses 6.8.1.7 and 6.8.1.8 can be used in delay critical scenario to
provide the reliability performance of URLL C service to 5G network consumers. For example, delay threshold or time
constraint can be configured as vendor or operator specific, e.g., required latency or survival time.
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A.19 Use case for average UE achievable air-interface
efficiency

The average UE achievable air-interface efficiency could provide operators with the channel status considering both
channel rank and quality simultaneoudly. It can help operators to evaluate the overall channel state and the efficiency of
the cell when Massive MIMO is enabled. There are several CQI tables defined in TS 38.214[14], the KPI can be
calculated by using al the CQI tables or some of CQI tables with the same BLER value.

A.20 Use case for 5G VN group measurements related
KPlIs.

It is necessary to eval uate the end-to-end network KPIs on 5G VN group level to evaluate the performance of 5G LAN-
type services for provided consistence of group UE experience. The 5G VN group measurements KPIs require the
follow measurements:

- The5G VN internal group status, calculated by group member registration/de-registration success rate of 5G VN
group, internal Group ID identifiesa5G VN group communication, as specified in TS 23.501 [7].

- The5G VN internal group session establishment success rate, calculated by the PDU session establishment
success rate related to a 5G VN group, internal Group ID identifiesa 5G VN group communication, as specified
inTS23.501[7].

- Theduration of 5G VN internal group communication, counted by the sum of duration of individual PDU
sessions within the 5G VN group communication, internal Group 1D identifiesa 5G VN group communication,
as specified in TS 23.501 [7].

To monitor the status of 5G VN Group, 5G VN Group level session establishment success rate and the duration of 5G
VN group communication can assist the network operator with information about the 5G LAN-type services provided
to their 5G network customers. These KPIs are focusing on network view.

A.21 Use case for air interface average efficiency based
on MCS for NRCellDU

The air interface average efficiency KPI based on MCS could provide operators with the channel status and efficiency
considering spatial multiplexing under both SU MIMO and MU MIMO scenarios when Massive MIMO is enabled. The
MCS distribution can be performed separately in uplink and downlink, so the corresponding KPIs can also eval uate the
performance of air interface separately. There are several MCS tables defined in TS 38.214 [14] both for uplink and
downlink, the KPIs can be calculated by using al the MCS tables or some of MCS tables with the same BLER value.

A.22 Use case for throughput KPI at NgU interface for a
Network Slice

This KPI represents the downstream and upstream throughput on the NgU interface (i.e. RAN end of N3 interface) for a
particular network slice. Measuring and assuring this KPI isimportant for RAN slice subnet MnS producer, for both
performance assurance (e.g., making this KPI available to RAN dlice subnet MnS consumer), and capacity planning
(e.g., optimize the capacity of gNB / gNB-CU-UP taking part in the dlice).

A.23 Use case for NSOEU related KPIs

To monitor and control its distribution grid, the DSO uses thousands of 3GPP compatible UEs. These UEs are spread
across awide geographical area, just like the distribution grid the UEs support. The DSO uses the UEs to provide
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connectivity to the monitor and control infrastructure of the distribution grid. Thisinfrastructure has very high
availability service requirements. To fulfil these requirements, highly available communication isrequired. To achieve
this highly available communication, the DSO monitors performance of communications services they use. If and when
the DSO deemsit necessary, the DSO proactively activates additional communication services. See more detailsin TS
28.318[17].

Subject to mobile network operator policy, regulatory requirements and contractual obligations, 3GPP management
system allows the DSO to request collection and reporting of NSOEU related KPIs:

- Céll availahility

- Radio access network availability

A.24 Use case for GTP capacity related KPIs

The KPIsin clauses 6.3 are defined for the NWDAF to produce QoS sustainability analytics.

Asdescribed in TS 23.288, the consumer of QoS Sustainability analytics may request NWDAF analytics information
regarding the QoS change statistics for an Analytics target period in the past in a certain area or the likelihood of a QoS
change for an Analyticstarget period in the future in a certain area. To improve QoS Sustainability analytics, the
NWDAF may additionally collect GTP metrics. These key performance indicators are of great importance to assist
NWDAF in evaluating more accurate QoS sustainability analysis.

A.25 Use case for the PDU Session Establishment
Requests and Rejects related KPlIs.

The PDU Session Establishment Requests and Rejects KPIs are useful for performance assurance to characterize PDU
session establishment success rate for scenarios where a handover happens from non 3GPP access to 3GPP access links
with a pre-established PDU Session.

A.26 Use case for reliability KPI in RAN with time
constraint over Downlink and Uplink air-interface

Reliability KPI based on time constraint in DL and UL over Uu interface in a 5G network as defined in clauses 6.8.1.8
and 6.8.1.7 isimportant to be calculated specially for delay critical URLLC services. It would help in troubleshooting
any delay related issue in RAN side for the ongoing URLLC service. It enables operators to track the performance of a
URLLC service and the delay values of each packet can be used for analysing and troubleshooting. This may include
enabling/disabling or configuring/de-configuring the URLL C service-impacting RAN features or may involve actions
like re-configuring time constraint/delay threshold valuesif not set correctly already.

A.27 Use case for the Connected Mode RRM Relaxation
Usage rate KPI

The Connected Mode RRM Relaxation Usage rate KPI is useful to assess how often do UEs that fulfil conditions to
enter connected mode rrm rel axation state stay in such a state or exit it.
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A.28 Use case for the Extended DRX Negotiation Success
Rate KPI

The Extended DRX Negotiation Success Rate KPI is useful to assess the proper usage of eDRX feature as well asto
support informed resource dimensioning and planning on the AMF side for performance assurance purposes.

A.29 Use case for high load ratio based on PRB usage
distribution for NRCellDU

The high load ratio based on PRB usage distribution could provide operators with a more accurate measure of
utilization rate and resource load by using the second or milisecond-level PRB usage data. In transient overload
scenarios (e.g., high-speed rail or subway systems), the high load caused by massive user access and bursty traffic
typicaly lasts only seconds—specifically when trains pass through a cell, while traffic volume remains extremely low
during other periods. This KPI can help operatorsidentify the actual high load ratio when these shot-duration, high-
impact events occur. The KPI can be used either independently or alongside other KPIsto support network expansion
decisions.
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