ETSITS 128 525 v19.0.0 025-10)

TECHNICAL SPECIFICATION

LTE;
Telecommunication management;
Life Cycle Management (LCM) for mobile networks that include
virtualized network functions;
Requirements
(3GPP TS 28.525 version 19.0.0 Release 19)

=~

& ADVANCED

)

A GLOBAL INITIATIVE



3GPP TS 28.525 version 19.0.0 Release 19 1 ETSI TS 128 525 V19.0.0 (2025-10)

Reference
RTS/TSGS-0528525vj00

Keywords
LTE

ETSI

650 Route des Lucioles
F-06921 Sophia Antipolis Cedex - FRANCE

Tel.: +334 9294 42 00 Fax: +33 4 93 65 47 16

Siret N° 348 623 562 00017 - APE 7112B
Association & but non lucratif enregistrée a la
Sous-Préfecture de Grasse (06) N° w061004871

Important notice

The present document can be downloaded from the
ETSI Search & Browse Standards application.

The present document may be made available in electronic versions and/or in print. The content of any electronic and/or
print versions of the present document shall not be modified without the prior written authorization of ETSI. In case of any
existing or perceived difference in contents between such versions and/or in print, the prevailing version of an ETSI
deliverable is the one made publicly available in PDF format on ETSI deliver repository.

Users should be aware that the present document may be revised or have its status changed,
this information is available in the Milestones listing.

If you find errors in the present document, please send your comments to
the relevant service listed under Committee Support Staff.

If you find a security vulnerability in the present document, please report it through our
Coordinated Vulnerability Disclosure (CVD) program.

Notice of disclaimer & limitation of liability

The information provided in the present deliverable is directed solely to professionals who have the appropriate degree of
experience to understand and interpret its content in accordance with generally accepted engineering or
other professional standard and applicable regulations.
No recommendation as to products and services or vendors is made or should be implied.

No representation or warranty is made that this deliverable is technically accurate or sufficient or conforms to any law
and/or governmental rule and/or regulation and further, no representation or warranty is made of merchantability or fithess
for any particular purpose or against infringement of intellectual property rights.

In no event shall ETSI be held liable for loss of profits or any other incidental or consequential damages.

Any software contained in this deliverable is provided "AS IS" with no warranties, express or implied, including but not
limited to, the warranties of merchantability, fithess for a particular purpose and non-infringement of intellectual property
rights and ETSI shall not be held liable in any event for any damages whatsoever (including, without limitation, damages

for loss of profits, business interruption, loss of information, or any other pecuniary loss) arising out of or related to the use
of or inability to use the software.

Copyright Notification

No part may be reproduced or utilized in any form or by any means, electronic or mechanical, including photocopying and
microfilm except as authorized by written permission of ETSI.
The content of the PDF version shall not be modified without the written authorization of ETSI.
The copyright and the foregoing restriction extend to reproduction in all media.

© ETSI 2025.
All rights reserved.

ETSI


https://www.etsi.org/standards-search
http://www.etsi.org/deliver
https://portal.etsi.org/Services/editHelp/Standards-development/Tracking-a-draft/Status-codes
https://portal.etsi.org/People/Commitee-Support-Staff
https://www.etsi.org/standards/coordinated-vulnerability-disclosure

3GPP TS 28.525 version 19.0.0 Release 19 2 ETSI TS 128 525 V19.0.0 (2025-10)

Intellectual Property Rights

Essential patents

IPRs essential or potentially essential to normative deliverables may have been declared to ETSI. The declarations
pertaining to these essential IPRs, if any, are publicly available for ETSI members and non-member s, and can be
found in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to
ETS in respect of ETS standards’, which is available from the ETS| Secretariat. Latest updates are available on the
ETSI IPR online database.

Pursuant to the ETSI Directivesincluding the ETSI IPR Policy, no investigation regarding the essentiality of IPRS,
including I PR searches, has been carried out by ETSI. No guarantee can be given as to the existence of other IPRs not
referenced in ETSI SR 000 314 (or the updates on the ETS| Web server) which are, or may be, or may become,
essential to the present document.

Trademarks

The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners.
ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no
right to use or reproduce any trademark and/or tradename. Mention of those trademarks in the present document does
not constitute an endorsement by ETSI of products, services or organizations associated with those trademarks.

DECT™, PLUGTESTS™, UMTS™ and the ETSI logo are trademarks of ETSI registered for the benefit of its
Members. 3GPP™, LTE™ and 5G™ logo are trademarks of ETSI registered for the benefit of its Members and of the
3GPP Organizational Partners. oneM 2M ™ |ogo is atrademark of ETSI registered for the benefit of its Members and of
the oneM2M Partners. GSM® and the GSM logo are trademarks registered and owned by the GSM Association.

Legal Notice

This Technical Specification (TS) has been produced by ETSI 3rd Generation Partnership Project (3GPP).

The present document may refer to technical specifications or reports using their 3GPP identities. These shall be
interpreted as being references to the corresponding ETSI deliverables.

The cross reference between 3GPP and ETSI identities can be found at 3GPP to ETSI numbering cross-referencing.

Modal verbs terminology

In the present document "shall", "shall not", "should", "should not", "may", "need not", "will", "will not", "can" and
"cannot" areto beinterpreted as described in clause 3.2 of the ETS| Drafting Rules (Verba forms for the expression of
provisions).

"must” and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.

ETSI


https://ipr.etsi.org/
https://webapp.etsi.org/key/queryform.asp
https://portal.etsi.org/Services/editHelp!/Howtostart/ETSIDraftingRules.aspx

3GPP TS 28.525 version 19.0.0 Release 19 3 ETSI TS 128 525 V19.0.0 (2025-10)

Contents
INtellectual Property RIGNES.... ..ot b e e e en e ns 2
LB INOLICE ...ttt b bt et h b e s e bt e E R e e e s et Rt e bt Rt e e e e e e e e eb e b e e ns 2
Modal VErDS EMINOIOQY.......cceeiiii ettt et e s be et e besaeetesaeeeesteeneebesreensesresaeessesnennes 2
1= 11V o PSSP 6
100 [ Tox A o] o SRS 6
1 o0 PRSPPI 7
2 REFEIBINCES ......ceeeeee ettt s e st e bt st et e s e e e et e e e seeseebenbessenee s e e eneeneeneanenrens 7
3 Definitions and aDbreVIGLIONS..........ciueiiieei ettt s re e tesreeeesre et enaesreenaenrenneenes 8
31 D= T 0T (0] 1P STRRRSRSR 8
3.2 Y o] =Y/ 0] 1TSS 8
4 (@oTglor=ro k5= ao [ 7= (o [0V o SRS 8
5 BUSINESS IEVE] FEOUITEIMENTS.......iiviieeeieeeiesiesie ettt sttt be bbb e st et e e e e enenneebenren 8
51 S0 (U= 1= £SO 8
52 AACEON TOIBS ...ttt ettt h ekt e bt e b e e he e s e e e e s e b e eh e eb £ e he e R e e e e eE e bt SR e eb e e Rt e R e et e e e beshe et e e neeneennen 9
53 TEl€COMMIUNI CALIONS FESOUITES .....c.veteteeueeueeeeste st sttt ste et e e e e e e sb e besheebesaeesee e e aseabesbeebesaeeae e e e s e besaesbesaeeneennens 9
54 HIGN-TEVE] USE CASES ...ttt b bbbt b bt b e st bt e et b b e bt b ns 10
541 Enabling/disabling the auto-scaling of the corresponding VNF instance(s) for an NE ... 10
54.2 NS scaling using VNF LCM operation (that isa part of NS LCM operation) based on PM data

MONITONING G NIM TEVEL......cvieie bbbt e et b e et 10
54.3 Enabling/disabling the auto-scaling of the corresponding VNF instance(s) through NFV O as part of

N 3 I OSSR 11
54.4 VNF application SOftware UPUate USE CASES..........ccveiueeiuieieseesieeieeiesaeseeseeesteeaessaesseesseeseesesssessassseessens 11
5441 T 100 8o 1ol DN PO U O URURUSRP 11
54.4.2 VNF application software update when application software is not part of VNF Package................... 11
54.4.3 VNF application software update when application software is part of VNF Package............ccccceeueee. 12
54431 VNF application software update when application software is part of VNF Package and

performing synchronization with NFV-MANO DY NM .......ooooiiieir e 12

545 Providing initial configuration datain VNF instantiation USE CASES.........coverrirereninieneeesee e 12
5451 100 1 1 o o PSR 12
5452 Managing EM |P address provided to instantiated VNF using MVPNP ..o 12
5453 Managing EM IP address provided to instantiated VNF by VINFM ..o 15
54531 Managing EM |P address provided to VNFM by EM as VNF configuration data..............ccc........ 15
545.3.2 Managing EM IP address provided to VNFM by EM as VNF instantiation parameter .................. 16
6 Specification [eVEl reQUITEMENTS ........ccoiieiiieee ettt e e e tesneeneeseeenes 16
6.1 S0 (U =01 £ 16
6.1.1 e [ = 101 1T o N 16
6.1.2 Requirements fOr OS- M NTVO.......c.couiiiiieeee bbbt b e 16
6.1.3 Requirements fOr V-V NFMEEIM ..o bbbt sttt 19
6.1.4 Requirements fOr V-V NFMEVNF ..o bbb 20
6.2 o (g 0] = R 20
6.3 TEl€COMMUNI CBLIONS FESOUITES ......euveteeteeieeeeeeeiestestestesseeseeseeteseesaessesaeeseeneensensessessesaesaeeneansenseseessesseeseeneensenes 20
6.4 USE CBISES ...ttt sttt s ettt s h e s h e st et e st e b e e R e e R e e R e e s R e e ae e S he e AR e e AR e e R e SR e eRe £ eRe e R e e R e e Rt e R e e nenanenneenneenne e reereen 20
6.4.1 V/INF INSEBNCE USE CBSES .....euveereenreereeitesieesieesteesseesee s e e sseesse e se e s e essesseesbeesme e sbe e s e saeesaeesneeaneenneenneennenneenneennees 20
6.4.1.1 VINF TAENT IO CrEALION ......veeeceeeeee ettt e et e e bt b sae s e e 20
6.4.1.2 VN INSEANTIALTON ...ttt e bbbt bt et e e e e e s e besresbenneennennen 21
6.4.1.2.1 VNF instantiation initiated through Ve-VNfm-em...........ccooieii e 21
6.4.1.2.2 VNF instantiation initiated through OS-Ma-NfVo ..........cccevieiiiii e 21
6.4.1.3 WINF SCAITING -ttt bbb bt b e bbb et b e s bt b s b et e b e e et b b et et b e 22
6.4.13.1 VNF instance scaling through operation request to VNFM by EM ... 22
6.4.14 VINF iNStANCE tENMINGLION ......eoeeiieeeite ettt st e r e e et eee st e besaeseesbesneesee e eneees 23
6.4.14.1 VNF instance termination initiated through Ve-Vnfm-em ... 23
6.4.14.2 Remove VNF instance from NS through OS-Ma-nfvo ..........cccoiriiiirinnnicseeeseeeseeeeas 23

ETSI



3GPP TS 28.525 version 19.0.0 Release 19 4 ETSI TS 128 525 V19.0.0 (2025-10)

6.4.1.5 Notifications about VNF [ifeCyCle ChanNQES...........coeeiiiiereieerieee et 24
6.4.1.6 Enabling/disabling the auto-scaling of 8 VINF iNStANCE ..........ooiiriirireee e 24
6.4.1.7 Retrieve VNF instance information from VNFM by EM ..o 25
6.4.1.8 Retrieve VNF instance information by NM through NFVO as part of the NS query ........ccccoeevenenene 25
6.4.1.9 Modify non-application information and non-application configuration attributes of aVNF

instance by NM through NFV O as part of NS UPdate..........cccceveeieiiiiie e 26
6.4.2 VINF PCKBJE USE CASES .....ecvveitieiieieeiesiesteesteestesstesseesseesseeteastessaesseesteesseestesseesseesseeaseenseenseenseansessenssensses 26
6.4.2.1 VNF Package 0n-D0ardiNg........cccviuiiieiieseeese et ste et e e e e e entessaesneesneesneesneenseenseans 26
6.4.2.2 VINF Package €Nabling.........c.oiiiiieicece sttt et e st et teste s e sneesneenneenseenneans 27
6.4.2.3 VINF Package diSabliNg........ciiiiiieeceee ettt sttt e s te e s esreesseeeesnnesneanneeseensenns 27
6.4.24 VINF PaCKage QEIEIING........cueitiieeiiite ettt sttt sb et b e 27
6.4.2.5 Delete VNF Package operation, WHhEN IN USE........cooieiiiieereeee ettt 28
6.4.2.6 LYoo RS 28
6.4.2.7 VINF PaCKBGE QUEINYITIT ...eveiteeett ettt sttt st sb ettt s b et bbbt b e b bt ee et eb e et b nn e 29
6.4.2.8 Fetch VINF PaCKage OPEraLiON.......c..ceiiiieiiiierieiiste sttt sttt e e s b e e sb e e e b snenneneas 29
6.4.29 Fetch On-boarded VNF Package ArtefactS OPEration ..........ccoeeeerieeeerieene st 30
6.4.2.10 Notify operation on VNF package management interface..........ccovveveeie e veeeveese e 30
6.4.2.11 Subscribe operation at the VNF Package management interface...........cocvvevvevevceeseese e 31
6.4.3 NS INSLANCE USE CASES ......c.eeeieeiteete ettt ettt sttt e e s e e sae e r e e n e ean e e meenb e e s b e e s b e e reeneeneenneenes 32
6.4.3.1 NS INSEANTTALION. ...ttt e bttt e ke bt bt s et e ae e e e b ese e e e s e besbeebe e e ennennens 32
6.431.1 INStANtiEtioN OF ANEW NS ... bbb se e sr bbb e s 32
6.4.3.1.2 Instantiation of anew NS with existing VNF instances and new VL instances............cccoeeevvenee. 33
6.4.3.1.3 Instantiation of a new NS with existing NS instances and new VL instances.........c.ccoceevererenenens 33
6.4.3.2 NS INSEANCE LEIMINGLION ...ttt sttt ae e et e e seeseesbeseeeseeneeneeneens 34
6.4.3.3 NS INSLANCE QUENYING .. .vneeveeeietereeeet ettt sttt ettt b bt besb e eb e b e b sb e e e bt sb e e eb e se e e et e sbe e ebesbennenea 34
6.4.34 NS scaling using VNF scaling operation initiated through Os-Ma-nfvo reference point............c......... 35
6.4.3.5 Updating an NS instance to correspond to adifferent NSD VErsion ..........ccoeeeeeeieneneneseeeeseese s 36
6.4.3.6 Associating a different NSD version to an NS instance as part of NSupdate ...........cccooeveeninninienene 37
6.4.3.7 Addition of anew VL to an existing NS iNSLANCE........cccvveiieeiiere e 37
6.4.3.8 Addition of an existing VNF instance to an existing NS instanCe .........ccocoveeveeveesesce e 38
6.4.3.9 Addition of anew SAP 10 an eXiSting NS iNSANCE.......cccveiiiiieierierece e 38
6.4.3.10 Notification regarding NS instance lifecycle Changes...........ccevieiieiieie s 39
6.4.3.11 Subscription regarding NS instance lifecycle Changes...........coveieeieie e 39
6.4.3.12 (O L NN IS o o 1 = SRR 40
6.4.3.13 Delete NS inStanCe identifir........c.ooi it eae e neen 40
6.4.3.14 Addition of PNF t0 the NS INStaNCE........cciirieieeee et st 41
6.4.3.15 Add an existing VNF instance With CONNECHIVITY ........ccoeriririreiiereee e 41
6.4.3.16 Add external connectivity to aPNF or VNF INSLANCE.........cccoiiiiiiirieirereese e 41
6.4.3.17 Add avirtual 1INk t0 @NSTNSEANCE .....ooveiieeieeeeee e et er e e e s 42
6.4.3.18 Change external connectivity to @aPNF or VNF INSTANCE.......cccoiiiieiieiie e 43
6.4.3.19 Add VNF forwarding graph to a NS INSLANCE .......ccveiieieeieiceesee et ens 43
6.4.3.20 Update VNF forwarding graph in @ NS INSLANCE. ..........cccveieiieiieiiese et 43
6.4.4 NS DESCIIPLON USE CBSES. ... eeiveeiveerteetretesseesseasseesteestesssessaesseessesssessessessssesseesseenseessessssssenssesssesssemnsesnsesnsesnes 44
6.4.4.1 NS Descriptor (NSD) ON-Boarding..........ceieeieerieie et e esneesreennees 44
6.4.4.2 Enabling NS DeSCriPtOr INSLANCE .......cciveiieei i eies et e e se e s te e ste e se e ne e sne e teeteeneesnaesneesreesenes 45
6.4.4.3 Disabling NS DESCIHPLOr INSANCE ......coveeeeiitireeiiste sttt eb ettt st e b e eb b nnenea 45
6.4.4.4 QUENY INSD OPEIELION. ....cvetiueetirteeetert ettt ettt b bbbt e s bbb bt b et b e e st b s e st b et e e e b e nae e ens 46
6.4.4.5 Delete NS Descriptor Operation, WHEN IN USE .......c..ceiiieererieerie ettt seebe e seenens 46
6.4.4.6 Delete NS Descriptor operation, WHeN NOL iN USE .........coveeriieerierieesieseetesieseeie st sre e esreseeneenens 47
6.4.4.7 UPAating NSD INSANCE. .....cueeeuertiieteiteieet sttt sttt ekt b e bt b e se bt b e seebe s b e e ebesae e ebesbenneneas 47
6.4.4.8 Updating NSD USEr defiNed dataL..........ooveviriiieiiiieseeeeereese ettt 48
6.4.4.9 Subscribe to NSD change NOLIfICaLIONS..........cciieireiicieseese e e s e nnees 48
6.4.4.10 Notify operation on management ChangeS iN NSDS.......ccvcciieie e ee e 49
6.4.5 PINFD USE CASES.....ccuiiteieierieieteste et steseetesteseetesaesesteste st ateseesestesaesesteseesesbeseesesbeseesesbesseneebeseenesbesbenessesteneans 49
6.4.5.1 FNEFOOUCTION ...t e b e e b a et e e s et bt bt eh e e ae e s et e st e e e b e seeebesaeebe e e e e es 49
6.4.5.2 (@] oTo = To ll = N o D 20 0T = 1 oo SRS 49
6.4.5.3 Create anew version of already on-boarded PNFD ...........ccocoiiiiniiineseee s 50
6.4.54 Update of the user defined data on PNFD. ..ot sb e 50
6.4.5.5 Delet@ PNFD OPEIGLHON......ccuiitiieteiieieterteeet ettt sttt st b e et b e et bese bt st e et esae e ebesbennenea 51
6.4.5.6 QUENY PNFD OPEIGLION ..ottt b bbbt b bbb bbb e b nn e ens 51
Annex A (informative): ChangE NISLONY ..o 52

ETSI



3GPP TS 28.525 version 19.0.0 Release 19 5 ETSI TS 128 525 V19.0.0 (2025-10)

ETSI



3GPP TS 28.525 version 19.0.0 Release 19 6 ETSI TS 128 525 V19.0.0 (2025-10)

Foreword

This Technical Specification has been produced by the 3" Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal
TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an
identifying change of release date and an increase in version number as follows:

Version x.y.z
where;
x thefirst digit:
1 presented to TSG for information;
2 presented to TSG for approval;
3 or greater indicates TSG approved document under change control.

y the second digit isincremented for all changes of substance, i.e. technical enhancements, corrections,
updates, etc.

z thethird digit isincremented when editorial only changes have been incorporated in the document.

Introduction

The present document is part of a TS-family covering the 3" Generation Partnership Project Technical Specification
Group Services and System Aspects, Telecommunication Management; as identified below:

TS28.525: Telecommunication management; Life Cycle Management (LCM) for mobile networks that
include virtualized network functions; Requirements.

TS28.526: Telecommunication management; Life Cycle Management (LCM) for mobile networks that include
virtualized network functions; Procedures.

TS28.527: Telecommunication management; Life Cycle Management (LCM) for mobile networks that include
virtualized network functions, Stage 2.

TS28.528. Telecommunication management; Life Cycle Management (LCM) for mobile networks that include
virtualized network functions; Stage 3.

ETSI
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1 Scope

The present document (together with the relevant requirements described in [2], [3] and [4]) specifies the requirements
applicable to Lifecycle Management (LCM) for mobile networks that include virtualized network functions.

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present
document.

- References are either specific (identified by date of publication, edition number, version number, etc.) or
non-specific.

- For aspecific reference, subsequent revisions do not apply.

- For anon-specific reference, the latest version applies. In the case of areference to a 3GPP document (including
a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same
Release as the present document.

[1] 3GPP TR 21.905: "Vocabulary for 3GPP Specifications'.

2] 3GPP TS 28.500: "Telecommunication management; Concept, architecture and requirements for
mobile networks that include virtualized network functions'.

[3] 3GPP TS 32.101: " Telecommunication management; Principles and high level requirements’.

[4] 3GPP TS 32.102: "Telecommunication management; Architecture”.

[5] ETSI GSNFV-IFA 010 ( V3.7.1) (2022-11): "Network Functions Virtualisation (NFV) Release 3;
Management and Orchestration; Functional Requirements Specification”.

[6] ETSI GSNFV-IFA 013 (V3.7.1) (2022-11): "Network Function Virtualisation (NFV);
Management and Orchestration; Os-Ma-nfvo reference point - Interface and Information Model
Specification”.

[7] 3GPP TS 28.520: "Telecommunication management; Performance Management (PM) for mobile
networks that include virtualized network functions; Requirements".

[8] ETSI GSNFV-IFA 008 ( V3.7.1) (2022-11): "Network Function Virtualisation (NFV) Release 3;
Management and Orchestration; Ve-Vnfm reference point - Interface and Information Model
Specification".

[9] ETSI GSNFV-IFA 011 ( V3.7.1) (2022-11): "Network Functions Virtualisation (NFV) Release 3;

Management and Orchestration; VNF Descriptor and Packaging Specification”.

[10] ETSI GSNFV-IFA 014 (V3.7.1) (2022-11) "Network Functions Virtualisation (NFV) Release 3;
Management and Orchestration; Network Service Templates Specification”.

[11] 3GPP TS 28.510: "Telecommunication management; Configuration Management (CM) for mobile
networks that include virtualized network functions; Requirements".

[12] 3GPP TS 28.515: " Telecommunication management; Fault Management (FM) for mobile
networks that include virtualized network functions; Requirements’.

[13] 3GPP TS 32.501: " Telecommunication management; Self-configuration of network elements;
Concepts and requirements”.

ETSI
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3 Definitions and abbreviations

3.1 Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1], 3GPP TS 28.500 [2]
and the following apply. A term defined in the present document takes precedence over the definition of the same term,
if any, in 3GPP TR 21.905 [1] or in 3GPP TS 28.500 [2].

3.2 Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1], 3GPP TS 28.500 [2] and the
following apply. An abbreviation defined in the present document takes precedence over the definition of the same
abbreviation, if any, in 3GPP TR 21.905 [1] or in 3GPP TS 28.500 [2].

4 Concepts and background

3GPP mobile network management standards incorporate the Life Cycle Management (LCM) provided by the ETSI
NFV defined NFVO and VNFM functional blocks, facilitating the installation, dimensioning, layer 2 and 3
interconnection, healing and recovery of 3GPP-defined network functions that are virtualized.

Some requirements specified in TS 28.500 [2], TS 28.510 [11], TS 28.515[12], TS 28.520 [7] and TS 28.525
specifications on telecommuni cation management for mobile networks that include virtualized network functions, are
related to or using the LCM exposed by NFVO and VNFM functional blocks. The LCM operation requests, responses
and notifications can carry parameters. In the context of the 3GPP mobile network management standards, the
parameters used in the LCM operation requests, responses and notifications are not the 3GPP-defined network function
parameters.

5 Business level requirements

5.1 Requirements

REQ-NFV_LCM-CON-1 VNFM shall have a capability to handle subscription and un-subscription to VNF lifecycle
change natifications (see requirements Vnfm.VnfLcm.001 in [5] and Ve-Vnfm-em.VnfLcm.011in[8]).

REQ-NFV_LCM-CON-2 VNFM shall have the capability to process a request for scaling a virtualized network
function (see requirements Vnfm.VnfS.001, Vnfm.VnfS.002, Vnfm.VnfS.003, Vnfm.VnfS.004 in [5] and Ve-Vnfm-
em.VnfLcm.001 in [8]).

REQ-NFV_LCM-CON-3 VNFM shall have the capability to notify about lifecycle changes of a virtualized network
function (see requirements Vnfm.VnfLcm.001 in [5] and in [8]).

REQ-NFV_LCM-CON-4 EM shall have a capability allowing NM to enable/disable the auto-scaling of the
corresponding VNF instance(s) for an NE.

REQ-NFV_LCM-CON-5 VNFM shall provide a capability allowing EM to enable/disable the auto-scaling of a
specific VNF instance(s) (see requirem sVe-Vnfm-em.VnfLcm.019 in [8], Vnfm.VnfCm.002 in [5]ent and clause
7.1.12in[9)).

REQ-NFV_LCM-CON-6 NFVO shal have the capability allowing NM to request instantiation of a NS (see
requirements Nfvo.Nsl.001 in [5] and Os-Ma-nfvo.NsLcm.001 in [6]).

REQ-NFV_LCM-CON-7 NFVO shal have the capability allowing NM to request termination of aNS (see
requirements Nfvo.NsT.001 in [5] and Os-Ma-nfvo.NsLcm.002 in [6]).

REQ-NFV_LCM-CON-8 NFVO shal have the capability allowing NM to request querying a NS (see requirement
Os-Ma-nfvo.NsLcm.003 in [6]).

ETSI
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REQ-NFV_LCM-CON-9 NFVO shal have the capability allowing NM to request scaling of a NS (see requirements
Nfvo.NsS.001, Nfvo.NsS.002 in [5] and Os-Ma-nfvo.NsLcm.004 in [6]).

REQ-NFV_LCM-CON-10NFVO shal have the capability allowing NM to request updating of a NS (see requirements
Nfvo.NsU.001 in [5] and Os-Ma-nfvo.NsLcm.005 in [6]).

REQ-NFV_LCM-CON-11NFVO shall have the capability allowing NM to request healing of a NS (see requirements
Nfvo.NsFm.004 in [5] and Os-Ma-nfvo.NsLcm.010 in [6]).

REQ-NFV_LCM-CON-12NFVO shal have the capability allowing NM to request scaling of a virtualized network
function as part of NS scaling (see requirements Nfvo.NsS.003 in [5] and Os-Ma-nfvo.NsLcm.014 in [6]).

NOTE 1: Disabling auto-scaling means VNFM is not allowed to start new auto-scaling operation to scale the
corresponding VNF instance(s).

NOTE 2: Enabling auto-scaling means VNFM is allowed to start new auto-scaling operation to scale the
corresponding VNF instance(s).

REQ-NFV_LCM-CON-13NFVO shall provide a capability allowing NM to request enabling/disabling the auto-
scaling of specific VNF instance(s) as part of NS updating (see requirement Os-Ma-nfvo.NsLcm.019 in [6] and clause
7.1.12in[9)).

REQ-NFV_LCM-CON-14NM shall have the capability to synchronize with the NFV O changes performed by 3GPP
management system related to configuration and information managed by NFV-MANO about NS and VNF instances.

REQ-NFV_LCM-CON-15VNF instance shall support the capability to use MvPnP (see requirementsin clause 5.2 of
[13]) to establish connection to its managing Element Manager without manual configuration.

REQ-NFV_LCM-CON-16The VNFM shall have a capability to allow EM to query information held by the VNFM
about a VNF instance (see requirements Vnfm.Vnflim.002 in [5] and Ve-Vnfm-em.VnfLcm.004 in [8]).

REQ-NFV_LCM-CON-17The NFVO shall have a capability to allow NM to query information about a VNF instance
as part of NS querying (see requirement Nfvo.VnfLcm.006 in ETSI GS NFV-IFA 010 [5] and Os-Ma-nfvo.NsLcm.015
in ETSI GSNFV-IFA 013[6]).

REQ-NFV_LCM-CON-18The NFVO shall have a capability to allow NM to request modifying non-application
configuration attributes of a VNF instance as part of NS update (see requirement Os-Ma-nfvo.NsLcm.019in ETSI GS
NFV-IFA 013 [6]).

REQ-NFV_LCM-CON-19The NFVO shall have a capability to allow NM to request modifying non-application
information about a VNF instance as part of NS update (see requirement Os-Ma-nfvo.NsLcm.019 in ETSI GS NFV-
IFA 013 [6]).

5.2 Actor roles

See detailed actors and roles for each use casein clause 5.4.

53 Telecommunications resources

See detailed telecommunication resources for each use case in clause 5.4.
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5.4

High-level use cases

ETSI TS 128 525 V19.0.0 (2025-10)

54.1 Enabling/disabling the auto-scaling of the corresponding VNF
instance(s) for an NE
Use Case Evolution/Specification RZT;i?::e
Goal Enable/Disable the auto-scaling of a VNF instance(s).

Actors and Roles

NM requests the enabling/disabling the auto-scaling of the corresponding VNF
instance(s) for an NE.

Telecom
resources

EM, NM, VNFM

Assumptions

The auto-scaling, which means automatic procedure controlled and executed by the
VNFM to scale the capacity of a VNF instance, is supported by VNFM.

Pre-conditions

Begins when

The operator decides to enable/disable the auto-scaling of the corresponding VNF
instance(s) for an NE.

Step 1 (M) NM requests EM to enable/disable the auto-scaling of the corresponding VNF
instance(s) for the subject NE.

Step 2 (M) EM requests VNFM to enable/disable the auto-scaling of the specific VNF
instance(s).

Ends when Ends when all steps identified above are completed or when an exception occurs.

Exceptions One of the steps identified above fails.

Post-conditions

The auto-scaling of the corresponding VNF instance(s) for an NE is
enabled/disabled.

Traceability

REQ-NFV_LCM-CON-4, REQ-NFV_LCM-CON-5

5.4.2

operation) based on PM data monitoring at NM level

NS scaling using VNF LCM operation (that is a part of NS LCM

Use Case

Evolution/Specification

<<Uses>>
Related use

Goal

To execute VNF LCM operation as a part of NS LCM operation when the threshold
crossing of VNF application PM data is detected.

Actors and Roles

NM requests the VNF LCM operation as a part of NS LCM operation. NFVO
executes the VNF LCM operation as a part of NS LCM operation based on the
request from NM.

Telecom
resources

NM, NFVO, VNF

Assumptions

NM is receiving VNF application specific performance measurements.
The VNF is a part of a NS.

Pre-conditions

NM monitors VNF application specific PM data.

Begins when

NM detected threshold crossing on a VNF application performance measurement.

Step 1 (M) NM sends the NFVO a NS scaling request including target VNF instance and type of
scaling (e.g., expansion).

Step 2 (M) NFVO sends to NM a naotification about the start of the NS scaling execution.

Step 3 (M) The NFVO executes the procedure to scale the NS instance.

Step 4 (M) NFVO sends to NM a notification about the end of the NS scaling execution.

Ends when Ends when all steps identified above are completed or when an exception occurs.

Exceptions

Post-conditions

Threshold crossing condition of VNF application is resolved as a result of NS scaling
operation.

Traceability

REQ-NFV_LCM-CON-12
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5.4.3

instance(s) through NFVO as part of NS LCM

ETSI TS 128 525 V19.0.0 (2025-10)

Enabling/disabling the auto-scaling of the corresponding VNF

Use Case

Evolution/Specification

<<Uses>>
Related use

Goal

Enable/Disable the auto-scaling functionality of a VNF instance(s) as part of NS
LCM operation.

Actors and Roles

NM requests, as part of NS LCM, to enable/disable the auto-scaling of the
corresponding VNF instance(s).

Telecom
resources

NM.
NFVO.
VNFEM.

Assumptions

The auto-scaling, which means automatic procedure controlled and executed by the
VNFM to scale the capacity of a VNF instance, is supported.

Pre-conditions

N/A

Begins when

The operator decides to enable/disable the auto-scaling of the certain VNF
instance(s).

Step 1 (M) NM requests NFVO, as part of NS LCM, to enable/disable the auto-scaling of the
corresponding VNF instance(s).
Step 2 (M) NFVO (together with VNFM) enables/disables the auto-scaling of the specific VNF
instance(s).
Ends when Ends when all steps identified above are completed or when an exception occurs.
Exceptions One of the steps identified above fails.
Post-conditions  |The auto-scaling of the corresponding VNF instance(s) is enabled/disabled.
Traceability REQ-NFV_LCM-CON-13
5.4.4  VNF application software update use cases
5441 Introduction

There are two possibilities with regards to the relation between VNF application software and VNF Package:

a) the VNF application software is part, or

b) itisnot apart of the VNF package.

The use casesin clause 5.4.4 introduce the different VNF application software update cases.

5.4.4.2 VNF application software update when application software is not part of
VNF Package
. cpe . <<Uses>>
Use Case Evolution/Specification Related use
Goal Update the VNF application software when the application software is not part of the

VNF Package.

Actors and Roles

NM

Telecom
resources

NM, EM and VNF

Assumptions

1) The VNF application software is not part of the VNF package.
2) The VNF application software update does not require a change of the VNF's
underlying virtualized resources or internal VNFC(s) topology/composition.

Pre-conditions

The new application software is available.

Begins when

Operator decides to update the application software and instructs the NM to do so.

Step 1 (M) NM requests EM to update the application software.

Step 2 (M) EM updates the application software.

Step 3 (M) EM notifies NM about the completion of the application software update.

Ends when Ends when all steps identified above are completed or when an exception occurs.
Exceptions One of the steps identified above fails.

Post-conditions  |The VNF application software is updated.

Traceability FES
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5.44.3 VNF application software update when application software is part of VNF
Package
54431 VNF application software update when application software is part of VNF
Package and performing synchronization with NFV-MANO by NM
Use Case Evolution/Specification R<e<I;ZZSLTs>e
Goal Update the VNF instance application software (software) when the software is part

of the VNF Package.

Actors and Roles |NM

Telecom EM

resources NFV-MANO system
VNF

Assumptions

1) The software is part of the VNF package.
2) The software update does not require a change of the VNF's underlying
virtualised resources or internal VNFC(s) topology/composition.

Pre-conditions

The new VNF package, with the updated software, is on boarded on NFV-MANO.
See NOTEL1.

Begins when

Operator decides to update the software (with the new VNF package) and instructs
the NM to do so.

Step 1 (M) NM requests EM to update the software.

Step 2 (M) EM acted to update the software.

Step 3 (M) EM notifies NM about the completion of the software update.

Step 4 (M) NM confirms the normality of 3GPP service and requests NFVO to update the VNF
instance information. The updated VNF instance information would capture
information of the new VNF package.

See NOTEZ2.

Ends when Ends when all steps identified above are completed or when an exception occurs.

Exceptions One of the steps identified above fails.

Post-conditions  |The software and the VNF instance information are updated.

Traceability REQ-NFV_LCM-CON-14

NOTE 1: It is assumed that the package integrity is verified as part of the on-boarding process.

NOTE 2: How NFVO updates the VNF instance information and whether there is a need for additional steps on NFV-MANO
to avoid introducing any security threat or failure (e.g. run-time integrity check) is out of the scope of the present document.

5.4.5

5.45.1

Introduction

Providing initial configuration data in VNF instantiation use cases

There are severa possibilities with regards to providing theinitial configuration data (e.g. |P address of the managing
EM) to the VNF in instantiation use cases. Some of the possibilities (those described in clauses 5.4.5.3.1 and 5.4.5.3.2)
rely on functionalities provided by the VNFM while others (described in clause 5.4.5.2) may be considered independent
from the ETSI NFV defined functional blocks.

5.45.2 Managing EM IP address provided to instantiated VNF using MVPNP
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. e <<Uses>>
Use Case Evolution/Specification Related use
Goal Enable connection of newly instantiated VNF to the managing Element Manager
Actors and VNF
Roles
Telecom IP networks: Non-Secure Operator Network, External Network, and its elements
resources like DHCP server optionally DNS, CA/RA servers, Security Gateway(s) (each

protecting one or more Secure Operator Networks);
Secure Operator Network and its elements such as DHCP server, DNS server,
Element Manager(s)

Assumptions The vendor of 3GPP NE implemented as a VNF prefers to utilize the MVPnP
standardized mechanisms for VNF connection to the Element Manager.

There may be one or more IP Autoconfiguration Services like DHCP and Router
Advertisements and zero or more DNS servers.

Pre-conditions IP connectivity exists between the involved telecom resources.
The involved telecom resources are functional.
The relevant information is stored and available:
- Vendor Certificate at the VNF
- Operator Certificate at the CA/RA (in case VNF connects to operator secure
network via SeGW)
- For the External Network or Non-Secure Operator Network (in case VNF
connects to operator secure network via SeGW):
- (Outer) IP autoconfiguration information at the IP Autoconfiguration
Service
- FQDN of the initial OAM SeGW at the VNF
and/or
FQDN or IP address of the initial OAM SeGW at the IP Autoconfiguration
Service
- FQDN of the CA/RA servers at the VNF
and/or
FQDN or IP address of the CA/RA servers at the IP Autoconfiguration
Service
- If FQDNSs need to be resolved, corresponding IP address(es) at the DNS
server(s)
- For the Secure Operator Network:
- (Inner) IP autoconfiguration information at the IP Autoconfiguration
Service or at the initial OAM SeGW
- FQDN or IP address of the initial EMS at the VNF and/or DHCP Server
of the Secure Operator Network.
- If FQDNSs need to be resolved, corresponding IP address(es) at the DNS

server(s)
- Configuration and software for the VNF at the EM(s)
Begins when VNFM instantiates a new VNF instance implementing 3GPP NE
Step 1 (M) If a VLAN ID is available, the VNF uses it. Otherwise the VNF uses the native
VLAN where PnP traffic is sent and received untagged
Step 2 (M) The VNF acquires its IP address through stateful or stateless IP autoconfiguration.
This may provide 0 or more DNS server addresses.
Step 3 (M) The VNF acquires the IP address of the CA/RA server. The FQDN of the CA/RA

server may be pre-configured in the VNF or the FQDN or IP address of the CA/RA
server may be provided by the IP Autoconfiguration Service. FQDNs are resolved
through the DNS if necessary. Information provided by the IP Autoconfiguration
Services shall supersede those pre-configured at the VNF.

Step 4 (M) The VNF performs Certificate Enrolment.

Step 5 (M) The VNF acquires the IP address of the OAM SeGW. The FQDN of the OAM
SeGW may be pre-configured in the VNF or the FQDN or the IP address of the
OAM SeGW may be provided by the IP Autoconfiguration Service. FQDNs are
resolved through the DNS if necessary.

Step 6 (M) The VNF establishes a secure connection (tunnel) to the Security Gateway given
by Step 5.

The VNF receives its (inner) IP autoconfiguration information (which may be the
same as the outer IP address obtained in step2) and optionally the address of one
or more DNS servers within the Secure Operator Network from the Configuration
Parameters of IKEv2 during tunnel establishment.

Step 7 (M) The VNF acquires the IP address of the correct Element Manager by either, issuing
a DHCP request including the VNF provider information, resolving FQDNSs via DNS
if necessary, or by having a pre-configured FQDN (including the VNF provider
information) resolved via DNS.
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<<Uses>>

Use Case Evolution/Specification Related use

Step 8 (M) The VNF establishes a connection to the provided EM and acquires its
configuration and software if any.

The configuration may contain an address to another EM that this specific node
shall use as EM.

The configuration may contain an address to another SeGW that should be used
before connecting to the EM.

The VNF may then

- release the connection to the current EM and OAM SeGW and then restart
(returning to step 1),

- release the connection to the current EM and OAM SeGW and then return to step
6,

- release the connection to the current EM and then repeat step 8, or

- continue with step 9.

Step 9 (M) The VNF establishes necessary application (e.g. 3GPP signaling) layer
connection(s) to the neighbor NEs using the transport (VLAN ID, IP addresses) and
security parameters provided in step 8.

Ends when Ends when all mandatory steps identified above are successfully completed or
when an exception occurs.
Exceptions One of the steps identified above fails.

Post-conditions One or more secure connections exist between the VNF and the Element Manager.
The 3GPP NE (VNF instance) is being managed by EM.

Via the connection to the Element Manager the VNF instance can receive further
instructions to become operational and carry user traffic, e.g. the
administrativeState is set to “unlocked”.

Traceability REQ-NFV_LCM-CON-15
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5.45.3 Managing EM IP address provided to instantiated VNF by VNFM

54531 Managing EM IP address provided to VNFM by EM as VNF configuration data

. T <<Uses>>
Use Case Evolution/Specification Related use
Goal Enable connection of newly instantiated VNF to the managing EM
Actors and Roles |[EM
Telecom VNFM
resources VNF
Managing EM

Assumptions

The vendor of 3GPP NE implemented as a VNF prefers to utilize the ETSI NFV
standardized mechanisms for initial VNF configuration.

Pre-conditions

The pre-conditions applicable to VNF instantiation requested by EM have been
satisfied.

Begins when

Operator decides to instantiate new VNF implementing 3GPP NE

Step 1 (M) EM requests VNFM to create a new VNF identifier (according to [8] clause 7.2.2)

Step 2 (M) VNFM creates a new Vnflnfo object and returns the VNF instance identifier to the
EM (according to [8] clause 7.2.2.4)

Step 3 (M) EM provides the managing EM IP address to the VNFM as a parameter of modify
VNF information operation (according to [8] clause 7.2.12) together with VNF
instance identifier received in step 2

Step 4 (M) VNFM updates the Vnflnfo object with configuration data (managing EM IP address)
received from EM and returns the operation result to EM (according to [8] clause
7.2.12)

Step 5 (M) EM request VNFM to instantiate a new VNF and provides specific VNF instance
identifier received in step 2 (according to [8] clause 7.2.3)

Step 6 (M) VNFM initiates the VNF instantiation and returns the operation result to EM
(according to [8] clause 7.2.3.4). The VNF instance is not associated to any NS,
(see NOTE in clause 7.2.3.4 in [8]).

Step 7 (M) VNFM provides the newly instantiated VNF with the managing EM IP address using
set configuration operation (according to [8] clause 6.2.3, see note 1)

Step 8 (O) If EM is subscribed to the VNF LCM notifications (according to [8] clause 7.2.14),
VNFM notifies EM about the progress of VNF instantiation (according to [8] clause
7.2.15)

Step 9 (M) Newly instantiated VNF connects to the managing EM

Ends when Managing EM is able to manage the 3GPP NE (VNF instance)

Exceptions One of the steps identified above fails.

Post-conditions

The 3GPP NE (VNF instance which is not associated to any NS) is being managed
by EM

Traceability

NOTE 1: Step depends on the VNF behaviour that is outside of scope of 3GPP.

ETSI




3GPP TS 28.525 version 19.0.0 Release 19 16 ETSI TS 128 525 V19.0.0 (2025-10)

5.4.5.3.2 Managing EM IP address provided to VNFM by EM as VNF instantiation
parameter
. e . <<Uses>>
Use Case Evolution/Specification Related use
Goal Enable connection of newly instantiated VNF to the managing EM
Actors and Roles |EM
Telecom VNFM
resources VNF
Managing EM
Assumptions The vendor of 3GPP NE implemented as a VNF prefers to utilize the ETSI NFV
standardized mechanisms for initial VNF configuration.
Pre-conditions The pre-conditions applicable to VNF instantiation requested by EM have been
satisfied.
Begins when Operator decides to instantiate new VNF implementing 3GPP NE
Step 1 (M) EM requests VNFM to create a new VNF identifier (according to [8] clause 7.2.2)
Step 2 (M) VNFM creates a new Vnflnfo object and returns the VNF instance identifier to the
EM (according to [8] clause 7.2.2.4)
Step 3 (M) EM request VNFM to instantiate a new VNF and provides specific VNF instance

identifier received in step 2 and provides the managing EM IP address to the VNFM
as additional parameter of instantiation (according to [8] clause 7.2.3)

Step 4 (M) VNFM maps the managing EM IP address value received as additional parameter of
instantiation to the VNF configuration data (see note 1).
Step 5 (M) VNFM updates the Vnflnfo object with configuration data (managing EM IP address)

received from EM, initiates the VNF instantiation and returns the operation result to
EM (according to [8] clause 7.2.3.4)

Step 6 (M) VNFM provides the newly instantiated VNF with the managing EM IP address using
set initial configuration operation (according to [8] clause 6.2.2, see note 2)

Step 7 (O) If EM is subscribed to the VNF LCM notifications (according to [8] clause 7.3.2),
VNFM notifies EM about the progress of VNF instantiation (according to [8] clause
7.3.3)

Step 8 (M) Newly instantiated VNF (but not associated to any NS, see NOTE in clause 7.2.3.4
in [8]) connects to the managing EM

Ends when Managing EM is able to manage the 3GPP NE (VNF instance)

Exceptions One of the steps identified above fails.

Post-conditions The 3GPP NE (VNF instance which is not associated to any NS) is being managed
by EM

Traceability

NOTE 1: The mechanism for mapping additional parameter of instantiation into VNF configuration data is out of scope of

3GPP.

NOTE 2: Step depends on the VNF behaviour that is outside of scope of 3GPP.

6 Specification level requirements

6.1 Requirements

6.1.1 Requirements for Itf-N

None.

6.1.2 Requirements for Os-Ma-nfvo

REQ-NFV_LCM_Os-Ma-nfvo-FUN-1 The Os-Ma-nfvo reference point shall have the capability allowing NM to
send NS instantiation request based on on-boarded NSD and parameterization specific for an NS (see requirement Os-
Ma-nfvo.NsLcm.001 in [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-2 The Os-Ma-nfvo reference point shall have the capability allowing NM to
send NS instantiation request using existing VNF instances (see reguirement Os-Ma-nfvo.NsLcm.008 in [6]).
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REQ-NFV_LCM_Os-Ma-nfvo-FUN-3 The Os-Ma-nfvo reference point shall have the capability allowing NM to
send VNF Package on-boarding request (see requirement Os-Ma-nfvo.VnfPkgm.001 in [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-4 The Os-Ma-nfvo reference point shall have the capability allowing NM to
receive notification on the VNF Package on-boarding (see requirement Os-Ma-nfvo.VnfPkgm.006 in [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-5 The Os-Ma-nfvo reference point shall have the capability allowing NFVO to
send information about VNF instances that constitute a NS (see requirements Os-Ma-nfvo.NsLcm.003 and Os-Ma-
nfvo.NsLcm.015in [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-6 The Os-Ma-nfvo reference point shall have the capability allowing NM to
send NS termination request (see requirement Os-Ma-nfvo.NsLcm.002 in [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-7 The Os-Ma-nfvo reference point shall have the capability allowing NM to
send NS query request (see requirement Os-Ma-nfvo.NsLcm.003 in [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-8 The Os-Ma-nfvo reference point shall have the capability allowing NM to
send NS scaling request (see requirement Os-Ma-nfvo.NsLcm.004 in [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-9 The Os-Ma-nfvo reference point shall have the capability allowing NM to
send NS updating request (see requirement Os-Ma-nfvo.NsLcm.005 in [6]).

REQ-NFV_LCM_0Os-M a-nfvo-FUN-10 The Os-Ma-nfvo reference point shall have the capability allowing NM to
send NS healing request (see requirement Os-Ma-nfvo.NsLcm.010 in [6]).

REQ-NFV_LCM_Os-M a-nfvo-FUN-11 The Os-Ma-nfvo reference point shall have the capability allowing NM to
send NS scaling request with scaling of VNF instances as part of NS scaling (see requirement Os-Ma-nfvo.NsLcm.014
in[6]).

REQ-NFV_LCM_0Os-Ma-nfvo-FUN-12 The Os-Ma-nfvo reference point shall have the capability allowing NM to
enable VNF Package (see requirement Os-Ma-nfvo.VnfPkgm.003 in [6]).

REQ-NFV_LCM_0Os-Ma-nfvo-FUN-13 The Os-Ma-nfvo reference point shall have the capability allowing NM to
disable VNF Package (see requirement Os-Ma-nfvo.VnfPkgm.002 in [6]).

REQ-NFV_LCM_Os-M a-nfvo-FUN-14 The Os-Ma-nfvo reference point shall have the capability allowing NM to
send NSD on-boarding request (see requirement Os-Ma-nfvo.Nsd.001 in [6]).

REQ-NFV_LCM_0Os-Ma-nfvo-FUN-15 The Os-Ma-nfvo reference point shall have the capability allowing NM to
receive acknowledgement on the NSD on-boarding (see requirement Os-Ma-nfvo.Nsd.001 in [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-16 The Os-Ma-nfvo reference point shall have the capability allowing NM to
send arequest with instantiating a VNF instance as part of the update of a NS (see requirement Os-Ma-nfvo.NsLcm.012

[6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-17 The Os-Ma-nfv reference point shall have the capability allowing NFVO to
notify the addition, deletion or modification of the VNF instance, as result of the NS lifecycle change (see requirement
Os-Ma-nfvo.NsLcm.030 [6]).

REQ-NFV_LCM_0Os-M a-nfvo-FUN-18 The Os-Ma-nfvo reference point shall have the capability allowing NM to
remove an existing VNF instance from a NS instance as part of the update of a NS (see requirement Os-Ma-
nfvo.NsLcm.013 [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-19 The Os-Ma-nfvo reference point shall have the capability allowing NM to
subscribe/un-subscribe to NS instance lifecycle change notifications (see requirement Or-Ma-nfvo.NsLcm.034 [6]).

REQ-NFV_LCM_0Os-Ma-nfvo-FUN-20 The Os-Ma-nfvo reference point shall have the capability allowing NM to
receive notifications regarding NS instance lifecycle changes (see requirement Os-Ma-nfvo.NsLcm.029 [6]).

REQ-NFV_LCM_0Os-Ma-nfvo-FUN-21 The Os-Ma-nfvo reference point shall have the capability allowing NM to
update an NSD (see requirement Os-Ma-nfvo.Nsd.004 [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-22 The Os-Ma-nfvo reference point shall have the capability allowing NM to
associate a different NSD version to an NS instance as part of NS update (see requirement Os-Ma-nfvo.NsLcm.025 in

[6]).
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REQ-NFV_LCM_0Os-M a-nfvo-FUN-23 The Os-Ma-nfvo reference point shall have the capability allowing NM to
request the creation of anew VL instance interconnecting specific external CPs of specific VNF instances belonging to
the same NS instance as part of the update of a NS (see requirement Os-Ma-nfvo.NsLcm.005 [6] and specification of
Update NS operation in clause 7.3.5.1 of ETSI GS NFV-IFA 013 [6]).

REQ-NFV_LCM_Os-M a-nfvo-FUN-24 The Os-Ma-nfvo reference point shall have the capability allowing NM to
request the addition of an existing VNF instance as part of the update of a NS (see requirement Os-Ma-nfvo.NsLcm.013

[6]).

REQ-NFV_LCM_0Os-M a-nfvo-FUN-25 The Os-Ma-nfvo reference point shall have the capability allowing NM to
request the creation of a new SAP instance exposing specific external CP of a specific VNF instance belonging to the
NS instance as part of the update of a NS (see reguirement Os-Ma-nfvo.NsLcm.024 [6]).

REQ-NFV_LCM_Os-M a-nfvo-FUN-26 The Os-Ma-nfvo reference point shall have the capability allowing NM to
request the instantiation of a new NS instance by adding existing VNF instances and new VL instances interconnecting
specific external CPs of specific VNF instances (see requirement Os-Ma-nfvo.NsLcm.008 [6]).

REQ-NFV_LCM_0Os-Ma-nfvo-FUN-27 The Os-Ma-nfvo reference point shall have the capability allowing NM to
request the instantiation of a new NS instance by adding existing NS instances and new VL instances interconnecting
specific SAPs of specific nested NS instances (see requirement Os-Ma-nfvo.NsLcm.001 [6] and specification of
Instantiate NS operation in clause 7.3.3.1 of ETSI GS NFV-IFA 013 [6]).

REQ-NFV_LCM_0Os-Ma-nfvo-FUN-28 The Os-Ma-nfvo reference point shall have the capability allowing NM to
create a new version of aready on-boarded PNFD using Update PNFD operation (see requirement Os-Ma-
nfvo.Nsd.010 [6]).

REQ-NFV_LCM_0Os-Ma-nfvo-FUN-29 The Os-Ma-nfvo reference point shall have the capability allowing NM to
request creation of a NS instance identifier, and an associated instance of an NsInfo information element to enable
further NS instantiation (see requirement Os-Ma-nfvo.NsLcm.035 [6]).

REQ-NFV_LCM_0Os-M a-nfvo-FUN-30 The Os-Ma-nfvo reference point shall have the capability allowing NM to
update the user defined data on PNFD using Update PNFD operation (See requirement Os-Ma-nfvo.Nsd.010 [6]).

REQ-NFV_LCM_0Os-Ma-nfvo-FUN-31 The Os-Ma-nfvo reference point shall have the capability allowing NM to
delete one or more PNFDs (see reguirement Os-Ma-nfvo.Nsd.011 [6]).

REQ-NFV_LCM_0Os-M a-nfvo-FUN-32 The Os-Ma-nfvo reference point shall have the capability allowing NM to
guery the NFVO on certain attributes of one or more PNFDs (see requirement Os-Ma-nfvo.Nsd.012 [6]).

REQ-NFV_LCM_0Os-M a-nfvo-FUN-33 The Os-Ma-nfvo reference point shall have the capability allowing NM to
subscribe to receive notifications sent by the NFVV O about changes of the NSD(s) (see requirement Os-Ma-
nfvo.Nsd.013 [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-34 The Os-Ma-nfvo reference point shall have the capability allowing NM to
receive notifications sent by the NFVV O about changes of the NSD(s) (see requirements Os-Ma-nfvo.Nsd.007, Os-Ma-
nfvo.Nsd.008 [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-35 The Os-Ma-nfvo reference point shall have the capability allowing NM to
request deletion of a NSinstance identifier (See requirement Os-Ma-nfvo.NsLcm.022 [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-36  The Os-Ma-nfvo reference point shall support a capability allowing NM
to retrieve information about a VNF instance as part of NS querying (see requirement Os-Ma-nfvo.NsLcm.015in ETS
GSNFV-IFA 013 [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-37  The Os-Ma-nfvo reference point shall support a capability allowing NM
to request modifying non-application configuration attributes of a VNF instance as part of NS update (see requirement
Os-Ma-nfvo.NsLcm.019 in ETSI GS NFV-1FA 013 [6]).

REQ-NFV_LCM_OsMa-nfvo-FUN-38  The Os-Ma-nfvo reference point shall support a capability allowing NM
to request modifying non-application information about a VNF instance as part of NS update (see requirement Os-Ma-
nfvo.NsLcm.019 in ETSI GSNFV-IFA 013 [6]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-39 The Os-Ma-nfvo reference point shall support a capability allowing NM to
request to add an existing VNF instance to a NS with connectivity to other VNF instance or PNF as part of NS update
(see requirement Os-Ma-nfvo.NsLcm.013 in ETSI GS NFV-IFA 013 [6]).
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REQ-NFV_LCM_0Os-M a-nfvo-FUN-40 The Os-Ma-nfvo reference point shall support a capability allowing NM to
request the addition of the external connectivity to a PNF or VNF instance as part of NS update (see requirements Os-
Ma-nfvo.NsLcm.005 in [6] and Os-Ma-nfvo.NsLcm.036 in [6] and specification of Update NS operation in clause
7.3.5.1 of ETSI GSNFV-IFA 01316]).

REQ-NFV_LCM_Os-Ma-nfvo-FUN-41 The Os-Ma-nfvo reference point shall support a capability allowing NM to
request the addition of virtual link to a NS instance as part of NS update (see requirement Os-Ma-nfvo.NsLcm.005 [6]
and specification of Update NS operation in clause 7.3.5.1 of ETSI GS NFV-IFA 013 [6]).

REQ-NFV_LCM_Os-M a-nfvo-FUN-42 The Os-Ma-nfvo reference point shall support a capability allowing NM to
request to change the external connectivity to a PNF or VNF instance as part of NS update (see requirement Os-Ma-
nfvo.NsLcm.036 in ETSI GS NFV-IFA 013 [6]).

REQ-NFV_LCM_Os-M a-nfvo-FUN-43 The Os-Ma-nfvo reference point shall support a capability allowing NM to
request the on-boarding of PNFD (see requirement Os-Ma-nfvo.Nsd.009 in ETSI GS NFV-I1FA 013 [6]).

REQ-NFV_LCM_0Os-M a-nfvo-FUN-44 The Os-Ma-nfvo reference point shall support a capability allowing NM to
request the addition of the VNFFG as part of NS update (see requirement Os-Ma-nfvo.NsLcm.027 in ETSI GS NFV-
IFA 0131[6]).

REQ-NFV_LCM_Os-M a-nfvo-FUN-45 The Os-Ma-nfvo reference point shall support a capability allowing NM to
request the update of the VNFFG as part of NS update (see requirement Os-Ma-nfvo.NsLcm.027 in ETSI GS NFV-IFA
013 [6]).

6.1.3 Requirements for Ve-Vnfm-em

REQ-NFV_LCM_Ve-Vnfm-em-FUN-1 The Ve-Vnfm-em reference point shall support a capability allowing EM to
send VNF instantiation request (see requirement Ve-Vnfm-em.VnfLcm.002 in [8]).

NOTE: Accordingto [8], the new VNF instance isinstantiated but not associated to any NS (see note in clause
7.2.3.4in[8]). The notein clause 7.2.3.4 in [8] reads. "In the present document, the operation result of the
VNF instantiation request by EM cannot be determined to have the same result as VNF instantiation
reguest as part of the NS LCM update operation performed through the NFV O (see clauses 7.3.5 and
8.3.4.10in ETSI GSNFV-IFA 013[i.5]), in particular in what concerns re-using the newly VNF instance
at the NFV O level and associating it to a corresponding NS."

REQ-NFV_LCM_Ve-Vnfm-em-FUN-2 The Ve-Vnfm-em reference point shall support a capability alowing VNFM
to inform EM the result of VNF instantiation (see requirement Ve-Vnfm-em.VnfLcm.011in[8]).

REQ-NFV_LCM_Ve-Vnfm-em-FUN-3 The Ve-Vnfm-em reference point shall support a capability allowing EM to
request the scaling of a VNF instance indicating the type of VNFC to scale and the number of scaling steps (see
requirement Ve-Vnfm-em.VnfLcm.001 and clause 7.2.4 in [8]).

REQ-NFV_LCM_Ve-Vnfm-em-FUN-4 The Ve-Vnfm-em reference point shall support a capability allowing VNFM
to notify about VNF instance lifecycle changes indicating the type of lifecycle procedure, whether it is the start or the
end of the procedure, and the results of lifecycle procedure with indication of errorsif the procedure is not successful
(seerequirement Ve-Vnfm-em.VnfLcm.015 in [8]).

REQ-NFV_LCM_Ve-Vnfm-em-FUN-5 The Ve-Vnfm-em reference point shall support a capability allowing EM to
subscribe/un-subscribe to VNF instance lifecycle change notifications (see requirement Ve-Vnfm-em.VnfLcm.018 and
clause in[8]).

REQ-NFV_LCM_Ve-Vnfm-em-FUN-6 The Ve-Vnfm-em reference point shall support a capability allowing EM to
send VNF termination regquest (see requirement Ve-Vnfm-em.VnfLcm.003 in [8]).

REQ-NFV_LCM_Ve-Vnfm-em-FUN-7 The Ve-Vnfm-em reference point shall support a capability allowing VNFM
to inform EM the result of VNF termination (see requirement Ve-Vnfm-em.VnfLcn.002 in [8]).

REQ-NFV_LCM_Ve-Vnfm-em-FUN-8 The Ve-Vnfm-em reference point shall support a capability allowing EM to
request VNFM to enable/disable the auto-scaling of a specific VNF instance(s) (see requirement Ve-Vnfm-
em.VnfLcm.011 in[8] and clause 7.1.12in [9]).

REQ-NFV_LCM_Ve-Vnfm-em-FUN-9 The Ve-Vnfm-em reference point shall support a capability allowing EM to
request VNFM to create the VNF identifier (see requirement Ve-Vnfm-em.VVnfLcm.008in [8]).
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REQ-NFV_LCM_Ve-Vnfm-em-FUN-10 The Ve-Vnfm-em reference point shall support a capability allowing EM
to retrieve from VNFM, information about a VNF instance, including VNFC instances and the configured virtual
resources supporting the subject VNF instance (see requirement Ve-Vnfm-em.VnfLcm.004 in [8]).

6.1.4

None.

6.2

Requirements for Ve-Vnfm-vnf

Actor roles

See detailed actors and roles for each use case in clause 6.4.

6.3

Telecommunications resources

See detailed telecommunication resources for each use case in clause 6.4.

6.4 Use cases
6.4.1 VNF Instance use cases
6.4.1.1 VNF identifier creation
Use Case Stage Evolution / Specification <<Uses>>
Related use
Goal EM requests to create a VNF identifier.
Actors and Roles  |EM
Telecom VNFM
resources
Assumptions N/A
Pre-conditions NFVO is running.
Begins when EM decides to request to create a VNF identifier.
Step 1 (M) EM sends a request to VNFM to create the VNF identifier (see clause 7.2.2 [8])
Step 2 (M) VNFM returns vnf | nst ancel d to EM to indicate the creation of VNF identifier (see
clause 7.2.2.3 [8])
Ends when Ends when EM receives the vnf | nst ancel d.
Exceptions One of the steps identified above fails.
Post-conditions The VNF identifier is created.
Traceability REQ-NFV_LCM Ve-Vnfm-em-FUN-9
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6.4.1.2 VNF instantiation
6.4.1.2.1 VNF instantiation initiated through Ve-Vnfm-em
Use Case Evolution / Specification <<Uses>>
Stage Related
use
Goal Create a VNF instance based on the local needs of the EM (e.g. for VNF validation prior to
deployments in production environment).
Actors and EM
Roles
Telecom VNFM
resources
Assumptions The association of the new VNF instance to a NS instance enabling the VNF LCM granting
operations and VR management is out of scope of 3GPP.
Pre-conditions |[The VNF Package for the VNF instantiation is enabled and is available to the VNFM.
EM is subscribed to the VNF LCM notifications (see clause 7.2.14 [8]).
Begins when EM decides to instantiate a new VNF instance.
Step 1 (M) EM requests VNFM to create a new VNF instance Identifier (see clause 7.2.2 [8]) using
the VNFD Id to identify the VNF Package to be used for instantiation.
Step 2 (M) VNFM responds to EM with new VNF instance Identifier
Step 3 (M) EM requests VNFM to instantiate the new VNF (see clause 7.2.3 [8]).
Step 4 (M) VNFM responds to EM with the operation result containing the lifecycle operation
occurrence Id
Step 5 (M) VNFM sends the VNF lifecycle change notification to EM indicating the start of VNF
instantiation procedure (see clause 7.2.15 [8]).
Step 6 (M) VNFM sends the VNF lifecycle change notification to EM indicating the success or failure
of the VNF instantiation, when the VNF instantiation procedure is completed (see clause
7.2.15[8)).
Ends when Ends when all mandatory steps identified above are successfully completed or when an
exception occurs.
Exceptions One of the steps identified above fails.
Post-conditions [A new VNF instance is instantiated but not associated to any NS (.see NOTE in clause
7.2.3.4in[8]).
Traceability REQ-NFV_LCM Ve-Vnfm-em-FUN-1, REQ-NFV_LCM Ve-Vnfm-em-FUN-2.
6.4.1.2.2 VNF instantiation initiated through Os-Ma-nfvo
Use Case Evolution / Specification <<Uses>>
Stage Related
use
Goal Enable NM to add a VNF instance to a NS via Os-Ma-nfvo reference point.
Actors and NM
Roles
Telecom NM, NFVO
resources
Assumptions N/A
Pre-conditions |The VNF Package for the VNF instantiation is enabled.
Begins when NM decides to instantiate a VNF instance that is part of an NS.
Step 1 (M) NM sends a request to NFVO to instantiate a VNF instance as part of the update of a NS
(see clause 7.3.5 in ETSI GS NFV-IFA 013 [6]) and the VNF parameters/values, including
those captured in vendor specific name value pairs, carried by such request are only
related to VNF virtualization aspects and are not VNF application specific.
Step 2 (M) NFVO sends the NS Lifecycle Change notification to NM indicating the addition of the VNF
instance (see clause 7.3.12 [6]), when the VNF instantiation procedure is completed.
Ends when Ends when NM receives the notification from NFVO indicating the VNF instance has been
successfully instantiated.
Exceptions One of the steps identified above fails.
Post- A new VNF instance is instantiated.
conditions
Traceability REQ-NFV_LCM_Os-Ma-nfvo-FUN-16, REQ-NFV_LCM_0Os-Ma-nfvo-FUN-18
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Use case stage

Evolution/Specification

<<Uses>>
Related use

Goal

To expand/contract a VNF instance by scaling the VNF instance through
operation request to VNFM by EM, and notify about the execution of the VNF
instance scaling through reference point Ve-Vnfm-em.

Actors and Roles

EM detects whether a scaling execution is needed and requests the VNFM to
execute the VNF scaling.

Telecom EM.
resources VNFM.
VNFE
Assumptions EM is subscribed to VNF lifecycle change notifications from the VNFM.

See note 1.

Pre-conditions

The subject VNF instance is not being scaled at the moment. VNFM does not
have any auto-scaling scripts or the policy for auto-scaling is not in used or active
(see note 2).

Begins when EM detected the need (e.g., triggered by MO attribute value modification from
NM) to scale and have determined the scaling action (expand/contract).

Step 1 (M) EM sends the VNFM a request to scale a VNF with an indication of the type of
VNF Components to scale, and value of scaling.

Step 2 (M) VNFM sends to EM a natification about the start of the VNF scaling execution.

Step 3 (M) The VNFM executes the procedure to scale the VNF instance.

Step 4 (M) VNFM sends to EM a notification about the end of the VNF scaling execution.

Ends when All the steps identified above are successfully completed.

Exceptions

Post-conditions The VNF instance has been scaled (expansion/contraction).

Traceability REQ-NFV_LCM_Ve-Vnfm-em-FUN-3, REQ-NFV_LCM_Ve-Vnfm-em-FUN-4

NOTE 1: In the case where VNF scaling is triggered by MOI attribute value changes, the IRPManager (Operator) is

aware of the MO attributes whose value changes can trigger VNF scaling actions. How the IRPManager
(Operator) knows the names of the MO attributes whose value change can trigger VNF scaling is out of
scope of this specification (e.g. could be stated in NRM attribute definitions or in product documentation).

NOTE 2: How 3GPP management system can determine if Pre-conditions are true is FFS.
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6.4.1.4 VNF instance termination
6.4.1.4.1 VNF instance termination initiated through Ve-Vnfm-em
Use Case Evolution / Specification <<Uses>>
Stage Related use
Goal Enable EM to terminate a VNF instance which is no longer needed for
testing and integration purpose.
Actors and EM
Roles
Telecom VNFM
resources
Assumptions The VNF instance being terminated does not participate in any NS

(see note 1).

Pre-conditions

The VNF instance to be terminated is no longer needed. The VNF

instance has been instantiated (see NOTE in clause 7.2.3.4 in [8]) by

the EM.

Begins when EM decides to terminate a VNF instance.

Step 1 (M) EM sends the request (see clause 7.2.7 [8]), to VNFM via Ve-Vnfm-em
reference point to terminate the identified VNF instance.

Step 2 (M) VNFM sends the VNF lifecycle change notification to EM indicating the
start of VNF termination procedure (see clause 7.2.15 [8]).

Step 3 (M) VNFM sends the VNF lifecycle change noatification to EM indicating the
result (e.g. success or failure) of VNF termination, when the VNF
termination procedure is completed (see clause 7.2.15 [8]).

Ends when Ends when all mandatory steps identified above are successfully
completed or when an exception occurs.

Exceptions One of the steps identified above fails.

Post-conditions |The VNF instance is terminated.

Traceability REQ-NFV_LCM_Ve-Vnfm-em-FUN-6, REQ-NFV_LCM_Ve-Vnfm-em-

FUN-7

NOTE 1: Participation of the VNF instance in a NS is not known to the EM/VNFM and could only be determined by the
NFVO (e.g. during granting operation). Potential negative impact to the NS instance can be prevented by the
granting operation.

6.4.1.4.2 Remove VNF instance from NS through Os-Ma-nfvo
Use Case Stage Evolution / Specification <<Uses>>
Related use
Goal Enable NM to delete a VNF instance from a NS via Os-Ma-nfvo reference point.
Actors and Roles  |[NM
Telecom NM, NFVO
resources
Assumptions N/A
Pre-conditions The VNF instance to be terminated is no longer needed,
Begins when NM decides that VNF instance is no longer needed as part of the NS.
Step 1 (M) NM sends a request to NFVO to remove a VNF instance from a NS instance as part of
the update of a NS (see clause 7.3.5 [6]).
Step 2 (M) NFVO sends the NS Lifecycle Change notification to NM indicating the removal of the
VNF instance (see clauses clause 7.2.1 [6]).
Ends when Ends when the VNF instance is removed from NS.
Exceptions One of the steps identified above fails.
Post-conditions The VNF is removed from NS.
Traceability REQ-NFV_LCM_Os-Ma-nfvo-FUN-17, REQ-NFV_LCM_0Os-Ma-nfvo-FUN-18
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6.4.1.5 Notifications about VNF lifecycle changes
. e <<Uses>>
Use case stage Evolution/Specification Related use
Goal To monitor by EM the lifecycle changes of one or more VNF instance(s).
Actors and Roles  |EM subscribes to and receives VNF lifecycle change notifications.
Telecom EM.
resources VNFM.
VNF.
Assumptions
Pre-conditions VNFM is running.
Begins when EM determines to monitor VNF lifecycle changes on one or more managed VNF
instance(s).
Step 1 (M) EM requests a subscription to VNFM to receive VNF lifecycle change notifications
regarding one or more managed VNF instance(s).
Step 2 (M) VNFM creates a subscription and acknowledges the creation of the subscription
to EM.
Step 3 (M) VNFEM monitors the lifecycles of the identified managed VNF instance(s).
Step 4 (M) VNFM creates a VNF lifecycle change notification including information: identity
the managed VNF instance, the type of lifecycle change including the beginning
or the end of the procedure affecting the lifecycle changes.
Step 5 (M) VNFM sends to EM the VNF lifecycle change notification(s).
Ends when EM unsubscribes to VNF lifecycle change natification regarding the managed
VNF instance(s).
Exceptions
Post-conditions EM has information about VNF lifecycle changes of the one or more managed
VNF instance(s).
Traceability REQ-NFV_LCM Ve-Vnfm-em-FUN-4, REQ-NFV_LCM Ve-Vnfm-em-FUN-5
Note: VNF lifecycle change notifications are supported by NFV-MANO system [5].
6.4.1.6 Enabling/disabling the auto-scaling of a VNF instance
Use Case Evolution/Specification R<<Uses>>
elated use
Goal Enable/Disable the auto-scaling of a VNF instance (e.g.needed for testing and
integration purposes).
Actors and Roles |[EM
Telecom VNFM
resources

Assumptions

The auto-scaling is supported.

In cases where NM is aware of the VNF instance (e.g. it was instantiated by NM
request), it is expected that NM is made aware of the of auto-scaling enable/disable
flag value change resulting from this Use Case.

Pre-conditions

Begins when

EM decides to enable/disable the auto-scaling of a VNF instance.

Step 1 (M) EM requests VNFM to enable/disable the auto-scaling of a VNF instance.

Step 2 (M) VNFM notifies EM of the completion result of enabling/disabling the auto-scaling of
the subject VNF instance.

Ends when Ends when all steps identified above are completed or when an exception occurs.

Exceptions One of the steps identified above fails.

Post-conditions  |The auto-scaling of the VNF instance is enabled/disabled.

Traceability REQ-NFV_LCM Ve-Vnfm-em-FUN-8
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Use case stage

Evolution/Specification

<<Uses>>
Related use

Goal To retrieve by EM from VNFM, information of a subject VNF instance.

Actors and Roles  |EM queries the VNF instance information.

Telecom EM.

resources VNFM.
VNF.

Assumptions N/A

Pre-conditions N/A

Begins when EM determines to retrieve certain information about the subject VNF instance.

Step 1 (M) EM sends a request to VNFM over the Ve-Vnfm-em reference point querying
certain information about the subject VNF instance.

Step 2 (M) VNFM sends to EM over the Ve-Vnfm-em reference point the information
requested about the subject VNF instance.

Ends when Ends when all steps identified above are completed or when an exception occurs.

Exceptions One of the steps identified above fails.

Post-conditions EM has the information about the subject VNF instance.

Traceability REQ-NFV_LCM-CON-16, REQ-NFV_LCM Ve-Vnfm-em-FUN-10

6.4.1.8 Retrieve VNF instance information by NM through NFVO as part of the NS

query

Use case stage

Evolution/Specification

<<Uses>>
Related use

Goal

To retrieve by NM through NFVO information about a subject VNF instance as
part of the query of a NS. Such information about a subject VNF instance is
maintained by NFV-MANO (see clause 9.4.2 in ETSI GS NFV-IFA 008 [8)).

Actors and Roles

NM queries the information about a subject VNF instance which is part of NS
instance.

Telecom NM.

resources NFVO.
VNEM.

Assumptions N/A

Pre-conditions

The subject VNF instance is part of the NS instance.

Begins when

NM determines to retrieve certain information about the subject VNF instance.

Step 1 (M) As part of query of a NS, NM sends a request to NFVO over the Os-Ma-nfvo
reference point querying certain information about the subject VNF instance (see
clause 7.3.6 in ETSI GS NFV-IFA 013 [6]).

Step 2 (M) NFVO sends to NM over the Os-Ma-nfvo reference point the information
requested about the subject VNF instance.

Ends when Ends when all steps identified above are completed or when an exception occurs.

Exceptions One of the steps identified above fails.

Post-conditions  |[NM has the information about the subject VNF instance.

Traceability REQ-NFV_LCM-CON-17, REQ-NFV_LCM_Os-Ma-nfvo-FUN-36
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Modify non-application information and non-application configuration

attributes of a VNF instance by NM through NFVO as part of NS update

. e . <<Uses>>
Use case stage Evolution/Specification Related use
Goal To request by NM the modification of non-application information and non-
application configuration attribute(s) of a subject VNF instance. Such information
about a subject VNF instance is managed by NFV-MANO (see clause 9.4.2 in
ETSI GS NFV-IFA 008 [8]), for which certain attributes are writable/modifiable
(see clauses 7.2.12 and 7.2.18 in ETSI GS NFV-IFA 008 [8]), e.g. VNF instance
name, VNF external connectivity.
Actors and Roles |NM requests modifying the non-application information and non-application
configuration attributes of the VNF instance which is part of the NS instance.
Telecom NM.
resources NFVO.
VNFEM.
Assumptions N/A
Pre-conditions The subject VNF instance is part of the NS instance.
Begins when NM determines to modify certain non-application information and/or non-
application configuration attribute(s) managed by NFV-MANO about the subject
VNF instance that is part of an identified NS instance.
Step 1 (M) NM sends a request to NFVO over the Os-Ma-nfvo reference point to modify the
needed non-application attribute(s) about the subject VNF instance as part of the
NS update operation (see clause 7.3.5in ETSI GS NFV-IFA 013 [6]).
Step 2 (M) NFVO sends an acknowledgement of the NS update request to the NM.
Step 3 (M) NFVO sends to NM an NS Lifecycle Change notification about the start of the NS
update execution (see clause 7.3.12 in ETSI GS NFV-IFA 013 [6]).
Step 4 (M) NFVO executes the procedure to update the NS instance.
Step 5 (M) NFVO sends to NM the NS Lifecycle Change notification to indicate the
completion of the modification of requested attributes of the VNF instance as part
of NS update (see clause 7.3.12 in ETSI GS NFV-IFA 013 [6]).
Ends when Ends when all steps identified above are completed or when an exception occurs.
Exceptions One of the steps identified above fails.
Post-conditions  [The non-application information and/or non-application configuration attribute(s)
managed by NFV-MANO of the subject VNF instance has been modified.
Traceability REQ-NFV_LCM-CON-18, REQ-NFV_LCM-CON-19, REQ-NFV_LCM_Os-Ma-
nfvo-FUN-37, REQ-NFV_LCM_Os-Ma-nfvo-FUN-38
6.4.2 VNF Package use cases
6.4.2.1 VNF Package on-boarding
. . <<Uses>>
Use case stage Evolution/Specification Related use

Goal VNF Package on-boarding

Actors and Roles  |[NM

Telecom NM.NFVO

resources

Assumptions - The VNF Package is supplied by the NM

- On-boarding is triggered by the NM

Pre-conditions

NFVO is running.
NM is operational.
The NM possesses a VNF Package which is not on-boarded yet

Begins when NM layer determines the need for on-boarding of the VNF Package

Step 1 (M) NM sends a request to the NFVO on the VNF package on-boarding as specified
in [6]

Step 2 (M) NFVO processes the VNF Package and on-boarding proceeds

Step 3 (M) NFVO acknowledges to the NM successful package on-boarding.

Exceptions

Post-conditions The VNF Package is on-boarded.

Traceability REQ-NFV_LCM Os-Ma-nfvo-FUN-3
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6.4.2.2 VNF Package enabling
. e <<Uses>>
Use case stage Evolution/Specification Related use
Goal Enable a previously disabled VNF Package instance, allowing again its use for
instantiation of new VNF with this package.
Actors and Roles  [NM.
Telecom NM, NFVO.
resources
Assumptions Enablement is triggered by the NM.
Pre-conditions A VNF Package is in the "Disabled, Not in use" or "Disabled, In use" state.
Begins when NM determines the need for enabling of the VNF Package.
Step 1 (M) NM sends a request to the NFVO to enable the VNF package.
Step 2 (M) NFVO processes the request and enables the VNF Package.
Step 3 (M) NFVO acknowledges to the NM successful enablement of the VNF package.
Exceptions
Post-conditions The VNF Package is enabled and available for use for instantiation of new
VNF(s) with this package.
Traceability
6.4.2.3 VNF Package disabling
. e . <<Uses>>
Use case stage Evolution/Specification Related use
Goal VNF Package disabling.
Actors and Roles  |[NM.
Telecom NM, NFVO.
resources
Assumptions Disabling is triggered by the NM.
Pre-conditions A VNF Package is on-boarded, available for use for instantiation of new VNF
instance(s) and is not marked as deletion pending
Begins when NM layer determines the need for disabling of the VNF Package.
Step 1 (M) NM sends a request to the NFVO to disable the VNF package
Step 2 (M) NFVO processes the request and disables the VNF Package.
Step 3 (M) NFVO acknowledges to the NM successful operation of disabling the VNF
package.
Exceptions
Post-conditions The VNF Package is on-boarded, disabled and cannot be used for instantiation of
new VNF instance(s) with this package.
Traceability
6.4.2.4 VNF Package deleting
. . <<Uses>>
Use case stage Evolution/Specification Related use

Goal VNF Package deleting.

Actors and Roles  |[NM.

Telecom NM, NFVO.

resources

Assumptions Deletion is triggered by the NM.

Pre-conditions The VNF Package is in "Disabled, Not in use" state defined in [6], clause D1.2

Begins when NM layer determines the need for deletion of the VNF Package.

Step 1 (M) NM sends a request to the NFVO to delete the VNF package as specified in [6],
clause 7.7.5.

Step 2 (M) NFVO processes the request and deletes the VNF Package.

Step 3 (M) NFVO indicates to the NM the result of the operation.

Exceptions One of the steps identified above fails.

Post-conditions The VNF Package is deleted.

Traceability
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6.4.2.5 Delete VNF Package operation, when in use
. e <<Uses>>
Use case stage Evolution/Specification Related use

Goal Delete VNF Package

Actors and Roles  [NM.

Telecom NM, NFVO.

resources

Assumptions NM has an active subscription at the NFVO for notifications on deletion of the
VNF Package.

Deletion of the VNF Package is triggered by the NM.

Pre-conditions A VNF Package is in “Disabled, In use” state as defined in [6], Annex D.

Begins when NM layer determines the need for deletion of the VNF Package.

Step 1 (M) NM sends a request to the NFVO to delete the VNF package as specified in [6],
clause 7.7.5.

Step 2 (M) NFVO processes the request and moves the VNF Package to the “Deletion
Pending” state.

Step 3 (M) NFVO responds to the NM with notification of the result of the Delete VNF
Package operation indicating that the VNF Package is now marked as delete
pending.

Step 4 (M) After the last VNF terminated, the NFVO deletes the VNF Package and sends
VNF Package change notification that indicates deletion of the VNF Package.

Step 5 (M) NM receives the notification on deletion.

Exceptions

Post-conditions The VNF Package is deleted and no further operations with the package are
possible.

Traceability

6.4.2.6 Void
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6.4.2.7 VNF Package querying
. e <<Uses>>
Use case stage Evolution/Specification Related use
Goal Obtain properties of the VNF Package.
Actors and Roles  [NM.
Telecom NM, NFVO.
resources
Assumptions VNF Package querying is triggered by the NM.
Pre-conditions A VNF Package is on-boarded
Begins when NM layer determines the need for querying of the VNF Package.
Step 1 (M) NM layer sends a request to the NFVO to query the VNF package as specified in
[6], clause 7.7.6
Step 2 (M) NFVO processes the request.
Step 3 (M) NFVO acknowledges to the NM layer successful operation and returns the result
of the operation.
Exceptions
Post-conditions The NM layer possesses up-to-date information of the VNF Package,
Traceability
6.4.2.8 Fetch VNF Package operation
. e . <<Uses>>
Use case stage Evolution/Specification Related use

Goal

In case when the VNF Package has been on-boarded by another NM layer entity,
fetch a whole VNF Package.

Actors and Roles  |[NM.

Telecom NM, NFVO.

resources

Assumptions Fetch operation is triggered by the NM layer entity.

Pre-conditions

Begins when NM layer entity determines the need for fetching a whole VNF Package.

Step 1 (M) NM sends a fetch request to the NFVO to obtain the whole VNF Package using
VnfPkglInfold as specified in [6], clause 7.7.10.

Step 2 (M) NFVO sends to the NM the fetch response that contains information requested by
the NM.

Exceptions

Post-conditions The NM possesses the requested information.

Traceability
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6.4.2.9 Fetch On-boarded VNF Package Artefacts operation
. e <<Uses>>
Use case stage Evolution/Specification Related use
Goal Fetch selected artefacts of the VNF Package.
Actors and Roles  [NM.
Telecom NM, NFVO.
resources
Assumptions Fetch operation is triggered by the NM layer entity.
Pre-conditions The VNF Package is on-boarded.
Begins when NM layer entity determines the need for fetching selected artefacts contained in
the VNF package.
Step 1 (M) The NM queries the NFVO for the VNF Package Information Clause 6.4.2.7:
Use case for
VNF Package
querying
Step 2 (M) The NFVO responds to the NM with the result of the query that contains the VNF |Clause 6.4.2.7:
Package information Use case for
VNF Package
querying
Step 3 (M) NM sends a fetch request to the NFVO to obtain the selected artefacts contained
in the VNF package as specified in [6], clause 7.7.11. The artefacts are
addressed using access information obtained in response to the Query On-
boarded VNF Package Information operation.
Step 4 (M) NFVO sends to the NM the fetch response that contains copy of the artefacts
requested by the NM.
Exceptions
Post-conditions The NM possesses the requested information.
Traceability
6.4.2.10 Notify operation on VNF package management interface
. g . <<Uses>>
Use case stage Evolution/Specification Related use
Goal NM to receive notifications related to changes of VNF Packages sent by the
NFVO.
Actors and Roles  [NFVO.
Telecom NM, NFVO.
resources
Assumptions NM has an active subscription at the NFVO for certain notifications related to

changes of VNF Packages such as VNF Package on-boarding and VNF Package
Change natifications. The subscription includes a filter for selecting the VNF
Package(s) and related change notifications.

Pre-conditions

Begins when There is a change in the VNF Package that triggers a notification matching the
filter in the subscription, see [6], clause 7.7.8.

Step 1 (M) NFVO sends the notification on the change, to the NM.

Step 2 (M) The NM receives the naotification.

Exceptions

Post-conditions The NM possesses information carried by the received notification.

Traceability
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Use case stage

Evolution/Specification

<<Uses>>
Related use

Goal

To subscribe with a filter for the notifications related to changes of VNF Packages
sent by the NFVO.

Actors and Roles  [NM.

Telecom NM, NFVO.

resources

Assumptions Subscription is triggered by the NM layer.

Pre-conditions

Begins when NM layer determines the need to subscribe with a filter for the notifications related
to changes of VNF Packages sent by the NFVO.

Step 1 (M) NM sends to the NFVO request for subscription to certain notifications related to
changes of certain VNF Package(s) as specified in [6], clause 7.7.7.

Step 2 (M) NFVO responds to the NM with the result of the operation indicating if the
subscription has been successful or not, and, in the case of success,
identification of the subscription realized.

Exceptions

Post-conditions

In the case of successful subscription, the NM is registered to receive
notifications related to changes of VNF Packages sent by the NFVO and
matching the filter

Traceability
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6.4.3 NS Instance use cases
6.4.3.1 NS instantiation
6.4.3.1.1 Instantiation of a new NS
. e . <<Uses>>
Use case stage Evolution/Specification Related use

Goal To instantiate a NS with necessary input parameterization through operation

request from NM on the Os-Ma-nfvo reference point in order to honour specific

NS usage, e.g. geographical location, capacity, etc.
Actors and Roles  |NM requests the NS instantiation
Telecom NM.
resources NFVO
Assumptions NS may contain VNFs, PNFs and nested NSs.
Pre-conditions The VNF Package(s) of the VNF(s) to be instantiated as part of the NS are on- Clause 6.4.2.1:

boarded.
The NSD for the NS instantiation is on-boarded.

Use case for
VNF Package

A NS instance identifier and an associated instance of a NsInfo information on-boarding
element have been created. Clause 6.4.4.1:
PNFDs for PNF constituents of NS have been on-boarded. Use case for
Network
Service
Descriptor
(NSD) On-
boarding.
Clause
6.4.3.12:
Create NS
Identifier
Begins when NM determines (e.g., by operator request) that a new NS needs to be instantiated
honouring certain usage and input requirements.
Step 1 (M) NM sends to NFVO a request to instantiate the new NS indicating in the request
information about the target NSD and additional parameterization for the specific
NS to instantiate (see clause 7.3.3 in ETSI GS NFV-IFA013 [6]).
In case the NS instantiation request required VNF(s) instantiation or
configuration, the VNFs' parameters/values, including those captured in vendor
specific name value pairs, carried by such request are only related to VNF
virtualization aspects and are not VNF application specific.
Step 2 (M) NFVO sends to NM a notification about the start of the NS instantiation (see
clause 7.3.12 in ETSI GS NFV-IFA 013 [6]).
Step 3 (M) NFVO executes with rest of NFV-MANO system the instantiation of the NS.
Step 4 (M) NFVO sends to NM a notification about the results of the NS instantiation
execution (see clause 7.3.12 in ETSI GS NFV-IFA 013 [6]).
Ends when All the steps identified above are successfully completed.
Exceptions One of the steps identified above fails.
Post-conditions A new NS is instantiated.
Traceability REQ-NFV_LCM_Os-Ma-nfvo-FUN-1
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6.4.3.1.2 Instantiation of a new NS with existing VNF instances and new VL instances
. e <<Uses>>
Use case stage Evolution/Specification Related use
Goal Interconnect specific external CPs of specific VNF instances by adding them to a
new NS.
Actors and Roles  |[NM
Telecom NFVO
resources
Assumptions NM is subscribed for NS LCM notifications
Pre-conditions The VNF instances being interconnected already exist (have been instantiated) Clause
and do not belong to the same NS instance. 6.4.3.12:
A NS instance identifier and an associated instance of a NsiInfo information Create NS
element have been created. Identifier

Begins when NM determines (e.g. by operator's request) the need for interconnecting the VNF
instances that do not belong to the same NS.

Step 1 (M) NM sends a request to the NFVO to instantiate a new NS instance by adding
existing VNF instances to it and creating new instances of VL connecting specific
external CPs of specific VNF instances belonging to this NS instance.

Step 2 (M) NFVO returns to the NM lifecycleOperationOccurrenceld and processes the
request.

Step 3 (M) NFVO sends to NM Lifecycle Change Notification indicating start of the operation.

Step 4 (M) NFVO sends to NM Lifecycle Change Notifications indicating progress of the
operation.

Step 5 (M) NFVO sends to NM Lifecycle Change Notification indicating result of the
operation.

Ends when All the steps identified above are successfully completed.

Exceptions One of the steps identified above fails.

Post-conditions

The new NS instance has been created with identified VNF instances
interconnected according to the operator's needs

Traceability REQ-NFV_LCM_Os-Ma-nfvo-FUN-26
6.4.3.1.3 Instantiation of a new NS with existing NS instances and new VL instances
. e . <<Uses>>
Use case stage Evolution/Specification Related use
Goal Interconnect specific SAPs of specific NS instances by adding them to a new NS.
Actors and Roles  |[NM
Telecom NFVO
resources
Assumptions NM is subscribed for NS LCM noatifications
Pre-conditions The NS instances with SAPs being interconnected already exist (have been Clause
instantiated) and do not belong to the same NS instance. 6.4.3.12:
A NS instance identifier and an associated instance of a NsInfo information Create NS
element have been created. Identifier

Begins when NM determines (e.g. by operator's request) the need for interconnecting the NS
instances that do not belong to the same NS.

Step 1 (M) NM sends a request to the NFVO to instantiate a new NS instance by adding
existing NS instances to it and creating new instances of VL connecting specific
SAPs of specific nested NS instances belonging to this NS instance.

Step 2 (M) NFVO returns to the NM lifecycleOperationOccurrenceld and processes the
request.

Step 3 (M) NFVO sends to NM Lifecycle Change Notification indicating start of the operation.

Step 4 (M) NFVO sends to NM Lifecycle Change Notifications indicating progress of the
operation.

Step 5 (M) NFVO sends to NM Lifecycle Change Notification indicating result of the
operation.

Ends when All the steps identified above are successfully completed.

Exceptions One of the steps identified above fails.

Post-conditions

The new NS instance has been created with identified nested NS instances
interconnected according to the operator's needs

Traceability

REQ-NFV_LCM_Os-Ma-nfvo-FUN-27
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6.4.3.2 NS instance termination
. e <<Uses>>
Use case stage Evolution/Specification Related use

Goal Enable NM to terminate a NS instance
Actors and Roles  |[NM.
Telecom NFVO.
resources
Assumptions NS termination is triggered by the NM.
Pre-conditions NS instance(s) exist..

NFVO is running.

NM is operational
Begins when NM determines to terminate a NS instance.
Step 1 (M) NM sends a request to the NFVO to terminate a NS instance.
Step 2 (M) NFVO terminates the NS instance and all those VNF instances associated only

with the NS instance
Step 3 (M) NFVO sends to the NM the result of the operation.
Exceptions
Post-conditions In case of success, the NS instance has been terminated and all those VNF

instances associated only with this NS instance have been terminated.
Traceability REQ-NFV_LCM_Os-Ma-nfvo-FUN-6
6.4.3.3 NS instance querying

. e . <<Uses>>
Use case stage Evolution/Specification Related use

Goal Enable NM to obtain information on one or more NS instance(s)
Actors and Roles  |[NM.

Telecom NFVO.

resources

Assumptions NS querying is triggered by the NM.

Pre-conditions

One or more NS instance(s) exist.
NFVO is running.
NM is operational

Begins when NM determines to query one or more NS instance(s).

Step 1 (M) NM sends a request to the NFVO to query one or more NS instance(s) with
queryFilter specifying identifiers and attributeSelector providing a list of attribute
names of NS.

Step 2 (M) NFVO processes the request.

Step 3 (M) NFVO send to the NM the result of the operation.

Exceptions

Post-conditions The NM possesses up-to-date information of the NS instance(s)

Traceability REQ-NFV_LCM_Os-Ma-nfvo-FUN-7
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6.4.3.4 NS scaling using VNF scaling operation initiated through Os-Ma-nfvo
reference point
. e . <<Uses>>
Use case stage Evolution/Specification Related use
Goal To scale a VNF instance by scaling the NS instance through operation request to
NFVO by NM, and notify about the execution of the NS instance scaling through
reference point Os-Ma-nfvo.
Actors and Roles |NM detects whether a scaling execution is needed and requests the NFVO to
execute the NS scaling.
Telecom NM, NFVO
resources
Assumptions
Pre-conditions The subject NS instance is not being scaled at the moment.
Begins when NM detected the need to scale and have determined the scaling target VNF
instance(s) and action (i.e. addition, expansion, contraction or removal).
Step 1 (M) NM sends the NFVO a request to scale a NS with an indication of the target VNF
instance to scale, type of scaling and value of scaling as necessary.
Step 2 (M) The NFVO sends to NM a naotification about the start of the NS scaling execution.
Step 3 (M) The NFVO executes the procedure to scale the NS instance.
Step 4 (M) NFVO sends to NM a notification about the end of the NS scaling execution.
Ends when All the steps identified above are successfully completed.
Exceptions
Post-conditions The NS instance has been scaled.
Traceability REQ-NFV_LCM_Os-Ma-nfvo-FUN-8, REQ-NFV_LCM_Os-Ma-nfvo-FUN-11
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6.4.3.5 Updating an NS instance to correspond to a different NSD version
. e <<Uses>>
Use case stage Evolution/Specification Related use
Goal The network operator through 3GPP management system can decide the time
when and has the capacity to update the NS instance to correspond to a
different NSD version when such update synchronization has not automatically
been performed by the NFVO.
Actors and Roles |NM.
Telecom NFVO
resources
Assumptions The NM is subscribed to NS lifecycle change notifications from the NFVO.
Pre-conditions The NS to update is instantiated. Clause
The new NSD version is available to the NM. 6.4.3.1.1: Use
case of NS
instantiation
Begins when NM determines to update the existing NS instance, e.g., due to changes in its
VNF instances.
Step 1 (M) The NSD instance is updated with the new NSD version (see clause 7.2.5 in Clause 6.4.4.7:
ETSI GS NFV-IFA 013 [6]). Use case for
updating NSD
instance
Step 2 (M) The NS instance is associated to the newly on-boarded NSD version. Clause 6.4.3.6:
Use case for
NOTE: The automatic update synchronization by NFVO is set to false (see associating a
clause 8.3.4.19 in ETSI GS NFV-IFA 013 [6]). new NSD
version to an NS
instance as part
of NS update
Step 3 (M) NM sends a request to NFVO to update the NS instance with the necessary
update information, e.g., addition, removal or modification of existing VNF
instances part of the NS instance (see clause 7.3.5 in ETSI GS NFV-IFA 013
[6]).
Step 4 (M) NFVO acknowledges the NS instance update request providing information to
identify the lifecycle operation occurrence (see clause 7.3.5 in ETSI
GS NFV-IFA 013 [6]).
Step 5 (M) NFVO sends to NM a natification indicating the start of the NS update lifecycle
changes. The notification identifies the NS instance affected for the lifecycle
change, the lifecycle operation occurrence and the type of lifecycle operation
(see clause 8.3.2.2 in ETSI GS NFV-IFA 013 [6]).
Step 6 (M) NFVO sends to NM a notification indicating the end result of the NS update
lifecycle changes. The notification identifies the NS instance affected for the
lifecycle change, the lifecycle operation occurrence, the type of lifecycle
operation and information about the entities part of the NS instance affected by
the lifecycle change (see clause 8.3.2.2 in ETSI GS NFV-IFA 013 [6]).
Ends when Ends when all steps identified above are completed or when an exception
OCCUrs.
Exceptions One of the steps identified above fails.
Post-conditions  |The NS instance has been updated to correspond to the different NSD version.
Traceability REQ-NFV_LCM_Os-Ma-nfvo-FUN-9, REQ-NFV_LCM_0Os-Ma-nfvo-FUN-17,

REQ-NFV_LCM_Os-Ma-nfvo-FUN-20
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6.4.3.6 Associating a different NSD version to an NS instance as part of NS update
. e <<Uses>>
Use case stage Evolution/Specification Related use
Goal The network operator through 3GPP management system has the capacity to
associate an existing NS instance to a different NSD version as part of NS
update, so that the NS instance lifecycle management and NS instance updates
can be performed according to the different NSD version.
Actors and NM.
Roles
Telecom NFVO
resources
Assumptions N/A
Pre-conditions  |The different NSD version to associate the NS instance to is already on-boarded. |Clause 6.4.4.7:

Use case for
updating NSD

instance.

Begins when NM determines to associate the different NSD version to the existing NS

instance.
Step 1 (M) NM sends a request to the NFVO as part of NS update to associate the different

NSD version to the NS instance by providing the identifier of the on-boarded

different version and indication of whether the NS instance will be automatically

synchronized to the new NSD by the NFVO (see clause 8.3.4.15 in ETSI GS

NFV-IFA 013 [6]).

NOTE: The present use case does not elaborate in the additional steps that

can occur when automatic synchronization is performed.

Step 2 (M) NFVO acknowledges to the NM the successful NS update operation (see

clause 7.3.5 in ETSI GS NFV-IFA 013 [6]).
Ends when Ends when all steps identified above are completed or when an exception

occurs.
Exceptions One of the steps identified above fails.
Post-conditions |The NS instance is associated to the different NSD version.
Traceability REQ- NFV_LCM_Os-Ma-nfvo-FUN-22
6.4.3.7 Addition of a new VL to an existing NS instance

. e <<Uses>>
Use case stage Evolution/Specification Related use

Goal Interconnect specific external CPs of specific VNF instances.
Actors and Roles  [NM

Telecom NFVO

resources

Assumptions NM is subscribed for NS LCM notifications

Pre-conditions

The VNF instances being interconnected already exist (have been instantiated)
and belong to the same NS instance.

Begins when NM determines (e.g. by operator's request) the need for interconnecting the VNF
instances.

Step 1 (M) NM sends a request to the NFVO to update the NS instance by creating a new
instance of VL with specific external CPs of specific VNF instances belonging to
this NS instance.

Step 2 (M) NFVO returns to the NM lifecycleOperationOccurrenceld and processes the
request.

Step 3 (M) NFVO sends to NM Lifecycle Change Notification indicating start of the operation.

Step 4 (M) NFVO sends to NM Lifecycle Change Notifications indicating progress of the
operation.

Step 5 (M) NFVO sends to NM Lifecycle Change Notification indicating result of the
operation.

Ends when All the steps identified above are successfully completed.

Exceptions One of the steps identified above fails.

Post-conditions

The identified VNF instances are interconnected according to the operator's
needs

Traceability

REQ-NFV_LCM_Os-Ma-nfvo-FUN-23
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6.4.3.8 Addition of an existing VNF instance to an existing NS instance
. e <<Uses>>
Use case stage Evolution/Specification Related use
Goal Add an existing VNF instances to the existing NS instance.
Actors and Roles  |[NM
Telecom NFVO
resources
Assumptions NM is subscribed for NS LCM notifications
Pre-conditions The VNF instance being added already exist (has been instantiated) and does
not belong to this NS instance.
The VNFD (VNF type) of the VNF instance being added is already known to the
NSD of the NS where the VNF instance is being added to.
The DF of the VNF instance being added matches one of the VNF profiles in the
NSD of the NS where the VNF instance is being added to.
Begins when NM determines (e.g. by operator's request) the need for adding an existing VNF
instance to an existing NS instance.
Step 1 (M) NM sends a request to the NFVO to update the NS instance by adding the
existing instance of VNF and if needed, with VNF profile to be used for this VNF
instance (see [6] clauses 7.3.5 and 8.3.4.3).
Step 2 (M) NFVO returns to the NM lifecycleOperationOccurrenceld and processes the
request.
Step 3 (M) NFVO sends to NM Lifecycle Change Notification indicating start of the operation.
Step 4 (M) NFVO sends to NM Lifecycle Change Notifications indicating progress of the
operation.
Step 5 (M) NFVO sends to NM Lifecycle Change Notification indicating result of the
operation.
Ends when All the steps identified above are successfully completed.
Exceptions One of the steps identified above fails.
Post-conditions The identified VNF instances have been added to the NS instance according to
the operator's needs
Traceability REQ-NFV_LCM_Os-Ma-nfvo-FUN-24
6.4.3.9 Addition of a new SAP to an existing NS instance
. e . <<Uses>>
Use case stage Evolution/Specification Related use

Goal

Add new Service Access Point exposing specific external CP of a specific VNF
instance.

Actors and Roles |[NM

Telecom NFVO

resources

Assumptions NM is subscribed for NS LCM noatifications

Pre-conditions

The VNF instance who's external CP is being exposed as SAP already exists
(has been instantiated) and belongs to the same NS instance where the new SAP
is being added.

Begins when NM determines (e.g. by operator's request) the need for exposing a specific VNF
external CP as a new SAP.

Step 1 (M) NM sends a request to the NFVO to update the NS instance by creating a new
instance of SAP exposing specific external CP of a specific VNF instance
belonging to this NS instance.

Step 2 (M) NFVO returns to the NM lifecycleOperationOccurrenceld and processes the
request.

Step 3 (M) NFVO sends to NM Lifecycle Change Notification indicating start of the operation.

Step 4 (M) NFVO sends to NM Lifecycle Change Notifications indicating progress of the
operation.

Step 5 (M) NFVO sends to NM Lifecycle Change Notification indicating result of the
operation.

Ends when All the steps identified above are successfully completed.

Exceptions One of the steps identified above fails.

Post-conditions

The identified external CP of the identified VNF instance is exposed as a new
SAP according to the operator's needs

Traceability

REQ-NFV_LCM_Os-Ma-nfvo-FUN-25
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6.4.3.10 Notification regarding NS instance lifecycle changes
. e <<Uses>>
Use case stage Evolution/Specification Related use

Goal Enable NM to obtain the lifecycle change notifications on one or more NS

instance(s).
Actors and Roles  |[NM receives NS lifecycle change notifications.
Telecom NFVO
resources
Assumptions
Pre-conditions NFVO is running.

NM subscribed for the notifications related to NS lifecycle changes.
Begins when NFVO monitors the lifecycles of the identified NS instance and the NS lifecycle is

changed
Step 1 (M) NFVO creates NS lifecycle change notification including information: identity of

the NS instance, the type of lifecycle change including the beginning or the end of

the procedure affecting the lifecycle changes.
Step 2 (M) NFVO sends to NM the NS lifecycle change notifications.
Ends when NM unsubscribes to NS lifecycle change notification.
Exceptions
Post-conditions NM has information about the lifecycle changes of the one or more managed NS

instance(s).
Traceability REQ-NFV_LCM_Os-Ma-nfvo-FUN-20
6.4.3.11 Subscription regarding NS instance lifecycle changes

. e <<Uses>>
Use case stage Evolution/Specification Related use

Goal To subscribe by NM the lifecycle changes on one or more NS instance(s).
Actors and Roles  |NM subscribes NS instance lifecycle change notifications.
Telecom NFVO
resources
Assumptions

Pre-conditions

NFVO is running.
NM is operational

Begins when NM determines to subscribe lifecycle changes on one or more NS instance(s).

Step 1 (M) NM requests a subscription to NFVO to receive the lifecycle change notifications
regarding one or more NS instance(s).

Step 2 (M) NFVO creates a subscription and acknowledges the creation of the subscription
to NM.

Ends when All the steps identified above are successfully completed.

Exceptions

Post-conditions

NM is subscribed to lifecycle changes of the one or more managed NS
instance(s).

Traceability

REQ-NFV_LCM_Os-Ma-nfvo-FUN-19
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6.4.3.12 Create NS ldentifier
. . <<Uses>>
Use case stage Evolution/Specification Related use

Goal To create a NS instance identifier and associated instance of a NsInfo information
element to enable further NS instantiation.

Actors and Roles  |[NM requests creation of the NS Identifier

Telecom NM.

resources NFVO

Assumptions

Pre-conditions The NSD is on-boarded.

Begins when NM determines (e.g., by operator request) that a new NS instance identifier, and
an associated instance of a NsiInfo information element are needed to enable NS
instantiation based on the NSD.

Step 1 (M) NM sends to NFVO a Create NS Identifier request with reference to the NSD and
additional information like NS name (see clause 7.3.2 in ETSI GS NFV-IFA013
[6]).

Step 2 (M) NFVO creates the NS Identifier and the associated instance of NsiInfo information
element and sends the response to the NM

Ends when All the steps identified above are successfully completed.

Exceptions One of the steps identified above fails.

Post-conditions A new NS instance identifier and an associated instance of a NsInfo information
element are created and can be used in further NS instantiation.

Traceability REQ-NFV_LCM_Os-Ma-nfvo-FUN-29

6.4.3.13 Delete NS instance identifier

. . <<Uses>>
Use case stage Evolution/Specification Related use

Goal To delete the NS instance identifier and the associated instance of a NsiInfo
information element after the NS instance termination.

Actors and Roles  |[NM requests deletion of the NS instance identifier.

Telecom NM, NFVO

resources

Assumptions

Pre-conditions NS instance is terminated.

Begins when NM determines (e.g., by operator request) that the NS instance identifier and the
associated instance of NsiInfo information element of the terminated NS instance
are needed to be deleted.

Step 1 (M) NM sends to NFVO a Delete NS Identifier request (see clause 7.3.8 in ETSI GS
NFV-IFA013 [6)).

Step 2 (M) NFVO deletes the NS Identifier and sends the response to the NM.

Ends when All the steps identified above are successfully completed.

Exceptions One of the steps identified above fails.

Post-conditions The NS instance identifier are deleted.

Traceability REQ-NFV_LCM_Os-Ma-nfvo-FUN-35
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6.4.3.14 Addition of PNF to the NS instance
. e <<Uses>>
Use Case Evolution/Specification Related use
Goal Add an existing PNF to the existing NS instance.
Actors and Roles |NM
Telecom NFVO
resources
Assumptions NM is subscribed to receive the NS LCM noatifications.
Pre-conditions The PNF being added already exist and does not belong to this NS instance.
The PNFD of the PNF being added is already known to the NSD of the NS where
the PNF is being added to.
Begins when NM determines (e.g. by operator's request) the need for adding an existing PNF to
an existing NS instance.
Step 1 (M) NM sends a request to the NFVO to update the NS instance by adding the existing
PNF (see [6] clauses 7.3.5).
Step 2 (M) NFVO returns to the NM lifecycleOperationOccurrenceld and processes the request
Step 3 (M) NFVO sends to NM Lifecycle Change Notification indicating start of the operation.
Step 4 (M) NFVO sends to NM Lifecycle Change Notifications indicating progress of the
operation.
Step 5 (M) NFVO sends to NM Lifecycle Change Notification indicating result of the operation.
Ends when All the steps identified above are successfully completed.
Exceptions One of the steps identified above fails.
Post-conditions The identified PNF has been added to the NS instance according to the operator's
needs.
Traceability REQ-NFV_LCM_0Os-Ma-nfvo-FUN-x
6.4.3.15 Add an existing VNF instance with connectivity
. e . <<Uses>>
Use Case Evolution/Specification Related use
Goal Add an existing VNF instance to a NS with connectivity to other VNF instance or
PNF.
Actors and Roles |NM
Telecom NFVO
resources

Assumptions

NM is subscribed to receive the NS LCM notifications.

Pre-conditions

A VNF instance has been instantiated.

Begins when

NM determines (e.g. by operator's request) to add an existing VNF instance to a NS
with connectivity to other VNF instance or PNF.

Step 1 (M) NM sends a request to the NFVO to add an existing VNF instance to a NS (see
clause 7.3.5 in [6]) with VNF instance identifier and connectivity information for the
external CP instances.

Step 2 (M) NFVO returns to the NM lifecycleOperationOccurrenceld and processes the request

Step 3 (M) NFVO sends to NM Lifecycle Change Notification indicating start of the operation.

Step 4 (M) NFVO sends to NM Lifecycle Change Notifications indicating progress of the
operation.

Step 5 (M) NFVO sends to NM Lifecycle Change Notification indicating result of the operation.

Ends when All the steps identified above are successfully completed.

Exceptions One of the steps identified above fails.

Post-conditions

The existing VNF instance has been added with connectivity to other VND instance
or PNF in the NS.

Traceability

REQ-NFV_LCM_Os-Ma-nfvo-FUN-x

6.4.3.16

Add external connectivity to a PNF or VNF instance
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. e <<Uses>>
Use Case Evolution/Specification Related use
Goal Add external connectivity to a PNF or VNF instance.
Actors and Roles |NM
Telecom NFVO
resources
Assumptions NM is subscribed to receive the NS LCM noatifications.
Pre-conditions A PNF or VNF instance has been added or instantiated in an NS instance without
the external connectivity, or a new external connectivity is needed due to PNF or
VNF upgrade.
Begins when NM determines (e.g. by operator's request) that it is necessary to add the external
connectivity to an existing PNF or VNF instance.
Step 1 (M) NM sends a request to the NFVO to update the NS instance (see clause 7.3.5 in [6])
to add the external connectivity to an existing PNF or VNF instance.
Step 2 (M) NFVO returns to the NM lifecycleOperationOccurrenceld and processes the request
Step 3 (M) NFVO sends to NM Lifecycle Change Notification indicating start of the operation.
Step 4 (M) NFVO sends to NM Lifecycle Change Noatifications indicating progress of the
operation.
Step 5 (M) NFVO sends to NM Lifecycle Change Notification indicating result of the operation.
Ends when All the steps identified above are successfully completed.
Exceptions One of the steps identified above fails.
Post-conditions  |The external connectivity has been added to the PNF or VNF instance according to
the operator's needs.
Traceability REQ-NFV_LCM_0Os-Ma-nfvo-FUN-x
6.4.3.17 Add a virtual link to a NS instance
. g . <<Uses>>
Use Case Evolution/Specification Related use
Goal Add a virtual link to a NS instance.
Actors and Roles |[NM
Telecom NFVO
resources

Assumptions

NM is subscribed to receive the NS LCM notifications.

Pre-conditions

The NS where the virtual link is to be added has been instantiated.
The virtual link descriptor and virtual link profile for the virtual link to be added are
available in the NSD either on-boarded previously or updated.

Begins when

NM determines (e.g. by operator's request) that it is necessary to add a virtual link to
an existing NS instance.

Step 1 (M) NM sends a request to the NFVO to update the NS instance (see clause 7.3.5 in [6])
to add a virtual link.

Step 2 (M) NFVO returns to the NM lifecycleOperationOccurrenceld and processes the request

Step 3 (M) NFVO sends to NM Lifecycle Change Notification indicating start of the operation.

Step 4 (M) NFVO sends to NM Lifecycle Change Notifications indicating progress of the
operation.

Step 5 (M) NFVO sends to NM Lifecycle Change Notification indicating result of the operation.

Ends when All the steps identified above are successfully completed.

Exceptions One of the steps identified above fails.

Post-conditions  |A virtual link has been added to the NS instance according to the operator's needs.

Traceability REQ-NFV_LCM_0Os-Ma-nfvo-FUN-x
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6.4.3.18 Change external connectivity to a PNF or VNF instance
. e <<Uses>>
Use Case Evolution/Specification Related use
Goal Change external connectivity to a PNF or VNF instance.
Actors and Roles |NM
Telecom NFVO
resources
Assumptions NM is subscribed to receive the NS LCM noatifications.
Pre-conditions A PNF or VNF instance has been added or instantiated in an NS instance.
Begins when NM determines (e.g. by operator's request) that it is necessary to change the
external connectivity to an existing PNF or VNF instance.
Step 1 (M) NM sends a request to the NFVO to update the NS instance (see clause 7.3.5 in [6])
to change the external connectivity to an existing PNF or VNF instance.
Step 2 (M) NFVO returns to the NM lifecycleOperationOccurrenceld and processes the request
Step 3 (M) NFVO sends to NM Lifecycle Change Notification indicating start of the operation.
Step 4 (M) NFVO sends to NM Lifecycle Change Notifications indicating progress of the
operation.
Step 5 (M) NFVO sends to NM Lifecycle Change Notification indicating result of the operation.
Ends when All the steps identified above are successfully completed.
Exceptions One of the steps identified above fails.
Post-conditions The external connectivity has been changed to the PNF or VNF instance according
to the operator's needs.
Traceability REQ-NFV_LCM_0Os-Ma-nfvo-FUN-x
6.4.3.19 Add VNF forwarding graph to a NS instance
. e . <<Uses>>
Use Case Evolution/Specification Related use
Goal Add VNF forwarding graph to a NS instance.
Actors and Roles |NM
Telecom NFVO
resources

Assumptions

NM is subscribed to receive the NS LCM notifications.

Pre-conditions

An NS instance, containing the VNF instances and all necessary components (e.g.
VLs, CPs, SAPs, ...) to form a VNFFG, has been instantiated,
VNFFGD for the VNFFG to be added already exists.

Begins when

NM determines (e.g. by operator's request) that it is necessary to add a VNFFG to a
NS instance.

Step 1 (M) NM sends a request to the NFVO to update the NS instance (see clause 7.3.5 in [6])
by adding a VNFFG to a NS instance.

Step 2 (M) NFVO returns to the NM lifecycleOperationOccurrenceld and processes the request

Step 3 (M) NFVO sends to NM Lifecycle Change Notification indicating start of the operation.

Step 4 (M) NFVO sends to NM Lifecycle Change Notifications indicating progress of the
operation.

Step 5 (M) NFVO sends to NM Lifecycle Change Notification indicating result of the operation.

Ends when All the steps identified above are successfully completed.

Exceptions One of the steps identified above fails.

Post-conditions  |The VNFFG has been added to the NS instance according to the operator's needs.

Traceability REQ-NFV_LCM _ Os-Ma-nfvo-FUN-x

6.4.3.20 Update VNF forwarding graph in a NS instance
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. e <<Uses>>
Use Case Evolution/Specification Related use
Goal Update VNF forwarding graph in a NS instance.
Actors and Roles |NM
Telecom NFVO
resources
Assumptions NM is subscribed to receive the NS LCM noatifications.
Pre-conditions An NS instance with VNFFG already exists,
VNFFGD for the VNFFG to be updated already exists.
Begins when NM determines (e.g. by operator's request) that it is necessary to update the VNFFG
in a NS instance.
Step 1 (M) NM sends a request to the NFVO to update the VNFFG (e.g. addition, deletion, and
modification of NFP) in a NS instance via the NS update operation (see clause 7.3.5
in [6]).
Step 2 (M) NFVO returns to the NM lifecycleOperationOccurrenceld, and the idenfifier of new
NFP if the update is to add a NFP to the existing VNFFG, and processes the
request.
Step 3 (M) NFVO sends to NM Lifecycle Change Notification indicating start of the operation.
Step 4 (M) NFVO sends to NM Lifecycle Change Notifications indicating progress of the
operation.
Step 5 (M) NFVO sends to NM Lifecycle Change Notification indicating result of the operation.
Ends when All the steps identified above are successfully completed.
Exceptions One of the steps identified above fails.
Post-conditions  |The VNFFG has been updated to the NS instance according to the operator's
needs.
Traceability REQ-NFV_LCM_0Os-Ma-nfvo-FUN-x
6.4.4 NS Descriptor use cases
6.4.4.1 NS Descriptor (NSD) On-boarding
. g . <<Uses>>
Use case stage Evolution/Specification Related use
Goal NSD On-boarding
Actors and Roles  [NM
Telecom NM, NFVO
resources
Assumptions NSD on-boarding is triggered by the NM layer

Pre-conditions

NFVO is running.
NM layer is operational.
The NM layer possesses the NSD

Begins when NM layer determines the need for on-boarding of the NSD

Step 1 (M) NM layer sends a request to the NFVO on the NSD on-boarding as specified in
[6], clause 7.2.2.

Step 2 (M) NFVO processes the request and on-boarding proceeds.

Step 3 (M) NFVO acknowledges to the NM layer successful NSD on-boarding.

Exceptions

Post-conditions The NSD is on-boarded.

Traceability REQ-NFV_LCM Os-Ma-nfvo-FUN-14, REQ-NFV_LCM_Os-Ma-nfvo-FUN-15
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6.4.4.2 Enabling NS Descriptor instance
. e <<Uses>>
Use case stage Evolution/Specification Related use

Goal NS Descriptor instance enabling
Actors and Roles  |[NM
Telecom NM, NFVO
resources
Assumptions NS Descriptor instance enabling is triggered by the NM layer
Pre-conditions NFVO is running.

NM layer is operational.

There is a NS Descriptor instance in one of the following states: “Disabled, In

use” or “Disabled, Not in use” defined in [6], clause D2.2
Begins when NM layer determines the need for enabling the NS Descriptor instance
Step 1 (M) NM layer sends a request to the NFVO to update the NS Descriptor instance as

specified in [6], clause 7.2.5, including a new state.
Step 2 (M) NFVO processes the request and updates the state of the NS Descriptor instance
Step 3 (M) NFVO acknowledges to the NM layer successful enablement of the NS Descriptor

instance.
Exceptions
Post-conditions The NS Descriptor instance is enabled.
Traceability
6.4.4.3 Disabling NS Descriptor instance

. e <<Uses>>
Use case stage Evolution/Specification Related use

Goal NS Descriptor instance disabling
Actors and Roles  |[NM
Telecom NM, NFVO
resources
Assumptions NS Descriptor instance disabling is triggered by the NM layer

Pre-conditions

NFVO is running.

NM layer is operational.

There is a NS Descriptor instance in one of the states “Enabled, In use” or
“Enabled, Not in use” defined in [6], clause D2.2

Begins when NM layer determines the need for disabling the NS Descriptor instance

Step 1 (M) NM layer sends a request to the NFVO to update the NS Descriptor instance as
specified in [6], clause 7.2.5, including a new state.

Step 2 (M) NFVO processes the request and updates the state of the NS Descriptor instance

Step 3 (M) NFVO acknowledges to the NM layer successful disabling of the NS Descriptor
instance

Exceptions

Post-conditions The NS Descriptor instance is disabled

Traceability
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6.4.4.4 Query NSD operation
. e <<Uses>>
Use case stage Evolution/Specification Related use

Goal Enable NM to obtain information on one or more NS Descriptors (NSDs)
Actors and Roles  [NM.
Telecom NFVO.
resources
Assumptions NSD querying is triggered by the NM.
Pre-conditions One or more NSDs are on-boarded.

NFVO is running.

NM is operational
Begins when NM determines to query one or more NSD(s).
Step 1 (M) NM sends a request to the NFVO to query one or more NSD(s), with the filter

defining the NSDs on which the query applies, and the attribute selector providing

a list of attribute names of the NSD(s), according to [6], clause 7.2.7
Step 2 (M) NFVO processes the request.
Step 3 (M) NFVO sends to the NM the result of the operation.
Exceptions
Post-conditions The NM possesses the requested information on the NSD(s)
Traceability
6.4.4.5 Delete NS Descriptor operation, when in use

. e . <<Uses>>
Use case stage Evolution/Specification Related use

Goal Delete one or more NS Descriptor(s) that are in use.

Actors and Roles  |NM

Telecom NM, NFVO

resources

Assumptions Deletion of the NS Descriptor (NSD) is triggered by the NM layer

Pre-conditions

NFVO is running.

NM layer is operational.

There are one or several NSD(s) in the state “Disabled, In use” defined in [6],
clause D2.2

Begins when NM layer determines the need for deletion of the NSDs

Step 1 (M) NM layer sends a request to the NFVO on deletion of the NSDs as specified in
[6], clause 7.2.6.

Step 2 (M) NFVO processes the request and transfers the NSDs into the Deletion Pending
state.

Step 3 (M) NFVO responds to the NM layer with the result of the operation including
indication that the NSDs are marked as delete pending.

Step 4 (M) After the last NS associated with certain NSD is terminated, the NFVO deletes
the NSD.

Exceptions

Post-conditions The NSDs are deleted

Traceability
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6.4.4.6 Delete NS Descriptor operation, when not in use
. e <<Uses>>
Use case stage Evolution/Specification Related use
Goal Delete one or more NS Descriptor(s), a single version of an NSD or all versions.
Actors and Roles  [NM.
Telecom NM, NFVO
resources
Assumptions Deletion of the NS Descriptor (NSD) is triggered by the NM layer
Pre-conditions NFVO is running.
NM layer is operational.
There is a group of NSD(s) to be deleted that are all in the state “Disabled, Not in
use” as defined in [6], clause D2.2
Begins when NM layer determines the need for deletion of the group of the NSD(s).
Step 1 (M) NM layer sends a request to the NFVO on deletion of the NSD(s) as specified in
[6], clause 7.2.6.
Step 2 (M) NFVO processes the request and deletes the NSD(s).
Step 3 (M) NFVO responds to the NM layer with the result of the operation.
Exceptions
Post-conditions The NSD(s) are deleted
Traceability
6.4.4.7 Updating NSD instance
. e . <<Uses>>
Use case stage Evolution/Specification Related use
Goal The network operator through 3GPP management system has the capacity to
update an on-boarded NSD instance on the NFVO. An NSD update creates a
new NSD version and the previous on-boarded versions of the NSD are not
modified (see clause 7.2.5.1in ETSI GS NFV-IFA 013 [6]).
Actors and Roles [NM.
Telecom NFVO
resources
Assumptions N/A
Pre-conditions The NSD to update has been on-boarded. Clause 6.4.4.1:

Use case for NS
Descriptor (NSD)
On-boarding

Begins when

NM determines to update the existing on-boarded NSD.

Step 1 (M)

NM sends a request to the NFVO to update the NSD by providing the identifier
of the existing on-boarded version of the NSD to update, the new NSD version,
and optionally additional user defined data (see clause 7.2.5 in ETSI

GS NFV-IFA 013 [6]).

Step 2 (M)

NFVO acknowledges to the NM the successful NSD update providing the
identifier of the newly on-boarded NSD version (see clause 7.2.5 in ETSI GS
NFV-IFA 013 [6]).

Ends when

Ends when all steps identified above are completed or when an exception
occurs.

Exceptions

One of the steps identified above fails.

The NSD to update is in deletion pending state.

The new NSD version does not correspond to be a different version of the
existing on-boarded NSD to update.

Post-conditions

The newly NSD version is on-boarded.

Traceability

REQ- NFV_LCM_Os-Ma-nfvo-FUN-21
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6.4.4.8 Updating NSD user defined data
. e <<Uses>>
Use case stage Evolution/Specification Related use

Goal Update the user defined data in the NS Descriptor
Actors and Roles  |[NM
Telecom NM, NFVO
resources
Assumptions NS Descriptor update is triggered by the NM layer
Pre-conditions NFVO is running.

NM layer is operational.

There is an onboarded NS Descriptor (NSD).
Begins when NM layer determines the need for update of the user defined data in the NSD.
Step 1 (M) NM layer sends a request to the NFVO on update of the user defined data in the

NSD as specified in [6], clause 7.2.5.
Step 2 (M) NFVO processes the request and updates the NSD resulting in update of the

user defined data of the NSD.
Step 3 (M) NFVO sends response message to the NM layer, indicating successful NSD

update.
Exceptions
Post-conditions The NSD is updated.
Traceability
6.4.4.9 Subscribe to NSD change notifications

. e <<Uses>>
Use case stage Evolution/Specification Related use

Goal

Enable the NM to subscribe with a filter for the notifications related to changes of
one or several NSDs, sent by the NFVO

Actors and Roles  |NM.
Telecom NM, NFVO.
resources

Assumptions

Pre-conditions

NFVO is operational.
NM is operational.

Begins when NM determines a need in subscription to notifications on changes of certain
NSD(s).

Step 1 (M) NM sends a request to the NFVO, according to [6], clause 7.2.12.
The request contains the input filter for selecting the NSD(s) and the related
change notifications to subscribe to. This filter can contain information about
specific types of changes to subscribe to, or attributes of the NsdInfo.

Step 2 (M) NFVO processes the request and registers the NM to receive notifications about
changes of NSD(s).

Step 3 (M) NFVO sends to the NM the result of the operation.

Exceptions

Post-conditions The NM is registered to receive naotifications about changes of the NSD(s).

Traceability REQ- NFV_LCM_0Os-Ma-nfvo-FUN-33
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Use case stage

Evolution/Specification

<<Uses>>
Related use

Goal

Enable the NM to receive notifications related to NSD management changes,
sent by the NFVO.

Actors and Roles  |NM.
Telecom NM, NFVO.
resources

Assumptions

Pre-conditions

NFVO is operational.

NM is operational.

The NM is subscribed to notifications related to management changes of NSD
instances matching the filter defined at the time of the subscription.

Begins when NFVO monitors the NSD instances matching the filter and detects the
management change in one of the NSD instances.

Step 1 (M) NFVO sends to the NM the notification according to [6], clause 7.2.13.

Exceptions

Post-conditions The NM received the notification.

Traceability REQ- NFV_LCM_Os-Ma-nfvo-FUN-34

6.4.5 PNFD Use Cases

6.45.1

Introduction

PNFD lifecycle operations are considered exclusively in the context of definitions of the PNF connection points where
the PNF may connect to a VL and PNF connection points exposure as service access points, see clause 6.6 [10],
particularly the Table 6.6.2.2-1: Attributes of the Pnfd information element.

6.4.5.2

On-board PNFD operation

Use case stage

Evolution/Specification

<<Uses>>
Related use

Goal Enable NM to perform On-board PNFD operation.
Actors and Roles  [NM.

Telecom NM, NFVO.

resources

Assumptions PNFD on-boarding is triggered by the NM.

Pre-conditions

NFVO is running.
NM is operational.

Begins when NM determines a need in on-boarding a PNFD to make it available for use by NS
Descriptors (NSDs).

Step 1 (M) NM sends a PNFD on-board request to the NFVO, according to [6], clause 7.2.8.
The request contains the PNFD to be on-boarded.

Step 2 (M) NFVO processes the request and on-boards the PNFD.

Step 3 (M) NFVO sends to the NM the result of the operation.

Exceptions

Post-conditions The PNFD is on-boarded and available for use by NS Descriptors.

Traceability REQ-NFV_LCM_Os-Ma-nfvo-FUN-x
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6.4.5.3 Create a new version of already on-boarded PNFD
. e <<Uses>>
Use case stage Evolution/Specification Related use

Goal Enable NM to create a new version of already on-boarded PNFD using Update

PNFD operation.
Actors and Roles  [NM.
Telecom NM, NFVO.
resources
Assumptions
Pre-conditions NFVO is operational.

NM is operational.

The old version of the PNFD is on-boarded.
Begins when NM determines a need in creation of a new version of already on-boarded PNFD

using Update PNFD operation.
Step 1 (M) NM sends a Update PNFD request to the NFVO, according to [6], clause 7.2.9.

The request contains the PNFD to be created as a new version of the existing

PNFD.
Step 2 (M) NFVO processes the request and creates a new version of the PNFD
Step 3 (M) NFVO sends to the NM the result of the operation.
Exceptions
Post-conditions The new version of the PNFD is created and available for use by NS Descriptors.
Traceability REQ- NFV_LCM Os-Ma-nfvo-FUN-28
6.4.5.4 Update of the user defined data on PNFD

. e <<Uses>>
Use case stage Evolution/Specification Related use

Goal Enable NM to update the user defined data on PNFD using Update PNFD.

operation.
Actors and Roles  [NM.
Telecom NM, NFVO.
resources
Assumptions

Pre-conditions

NFVO is operational.
NM is operational.
PNFD is on-boarded.

Begins when NM determines a need in updating the user defined data on PNFD using Update
PNFD operation.

Step 1 (M) NM sends a Update PNFD request to the NFVO, according to [6], clause 7.2.9.
The request contains the user defined data to be updated and does not contain
new PNFD to be created.

Step 2 (M) NFVO processes the request and updates the user defined data on the PNFD.

Step 3 (M) NFVO sends to the NM the result of the operation.

Exceptions

Post-conditions The user defined data on the PNFD is updated.

Traceability REQ- NFV_LCM_0Os-Ma-nfvo-FUN-30
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6.4.5.5 Delete PNFD operation
. e <<Uses>>
Use case stage Evolution/Specification Related use

Goal Enable NM to delete the PNFDs.
Actors and Roles  [NM.
Telecom NM, NFVO.
resources
Assumptions
Pre-conditions NFVO is operational.

NM is operational.

The PNFD(s) are on-boarded and not in use in any of the NSs that are in the

active or NOT_INSTANTIATED state.
Begins when NM determines a need in deletion of the PNFD(s).
Step 1 (M) NM sends a Delete PNFD request to the NFVO, according to [6], clause 7.2.10.

The request contains

- identification of the on-boarded instance(s) of the PNFD(s) to be deleted.

- indication if the delete operation is to be applied on all versions of these PNFD

instances.
Step 2 (M) NFVO processes the request and deletes the PNFD(s) as requested.
Step 3 (M) NFVO sends to the NM the result of the operation.
Exceptions
Post-conditions The PNFD(s) are deleted as requested.
Traceability REQ- NFV_LCM_0Os-Ma-nfvo-FUN-31
6.4.5.6 Query PNFD operation

. . <<Uses>>
Use case stage Evolution/Specification Related use

Goal Enable NM to query the NFVO concerning details of one or more PNFDs.
Actors and Roles  |[NM.

Telecom NM, NFVO.

resources

Assumptions

Pre-conditions

NFVO is operational.
NM is operational.
The PNFD(s) are on-boarded.

Begins when NM determines a need in querying of the PNFD(s).

Step 1 (M) NM sends a Query PNFD request to the NFVO, according to [6], clause 7.2.11.
The request contains
- Filter conditions to select the PNFDs on which the query applies, based on
attributes of the PNFDs
- A list of attribute names of the PNFD. If present, only these attributes are
returned for the instances of PNFD matching the filter. If absent, the complete
PNFD instances are returned.

Step 2 (M) NFVO processes the request and provides the requested information.

Step 3 (M) NFVO sends to the NM the result of the operation.

Exceptions

Post-conditions The information on the PNFDs provided to the NM as requested.

Traceability REQ- NFV_LCM_Os-Ma-nfvo-FUN-32
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