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Foreword

This Technical Specification has been produced by the 3" Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal
TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an
identifying change of release date and an increase in version number as follows:

Version x.y.z
where;
x thefirst digit:
1 presented to TSG for information;
2 presented to TSG for approval;
3 or greater indicates TSG approved document under change control.

y the second digit isincremented for all changes of substance, i.e. technical enhancements, corrections,
updates, etc.

z thethird digit isincremented when editorial only changes have been incorporated in the document.
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1 Scope

The present document is a detailed description of the signal processing a gorithms of the Enhanced V oice Services
coder.
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a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same
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3 Definitions, abbreviations and mathematical
expressions

3.1 Definitions

For the purposes of the present document, the terms and definitions givenin TR 21.905 [1] and the following apply. A
term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

frame: an array of audio samples spanning 20ms time duration.

EV S codec: The EV S codec includes two operational modes: EV S Primary operational mode (EV S Primary mode) and
EVS AMR-WB Inter-Operable modes (EVS AMR-WB 10 mode). When using the EVS AMR-WB 10 mode the speech
frames are bitstream interoperable with the AMR-WB codec [9]. Frames generated by an EVS AMR-WB 10 mode
encoder can be decoded by an AMR-WB decoder, without the need for transcoding. Likewise, frames generated by an
AMR-WB encoder can be decoded by an EVS AMR-WB 10 mode decoder, without the need for transcoding.

EVSPrimary mode: Includes 11 bit-rates for fixed-rate or multi-rate operation; 1 average hit-rate for variable bit-rate
operation; and 1 bit-rate for SID [2]. The EV S Primary mode can encode narrowband, wideband, super-wideband and
fullband signals. None of these bit-rates are interoperable with the AMR-WB codec.

EVS AMR-WB |10 mode: Includes 9 codec modes and SID. All are bitstream interoperable with the AMR-WB codec
(TS26.171[37]).

Operational mode: Used for the EV'S codec to distinguish between EV' S Primary mode and EVS AMR-WB 10 mode.

3.2 Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An
abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in
TR 21.905[1].

ACELP Algebraic Code-Excited Linear Prediction

AMR Adaptive Multi Rate (codec)

AMR-NB Adaptive Multi Rate Narrowband (codec) — Also referred to as AMR
AMR-WB Adaptive Multi Rate Wideband (codec)

AR Auto-Regressive

AVQ Algebraic Vector Quantization

CELP Code-Excited Linear Prediction

CLDFB Complex Low Delay Filter Bank

CMR Codec Mode Request
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CNG Comfort Noise Generator
DCT Discrete Cosine Transformation
DFT Discrete Fourier Transform
DTX Discontinuous Transmission
EFR Enhanced Full Rate (codec)
EVS Enhanced Voice Services
FB Fullband
FCB Fixed Codebook
FEC Frame Erasure Conceal ment
FFT Fast Fourier Transform
FIR Finite Impulse Response
FT Frame Type
GC Generic Coding
HF High Frequency
HP High Pass
IR Infinite Impul se Response
IP Internet Protocol
ISF Immittance Spectral Frequency
ISP Immittance Spectral Pair
|SPP Interleaved Single-Pulse Permutation
JBM Jitter Buffer Management
LD Low Delay
LP Linear Prediction
LPF Low Pass Filter
LSB Least Significant Bit
LSF Line Spectral Frequency
LSP Line Spectral Pair
LTP Long-Term Prediction
MA Moving Average
MDCT Modified Discrete Cosine Transform
MRLVQ Multi-Rate Lattice Vector Quantization
MSB Most Significant Bit
MSVQ Multi-Stage Vector Quantization
MTSI Multimedia Telephony Service for IMS
NB Narrowband
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oL Open-Loop

PCPRS Path-Choose Pulse Replacement Search

PS Packet Switched

PSTN Public Switched Telephone Network

QMF Quadrature Mirror Filter (See also CLDFB)

SAD Signal Activity Detection

SDP Session Description Protocol

SID Silence Insertion Descriptor

SNR Signal-to-Noise Ratio

SWB Super Wideband

TC Transition Coding

ToC Table of Contents

uc Unvoiced Coding

VC Voiced Coding

VMR-WB Variable Rate Multimode Wideband

VQ Vector Quantization

WB Wideband

WMOPS Weighted Millions of Operations Per Second
3.3 Mathematical Expressions

For the purposes of the present document, the following conventions apply to mathematical expressions:
|_XJ indicates the largest integer less than or equal to x: |_1.1J =1, |_1.0J =1 and |_—1.1J =-2;
|_X—| indicates the smallest integer greater than or equal to x: |_1.1—| =2, !_2.0—| =2 and !_—1.1—‘ =-1

[x| indicatesthe absolute value of x: |17| = 17, |-17| = 17;
Min(Xo,...Xn-1)  indicates the minimum of Xo,..., Xn-1, N being the number of components;
maX(Xo,...Xn-1)  indicates the maximum of Xo, ..., Xn-;

1, if x>0,
-1, otherwise;

sgn(x) {
AT indicates the transpose of matrix A;

xmod y indicates the remainder after dividing x by y: xmody = x—(y| x/ y|) ;
round(x) istraditional rounding: round(x) = sgn(x)-|| x| + 0.5 ;

exp(x) is equivaent to e where e is the base of the natural algorithm;

z indicates summation;
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I indicates product;

Unless otherwise specified, log(x) denotes logarithm at base 10 throughout this Recommendation.

4 General description of the coder

4.1 Introduction

The present document is a detailed description of the signal processing agorithms of the Enhanced V oice Services
coder. The detailed mapping from 20ms input blocks of audio samplesin 16 bit uniform PCM format to encoded blocks
of bits and from encoded blocks of bits to output blocks of reconstructed audio samplesis explained. Four sampling
rates are supported; 8 000, 16 000, 32 000 and 48 000 samples/s and the bit rates for the encoded bit stream of may be
5.9,7.2,8.0,9.6,13.2, 16.4, 24.4, 32.0, 48.0, 64.0, 96.0 or 128.0 khit/s. An AMR-WB Interoperable mode is also
provided which operates at bit rates for the encoded bit stream of 6.6, 8.85, 12.65, 14.25, 15.85, 18.25, 19.85, 23.05 or
23.85 khit/s.

The procedure of this document is mandatory for implementation in all network entities and User Equipment (UE)s
supporting the EV'S coder.

The present document does not describe the ANSI-C code of this procedure. For a description of the two reference
fixed-point ANSI C code specifications, using different sets of basic operators, see [3] and [44] respectively; for a
description of the reference floating-point ANSI C code specification see [43].

In the case of discrepancy between the procedure described in the present document and its ANSI-C code specifications
contained in [3] the procedure defined by the [3] prevails. In the case of discrepancy between the procedure described in
the present document and its ANSI-C code specifications contained in [43] the procedure defined by [43] prevails. In
the case of discrepancy between the procedure described in the present document and its ANSI-C code specifications
contained in [44] the procedure defined by [44] prevails.

4.2 Input/output sampling rate

The encoder can accept fullband (FB), superwideband (SWB), wideband (WB) or narrow-band (NB) signals sampled at
48, 32, 16 or 8 kHz. Similarly, the decoder output can be 48, 32, 16 or 8 kHz, FB, SWB, WB or NB.

4.3 Codec delay

Theinput signal is processed using 20 ms frames. The codec delay depends on the output sampling rate. For WB, SWB
and FB output (i.e. output sampling rate > 8 kHz) the overall algorithmic delay is 32 ms. It consists of one 20 ms frame,
0.9375 ms delay of input resampling filters on the encoder-side, 8.75 ms for the encoder look-ahead, and 2.3125 ms
delay of time-domain bandwidth extension on the decoder-side. For 8 kHz decoder output the decoder delay is reduced
to 1.25 ms needed for resampling using a complex low-delay filterbank, resulting in 30.9375 ms overall algorithmic
delay.

4.4 Coder overview

The EV S codec employs a hybrid coding scheme combining linear predictive (LP) coding techniques based upon
ACELP (Algebraic Code Excited Linear Prediction), predominantly for speech signals, with a transform coding
method, for generic content, as well asinactive signal coding in conjunction with VAD/DTX/CNG (Voice Activity
Detection/Discontinuous Transmission/ Comfort Noise Generation) operation. The EV S codec is capable of switching
between these different coding modes without artefacts.

The EV S codec supports 5.9kbps narrowband and wideband variable bit rate (VBR) operation based upon the ACELP
coding paradigm which also provides the AMR-WB interoperable encoding and decoding. In addition to perceptually
optimized waveform matching, the codec utilizes parametric representations of certain frequency ranges. These
parametric representations constitute coded bandwidth extensions or noise filling strategies.
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The decoder generates the signal parameters represented by the indices transmitted in the bit-stream. For the bandwidth
extension and noise fill regions estimates from the coded regions are used in addition to the decoded parametric data to
generate the signals for these frequency regions.

The description of the coding algorithm of this Specification is made in terms of bit-exact, fixed-point mathematical
operations. The ANSI C code described in [3], which constitutes an integral part of this Specification, reflects this bit-
exact, fixed-point descriptive approach. The mathematical descriptions of the encoder (clause 5), and decoder (clause
6), can be implemented in different ways, possibly leading to a codec implementation not complying with this
Specification. Therefore, the algorithm description of the ANSI C code of [3] shall take precedence over the
mathematical descriptions of clauses 5 and 6 whenever discrepancies are found. A non-exhaustive set of test signals that
can be used with the ANSI C code are available described in [4].

441 Encoder overview

Figure 1 represents a high-level overview of the encoder. The signal resampling block corrects mismatches between the
sampling frequency and the signal bandwidth command line parameter that is specified on the command line or through
afile containing a bandwidth switching profile as explained in TS 26.442 and TS 26.443 and TS 26.452. For the case
that the signal bandwidth is lower than half the input sampling frequency, the signal is decimated to a the lowest
possible sampling rate out of the set of (8, 16, 32 kHz) that islarger than twice the signal bandwidth.

Common Processing Classifier Information
Input
Signal Signal Signal
Resagr]npling > Anglysis —y| LP-based
BN Coding
Classifier i .
Decision : 3 Bltstream N
v Frequency Multiplex
— L—————— —> Domain
Command Line Coding
Parameters
Inactive Signal
Coding/CNG

Figure 1. Encoder overview

The signal analysis determines which of three possible encoder strategies to employ: LP based coding (ACELP),
frequency domain encoding and inactive coding (CNG). In some operational modes the signal analysis step includes a
closed loop decision to determine which encoding method will result in the lowest distortion. Further parameters
derived in the signal analysis aid the operation of these coding blocks and some of the analysis parameters, such asthe
coding strategy to be employed, are encoded into the bit-stream. In each of the coding blocks the signal analysisis
further refined to obtain parameters relevant for the particular coding block.

The signal analysis and sub-sequent decision of the coding mode is performed independently for each 20ms frame and
the switching between different modes is possible on a frame-by-frame basis. In the switching instance parameters are
exchanged between the coding modes to ensure that the switching is as seamless as possible and closed-loop methods
are sometimes employed in this case. In addition, switching between different bandwidths and/or bit-rates (including
both the EV S Primary mode and the EVS AMR-WB 10 mode) is possible on frame boundaries.

The signal analysis and all other blocks have full access to the command line parameters such as bit-rate, sampling rate,
signal bandwidth, DTX activation as signalling information.

4411 Linear Prediction Based Operation

Theinput signal is split into high frequency band and low frequency band paths; where the cut-off frequency between
these two bands is determined from the operational mode (bandwidth and bit-rate) of the codec.
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The linear-prediction coefficient estimation is performed for every 20ms frame. Within aframe, several interpolation
points are established depending upon the bitrate and the optimum interpolation is transmitted to the decoder. The
linear-prediction residua is further analysed and quantized using different quantization schemes dependent upon the
nature of the residual. For the 5.9kbps VBR operation additional low-rate coding modes at rates conforming to the
design constraints are employed.

The high-frequency portion of the signal is represented with several different parametric representations. The
parameters used for this representation vary as a function of the bit-rate and the residual quantization strategy. The
transmitted parameters include some or all of spectral envelope, energy information and temporal evolution
information.

The LP based core can be configured so that both the linear prediction coefficients and the residual quantization are
interoperable with the AMR-WB decoder. For this purpose the configuration of the LP coefficient estimation,
parametric HF representation and the residual quantization is similar to those of AMR-WB. For the AMR-WB
interoperable operation modes, identical codebooks to the AMR-WB quantizers are used.

Inout High Band
npu Signal ;
Signal : High Band
g—’ Bandyv idth Parameterization
Splitter
Low Band
Signal
LP Coefficient an“_'eam .
Estimation & Multiplex
Interpolation
LP Filter Residual
Analysis Quantization

Figure 2: Linear prediction based operation including parametric HF representation

4.4.1.2 Frequency Domain Operation

For the frequency domain coding the encoding block can be envisaged as being separated into a control layer and a
signal processing layer. The control layer performs signal analysis to derive several control and configuration
parameters for the signal processing layer. The time-to-frequency transformation is based on the Modified Discrete
Cosine Transform (MDCT) and provides adaptive time-frequency resolution. The control layer derives measures of the
time distribution of the signal energy in a frame and controls the transform.

The MDCT coefficients are quantized using a variety of direct and parametric representations depending upon bit rate
signal type and operating mode.
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Figure 3: Frequency domain encoder

44.1.3 Inactive Signal coding

When the codec is operated in DTX on mode the signal classifier depicted in Figure 1 selects the discontinuous
transmission (DTX) mode for frames that are determined to consist of background noise. For these frames alow-rate
parametric representation of the signal is transmitted no more frequently than every 8 frames (160ms).

The low-rate parametric representation is used in the decoder for comfort noise generation (CNG) and includes
parameters describing the frequency envelope of the background signal, energy parameters describing the overall
energy and its time evolution.

4414 Source Controlled VBR Coding

VBR coding describes a method that assigns different number of bits to a speech frame in the coded domain depending
on the characteristics of the input speech signal [20] [21]. This method is often called source-controlled coding as well.
Typically, a source-controlled coder encodes speech at different bit rates depending on how the current frame is
classified, e.g., voiced, unvoiced, transient, or silence. Note that DTX operation can be combined with VBR codersin
the same way as with Fixed Rate (FR) coders; the VBR operation is related to active speech segments.

The VBR solution provides narrowband and wideband coding using the bit rates 2.8, 7.2 and 8.0 kbps and produces an
average bit rate at 5.9 kbps.

Due to the finer bit allocation, in comparison to Fixed Rate (FR) coding, VBR offers the advantage of a better speech
guality at the same average active bit rate than FR coding at the given bit rate. The benefits of VBR can be exploited if
the transmission network supports the transmission of speech frames (packets) of variable size, such asin LTE and
UMTS networks.

4.4.2 Decoder overview

The decoder receives all quantized parameters and generates a synthesized signal. Thus, for the majority of encoder
operations it represents the inverse of the quantized value to index operations.

For the AMR-WB interoperable operation the index lookup is performed using the AMR-WB codebooks and the
decoder is configured to generate an improved synthesized signal from the AMR-WB bitstream.
4421 Parametric Signal Representation Decoding (Bandwidth Extension)

In addition to the generation of signal components specifically represented by the transmitted indices, the decoder
performs estimates of signal regions where the transmitted signal representation isincomplete, i.e. for the parametric
signal representations and noise fill aswell as blind bandwidth extension in some cases.
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4422 Frame loss concealment

The EV'S codec includes frame loss conceal ment al gorithms [21]. For all coding modes an extrapolation algorithmisin
place that estimates the signal in alost frame. For the LP based core this estimation operates on the last received
residual and LP coefficients. For the frequency domain core in some cases the last received MDCT coefficients are
extrapolated and in addition the resulting time domain signal is guaranteed to give a smooth time evolution from the last
received frame into the missing frames.

Once the frame lossis recovered, i.e., the first good frame is received the codec memory is updated and frame boundary
mismatches towards the last lost frame are minimized.

For situations of sustained frame loss the signal is either faded to background noise or its energy is reduced and finally
muted when no reasonabl e extrapol ation can be assumed.

The EVS codec aso includes the "channel aware" mode, which may be employed for improved performance under
packet loss conditionsin a Vol P system. In the channel aware mode, partial copies (secondary frames) of the current
speech frame are piggybacked on future speech frames (primary frames), without any increase in the total bit rate for
the primary and secondary frames. If the current frameislost, then its partial copy can be retrieved by polling the de-
jitter buffer to enable faster and improved recovery from the packet loss.

4.4.3 DTX/CNG operation

The codec is equipped with a signal activity detection (SAD) algorithm for classifying each input frame as active or
inactive. It supports a discontinuous transmission (DTX) operation in which the comfort noise generation (CNG)
module is used to approximate and update the statistics of the background noise at a variable bit rate. Thus, the
transmission rate during inactive signal periodsis variable and depends on the estimated level of the background noise.
By default in the command line the transmission rate of CNG update is fixed to 8 frames. However, the CNG update
rate can also be set to another fixed value or a variable rate by means of a command line parameter; when the
transmission rate during inactive signal periodsis variable, it depends on the estimated level of the background noise.

4.4.3.1 Inactive Signal coding

When the codec is operated in DTX on mode the signal classifier depicted in Figure 1 selects the discontinuous
transmission (DTX) mode for frames that are determined to consist of background noise. For these frames alow-rate
parametric representation of the signal is transmitted no more frequently than every 8 frames (160ms).

The low-rate parametric representation is used in the decoder for comfort noise generation (CNG) and includes
parameters describing the frequency envelope of the background signal, energy parameters describing the overall
energy and itstime evolution.

4.4.4  AMR-WB-interoperable option

As mentioned previously, EVS can operate in a mode which is fully interoperable with the AMR-WB codec bitstream.

445 Channel-Aware Mode

EV S offers partial redundancy [21] based error robust channel aware mode at 13.2 kbps for both wideband and super-
wideband audio bandwidths.

In aVolP system, packets arrive at the decoder with random jittersin their arrival time. Packets may also arrive out of
order at the decoder. Since the decoder expects to be fed a speech packet every 20 msto output speech samplesin
periodic blocks, a de-jitter buffer isrequired to absorb the jitter in the packet arrival time. The channel aware mode
combines the presence of a de-jitter buffer with partial redundancy coding of a current frame which gets piggy backed
onto a future frame. At the receiver, the de-jitter buffer is polled to check if a partial redundant copy of the current lost
frameisavailablein any of the future frames. If present, the partial redundant information is used to synthesize the lost
frame which offers significant quality improvements under low to high FER conditions. Source control is used to
determine which frames of input can best be coded at areduced frame rate (called primary frames) to accommodate the
attachment of redundancy without altering the total packet size. In this way, the channel aware mode includes
redundancy in a constant-bit-rate channel (13.2 kbps).
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4.5 Organization of the rest of the Technical Standard

In clauses 5 and 6, detailed descriptions of the encoder and the decoder are given. Bit allocation is summarized in clause
7.

ETSI



3GPP TS 26.445 version 18.0.0 Release 18 26 ETSI TS 126 445 v18.0.0 (2024-06)

5 Functional description of the encoder

The description of the encoder is as follows. First, common pre-processing is described, and then the different elements
of the encoder are described one by one. The discontinuous transmission (DT X) operation and the AMR-WB
interoperable option are then given in separate subclauses, again referencing the same processing as in the default
option.

5.1 Common processing

51.1 High-pass Filtering

The input audio signa smp(n) sampled at 8, 16, 32 or 48 kHz, n being the sample index, is high-passfiltered to

suppress undesired low frequency components. The transfer function of the HP filter has a cut-off frequency of 20 Hz
(-3 dB) and isgiven by

-1 -2
+bz"+byz
(9=-20*PZ b2 (1)
l+ayz "+ayz

H 20Hz

The coefficients of the HP filter for a given input sampling frequency are given in the table below.

Table 1: Coefficients of the 20Hz HP filer

8 kHz 16 kHz 32 kHz 48 kHz

0.988954248067140

0.994461788958195

0.997227049904470

0.998150511190452

-1.977908496134280

-1.988923577916390

-1.994454099808940

-1.996301022380904

0.988954248067140

0.994461788958195

0.997227049904470

0.998150511190452

1.977786483776764

1.988892905899653

1.994446410541927

1.996297601769122

-0.978030508491796

-0.988954249933127

-0.994461789075954

&R T|F|E

-0.996304442992686

Theinput signal, filtered by the HP filter, is denoted as syp (n) .

5.1.2 Complex low-delay filter bank analysis

5.1.2.1 Sub-band analysis

Theaudio signal s.p(n) isdecomposed into complex valued sub-bands by a complex modulated low delay filter bank
(CLDFB). Depending on the input sampling rate sryp , the CLDFB generates a time-frequency matrix of 16 time slots
and L¢ = sryp /800Hz sub-bands where the width of each sub-band is 400 Hz.

The analysis prototype w, isan asymmetric low-pass filter with an adaptive length depending on sryp . The length of
W, isgivenby L, =10-L, meaning that the filter spans over 10 consecutive blocks for the transformation. The

prototype of the LP filter has been generated for 48 kHz. For other input sampling rates, the prototype is obtained by
means of interpolation so that an equivalent frequency response is achieved. Energy differences in the sub-band domain
caused by different transformation lengths are compensated for by an appropriate normalization factors in the filter
bank. The following figure shows the plot of the LP filter prototype w. for sryp of 48 kHz.
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Figure 4 : Impulse response of CLDFB prototype filter with 600 taps for 48 kHz sample rate

Thefilter bank operation is described in a general form by the following formula:

n=2lc-1

XCR(t,k)=?~ Z WC(10LC—1—i)~sHp(i+t~LC)cosLl(n+no)(k+%ﬂ
¢ n=8lc C .
n=2lc-1 2

X¢ (t,K) :?. > We(OLe ~1-i)-spp i +t- LC)sin{%(n+ no)(k%j}

¢ n=—8LC
where Xcr and X, arethereal and the imaginary sub-band values, respectively, t isthe sub-band time index with

0<t<15,index i isdefined as i =n+8L¢, Nnyisthe modulation offset of ngy :%—7(: andk is the sub-band index

with 0<k<Lc —1.

As the equations show, the filter bank is comparable to acomplex MDCT but with alonger overlap towards the past
samples. This allows for an optimized implementation of CLDFB by adopting DCT-IV and DST-IV frameworks.

5.1.2.2 Sub-band energy estimation
The energy in the CLDFB domain is determined for each timeindex t and frequency sub-bandk by
Ec(t.k)=(Xcr(t, k)2 HXq (1,k))? 0<t<15 0<k<Lc ©)

Furthermore, energy per-band Ec (k) is calculated by summing up the energy valuesin all timedots. That is

Ec(k)zztlio Ec(kt) 0<k<L¢ (4)

Incase L. > 20, additiona high frequency energy value E Exris caculated for the frequency range from 8kHz to
16kHz by summing up Ec (t,k) over one frame which is delayed by one time slot.

Eap = > Bk 5)

k=20

Enr isfurther scaled to an appropriate energy domain. In case the high bands are not active, Eyg isinitialized to the
maximum value.
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5.1.3 Sample rate conversion to 12.8 kHz

Thelinear predictive (LP) analysis, the long-term prediction (LTP), the VAD algorithm and signal are performed at the

12.8 kHz sampling rate. The HP-filtered input signal s.p () istherefore converted from the input sampling frequency
to 12.8 kHz.

5.1.3.1 Conversion of 16, 32 and 48 kHz signals to 12.8 kHz

For 16, 32 and 48 kHz signals, the sampling conversion is performed by first up-sampling the signal to 192 kHz, then
filtering the output through alow-pass FIR filter Hg 4(2) that has the cut-off frequency at 6.4 kHz. Then, the signal is
down-sampled to 12.8 kHz. The filtering delay is 15 samples at 16 kHz sampling frequency which corresponds to
0.9375 ms.

The up-sampling is performed by inserting 11, 5 or 3 (for 16, 32 or 48 kHz, respectively) zero-valued samples between
each 2 samples for each 20-ms frame of 320 samples (at 16 kHz sampling frequency)

sup(n/ Fyp),  ifn/Fyp=|n/Fy, |

, 0<n< 3840 (6)
0, otherwise

Sigo(N) ={

where s9,(n) isthesignal at 192 kHz sampling frequency and Fup is the up-sampling factor equal to 12 for a 16 kHz

input, 6 for a32 kHz input and 4 for a48 kHz input. Then, the signal s, (n) isfiltered through the LP filter Hg 4(2)

and decimated by 15 by keeping one out of 15 samples. The filter Hg4(2z) isa361-tap linear phase FIR filter having a
cut-off frequency of 6.4 kHz in the 192 kHz up-sampled domain. The filtering and decimation can be done using the
relation

180

F
Si28(n) = %igl“soslgz(ﬁm Dhal),  Nn=0,.,255 @

where hg 4 isthe impulse response of Hg 4(2) . The operationsin equations (6) and (7) can be implemented in one step
by using only a part of the filter coefficients at atime with an initial phase related to the sampling instant n. That is

180/F,,

sm(n)=% D sup(|150/ Ry [+)hea(Fpi ~nmod Fy,),  n=0,...,255 ©)
i=—180/F,+1

In case the encoder is externally forced to narrow-band processing of the input signal, the cut-off frequency of the LP
filter is changed from 6.4 kHz to 4 kHz.

5.1.3.2 Conversion of 8 kHz signals to 12.8 kHz

For 8 to 12.8 kHz resampling a sharper resampling filter is beneficial. Double length low-pass FIR filter H,4(2) is
used in this case. The doubling of the impulse response length is compensated by alow delay resampling method. The
filter H,4(2) isa241-tap linear phase FIR filter having a cut-off frequency of 3.9 kHz and is applied in the up-sampled

domain which is 64 kHz. Direct FIR filtering with this filter would yield a delay of 120/64 = 1.875 ms. In order to
reduce this delay to 0.9375 ms, future samples are determined at 8 kHz by adaptive linear prediction. The exact number
of future samplesis found based on the difference between the actual delay (1.875 ms) and the desired delay (0.9375

ms) at 8 kHz. Therefore |_(1.875 - 0.9375) * 8J =7 future samples are predicted. These predicted samples are
concatenated at the end of the current frame s, (n) to form a support vector s, (n) . Then, the sample rate

conversion of s~ (n) isperformed in asimilar way as for the other sampling rates, i.e. sypc(n) isfirst up-sampled

to 64 kHz, the output is filtered through the low-pass FIR filter H,,(z) and the resulting signal is down-sampled to
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12.8 kHz. Thefinal filtering delay is aigned with that of the other resampling configurations, i.e 12 samples at
12.8 kHz sampling frequency which correspondsto 0.9375 ms.
To determine the future samples, linear prediction coefficients of order 16 are computed in the pre-emphasized domain

in the following way. The last Ls =120 samples of the input frame s (n), n=40,...159 at 8 kHz are windowed by an
asymmetrical analysis window winss 120:

0.54-0.46co 12z i=0,..,111
223

Wings 120(i1)= co{%
31

©)
j i =112119

and afirst order autocorrelation analysisis made on the windowed signal S5, (n) . The pre-emphasis coefficient
M ssisobtained by
Hss = rw(l)/ I’W(O) (10)
where ry(0) and ry(1) are the autocorrel ation coefficients

Le-1
W)= supw (M supw(n—K), k=01 (12)

n=k

The last 120 samples of the signal s, (n), n=40,...,159 are pre-emphasized using the adaptive filter
H pre—emph_$(z) =1- /Ussz_:L (12)

to obtain the pre-emphasized signal s, Iore(n) of Ls =120 samples. Then s, p pre(n), n=0,..,119 iswindowed by
the asymmetrical analysis window wing 120 and a 16" order autocorrelation analysis is made on the windowed signal

SHP_ prew (n)

Le-1

(o)=Y Stp_praw (MVSpp_prew (1—K),  k=0,...16 (13)
n=k

These autocorrelation coefficients are lag-windowed by

M owd (k)= rpw(k)' Wiagsk (k) k=0,...,16 (14)
where Wiaga(K) is defined as
1( 2n60k )
Wiagsk (K) = ex{_E(Wj ] k=0,..16 (15)

Based on the autocorrelation coefficients rpu(K), the linear prediction coefficients as(k) are computed by the Levinson-
Durbin algorithm. The future samplesin the pre-emphasized domain Shp_ pre(n), n=120,...,126 are predicted by zero
input filtering through the 1/As(2) synthesis filter

16
sip_pre(K) =D = Sup_pre(k—i)-as(j)  k=120,..126 (16)
j=1
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Finaly, the concatenated signal s, p pre(n) is de-emphasized through the filter 1/(1- ysz_l) . Note that only the last

7 predicted samples need to be de-emphasized. These 7 de-emphasized samples are concatenated to syyp (N) (at

positions n = 160,...,166) to form the support vector s;,p~ (n) -

The up-sampling of s,5 () isthen performed by inserting 7 zero-valued samples between each 2 samples for each
20-ms frame of 160 samples (at 8 kHz sampling frequency) completed by 7 predicted future samples (167 in total)

supc(n/8) if n/g=|n/8]
0 otherwise

Sea(N) = { } n=0,..1335 (17)

where s, (n) isthe signal at 64 kHz sampling frequency. Then, the signal sg,(n) isfiltered through the LP filter

H¢(2) and decimated by 5 by keeping one out of 5 samples. The filtering and decimation can be done using the
relation

120
8

s26(N) = ¢ D suBn+i-dg_1p_ei)gei+120),  Nn=0,.,255 (18)
i=—120

where h, 4 istheimpulse response of H;4(2) and d8_12_64 =60 assuresthat theindex of ss4 is never higher than the

highest available index for (which is 1335). Indeed, it corresponds to the delay of thisfiltering at 64 kHz. To reduce
complexity, the operations in equations (17) and (18) can be implemented in one step by using only a part of the filter
coefficients at atime with an initial phase related to the sampling instant n. This polyphase implementation of the
resampling filter is applied on the concatenated support vector. That is

15
slz_g(n)=§ ZSHPC(L5n/8J+i —dg 12 g)hgg(8i—nmod8+120),  n=0...255 (19)
i=—14

where dg , =28 isderived from the delay of thisfiltering at 8 kHz. It assures that the index of sipc is never higher
than the highest available index (which is 166).

5.1.3.3 Conversion of input signals to 16, 25.6 and 32 kHz

If ACELP coreis selected for WB, SWB or FB signals at bitrates higher than 13.2 kbps (see subclause 5.1.16), its
internal sampling rate is set to 16 kHz rather than 12.8 kHz. If the input signal is sampled at 8 kHz, thereisno
conversion needed because for NB signals, ACELP core is always operated at 12.8 kHz. If the input signal is sampled at
16 kHz, no conversion is needed either and the input signal is only delayed by 15 samples which corresponds to 0.9375
ms. Thisisto keep all pre-processed signals aligned regardless of the bitrate or bandwidth. Thus, the input signal is
resampled to 16 kHz only if its sampling frequency is 32 or 48 kHz.

The resampling operation is done in the same way as for the case of 12.8 kHz (see subclause 5.1.3.1), i.e. by means of
FIR filtering. The coefficients of the LP filter are different but the filtering delay is still the same, i.e. 0.9375 ms.

The resampled signal is denoted s;6(n) where n=0,..,319.
Theinput signa is converted to 25.6 kHz at 48 kbps and to 32 kHz at 96 or 128kbps but only for SWB and FB signals.

The sampling conversion is again similar asin the case of 12.8 kHz with differencesin LP filter coefficients. The
resampled signals are denoted Sy5g(n) and s3,(N), respectively.

5.1.4 Pre-emphasis

A first-order high-passfilter is used to emphasize higher frequencies of the input signal and it is given by

-1
H pre—emph (2) =1- Bpre—empnZ (20)
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where S pre_emph isthe pre-emphasis factor whichis set to 0.68. The input signal to the pre-emphasis filter is 55 g(n)
and the output signal is denoted Sy (N) .

If ACELP coreis selected for WB, SWB or FB signals at bitrates higher than 13.2 kbps (see subclause 5.1.16), its
internal sampling rate is 16kHz rather than 12.8kHz. In this case, the pre-emphasisis re-done at the end of the pre-

processing chain, on s;6(n) With fpre_empn =0.72. The resulting signal is denoted Spre16(n) .

If MDCT-based TCX is selected for SWB or FB high-rate LPC configurations, [ re_emph = 0.9is used as pre-
emphasis factor when pre-emphasisis applied to signalsat a sampling rate higher than 16kHz.

515 Spectral analysis

Spectral analysisis used in the encoder for signal activity detection (SAD) and signal classification functions. The
discrete Fourier transform (DFT) is used to perform the spectral analysis and spectral energy estimation.

5.15.1 Windowing and DFT

The frequency analysisis done twice per frame using 256-point fast Fourier transform (FFT) with a 50% overlap. The
centre of the first window is placed 96 samples past the beginning of the current frame. The centre of the second
window is placed 128 samples farther, i.e., in the middle of the second subframe of the current frame. A square root of a
Hanning window (which is equivalent to a sine window) is used to weight the input signal for the frequency analysis.
The sguare root Hanning window is given by

Wepr (n)=\/0.5—0.5co{ L27m J =sjn( m J N=0,...,Leer —1 (1)
FFT

Lrrr

where Lgpr = 256 isthe size of FFT analysis. Note that only half of the window is computed and stored sinceiit is
symmetric (from0to Lggr/2).

Ist analysis window 2nd analysis window
NS L N N
i » d » d »
o L) L) L
previous frame current frame next frame

Figure 5: Relative positions of the spectral analysis windows

The windowed signal for both spectral analysesis obtained as:

S\[/\(/)r]1d (n)=Weer (N) Spre(n)v n=0,., L -1,

: @)
%vnd (n) = Weer () Spre (N+ Leer /2), n=0,.,Lget -1

where spre(n) is the pre-emphasized input signal ( spre(O) isthe first sample in the current frame). The superscripts [O]

and [1] used to denote the first and the second frequency analysis, respectively, are dropped for simplicity. An FFT is
performed on both windowed signals to obtain two sets of spectral parameters per frame:

N-1 ok
X(k)=ZsWnd(n)e Jzﬂ%‘v k=0,...Lppr -1 (23)
n=0
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The output of the FFT provides the real and the imaginary parts of the spectrum denoted as X (k) , k=0,...,128 and
X, (k), k=1,..,127 . Note, that Xg(0) corresponds to the spectrum at 0 Hz (DC) and X (128) correspondsto the
spectrum at 6400 Hz. The spectrum at these pointsis only real-valued and usually ignored in the subsequent analysis.

After the FFT analysis, the resulting spectrum is divided into critical bands [17] using the interval s having the following
limits (20 bands in the frequency range 0-6400 Hz):

Table 2: Critical bands

band fi f, Mcg
0 0 100 2
1 100 200 2
2 200 300 2
3 300 400 2
4 400 510 2
5 510 630 2
7 630 770 3
6 770 920 3
8 920 1080 3
9 1080 1270 4
10 1270 1480 4
11 1480 1720 5
12 1720 | 2000 6
13 2000 | 2320 6
14 2320 2700 8
15 2700 | 3150 9
16 3150 | 3700 11
17 3700 4400 14
18 4400 | 5300 18
19 5300 | 6350 21

The 256-point FFT resultsin a frequency resolution of 50 Hz (i.e., 6400/128 Hz). Thus, after ignoring the DC
component of the spectrum, the number of frequency bins per critical band are given in the last column, denoted Mg .

5.1.5.2 Energy calculations

The spectral analysis module also calculates several energy-related parameters. For example, an average energy per
critical band is computed as

Mg (i)-1
Ecgli)= Z( (k+j; )+ X (k+ji)), i=0.,..19 (24)
('—FFT/2 Mcal) =%

where X (k) and X, (k) are, respectively, the real and the imaginary parts of thek -th frequency binand j; isthe
index of the first binin theith critical band given by j; ={1, 3, 5, 7, 9, 11, 13, 16, 19, 22, 26, 30, 35, 41, 47, 55, 64, 75,
89, 107} . Furthermore, energy per frequency bin, Eg\ (k) , is calculated as

Ean ()= —— (X3 +XP(K)  k=0,.,127 (25)

LErT

Finally, the spectral analysis module computes the average total energy for both FFT analysesin a 20 ms frame by
summing the average critical band energies Ecg . That is, the spectrum energy for the first spectral analysis window is

computed as

19
Elhme = > Eca(i) (26)
i=
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. 1]
and, similarly, the second frame energy, denoted as E[fr]ame .

Thetotal frame energy (in dB) is computed as the average of the two frame energies. That is

E, =10l0g 05[EQ__+E@ ) (27)
The total energy per frequency bin (power spectrum) is calculated as
PS(k) =05(EL, (k) + EX\ () k=0,..127 28)

The output parameters of the spectral analysis module (both spectral analyses), that is the average energy per critical
band, the energy per frequency bin and the total energy in dB, are used in several subsequent functions.

Note that, for narrow band inputs sampled at 8 kHz, after sampling conversion to 12.8 kHz, there is no content at both
ends of the spectrum. Thus, the lowest critical band as well as the last three critical bands are not considered in the
computation of output parameters (only bands from i =1,...,16 are considered).

In addition to the absolute frame energy E; , calculated in (27), relative energy of the frameis calculated asthe
difference between the total frame energy in dB and the long-term active signal energy Esp . The relative frame energy
isgiven by

Erg =Bt —Eg (29)

The long-term active signal energy is updated only during active frames (explained in subclause 5.1.12.5). Note that the
long-term active signal energy Esp is updated only after the signal activity detection module.

516 Bandwidth detection

A detection algorithm is applied to detect the actual input audio bandwidth for input sampling rates greater than 8 kHz.
This bandwidth information is used to run the codec in its optimal mode, tailored for a particular bandwidth (BW)
rather than for a particular input sampling frequency. For example, if the input sampling frequency is 32 kHz but there
isno "energeticaly" meaningful spectral content above 8 kHz, the codec is operated in the WB mode. The following
bandwidths/modes are used throughout the EV S codec: NB (0-4kHz), WB (0-8kHz), SWB (0-16kHz) and FB (0-20
kHz).

The detection algorithm is based on computing energies in spectral regions and comparing them to certain thresholds.

The bandwidth detector operates on the CLDFB values (see subclause 5.1.2). In the AMR-WB |0 mode, the bandwidth
detector uses a DCT transform to determine the signal bandwidth.

5.1.6.1 Mean and maximum energy values per band

The CLDFB energy vector EC computed per 400Hz frequency bins (see subclause 5.1.2.2), is further aggregated as
described below. Each value of Eq,4(i) represents a 1600Hz band consisting of four CLDFB energy bins summed up
from Kgart 0 Keop -

EC4(i)=Zkkz°ptEc(k), i=0,.8 (30)

Depending on the input sampling frequency up to nine CLDFB bands are cal culated using the above equation and the
values are given below:
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Table 3: CLDFB bands for energy calculation

. . . bandwidth
i Keart | Kstop | bandwidth in kHz index
0 3 6 1.2-2.8 NB
1 11 14
5 14 17 44-72 WB
3 23 26
4 27 30
5 31 32 9.2-15.6 SWB
6 35 38
7 42 45
8 16 29 16.8 - 20.0 FB
The valuesin CLDFB bands are converted to the log domain and scaled by
: (i) .
Ec4(i) =logyg EC+ , i=0,.,8 (3D
fo -8

where fgy isset according to the input sampling frequency as follows: 88.293854 for 8kHz, 88.300926 for 16kHz,
88.304118 for 32kHz and 88.028412 for 48kHz.

The per-band CLDFB energy is then used to calculate the mean energy values per bandwidth:
Eng = Eca(0)+16

B =5, Eca)+16

16 : (32)
Esws _ZzistC4(')+l'6
18 .
Erg _EZH Ec4(i)+1.6
and the maximum energy values per bandwidth:
ENB,max = ENB +16
BB max = inj%(ECA(i))‘*‘l-G
(33)

Esngmex = iT?,aXG( Ec4(i))+1.6

Erg,max = P:‘%(Em(i))Jrl-G

In case of the DCT based detector, the DCT values are computed by first applying a Hanning window on the 320

samples of the input audio signal sampled at input sampling rate. Then the windowed signal is transformed to the DCT

domain and finally decomposed into several bands as shown in Table 3a.

Table 3a: DCT bands for energy calculation

i | bandwidth in kHz | Pandwidth
index

0 1.5-3.0 NB

: 45-75 WB

3

4

z 9.0-15.0 SWB

6

7

3 16.5-19.5 B
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The valuesin DCT bands are converted to the log domain by
Eca(i) =logo[Eca())  1=0..8 (333)

and per-band and maximum energies are computed using (32) and (33) while the constant 1.6 in these equationsis
omitted in case of the DCT based detector.

51.7 Bandwidth decision

The following decision logic isidentical for CLDFB and DCT versions of energy calculations, except for some
constants which were adapted to get similar detection results.

The long-term CLDFB energy mean values for NB, WB and SWB are updated as follows:
Eng = 0.75Ekg) +0.25Eyg
Ewg = 0.75Eh +0.25E5 (34)
Eqng = 0.75E58 +0.25Egg
where the superscript [-1] has been used to denote the value of ENB in the previous frame. The update takes place only

if the local SAD decision is active and only if the long-term background noise level, N, is higher than 30 dB.

The values are compared to certain thresholds a so taking the current maximum values into account, which leads to
increasing or decreasing counters for each bandwidth as described below in the flowchart.
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va/o,max > O.G-Enb

omax > 0.6:Eswp
Esuomax > 0.72-Eypp
Ewbmex > 0.6-Ep

4.1-Eq < Eg

Figure 6: Increasing and decreasing of BW counters

The tests in the above diagram are performed sequentially from top to bottom. The BW counters are then used to decide
the actual signal bandwidth, BW, according to the logic described in the following schematic diagram.
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Figure 7: BW selection logic

In the above diagram, the tests are performed in a sequential order, i.e. it could happen that decision about signal
bandwidth is changed severa timesin thislogic. After every selection of a particular bandwidth, certain counters are
reset to their minimal value O or to their maximum value 100.

Finally, the resulting bandwidth can be upper limited in case the codec performance has not been optimized for it at
particular bitrate. For example, at 9.6 kbps, the codec supports coding up to SWB. Therefore, if the detected bandwidth
isFB, it is overwritten to SWB at this bitrate. The following table shows the range of bitrates for which the codec
performance has been optimized for each bandwidth.
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Table 4: Optimization of the codec performance per bandwidth

bandwidth bltrfall(ts;:]nge
NB 7.2-24.4
WB 7.2-128
SWB 9.6 - 128
FB 16.4-128

5.1.8 Time-domain transient detection

The HP-filtered input signal s (N) including the look-ahead is input to the time-domain transient detector. The HP-
filtered input signal syp (n) isfurther high-pass filtered. The transfer function of the transient detection’s HP filter is
given by

Hrp (2) = 0.375-0.52 "1 +0.1257 2 (35)

The signal, filtered by the transient detection’s HP filter, is denoted as srp (n) . The HP-filtered signal srp (n) is
segmented into 8 consecutive segments of the same length. The energy of the HP-filtered signal syp (n) for each
segment is calculated as:

Lsegment =1

Em()= ) (sTD(iLsegmt+n))2, i=0,..7 (36)
n=0

where Lsggment = Linp /8 is the number of samplesin 2.5 milliseconds segment at the input sampling frequency. An
accumulated energy is calculated using:

EACC = maX( ETD (| - 1) y 08125EACC) (37)

A transient is detected if the energy of asegment Erp (i) exceeds the accumulated energy by a constant factor of

8.5and the attack index is set to i . If no attack is detected but strong energy increase is detected in segmenti , the attack
index is set to i and the frame is not marked as a transient frame.

The energy change for each segment is calculated as:

Erp (i) S i

Earg i)=Y e (38)
" Erp (i-1) : :
“Er (i) Erp (i-1)> Erp (i)

he tempora flatness measure is calculated as:
TFM (N E E 39
( past 8 N o chng (39)

The maximum energy changeis calculated as:
MEC(N past 1 Nnew) = maX(Echng (‘ N past ), Echng (‘ N past +1),---, Echng (Nnew —1)) (40)

If index of Egnng (1) or Erp (i) isnegative then it indicates a value from the previous segment, with segment indexing
relative to the current frame. N a4 is the number of the segments from the past frames. It is equal to O if the temporal

flatness measure is calculated for the usage in ACELP/TCX decision. If the temporal flatness measure is calculated for
the TCX LTP decision then it is equal to:
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N pag =1+ min [8, {8 pitch | 0.5U (41)
I-celp
Nney 1S the number of segments from the current frame. It is equal to 8 for non-transient frames. For transient frames
first the locations of the segments with the maximum and the minimum energy are found:

max = agmax ETD(i)

imin=‘ argmin ETD(i) “2

If Erp (imin) > 0-375Erp (imax ) then Npgyissetto e —3, otherwise N, issetto 8.

5.1.9 Linear prediction analysis

Short-term prediction or linear prediction (LP) analysis using the autocorrel ation approach determines the coefficients
of the synthesisfilter of the CELP model. The autocorrelation of windowed speech is converted to the LP coefficients
using the Levinson-Durbin algorithm. Then, the LP coefficients are transformed to the line spectral pairs (LSP) and
consequently to line spectral frequencies (L SF) for quantization and interpolation purposes. The interpolated quantized
and unquantized coefficients are converted back to the LP domain to construct the synthesis and weighting filters for
each subframe.

5.19.1 LP analysis window

In case of encoding of an active signal frame, two sets of LP coefficients are estimated in each frame using a25 ms
asymmetric analysis window (320 samples at 12.8 kHz sampling rate), one for the frame-end and one for mid-frame LP
analysis. A look ahead of 8.75ms (112 samples at 12.8 kHz sampling rate) is used for the frame-end autocorrelation
calculation. The frame structure is shown below.

Ist analysis window 2nd analysis window

A
Y
A
\ 4
A
\4

previous frame current frame next frame
Figure 8: Relative positions and length of the LP analysis windows
The frame is divided into four sub-frames, each having alength of 5 ms, i.e., 64 samples. The windows for frame-end
analysis and for mid-frame analysis are centred at the 2" and 4" sub-frame of the current frame, respectively. An
asymmetrical window with the length of 320 samplesis used for windowing. The windowed signal for mid-frameis
calculated as
Swmid (M) = Spre(N—-80)w(n),  n=0,..,319 (43)

and the windowed signal for frame-end is calculated as

Swend (N) = Spre (N+48)w(n),  n=0,..,319 (44)

5.1.9.2 Autocorrelation computation

The autocorrelations of the windowed signal are computed by
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L-1

rc(k)=stend(n)swmd(n—k), k=0,...,16, (45)
n=k

where L is set to 320. When r,(0)<100, r.(0) isset to 100 as well.

5.1.9.3 Adaptive lag windowing

In addition, bandwidth expansion is applied by lag windowing the autocorrelations using the following window

124 )’
2\t

where f¢ isthe sampling frequency (12800 or 16000) and the bandwidth frequency f is set adaptively based on the

Wiag (i) =exp , i=1..16, (46)

OL pitch lag dgﬂ inthe 12.8 kHz domain and the normalized correlation CL%]rm (i.e., pitch gain). These parameters are

obtained in the OL pitch estimation module from the look-ahead part of the current or the previous frame, depending on
whether the adaptive lag windowing is applied before or after the OL pitch estimation. In some special cases,

min(d®,dl ) and max(Cl%,,,Cl ) are used instead of d}2 and Cl2,, respectively. These situations will be

described later in this specification. Note that the shorter pitch lag and/or the larger pitch gain, the stronger (heavy
smoothing with larger fg) window is used to avoid excessive resonance in the frequency domain. The longer pitch lag

and/or the smaller normalized correlation, the weaker window (light smoothing with smaller fg) isused to get more
faithful representation of the spectral envelope.

Table 5: Selection of band width frequency fq in Hz

dil < 8o 80<= dl2l < 160 160<=d}2!
0.6 < Chorm 60 40 20
2
0.3 <Chorm<=o.6 40 40 20
Clhm <= 03 40 20 20

The modified autocorrelation function, r’(k) is calculated as
r'(k)=re (k) Wgag (k), k=0,..,16 47)

Further, r’(0) is multiplied by the white noise correction factor 1.0001 which is equivalent to adding a noise floor of -
40 dB.

5.1.94 Levinson-Durbin algorithm
The modified autocorrelation function, r’(k) , is used to obtain the LP filter coefficients a,, k =1,,16 by solving the set
of equations:

16

2

k=1

i—k)=-r'(i), i=1..16 (48)

The set of equationsin (48) is solved using the Levinson-Durbin algorithm. This algorithm uses the following
recursion:
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E(O)=r’(0)
fori=1...16

K :{r’(i)+zij_:11aijlr’(i— j)}/E(i -1)

o) =k (49)
forj=1..i-1 aﬁi) = a?_l) +kiaii,_jl)

E(i)=(1-K*) E(i-1)

end
Thefinal solutionisgivenasa; = agls), j=1,,16. Theresidua error energies (LP error energies) E(i) areaso used
in the subsequent processing.
5.1.95 Conversion of LP coefficients to LSP parameters

The LPfilter coefficients a; are converted to the L SP representation [16] for quantization and interpolation purposes.
For a 16M-order LP filter, the L SPs are defined as the roots of the sum and difference polynomials

A2)+Zz Az Y

F(2) = =)
 ep (50
Al2-z °A(Zz)
F(2) = A

The polynomials Fy(z) and F,(z) are symmetric and asymmetric, respectively. It can be proved that all roots of these
polynomialslie on the unit circle and are interlaced. The polynomials F;(z) and F,(z) have each 8 conjugate roots,
denoted g, = cos(e,) and called the Line Spectral Pairs (LSPs). The corresponding angular frequencies ¢ aretheLine
Spectral Frequencies (LSFs). The L SFs satisfy the ordering property 0< ay <...< o5 < 7 . The coefficients of these
polynomials are found by the following recursive relations:

£,(0) =1
£,(0) =1
fori=1..,8
f1() =& +ae - f1(i-1)
fa() =3 —ap i+ f2(i-1)
end

(51)

where M = 16 is the predictor order.

The LSPs are found by evaluating the polynomials F;(z) and F,(z) at 100 points equally spaced between 0 and & and

checking for sign changes. A sign change indicates the existence of aroot and the sign change interval is then divided
four times to track the root precisely. Considering the conjugate symmetry of the polynomials F;(z) and F,(z) and

removing the linear term, it can be shown that the polynomials F;(z) and F,(z) can be written (considering z= ej“’)
as

F{(w) = 2cos8w+ 21 (1) cos7w+...+ 2 f;(7) cosw+ 1(8)

52
F; (@) = 2cos8w+2f, (D) cos7w+...+ 2f,(7) cosw+ f5(8) (52)

Considering the frequency mapping X = cos(w) we can define
T (@) = cos(mw) (53)
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an mth-order Chebyshev polynomial in x [18]. The polynomials F{(z) and F;(z) can then be rewritten using this
Chebyshev polynomia expansion as

F(w) = 2Tg(X) + 21 () T7 (X) + ...+ 2 f1(7) Ty (X) + 1(8)

54
F(@) = 2Tg(X) + 2fo (D) T7 (X) +...+ 2Fo () Ty (X) + f2(8) ®4)

Neglecting the factor of 2, which does not affect the root searching mechanism, the seriesto be evaluated can be
generalized to

7
Y(X) = Z fiTok (¥) (55)

k=0
The Chebyshev polynomials satisfy the order recursion
by (X) = 2X0y 41 (X) — by 2 (X) + fi (56)

with initial conditions bg(x) = bg(X) = 0. This recursion can be used to calculate by(x) and by(x) . Then, Y(x) can be
expressed in terms of by (x) and b, (x)

7
Y00 = > [0~ 2X02(0 +bi 2 (9T (9 = 2O =2 0 (57)

k=0
The details about Chebyshev polynomial evaluation method can be found in [18].

In the following part of this document, the L SPs found by the described method will be denoted as ¢ , i=1,..,16 with
0o = 1.

5.1.9.6 LSP interpolation

The LP parameters for each subframe are obtained by means of interpolation between the end-frame parameters of the
current frame, the mid-frame parameters of the current frame and the end-frame parameters of the previous frame.
However, the LP parameters are not particularly suitable for interpolation due to stability issues. For this reason, the
interpolation is done on the respective L SP parameters and then converted back to the LP domain.

Let Qeng,i denote the end-frame LSP vector of the current frame, g, ; the mid-frame L SP vector of the current frame,

both calculated by the method described in the previous section. Furthermore, let ggqg_1; be the end-frame L SP vector
of the previous frame. The interpolated L SP vectors for all subframes are then given by

o =0.50eng -1, +05id,

ql[z] Amid, i (58)
g~ =0.50mig i +0.-50eng, i

o = Geng

The same formulais used for interpolation of quantized L SPs described later in this document.

5.1.9.7 Conversion of LSP parameters to LP coefficients

Once the interpolated L SP vectors are calculated, they are converted back into LP filter coefficients for each subframe.
Each L SP parameter g; = cose; givesriseto asecond order polynomial factor of the form 1—-2cosg 71+272 These
can be multiplied together to form the polynomials, i.e.
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8
SO [ S

k=1

8
F200 =] T 20— xa)

k=1

(59)

By using the Chebyshev polynomia expansion defined in (55) we can apply the following recursion to find the
coefficients of the polynomials:
f{(0) =1
f{(1) = —209
fori=2,..,8
f(i) =205 o (i 1)+ 2f(i-2) (60)
forj=i-1.,2 f(j)=f(j)- 202 f(i -+ f(j -2
(@) = /(0 —2a_»
end

The coefficients f,(i) are computed similarly, by replacing d,_» by dy;_;, and with initial conditions f;(0) =1and

f5(1) = -2 . Once the coefficients f/(z) and f5(z) arefound, they are multiplied by 1+ 7% and 1-z 71,
respectively, to form the polynomials F(z) and F,(z) . That is

f1()=f{()+ f{(i-1, i=8..1
fo(i)=fo(i)—fa(i-1), i=8..1 (61)
Finally, the LP coefficients are found by
g =O.5f1(?)+0.5f2(?), | =1..8 62)
g =05f(i))-0.5f,(), i=8,..16

with ay =1. Thisisdirectly derived from the equation A(z) = (F{(2) + F5(2))/2, and considering the fact that F;(2)
and F,(z) are symmetric and asymmetric polynomials, respectively. The details of this procedure can be found in [18].

5.1.9.8 LP analysis at 16kHz

If ACELP coreis selected for WB, SWB or FB signals at bitrates higher than 13.2 kbps, itsinternal sampling rateis set
to 16 kHz rather than 12.8 kHz. In this case, the LP analysisis done at the end of the pre-processing chain on input
signal resampled to 16 kHz and pre-emphasized (see subclauses 5.1.3.3 and 5.1.4). In this case, the length of the LP
analysis window is 400 samples at 16 kHz, which corresponds again to 25 ms. The windowed signal for mid-frameis
calculated as

Swmid () = Spre(n—100M(n),n =0...., 399 (63)
and the windowed signal for frame-end is calculated as
Swmid () = Spre(n+60)W(n),n=0,..., 399 (64)
The autocorrelation computation, adaptive lag windowing and the conversion of LP coefficientsto L SP parameters are

performed similarly asin subclauses 5.1.9.2 thru 5.1.9.5. However, the LSP interpolation is done on 5 sub-frames
instead of 4 sub-frames. The interpolated L SP vectors are given by
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ql[o] =0.550eng-1,i +0.450 g i
g =0.150gng 1 +0-850 i i
q|[2] =0.750mig i +0-250eng i

0||[3] =0.350mig,i +0.650eng, i

0||[4] = 0end,i

The conversion of LSP parametersto LP coefficientsis then performed similarly asin subclause 5.1.9.7. At the end of
the LP analysis there are M=16 L SP parametersand a; coefficients but the corresponding L SFs span the range of 0-

8000 Hz rather than 0-6400 Hz.

The LP analysis at 25.6 kHz and 32 kHz is described later in this document.

5.1.10 Open-loop pitch analysis

The Open-Loop (OL) pitch analysis calculates three estimates of the pitch lag for each frame. Thisis donein order to
smooth the pitch evolution contour and to simplify the pitch analysis by confining the closed-loop pitch search to a
small number of lags around the open-loop estimated lags.

The OL pitch estimation is based on a perceptually weighted pre-emphasized input signal. The open-loop pitch analysis
is performed on asignal decimated by two, i.e. sampled at 6.4 kHz. Thisisin order to reduce the computational
complexity of the searching process. The decimated signal is obtained by filtering the signal through a 5th-order FIR
filter with coefficients { 0.13, 0.23, 0.28, 0.23, 0.13} and then down-sampling the output by 2.

The OL pitch analysisis performed three times per frame to find three estimates of the pitch lag: two in the current
frame and one in the look-ahead area. The first two calculations are based on 10-ms segments of the current frame. The
final (third) estimation corresponds to the look-ahead, and the length of this segment is 8.75ms.

5.1.10.1 Perceptual weighting

Perceptual weighting is performed by filtering the pre-emphasized input signal sy¢(n) through a perceptual weighting
filter, derived from the LP filter coefficients. The traditional perceptual weighting filter W(z) = A(z/ 1)/ A(z/ ) has

inherent limitations in modelling the formant structure and the required spectral tilt concurrently. The spectral tiltis
pronounced in speech signals due to the wide dynamic range between low and high frequencies. This problemis
eliminated by introducing the pre-emphasis filter (see subclause 5.1.4) at the input which enhances the high frequency
content. The LP filter coefficients are found by means of LP analysis on the pre-emphasized signal. Subsequently, they
are used to form the perceptual weighting filter. Itstransfer function is the same as the LP filter transfer function but
with the denominator having coefficients equal to the de-emphasis filter (inverse of the pre-emphasis filter). In this way,
the weighting in formant regions is decoupled from the spectral tilt. Finally, the pre-emphasized signal isfiltered
through the perceptual filter to obtain a perceptually weighted signal, which is used further in the OL pitch analysis.

The perceptual weighting filter has the following form

A(z/
W(2) = A2/ 11)H go_ampn () = ——21 1) (65)
1_ﬂpre—emphz
where
1
H de—emph () =——————— (66)
1- ﬂpre—emphZ

and Spre—emph =0.68 and 3 =0.92. Since A(2) is computed based on the pre-emphasized signal Spre(N) , thetilt of

thefilter 1/ A(z/,) isless pronounced compared to the case when A(z) is computed based on the original signal. The

de-emphasisis also performed on the output signal in the decoder. It can be shown that the quantization error spectrum
is shaped by afilter having atransfer function /W(z) H de—emph (2) = 1/ A(z/ 1) . Thus, the spectrum of the quantization

error is shaped by afilter whose transfer functionis 1/ A(z/7;) , with A(z) computed based on the pre-emphasized
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signal. The perceptual weighting is performed on a frame-by-frame basis while the LP filter coefficients are calculated
on a sub-frame basis using the principle of LSP interpolation, described in subclause 5.1.9.6. For asub-framesize L =
64, the weighted speech is given by

16
sp(n) = spre(n)+Za1» 71 Spre(n—1i)+0.68s,(n—1), n=0,...,255 (67)
i=1

where 0.68 is the pre-emphasis factor. Furthermore, for the open-loop pitch analysis, the computation is extended for a
period of 8.75ms using the look-ahead from the future frame. This is done using the filter coefficients of the 4th
subframe in the present frame. Note that this extended weighted signal is used only in the OL pitch analysis of the
present frame.

If ACELP coreisselected for WB, SWB or FB signals at bitrates higher than 13.2 kbps, its internal sampling rateis set
to 16 kHz rather than 12.8 kHz. Nevertheless, the OL pitch analysisis done only at 12.8 kHz and the estimated OL
pitch values are later resampled to 16 kHz. However, perceptually weighted input signal sampled at al6 kHz is still
needed in the search of the adaptive codebook. The perceptual weighting filter at 16 kHz has the following form

Azl y,)
W(z2) = (68)
1- ﬁ pre—emphl6 Zil

where S pre—empnie =0.72 and y, =0.94. Thus, for this case, the pre-emphasisis done as follows

16
Sh16(N) = Sprezs(N) +Zai 72 Spreas (N—1)+ Bpre—emprisSas (N—1), n=0,...,319 (69)
i1

The perceptual weighting at 25.6 kHz and 32 kHz is described later in this document.

5.1.10.2 Correlation function computation

The correlation function for each of the three segments (or half-frames) is obtained using correlation values computed
over afirst pitch delay range from 10 to 115 (which has been decimated by 2) and over a second pitch delay range from
12 to 115 (which has been decimated by 2). Both of the two delay ranges are divided into four sections: [10, 16], [17,
31], [32, 61] and [62, 115] for the first delay range and [12, 21], [22, 40Q], [41, 77] and [77, 115] for the second delay
range, so that the two sets of four sections overlap. The first sectionsin the two sets, [10, 16] and [12, 21] are, however,
used only under special circumstances to avoid quality degradation for pitch lags below the lowest pitch quantization
limit. Due to this special use of the first sectionsin the sets, omitting the pitch lags 10 and 11 in the second set of
sections presents no quality issues. In addition, the second set omits pitch lags between 17 and 20, when the first
sections are not used. The first section is mainly used in speech segments with stable, short pitch lags and the above
limits have therefore a negligible effect on the overall pitch search and quantization performance.

The autocorrelation function is first computed on a decimated weighted signal s, (n) for each pitch lag value in both
sets by

Laﬁ
C(d)=zshd (N)shg (n-d) (70)

n=0

where the summation limit Ly, depends on the delay section, i.e.:
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sec =40 for d=10,...16 insetl,
sec =40 for d=17,...,.31 insetl,
sec =62 for d=32,...,61 insetl
wc =115 for d=62,...115 insetl
sec =40 for d=12,...,21 inset?2
sec =90 for d=22...,40 inset?2,
sec =80 for d=41...,77 inset 2,
s =115 for d=78...115 inset 2

(71)

Thiswill ensure that, for agiven delay value, at least one pitch cycle isincluded in the correlation computation. The
autocorrelation window is aligned with the first sasmple of each of the two 10-ms segments of the current frame, where
the autocorrelation can thus be calculated directly according to equation (70). To maximize the usage of the look-ahead
segment, the autocorrelation window in the third segment is aligned with the last available sample. In this final segment
the autocorrelation function of equation (70) is computed backwards, i.e., the values of n are negative. Therefore, the
computation as such is the same for all three segments, only the window alignment differs and the indexing of the signal
isreversed in the last segment.

5.1.10.3 Correlation reinforcement with past pitch values

The autocorrelation function is then weighted for both pitch delay ranges to emphasize the function for delaysin the
neighbourhood of pitch lag parameters determined in the previous frame (extrapolated pitch lags).

The weighting function is given by atriangular window of size 27 and it is centred on the extrapolated pitch lags. The
weighting function is given by

W (13+1) = Wpn(13—1) =1+ (1-1/14), 1=0,...,13, (72)

where o, is ascaling factor based on the voicing measure from the previous frame (the normalized pitch correlation)
and the pitch stability in the previous frame. During voiced segments with smooth pitch evolution, the scaling factor is
updated in each frame by adding avalue of 0.16 ﬁxy and it is upper-limited to 0.7. ﬁxy is the average of the normalized
correlation in the two half frames of the previous frame and is given in equation (78). The scaling factor o, isreset to

zero (no weighting) if ﬁxy islessthan 0.4 or if the pitch lag evolution in the previous frame is unstable or if the relative

frame energy of the previous frame is more than a certain threshold. The pitch instability is determined by testing the
pitch coherence between consecutive half-frames. The pitch values of two consecutive half-frames are considered
coherent if the following condition is satisfied:

(max_value< 1.4 min_value) AND ((max_value— min_value) < 14)

where max_value and min_value denote the maximum and minimum of the two pitch values, respectively. The pitch

evolution in the current frame is considered stable if pitch coherence is satisfied for both, the first half-frame of the
current frame and the second half-frame of the previous frame as well as the first half-frame and the second half-frame
of the current frame.

The extrapolated pitch lag in the first half-frame, d ol , is computed as the pitch lag from the second half-frame of the
previous frame plus a pitch evolution factor fg,o , computed from the previous frame (described in subclause

5.1.10.7). The extrapolated pitch lag in the second half-frame, d [ , is computed as the pitch lag from the second half-
frame of the previous frame plus twice the pitch evolution factor. The extrapolated pitch lag in the look ahead, d 2] ,is
set equal to J[l] .Thatis

alol =gty 1,
L P Y S (73)
glal — gl
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where d[_l] isthe pitch lag in the second half-frame of the previous frame. The pitch evolution factor is obtained by
averaging the pitch differences of consecutive half-frames that are determined as coherent (according to the coherence
rule described above).

The autocorrel ation function weighted around an extrapolated pitch lag d is given by

Cy(d+i)=C(d +i)wy, (13+i), i=-13.13. (74)

5.1.104 Normalized correlation computation

After weighting the correlation function with the triangular window of equation (72) centred at the extrapolated pitch
lag, the maxima of the weighted correlation function in each of the four sections (three sections, if the first section is not
used) are determined. Thisis performed for both pitch delay ranges. Note that the first section is used only during high-
pitched segments. For signals other than narrowband signals, this means that the open-loop pitch period of the second
half-frame of the previous frame is lower than or equal to 34. For narrowband signals, the open-loop pitch period of the
second half-frame of the previous frame needs to be lower than or equal to 24 and the scaling factor &, hasto be

higher than or equal to 0.1. It is further noted that the scaling factor &y, isset to O, if the previous frame were an

unvoiced or atransition frame and the signal has a bandwidth higher than narrowband. In the following, the special case
of three sections will not be explicitly dealt with if it arises directly from the text. The pitch delays that yield the
maximum of the weighted correlation function will be denoted as dpgy (k) , where k = 0,1,2,3 denotes each of the four

sections. Then, the original (raw) correlation function at these pitch delays (pitch lags) is normalized as

Crorm(dmax (K)) = = C(L:Cma"(k)) . k=0123 (75)
Zsﬁ(n)zsﬁ(n_dmax (k))
n=0 n=0

The same normalization is applied aso to the weighted correlation function, C,,(d), whichyields C,,,(d). It is noted
that sh(n) isaligned at the first sample of the corresponding half-frame for the two half-frames of the current frame and

at the last sample of the look-ahead for the look-ahead segment, where the calculation is performed backwards in order
to exploit the full look-ahead as well as possible.

At this point, four candidate pitch lags, dpgy (k) , k = 0,1,2,3, have been determined for each of the three segments (two

in the current frame and one in the look-ahead) in each of the two pitch delay ranges. In correspondence with these
candidate pitch lags, normalized correlations (both weighted and raw) have been calculated. All remaining processing is
performed using only these selected values, greatly reducing the overall complexity.

5.1.10.5 Correlation reinforcement with pitch lag multiples

In order to avoid selecting pitch multiples within each pitch delay range, the weighted normalized correlation in alower
pitch delay section is further emphasized if one of its multiplesisin the neighbourhood of the pitch lag in a higher
section. That is,

if (kx dax (2)— dmex (3] < k)
if (prev < 0.6V i (2)> 0.4d prey)
Cun (dmax (2)) = mitCun (dmax (2))
it = (Gt )2

if (kx dimax (1)~ dimax (2) < k)
if (2 prey < 0.6 i (1) > 0.4dl prey )

Cun (d max (1)) = 0muitCun (d max (1))

Amult = (amult )2
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where oyt =1.17, aprey isavoicing factor (normalized pitch correlation) from the previous frame, and d e, isthe

pitch value from the second half-frame of the previous frame. In addition, when the first section is searched and the
pitch multiple of the shortest-section candidate lag is larger than 20 samples, the following reinforcement is performed:

if (kX Ay (0) —~ dimex (D < )
if (0 prev < 0.6V dpny (0)> 0.4d pyey)

Cun (d max (0)) = 0muitCun (d max (0))

Further, orpey, isgiven by the voicing factor of the second half-frame in the previous frame if the normalized

correlation in the second half-frame was stronger than in the first half-frame, or otherwise by the mean value of these
two normalized correlations. In thisway, if a pitch period multipleis found in a higher section, the maximum weighted
correlation in the lower section is emphasized by a factor of 1.17. However, if the pitch lag in section 3 is a multiple of
the pitch lag in section 2 and at the same time the pitch lag in section 2 isamultiple of the pitch lag in section 1, the
maximum weighted correlation in section 1 is emphasized twice. This correlation reinforcement is, however, not
applied at each section when the previous frame voicing factor, oy, islessthan 0.6 and the pitch valueis less than
0.4 times the previous pitch value (i.e., the pitch value does not appear to be a halved value of the previous frame pitch

or larger). In this way, the emphasis of the correlation value is allowed only during clear voicing conditions or when the
value can be considered to belong to the past pitch contour.

The correlation reinforcement with pitch lag multiplesisindependent in each of the two pitch delay ranges.

It can be seen that the "neighbourhood" is larger when the multiplication factor k is higher. Thisis to take into account
an increasing uncertainty of the pitch period (the pitch length is estimated roughly with integer precision at a 6400 Hz
sampling frequency). For the look-ahead part, the first line of the condition above relating to the highest pitch lagsis
modified as follows:

if (kX drpenc (1)~ A (2) < 2(k — 1))

Note that first section is not considered in the correlation reinforcement procedure described here, i.e., the maximum
normalized correlation in the first section is never emphasized.

5.1.10.6 Initial pitch lag determination and reinforcement based on pitch coherence
with other half-frames

Aninitial set of pitch lagsis determined by searching for the maximum weighted normalized correlation in the four
sections in each of the three segments or half-frames. Thisis done independently for both pitch delay ranges. The initial
set of pitch lagsis given by

alkl = argrgwnax(cwn k@) fork=o012, (76)
i=0

where the superscript [k] denotes the first, the second or the third (Ilook-ahead) half-frame.

To find the right pitch value, another level of weighting is performed on the weighted normalized correlation function,
Cun(d), in each section of each half-frame in each pitch delay range. This weighting is based on pitch coherence of the

initial set of pitch lags, dlil, , with pitch lagsdlil (k), k=01,2,3,j #1, i.e. those from the other half-frames. The

init
weighting is further reinforced with pitch lags selected from the complementary pitch delay range, denoted as zi[r{i]t (k) ,
k=0,12,3,] #i. Further, the weighting favours section-wise stahility, where a stronger weighting is applied for
coherent pitch values that are from the same section of the same set asthe initial pitch lag, and a dightly weaker
weighting is applied for coherent pitch values that are from a different section and/or a different pitch delay range than
theinitial pitch lag. That is, if theinitial pitch lag in ahalf-framei is coherent with a pitch lag of section k in half-frame
j » then the corresponding weighted normalized correlation of section k in half-frame j is further emphasized by

weighting it by the value 1+ ¢ (1— Spit /14) ,if theinitial pitch lag is also from section k in the same pitch delay range,

or by 1+ o, (1— 5pit /14) , if theinitial pitch lag is not from section k in the same pitch delay range. The variabledpit is
the absol ute difference between the two analysed pitch lags and the two weighting factors are defined as
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= 0-4(Cnorm(di[;1]it )+ O'Sre)'
o = 0.25(Coormlall], J+ 051, )

where ¢ is upper-bounded by 0.4, o is upper-bounded by 0.25 and C, (d) isthe raw normalized correlation (similar

to the weighted normalized correlation, defined in equation (75)). Finally, r, isanoise correction factor added to the
normalized correlation in order to compensate for its decrease in the presence of the background noise. It is defined as

re = 0.0002.4492e21%%Nt _0 022 constrained by 0< ry < 0.5 77
where N; isthe total background noise energy, calculated as described in subclause 5.1.11.1.

The procedure described in this subclause helps further to avoid selecting pitch multiples and insure pitch continuity in
adjacent half-frames.

5.1.10.7 Pitch lag determination and parameter update

Finally, the pitch lagsin each half-frame, d!%, d! and dl?, are determined. They are selected by searching the
maximum of the weighted normalized correlations, corresponding to each of the four sections across both pitch delay
ranges. In case of VBR operation, the normalized correlations are searched in addition to the weighted normalized
correlations for a secondary eval uation. When the normalized correlation of the candidate lag is very high (lower-
bounded by 0.9) and it is considered a halved value (lower-bounded by a multiplication by 0.4 and upper-bounded by a
multiplication by 0.6) of the corresponding candidate identified by searching the weighted normalized correlation, the
secondary pitch lag candidate is selected instead of the firstly selected one.

In total, six or eight values are thus considered in each segment or half-frame depending on whether section O is
searched. After determining the pitch lags, the parameters needed for the next frame pitch search are updated. The

average normalized correlation ﬁxy is updated by:

Ry = 0.5(Cn0rm(d[°] )+ Cnorm(d (4 ))+ 0.5r, constrained by Ry, <1 (78)

Finally, the pitch evolution factor fg,, to be used in computing the extrapolated pitch lagsin the next frameis
updated. The pitch evolution factor is given by averaging the pitch differences of the consecutive half-framesthat are

determined as coherent. If d[_1] isthe pitch lag in the second half of the previous frame, then pitch evolution is given
by

5pitch =0
cnt=0
fori=0...2

if dl'l AND dl'~¥ are coherent
5pitch = 5pitch + d[i] - d[i_l]
cnt=cnt+1

ifcnt >0
fevol = dpitch /CNt

ese

(79)

fevol =0

Since the search is performed on the decimated weighted signal, the determined pitch lags, gl , d and dl? are
multiplied by 2 to obtain the open-loop pitch lags for the three half-frames. That is
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70l = 2400l
T = 29l (80)
712 = 242

In the following text, the following notation is used for the normalized correlations corresponding to the final pitch lags:

CLi(lrm = CE(lrm (d[i] ) (81)

5.1.10.8 Correction of very short and stable open-loop pitch estimates

Usually, music harmonic signals or singing voice signals have short pitch lags and they are more stationary than normal
speech signals. It is extremely important to have the correct and precise short pitch lags as incorrect pitch lags may have
a serious impact upon the quality.

The very short pitch range is defined from PITy N pousLeextenp =17 to PITyy =34 at the sampling frequency

Fs=12.8 kHz. Asthe pitch candidate is so short, pitch detection of using time domain only or frequency domain only
solution may not be reliable. In order to reliably detect short pitch value, three conditions may need to be checked: (1)
in frequency domain, the energy from 0 Hzto Fyn = Fs/ PITyyn Hz must be relatively low enough; (2) intime

domain, the maximum short pitch correlation in the pitch range from PITy N pousLeexteno 0 PITyny must be

relatively high enough compared to the maximum pitch correlation in the pitch range from PITy,y to PITyax ;5 (3)

the absolute val ue of the maximum normalized short pitch correlation must be high enough. These three conditions are
more important; other conditions may be added such as Voice Activity Detection and Voiced Classification.

Suppose Voicing ,, hotes the average normalized pitch correlation value of the four subframes in the current frame:
Voicing = | CL%]rm + CL%rm +C¥1<2)]rm +CLs())]rm 174 (82)

CL%]rm . C%rm , CL%]rm , CL?(’)]rm are the four normalized pitch correlations calculated for each subframe; for each
subframe, the best pitch candidate is found in the pitch range from P = PITyyy to P=PITyax . The smoothed pitch
correlation from previous frame to current frameis

Voicingg, =(3-Voicinggy, +Voicing)/4 (83

Before the real short pitch is decided, two pre-decision conditions are checked first : (a) check if the harmonic peak is
sharp enough, which isindicated by the flag pre_decision_ flag = harmonic__sharp _ flag . It is used to decideif the

initial open-loop pitch is correct or not; (b) check if the maximum energy in the frequency region [0, Fmin] islow
enough, which isindicated by theflag pre_decision _flag=LF _lack flag.

() Determine base pitch frequency d freq @ccording to theinitial open-loop pitch gt

d freq = Round(Lger /dY) (84)

Then, based on the amplitude spectrum of input signal in frequency domain, determine the decision parameters
which are used to confirm whether the pitch related to the base pitch frequency is accurate. The decision
parameters include energy spectrum difference, average energy spectrum and the ratio of energy spectrum
difference and average energy spectrum.

Compute the energy spectrum difference and the average energy spectrum of the frequency bins around base
pitch frequency d freq

Eaift = Z(EBIN(dfreq)_ Eain (k) (85)

k=1
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20 freq-1

k
Eavrg = Eain ()/(Zd freq _1) (86)

k=

22

Compute the weighted and smoothed energy spectrum difference and average energy spectrum

Edgift _sm = 0.2Egift +0.8Egift _sm, prev (87)

Eavrg_sm =0.2 Eavrg +0.8 Eavrg_sm, prev (88)
where Egitt s and Earg sm are weighted and smoothed energy spectrum difference and average energy
spectrum of the frequency bins around the base pitch frequency.

Compute the ratio of energy spectrum difference and average energy spectrum

Raiff = Edi%awg (89)

Based on the decision parameters calcul ated above, confirm whether the initial open-loop pitch is accurate.
The harmonic sharpness flag is determined as follows:
if (Ediﬁ _sm<—10AND Egyrg gn <38.5AND Ry < —0.8)
pre_decision_ flag = harmonic_sharp_ flag=1
if (Eqitr _sm >10 AND Eqyrg gn > 83 AND Ryt > 0.5)
pre_decision_ flag =harmonic_sharp_ flag=0

(90)

If the above conditions are not satisfied, pre_decision_ flag remains unchanged.

(b) Assume that the maximum energy in the frequency region [0, Fyyn] (HZ) is EnergyO (dB) , the maximum
energy in the frequency region [Fyn,900] (Hz) is Energyl (dB), the relative energy ratio between
EnergyOand Energylisgiven by

Ratio = Energyl— EnergyO (91)
This energy ratio is weighted by multiplying an average normalized pitch correlation value Voicing
Ratio = Ratio-Voicing,, (92

Before using the Ratio parameter to detect the lack of low frequency energy, it is smoothed in order to reduce
the uncertainty,

EnergyRatio g = (15- EnergyRatio ¢ ¢y + Ratio) /16 (93

where the EnergyRatio gy isthelow frequency smoothed energy ratio. If LF _lack _ flag =1 then alack of

low frequency energy has been detected (otherwise not detected ). LF _lack _ flag is determined by the
following procedure,

if (EnergyRatio r ¢35 or Ratio>50)
pre_decision_ flag = LF_lack flag=1;

: : (94)
if (EnergyRatio gy <16)

pre_decision_ flag = LF_lack flag=0;

If the above conditions are not satisfied, pre_decision_ flag remains unchanged.
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Aninitial very short pitch candidate T,, is found by searching a maximum normalized pitch correlation from

P=PITuin_pousLeextend 10 PlTyn

R(Tp) = max{ R(P), P = PIT\in _pousLeexTEND - P TmIN} (95)
If Voicing0 notesthe current short pitch correlation,
Voicing0 = R(Tp) (96)
The smoothed short pitch correlation from previous frame to current frame is
VoicingOgy, = (3- VoicingOgy, +Voicing0) / 4 (97)
By using all the available parameters, the final very short pitch lag is decided with the following procedure,
if ((pre_decision_ flag=1) AND (VAD =1) AND (VoicingOg,, > 0.65) AND (VoicingOg,, > 0.7 -Voicinggy))
Open_ Loop _ Pitch= Tc[)O] = Tc[)lﬂ =Tp

fspitch = Stab _short _ pitch_ flag = flag _ spitch=1
Coder _type=VOICED

(98)

wherein fgitcn = Stab_short _ pitch_ flag = flag _spitch =1 isaflag which forces the codec to select the time

domain CELP coding agorithm for short pitch signal even if the frequency domain coding algorithm and AUDIO class
ispreviously selected; Coder _type=VOICED isaflag which forces the coder to select VOICED class for short pitch

signal.

5.1.10.9 Fractional open-loop pitch estimate for each subframe

The OL pitch is further refined by maximizing the normalized correlation function with a fractional resolution around

the pitch lag values d% and d (inthe 12.8-kHz sampling domain). The fractional open-loop pitch lag is computed
four times per frame, i.e., for each subframe of 64 samples. Thisis similar as the closed-1oop pitch search, described in
later in this specification. The maximum normalized correlation corresponding to the best fractional open-loop pitch lag
isthen used in the classification of V C frames (see subclause 5.1.13.2). The fractional open-loop pitch searchis
performed by first maximizing an autocorrelation function C of the perceptually weighted speech s, for integer lagsin
theinterval [ d[i] —7...d[i] +6], where dl'l = g9 for the search in the first and the second subframes, and

dl'l = d¥ for the third and fourth subframes. The autocorrelation function is similar to equation (70) except that
perceptually weighted speech at 12.8 kHz sampling rateis used, i.e,

63
Craw(d): Zsh(n)sh(n_d) (99)
n=0

In the above equation, s;,(0) corresponds to the first sample in each subframe.

Let d;; betheinteger lag maximizing C,,,(d). The fractional open-loop pitch search is then performed by
interpolating the correlation function C,,, and searching for its maximum in theinterval [d;,; —3/4...djn; +3/4]. The

interpolation is performed with a 1/4 sample resolution using an FIR filter — a Hamming windowed sinc function
truncated at £17. Thefilter hasits cut-off frequency (-3 dB) at 5062 Hz and —6 dB at 5760 Hz in the 12.8 kHz domain.
This means the interpolation filter exhibits alow-pass frequency response. Note that the negative fractions are not

searched if d;, coincides with the lower end of the searched interval, i.e., if d;,; = alll 7.

Once the best fractional pitch lag, d ¢, , is found, the maximum normalized correlation is computed similarly to equation
(75), i.e,
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Craw(d fr )
63 63
|S535 0-a1)
n=0 n=0

The same normalization is applied also to the weighted correlation function, C,, (d) , which yields C, (d) .

Cq(dg) = (100)

At this point, four candidate pitch lags, dp,a (K) , k=0,1,2,3, have been determined for each of the three half-frames

(two in the current frame and one in the look ahead) in each of the two pitch delay ranges. In correspondence with these
candidate pitch lags, normalized correlations (both weighted and raw) have been calculated. All remaining processing is
performed using only these selected values, greatly reducing the overall complexity.

Note that the last section (long pitch periods) in both pitch delay rangesis not searched for the look ahead part. Instead,
the normalized correlation values and the corresponding pitch lags are obtained from the last section search of the
second half-frame. The reason is that the summation limit in the last section is much larger than the available ook
ahead and also the computational complexity is reduced.

The fractional OL pitch estimation as described above is performed only for bitrates lower or equal to 24.4 kbps. For
higher bitrates, the VC mode is not supported and consequently, there is no reason to estimate pitch with fractional

resolution. Therefore, at higher bitrates, dy = dl'l" where for the first and for the second subframe i=0 and for the third
and the fourth subframe i=1.

5.1.11 Background noise energy estimation

The background noise energy is estimated (updated) in two stages. In the first stage, noise energy is updated only for
critical bands where the current frame signal energy isless than the previously estimated background noise energy. This
stage is called the downward noise energy update. In the second stage, noise energy is updated if the signal
characteristics are statistically close to the model of background noise. Therefore, in the second stage, noise energy can
be updated regardless of the current frame signal energy.

5.1.11.1 First stage of noise energy update

The total noise energy per frame is computed as follows:
19
N, =10log Z NED () (101)
i=0
where N[C‘Bl] (i) isthe estimated noise energy in theith critical band of the previous frame.

The noise energy per critical band Ngg (i) isinitialized to 0.0035 dB. The updated noise energy in theith critical band,
denoted Ny (i) , is computed as follows:

Nemp () = 0.0NE ) + 0.100.25eE8 5y + 0.75(E 1) + 0.5 i) )| (102)

where E([:_E;L] (i) correspondsto the energy per critical band calculated in the second spectral analysisin the previous

frame, and N[C_Bl] (i) isthe estimated noise energy per critical band also in the previous frame. Noise energy is then
updated only in critical bands that have lower energy than the background noise energy. That is

NSl 0) = N (@), 1=0,..19 AND Ny (i) < NG (i) (103)

The superscript [0] in the above equation is used to stress that it corresponds to the current frame.

Another feature used in noise estimation and SAD is an estimate of the frame to frame energy variation. The absolute
energy difference between the current and the last frame is calcul ated,.
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E, = ‘Et[_l] - Et‘ . (104)

where the superscript [-1] has been used to denote the previous frame. The frame energy variation is then used to update
the feature

Eunz = max(0.1, 0.98EL-Y +0.02min(3.0, Ey) | (105)

Other energy featuresthat are updated before the SAD and the second stage of the noise estimation are first initialized
during the very two frames after encoder initialization. The initialization is done as follows

En=E

Eu =E

Etl =E

Et[fll =E, (106)

EHZ00

vh2

=] _
Egyn =00

After the two frames of initialization the total frame energy is smoothed by means of LP filtering. That is:
E, =0.80E[ Y +0.20E, (107)

Thefeatures Ey and Ey, are envelope tracking features of the frame energy E; and are used to create the long-term
minimum energy E, and an estimate of the energy dynamics Edyn .Thatis

Eun = max(Ef, " -0.04,E,), (108)

To calculate Ey the following processing is applied:

Eg =EL Y +008

if ¢l >50then

if inifame <150 AND (EF9-E)<30  Ey =E, +min(20.(E Y - Ey)) (109

if (ElY-Ey)>30 AND - <20 Eyg =E, +0.2(El Y —Ey)
dse if (B -Ey)>10 Ey = E, +0.08
Ey =min(Ey, E)

where cL;ﬂn is the number of frames since the last harmonic event from the previous frame. See clause 5.1.11.3.2 for

details about its computation. The new value of Ey isthen used to update its long-term value through an AR process.
Thatis

Ey =(1-oy )Et[fl] +oy By (110)
where the parameter ¢y is set as follows

if (cL;]m >30 ANDE[ U —E, > 30) OR (c{];]m >30 AND inifame < 150) OR (Ey -Ey >30)

(111)
oy =0.03 otherwise oy =0.02

The energy dynamics feature Edyn isjust an LP-filtered version of the difference between Ey, and Ey . That is

Egyn =09 +0.1(Ey, — Ey) (112)
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5.1.11.2 Second stage of noise energy update

In the second stage of the noise energy update, the critical bands not updated in the first stage are updated only if the
current frame isinactive. However, the SAD decision obtained in clause 5.1.12, which is based on the SNR per critica
band, is not used for determining whether the current frame is inactive and whether the noise energy isto be updated.
Another decision is performed based on other parameters not directly dependent on the SNR per critical band. The basic
parameters used for the noise update decision are:

— pitch stahility

— dignal non-stationarity

— normalized correlation (voicing)

— ratio between 2nd-order and 16th-order LP residual error energies

These parameters have generally low sensitivity to the noise level variations. Another set of parametersis calculated to
cover harmonic (tonal) signals and, in particular, music. These parameters prevent the noise energy to be updated, when
strong harmonicity or tonality is detected even when its energy islow. The parameters related to the detection of tonal
signasare

— gpectral diversity

— complementary non-stationarity
— HF energy

— tonal stability

The reason for not using the SAD decision for noise update is to make the noise estimation robust to rapidly changing
noise levels. If the SAD decision was used for the noise update, a sudden increase in noise level would cause an
increase of SNR even for inactive speech frames, preventing the noise estimator to update, which in turn would
maintain the SNR high in the following frames. Consequently, the noise update would be blocked and some other logic
would be needed to resume the noise adaptation.

5.1.11.2.1 Basic parameters for noise energy update
The pitch stability counter is computed as

pc:‘d[o] _d[—11‘+‘d[11 _d[Ol‘ (113)
where d®, di¥l and di-Y are the OL pitch lags for the first half-frame, second half-frame and the second half-frame of the
pervious frame. The pitch stability istrueif the value of pcislessthan 12. Further, for frames with low voicing, pcis

directly set to 12 to indicate pitch instability. That is

if (CLm + Chigrm + Clkm) / 3+Te < theye thenpe = 12, (114)

where C,[f(])rm are the normalized raw correlations as defined in clause 5.1.10.7 and re is a correction added to the

normalized correlation in order to compensate for the decrease of hormalized correlation in the presence of background
noise, defined in clause 5.1.10.6. The voicing threshold thepe = 0.52 for WB inputs, and thcpe = 0.65 for NB inputs.

Signal non-stationarity is analysed based on the product of ratios between the current frame energy per critical band and
its long-term average per critical band. The average long-term energy per critical band is calculated as

Ep (i) = 2B (i) + (1- ar6)(0.5El9 (i) + 0.5EL i), for i = b t0 by, (115)

where bmin= 0 and bmax = 19 in case of WB signals, and bmin= 1 and bmax = 16 in case of NB signals. The update factor
o, isalinear function of the relative frame energy, defined in clause 5.1.5.2 and it is given as follows

0e = 0.064E,y +0.75, constrained by «, < 0.999 (116)
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where all negative values of E,q arereplaced by 0. The frame non-stationarity is then given by the product of the
ratios between the frame energy and its long-term average calculated in the previous frame. That is

— ﬁ max(0.5E.%] (.) +0. SEI[J]B(I) E[[ 11]]0)) +1 )
i by min(0. 5E (|)+05ECB(|) Ecg (1) +1
The voicing factor for noise update is given by
voicing = (CL%]rm + Cﬁ,ﬂrm) 12+r1g (118)
The ratio between the LP residual energy after 2nd-order and 16th-order analysisis given by
r&id_ratio:@ (119)

E(16)

where E(2) and E(16) are the LP residual energies after 2nd-order and 16th-order analysis, and computed in the
Levinson-Durbin recursion (see clause 5.1.9.4). Thisratio reflects the fact that, to represent asignal spectral envelope, a
higher order of LP is generally needed for speech signal than for noise. In other words, the ratio between E(2) and E(16)
is expected to be lower for noise than for active speech.

5.1.11.2.2 Spectral diversity

The basic parameters for noise estimation have their limitations for certain music signals, such as piano concerts or
instrumental rock and pop. Spectral diversity givesinformation about significant spectral changes. The changes are
tracked in the frequency domain in critical bands by comparing energiesin the first spectral analysis of the current
frame with the second spectral analysistwo frames ago. The energy per critical band corresponding to the first spectral

analysis of the current frame is denoted as E[Coé(i) and isdefined in clause 5.1.5.2. Let the energy per critical band

corresponding to the second spectral analysis two frames ago be denoted as E[C_Ef’] (i) . For all bands higher than 9, the
maximum and the minimum of the two energiesis found as

E () = max EL ) EET ) | fori = 10,...b (120)
Emin(i) = min{Eg:Oé(i) , EEZ_E?] 0) } ' 1++1Dmax,

where bmax = 19 in case of WB signals, and bmax = 16 in case of NB signals. The energy ratio isthe calculated as

ax (1)

mln(I

Era(i)= , fori=10,..,bmax. (121)

The spectral diversity isthen calculated as the normalized weighted sum of theratiosin all critical bands with the
weight itself being the maximum energy Ep (i) . That is

Dy
> B (i)Era (1)

Pdiv = I 10 (122)

ZEmax(i)

i=10

The spectral diversity is used as an auxiliary parameter for the complementary non-stationarity described below.

5.1.11.2.3 Complementary non-stationarity

The complementary non-stationarity is motivated by the fact that the non-stationarity described in clause 5.1.11.2.1 and
calculated in equation (117) islow when a sharp energy attack in a harmonic signal is followed by a slow energy decay.

In this case, the average long-term energy per critical band, ECB (i) , slowly increases after the attack whereas the
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current energy per critical band, 0. 5E[0] (i)+0. 5E[1] (i) , slowly decreases. At certain point (few frames after the attack

frame) they are the same yielding only a small value of the nonstat parameter. This indicates to the noise estimation
logic an absence of active signal which iswrong. It may lead to afalse update of the background noise and
consequently a collapse of the SAD agorithm.

To overcome this problem, there is an alternative calculation of the average long-term energy per critical band. It is
calculated in the same way as in equation (115) but with a different factor. That is

Fog () = BeFUed(i) + (1 Be)(0.5EX (i) + 0.5ELL (1)) , for i = b to by (123)
where Ecs(i) isinitialized to 0.03. The update factor S, = o and reset to O if paiv > 5. The complementary non-
Stationarity parameter is then calculated in the same way as nonstat but using F¢ Fl- 1](|) instead of E[ 1](|) That is:

b

™= max(0.5E ](|)+05EH i), FLY iy +1
min(0.5e9 (i) + 0.5, (i), FL;Y (i) +1

nonstat2 = (124)

I=bmin

The complementary non-stationarity must be used by the noise estimation logic only in certain signal passages. These
are characterized by the parameter apeq Which can be described as the average non-binary decision combined from

non-stationarity and tonal stability. That is

if nonstat > thgat OR Prona = 1 then apreq = 0.998 g +0.01x1 otherwise apreg = 0.99apeq +0.01x 0

where aeq isintherange [0; 1] and prona is the tonal stability described in clause 5.1.11.2.5 and defined in equation
(136).

5.1.11.2.4 HF energy content

The HF energy content represents another parameter, which is used for the detection of certain noise-like musical
signals such as cymbals or low-frequency drums. This parameter is calculated as

D
D Ecsl)

Phig = L , constrained by pre <10 (125)

Z Ecs(i)

but only for frames that have at least a minimal HF energy, i.e. when both the numerator and the denominator of the
above equation are higher than 100. If thisis not fulfilled, pne =0 . Finaly, the long-term valueif this parameter is

calculated as
Bre = 0.9 +0.1p, (126)
where Pl isinitialized to zero.

5.1.11.2.5 Tonal stability

The tonal stability exploits the harmonic spectral structure of certain musical signals. In the spectrum of such signals
there are tones which are stable over several consecutive frames. To exploit this feature, it is necessary to track the
positions and shapes of strong spectral peaks. The tona stability is based on a correlation between the spectral peaksin
the current frame and the past frame. The input to the algorithm is an average logarithmic energy spectrum, defined as

Egg(K) = 10|og[o.5(E[B°,]N (k) + EQL, (k))J, k=0,...127, (127)
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where Eg)\ (k) isdefined in clause 5.1.5.2 and the superscripts [0] and [1] denote the first and the second spectral
analysis, respectively. In the following text, the term "spectrum” will refer to the average logarithmic energy spectrum,
as defined by the above equation.

The tonal stability is calculated in three stages. In the first stage, indices of local minima of the spectrum are searched in
aloop and stored as imin. Thisis described by the following equation

imin = (Egg(i—1)> Eqg(i))A (Eqg(i) < Egg(i +1)), Vi i=1...,126, (128)

Theindex Oisadded to i i, if Eqg(0) < Egg(D) . Consequently, the index 127 is added to iy, , if
Egr(127) < E4g(126) . Let us denote the total number of minimafound as Nmin. The second stage consists of calculating

aspectral floor and its subtraction from the spectrum. The spectral floor is a piece-wise linear function which runs
through the detected local minima. Every piece between two consecutive minima i, (X) and i, (x+1) canbe
described by alinear function as

f() =k =imin(N+0a, | =imin(s--imin(X+1), (129)

where k isthe slope of thelineand q = Egg(iin (X)) . The slopeis calculated by

k= EdB(imin(X+1)) - EdB(imin(X))
imin (X+2) = imin(X)

(130)

Thus, the spectral floor isalogical connection of al pieces. The leading bins of the spectrum up to i, (0) and the
terminating bins of the spectrum from i, (Nyin —1 are set to the spectral values themselves, i.e.

F(J)=Eas()) j=0....imn(0)-1
F(j)=f()) j=imin(o)a---aimin(Nmin_1)_1- (131)
F(j):EdB(j) j:imin(Nmin_l)w'1127

Finally, the spectral floor is subtracted from the spectrum by
Edgres(]) =Eag())-F(i), j=0,...127 (132)

and the result is the residual spectrum. The calculation of the spectral floor and its subtraction isillustrated in the
following figure.
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Figure 9 : Spectral floor in the tonal stability

The third stage of the tonal stability calculation is the calculation of the correlation map and the long-term correlation
map. Thisis again a piece-wise operation. The correlation map is created on a peak-by-peak basis where each two

consecutive minima delimit one peak. Let us denote the residual spectrum of the previous frame as Egéllres( i) . For

every peak in the current residua spectrum, normalized correlation is calculated with the previous residual spectrum.
The correlation operation takes into account all indices (bins) of that peak delimited by two consecutive minima, i.e.

imin (X+1)_1 2

> Edpres( ) Elpres(i)
j=lmin (X)
min (X+1)7l imin (X+1) '
Y EmreP Y (Egkea(if

J=imin (%) J=imin (%)

Mcor(imin(x):imin(x"'l)):i X=0,...,Nmin—2  (133)

where the leading bins up to i, (0) and the terminating bins from i, (Nyin —1) are set to zero. The figure below
shows a graphical representation of the correlation map.
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Figure 10 : Correlation map in the tonal stability calculation
The correlation map of the current frame is used to update its long-term value, which can be expressed as

I\Wcor (k)= amapmcor (K)+ (A= pgp)Mor (K),  k=0,...,Ngppc —1 (134)

where oy, = 0.9. If any value of M cor (j) exceeds the threshold of 0.95, the flag fsrong iS Set to One, otherwise it is set
to zero. The long-term correlation map isinitialized to zero for al k. Finaly, al binsof M, (k) are summed together
by

127

Mgym = Z IWcor (i) (135)

j=0

In case of NB signals, the correlation map in higher bandsis very low due to missing spectral content. To overcome this
deficiency, mamis multiplied by 1.53.

The decision about tonal stability is taken by subjecting msm to an adaptive threshold thina. This threshold isinitialized
to 56 and it is updated in every frame by

|f rTth > 56 theﬂ th[ona] = thtona] - 02 OtherW|$ thtona] = th[ona] + 02

and is upper limited by 60 and lower limited by 49. Thus, it decreases when the summed correlation map is relatively
high, indicating a good tonal segment, and increases otherwise. When the threshold is lower, more frames will be
classified astonal, especially at the end of active music periods. Therefore, the adaptive threshold may be viewed as a
hangover.

The prona parameter is set to one whenever mam is higher than thiena or when the flag fsrong iS St to one. That is:

|f Meum > th[ona] OR fstrong = 1 then p[ona] = 1 OtherW|$ ptona] = O (136)
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5.1.11.2.6 High frequency dynamic range

From the residual spectrum Egg s as described in equation 116, another parameter is computed. This parameter is
called the high frequency dynamic Dy is derived from the high band spectral dynamic of the residual spectrum and is
used to set the high frequency dynamic range flag Fy¢ which is used inside the GSC to decide about the number of

subframe and the bit allocation. The high frequency dynamic is compute as the average of the last 40 bin from the
residua spectrum:

i=L
D (t) = 0.7 Dp (1) + 0.3 {4—10 Z Edgres(i )J (137)

And the high frequency dynamic range flag is set depending on the past values and the actual high frequency dynamic
as:

f( Dy ) <9.60B& (g —1]

Fo (1) =0

Dhr = D ) (138)
diseif ((th - D'h j > 4.5dBj

Fo (1) =1

Where t representsthe frame at timet and D'y represents the average high frequency dynamic at when the last time
theflag Fys wasset to 0.

5.1.11.2.7 Combined decision for background noise energy update

The noise energy update decision is controlled through the logical combination of the parameters and flags described in
the previous sections. The combined decision is a state variable denoted pnyp Which isinitialy set to 6, and whichis
decremented by 1 if an inactive frame is detected or incremented by 2 if an active frame is detected. Further, pny iS
bounded by 0 and 6. The following diagram shows the conditions under which the state variable pny is incremented by
2 in each frame.

ETSI



3GPP TS 26.445 version 18.0.0 Release 18 62 ETSI TS 126 445 v18.0.0 (2024-06)

BEGIN

yes yes

nonsta > th,, increment p,,, by 2

increment p,,, by 2

increment p,,,, by 2

N, <150 yes

E-E >10

Y

» increment p,,, by 2

yes

Y

voicing > the

A

increment p,,, by 2

. . yes .
»<_ resid_ratio>th. » increment p,,, by 2
es
> Pora >0 Y » increment p,,, by 2
Ay > 08 yes ) . be o
> » increment p,,
nonsta2 > th,, Prup BY

Figure 11 : Incrementing the state variable for background noise energy update

where, for WB signals, thga = 350000, thcnorm = 0.85 and thresia = 1.6, and for NB signal's, thga = 500000, thenorm = 0.7
and thresa= 10.4. If pny is NOt incremented in any of the conditions from the above diagram, it is automatically
decremented by 1. Therefore, it takes at least 6 frames before pnyp reaches 0 which signal s the subsequent logic that
background noise energy can be updated. The final decision about background noise energy update is described in the
subsequent section.
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5.1.11.3 Energy-based parameters for noise energy update

The parametersin this section are used in addition to the py,, described in the previous section to control wheniitis

possible and safe to alow the noise estimate sub-bands to be increased according to the pre calculated noise estimate
Ny calculated in equation (102).

5.1.11.3.1 Closeness to current background estimate

Similar to nonstat and nonstat2 the parameter nonstatg represents a spectral difference. The differenceisthat it isthe

closeness/variation compared to the current background noise estimate that is measured. The calculation of the feature
also differsin calculation during initialization, that is ini .. <100, or during normal operation. During initialization the

comparison is made using a constant, Ey; =0.0035 which istheinitialization value for the sub-band energies, as
shown in

16
nonstatg = Z‘Iog(O.SE[COé (i) +0.5EL (i) +1) — log(Eyy +1) (139)
i=2
Thisis done to reduce the effect of decision errorsin the background noise estimation during initialization. After the

initialization period the calculation is made using the current background noise estimate of the respective sub-band,
according to:

16
nonstatg = Z‘|og(o.5E§’g (i) +05EML (i) +1) — log(NE 1) +1) (140)
i=2
It is worth noting that the calculation of nonstatg is not dependent of the band width asit is made over the same sub-
bands regardless of the input bandwidth.

5.1.11.3.2 Features related to last correlation or harmonic event

Two related features are created which relate to the occurrence of frames where correlation or harmonic events are
detected. Thefirst isacounter, €, that keepstrack of how many frames that have passed since the last frame where

correlation or harmonic event has occurred. That isif a correlation or harmonic event is detected the counter is reset
otherwise it isincremented by one, according to:

if ((CL%],m +Cll. )/2>0.850R pional > o)then Charm = 06158 Tharm = Charm +1 (141)

where CHer isthe normalized correlation in the first or the second half-frame and pygng iS the result of the tonal
detection in clause 5.1.11.2.5. If the counter Cy,y, islarger than 1itislimited to 1if E; <15.0 or if ini ¢ame >10

AND (E; - Et ) > 7.0is 1. Depending on the estimated short term variance of the input frame energy the current value
of the counter Ty, can be reduced to one quarter of itsvalue (or 1 if it was less than 4). The reduction is made for

frameswhere C,,, >1 where E, >30.0 and the short therm variance estimate of the frame energy is larger than

8.0. The other feature is the long term measure of the relative occurrence of correlation or tonal frames. It is represented
asascalar value, Cy, , whichisupdated using afirst order AR-process with different time constants depending on if the

current frame is classified as a correlation/tonal frame or not according to:

0.03 if Cpgrm ==0

) (142)
0.01 otherwise

Sor = (1= )Y + (G = 0) Where o = {

where the test, Cnarm == 0, represents a detection of a correlation/tonal event.
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5.1.11.3.3 Energy-based pause detection

To improve the tracking of the background noise the energy pause detector monitors the number of frames since the
frame energy got close to the long-term minimum frame energy estimate E;; . For inactive frames the counter is 0 or

higher, cpg =0, where positive integers represent the number of frames since the start of the current pause. When
active content is detected the counter is set and kept at, cpg =—1. Initialy cpg =0 so the detector isin ainactive state
and checks for an energy increase relative the long term minimum energy tracker E; that could triggers atransition to
and active state:

if Cog = OAND (E; —Ey) >5thencpg =—1 (143)

If the detector isin an active state the detector checksif the frame energy once again has come close to the long term
minimum energy

if Cog ==—1AND (E; -~ Ey) <5thencyg =0 (144)

The final step in the update of this parameter is to increment the counter if the detector isin an inactive state

if Chg 20thencyg =Cpg +1 (145)

5.1.11.3.4 Long-term linear prediction efficiency

This section describes how the residual energies from the linear prediction analysis made in clause 5.1.9 can be used to
create along term feature that can be used to better determine when the input signal is active content or background
noise based on the input signal alone.

The analysis provides several new features by analysing the linear prediction gain going from 0"-order to 2-order
linear prediction and going from 2"-order to 16™-order prediction. Starting with the 2" order prediction residual energy
that is compared to the O™-order prediction residual energy, which isthe energy of the input signal. For amore stable
long term feature the gain is calculated and limited as

9Lp_o_2 =max(0,min(8, E(0)/ E(2))) (146)

where E(0) isthe energy of theinput signal and E(2) isthe residual energy after the second-order linear prediction

(see clause 5.1.9.4). The limited prediction gain is then filtered in two stepsto create long term estimate of this gain.
Thefirst is made using

Op 0 2= 0'85§[L_Pl]_0_2 +0.15g;p ¢ 2 (147)

and typically thiswill become either O or 8 depending on the type of background noise in the input once thereisa
segment of background only input. A second feature is then created using the difference between the first long term
feature and the frame by frame limited prediction gain according to:

Jad 0 2=|9P 0 2~ 9P 0 2| (148)

Thiswill give an indication of the current frames prediction gain compared to the long term gain. This differenceis
used to create a second long term feature, thisis done using afilter with different filter coefficient depending on if the
long term difference is higher or lower than the currently estimated average difference according to

i gl
Tad 0 2=0-2)TH g y+00m 0 » whereq={0t MOad 0 2<8d 02 (149
- - = - 0.2 otherwise

This second long term feature is then combined with the frame difference to prevent the filtering from masking
occasional high frame differences, the final parameter is the maximum of the frame and the long term version of the
feature

Omax 0 2=MaX(Tad 0 2:Y9ad 0 _2)- (150)
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The feature created using the difference between 2™ order prediction and 16" order prediction is analysed dightly
differently. Thefirst step hereis aso to calculate prediction gain as

gip_2_16 = Max(0,min(8,E(2)/ E(16))) (151)

where E(2) representsthe residual energy after a 2™ order linear prediction and E(16) istheresidua energy after a

16" order linear prediction, see clause 5.1.9.4. This limited prediction gain is then used for two long term estimates of
this gain, one where the filter coefficient differsif the long term estimate is to be increased or not as shown in

_ —[= 0.20 if dp 2 16> g[_l]
0 =(1- a)g[ 1 +ag wherear = —o— LP_2_16  (152)
tP_2_16 LP_2_16 P21 0.03 othrewise

The second long term estimate uses a constant filter coefficient, according to
Oip2_2_16=(1- ﬂ)G[L_pl]z_z_le +5dip_2_16 Where5=0.02. (153)

For most types of background signals both will be close to 0, but have different responses to content where the 16™
order linear prediction is needed (typically for speech and other active content). Thefirst g p » 16 Will usualy be

higher than the second g p» > 16 Thisdifference between the long term features is measured according to
Oad 2 16=91P 2 16— 0LP2 2 16 (154)

which is used as an input to the filter which creates the third long term feature according to

_ i 002 if oy 2 16< Y
0 =(1—a)g[ 1] +og wherea = ad_z_ ad_2_16 (155)
ad_2_16 ad_2_16 ad_2_16 0.05 otherwise

Also, thisfilter uses different filter coefficients depending on if the third long term signal isto be increased or not. Also
here the long term signal is combined with the input signal to prevent the filtering from masking occasiona high inputs
for the current frame. The final parameter is then the maximum of the frame and the long term version of the feature

Omax_2 16 =MaX(Jad 2 16:9ad_2_16) - (156)
Note that also some of the other calculated features in this sub section are used in the combination logic for the noise

estimation, ad 2 16+ 9max_2_ 16+ Imax 0 2 Jad 0 _2.20ddip o 2-

5.1.11.3.5 Additional long-term parameters used for noise estimation

Some additional parameters that processed to create long term estimates are three measures the relation of the current
frames energy compared to the energy of the noise estimate. The first cal culates the difference between the current
frame energy and the level of the current noise estimate thisis then filtered to build along term estimate according to

Ngig = - B)NET + g€, - N;) where #=0.03 (157)

Another feature estimates along term estimate of how often the current frame energy is close to the level of the
background estimate using:

Niack = 0= BNIY, + B((E - Ny) <10)  where =003 (158)

The third estimate is a second order estimate for the number of frames that the current input has been close to the noise
estimate. Thisis simply a counter isreset if the long term estimate Ny, 5c S higher than a threshold and incremented
otherwise, as shown in

0  if Niyak 20.05
Chr = {C - (159)

k‘t}] +1 otherwise
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The last additional features calculates an long term estimate of the difference in the current frame energy to the long
term minimum energy feature, thisis done by low pass filtering the calculated energy difference according to

Ei as =-PELY+AE -E)) where p=0.03 (160)

5.1.11.4 Decision logic for noise energy update

Already in the first step of the noise estimation (see clause 5.1.11.1), the current noise estimate has been reduced in sub-
bands where the background noise energy was higher than the sub-band energy for the current frame. The decision logic
described in this subsection shows how it is decided when to update the background noise estimate and how large that
update should be allowed to be by setting the step size, stepgz - The update is adapted based on the earlier described

features or combinations thereof.

Every frame an attempt is made to adjust the background noise estimate upwards, where it isimportant not to do the
update in active content. Several conditions are evaluated in order to decide if an update is possible and how large an
allowed update should be. Asit is always allowed to make downwards updates it is equally important that possible
updates are not prevented for extended times as this will affect the efficiency of the SAD. The noise update uses aflag
to keep track of the number of prevented noise updates, Cfirst ypdt » the same flag is also used to indicate that no update

has taken place. The counter Crirg ypqt iSinitialized to the value O to indicate that no update has been done so far.
When updates are successful it is set to 1 and for failed updates the counter isincremented by 1.

The mgjor decision step in the noise update logic is whether an update is to be made or not and thisis formed by
evaluation of the following logical expression

fUPDATE = (fbg_MASK AND(fbg_nup OR fbg_dynamic OR fbg_tracking OR fbg_nwv)) OR fbg_ini (161)

where fog masc ensuresthat it is safe to do an update provided that any of the four pause detectors, fog nyp,
fhg _dynamics fbg_tracking, @d fpg new indicate that an update is allowed. Note that the last term in the condition
fog_ini isNOtisnot combined with fyy \ag asit handles the noise estimation during initialization.

Starting with the mask which ensures that the normal updates only can occur when the current frame energy is closeto
the estimated long-term minimum energy, E;; (see clause 5.1.11.1), is adjusted with alevel dependent scaling of the

estimated frame energy variations, E,j,, according to
fog masc = Et < Ey +(@L5+15(E; <50))Eyny (162)

Thefirst pause detector fpg nyp isbased on the metric pyy, control logic described in subclause 5.1.11.2.7, when
Prup is O updates are allowed, that is

if Pryp == 0then foy nup =Lelse oy nyp =0 (163)

The second pause detector allows for updates for low energy frames if the estimated signal dynamicsis high and a
sufficient number of frames have passed since the last correlation event, that is

fog _dynamic = Edyn >15AND E; < Ey + 2E, AND Cygrm > 20 (164)

The third pause detector allows updates when there are consecutive frames that are similar in energy to the current low
level framesin arow,

fog_track = Ntrack >09 (165)

The last detector isitself a combination of a mask and two pause detectors and mainly uses the additional features
described in subclause 5.1.11.3.4, the detector is evaluated using

fbg_neW: fbg_MlAND(fbg_AloR fbg_AZ) (166)
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where fpy 1 isthe mask for the detector and fpg o and fry a» aretheadditional detectors. For this detector the

following seven flags are first evaluated. The first flag signals that the frame energy close to background noise energy
where the threshold is adapted to the estimated frame to frame energy variations, as

ferr bg = Et < Ey + (@.5+1.5(E; <50))Eyny (167)

The second flag signals a high linear prediction gain with 2" order model for a stationary signal, and is defined as
follows:

fens_bg =9Lp 0 _2 > 7.95AND nonsta<10° (168)
Thethird flag signals that there is alow linear prediction gain for 16" order linear prediction
fip_bg =9max_2_16 <01 (169)
The fourth flag signal s that the current frame has low spectral fluctuation
fns_bg =nonsta< 10° (170)
Thefifth flag signals that the long term correlation is low
fhaco_bg = Cev < 0.5 (172)
The sixth flag signals low long term correlation value including the current frame
fraev_bg = Cev_max < 0.4 (172)
The seventh and last flag signals a non-speech like input signal
feo bg =(9ad 0 _2>05ANDgp o 2<7.95==0 (173)
Using the above flagsit is possible to express the mask as
fbg_Ml = fenr _bg OR ( (fcns_bg OR fIp_bg) AND fns AND fbg_haco AND fc2_bg) (174)

The two additional detectors foy  and fry Ao, arealso those built using sub detectors and additional conditions.
Starting with fpg a1 the sub detectors are:

(E; <55) AND fep_ g AND
fbg_Al = ((Combahc <0.85AND (gmax_2_16 <0.1AND gmax_0_2 < 01) OR (175)
combgpe < 0.150R comby,g, < 0.30)

where the combination metrics combg,. and comby,qy, are combinations where the maximum of a number of metrics
are used for the comparison

combpe = Max(MaX(apred :Cev): Tad_2_16) (176)
COMBcmy = MaX(MaX(Ceys Imax_2_16)s Imax_0_2) (177)

For the f,y a> sub detector
fbg A= (Cev_ max < 0.4) AND (apred < 0.85) AND( ch_bg OR fenr _bg) (178)

where the combination Metric Coy max = MaX(Cey, Charm == 0) iscalculated as

Cev_max = MaX(Cey,Charm == 0) (179)
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Thelastterm fpy i inthe fyppate handlesthe special conditions of noise update during the initialization, which

occurs during the 150 first frames after the codec start. Also the initialization flag is evaluated as a combination of two
flags according to

fog_ini = fog_ini_ 1 AND fpg ini 2 (180)

where the first flag test for initialization period and a sufficient number of frames without correlation event, according
to

fog_ini_1 =i frame <150 AND Cpgrm > 5AND (E; — E;) <7 (181)

The second flag eval uates a number of earlier calculated features against initialization specific thresholds according to

(@prea <0.59ANDC,, < 0.23) OR
fog ini 2= Apyeg < 0.380RC,, < 0.150R (182)
nonstaB < 500R f; ,, OR

(E; < 42AND €y, >10ANDT,, < 0.35AND &t oy < 0.80)

Every frame an attempt is made to adjust the background noise estimate upwards, asit is important not to do the update
in active content several conditions are evaluated in order to decide if update is possible and how large an update that
should be allowed. At the sametime it isimportant that possible updates are not prevented for extended times. The

noi se update uses a flag to keep track of the number of prevented noise updates. The same flag is also used to indicate
that no update has taken place. Theflag Cfirg ypqt isinitialized to the value O to indicate that no update has been done

so far. When updates are successful it is set to 1 and for failed updates the counter isincremented by 1.

If the above condition fyppaTe IS evaluated to 0, the noise estimation only checksif the current content might be music
by evaluating the following condition

Cny > 300ANDC,, >0.9AND N, > 0. (183)
If thisis evaluated to 1 the sub-band noise level estimates are reduced. Thisis done to recover from noise updates made

before or during music. The reduction is made per sub-band depending on if the current estimate is high enough,
according to

NBL iy =098NBl i) for alli where NI (i) > 2B - (184)
and Cpyp o lisupdated according to the definition in equation (198) before noise estimation is terminated for this frame.

Thefollowing steps are taken when fyppate isevaluated to 1. First the step size, stepg,e, isinitially set to O, before
the process of determining if the noise update should be set to 1.0, 0.1, or 0.01. For the update stepg4 to be set to 1.0
the following condition

(@pred < 0.85AND fpg Nyp) (185)
and any of the following conditions
Ey dis <10OR foy o 1) AND Ngg < 40AND (E; — N;) <10 (186)
Ctirst_updt == OAND Crarmp >80ANDCp count > 0.5 (187)
fog _ini AND (fog  Nup OR nonstaB <10 OR Crgry > 80) (188)

needs to be evaluated to 1. When this happens Cfirg ypgt IS also set to 1 before the noise estimation for the current
frameis updated using the previously calculated new value, according to

NDL (i) = Ny i) foralli (189)
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where Ny (i) isthe pre-calculated new noise estimate from subclause 5.1.11.1. The noise estimation procedure is done

for the current frame after the €, oin equation (198) is updated.

If the above condition has failed then the stepg,. isset to 0.1if any of the four following conditions are met

(aCt preg < 0.80) AND (frg nup OR fpay ) AND (Chago < 0.10) (190)

(aCt preg < 0.70) AND (fpy nyp OR nonstaB <17) ANDfpg  payj AND (Chago < 0.15) (191)
Charm > 80AND N; >5AND E; < min(1.0,E; +1.5E;,) (192)

Charm > 50AND Cirgt ypat > 30AND fpg Ny ANDCp count > 0.5. (193)

If the stepg, has been set to 0.1 it will be reduced to 0.01 if
fhg Nup == OAND Charm < 50 (194)
and if the following condition is met

pred > 0.60R (fug in == OAND nonstaB >8AND (Ey - N;) <10 . (195)

If the stepgze issetto 0.10r 0.01, Cfirgt ypdt IS Set to 1 before the noise estimation for the current frame is made
according to

N 5y = NI i) + upditgen (N () - NI ) Foralli (196)
and the noise estimation procedure is done for the current frame after €y, o isupdated in equation (198).

If the conditionsto set the stepg, to 0.1 or 0.01 have failed, the step sizeis still 0 and noise update has potentially
failed. After testing if the following condition is true

fog_ Nup OR Charm > 100 (197)

the variable Cfirs ypqt ISincremented to keep track of potentially failed updates and the noise estimation is done after

the following update of Cyp o-

In all cases the noise estimation updates end with an update of €, o Whichisthelong-term estimate of how frequent
noi se estimations could be possible according to

Soup_0= A~ B)chl o+ Blpnyp = 0) where f=0.2 (198)

and where py iscalculated in clause 5.1.11.2.6.

5.1.12 Signal activity detection

In this module active signal is detected in each frame and the main flags for external use are the three flags fi sap  HE

fLSAD and the combined fgap . These flags are set to one for the active signal, which is any useful signal bearing some

meaningful information. Otherwise, they are set to zero indicating an inactive signal, which has no meaningful
information. The inactive signal is mostly a pause or background noise. The three flags represent different trade-offs
between quality and efficiency, and are used respectively by various subsequent processing modules.

The entire signal activity detection (SAD) module described in this section consists of three sub-SAD modules. Two of
the modules, namely the SAD1 and the SAD2, work on the spectral analysis of the 12.8kHz sampled signal, see
subclause 5.1.12.1 and 5.1.12.2 respectively for detailed descriptions. The third module, namely the SAD3, operates on
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the CLDFB that runs on the input sampling frequency, see subclause 5.1.12.6. A preliminary activity decision, fep, is

first obtained by combining two of the three sub-SAD modules, the SAD1 and SAD?2, for input with bandwidth greater
than NB, or directly from SAD1 for NB input. This preliminary decision is then further combined with the decision

output fSADS of the third sub-SAD module, the SAD3, depending upon the codec mode of operation and the input
signal characteristic. The resulting decision isthen feed to aDTX hangover module to produce the final output fgap -

Internally theflag fsap prx isused to always produce aflag with DTX hangover whether DTX is on or off. When
this no longer isneeded and DTX ison fgap prx replacesthe combined fgap to reduce the number of variables
used externally.

5.1.12.1 SAD1 module
The SAD1 module is a sub-band SNR based SAD with hangover that utilizes significance threshol ds to reduce the

amount off false detections for energy variations in the background noise. During SAD initialization period the
following variables are set as follows

nbact_ frame = 3

IPspeach = 45.0

fSAD_reg_h =0

fSAD_reg_I =0 (199)
fSAD_cnt =0

fLSAD_reg =0

fLsap_cnt =0

The output of the SAD1 module istwo binary flags (signal activity decisions) figap ne and figap . The difference
between them is due to the setting of parameters for the significance thresholds. The first binary decision f sap HE IS
used by the speech/music classification algorithm described in clause 5.1.13.5. The second binary decision f  gpp is

developed further and leads to the final SAD1 decision, fgap . Notethat all decisions can be modified by the
subsequent modules.

The spectral analysis described in clause 5.1.5 is performed twice per frame. Let E[COB (i)and Eél]B (i) denote the energy

per critical band for the first and second spectral analysis, respectively (as computed in clause 5.1.5.2). The average
energy per critical band for the whole frame and part of the previous frame is computed as

Ecali)=02E586)+04E0 () + 04 (), i =bin.... b (200)

where E[C_Bll (i) denotes the energy per critical band from the second analysis of the previous frame, by, and byax

hereafter denote respectively the minimum and the maximum critical band involved in the computation, whereby,, = 1,

Brmax = 16 for NB input signalsand by, = 0, bpg = 19 for WB signals (see Table 2 in subclause 5.1.5.1). The signal-
to-noise ratio (SNR) per critical band is then computed as

SNRCB(i)—EL(') i =DBins- -, Bmax » cOnstrained by SNRg >1 (201)

 Negli)'

where Ng(i) is estimated noise energy per critical band, as explained in clause 5.1.11.1. The average SNR per frame,
in dB, isthen computed using significance thresholds with two different settings
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b S N
2 [ SNReg(i) if SNReg(i)>signg,e e
SNRav_re =10l0g Z {minsm_HE othrewise

i=Bpin

o {SNRCBG) if SNRog (i) signyy

(202)

NR,, =10lo
i 9 Z Ming, othrewise

i=bpin

where signge e, MiNgy He, and ming, are control parameters that differ between codec modes and sampling
rates.

Table 6: Control parameters for the significance thresholds for different bandwidths

Bandwidth | SiOMthy HE | MNgyy HE | SOy, | Mingy

NB 2.65 0.05 1.75 0.25
WB 2.5 0.2 1.3 0.8
SWB 2.5 0.2 1.75 0.25

The signal activity is detected by comparing the two average SNR'’s per frame to a certain threshold the first is then
used without hangover and the second has a hangover period added to prevent frequent switching at the end of an active
speech period. The threshold is afunction of the long-term SNR and the estimated frame to frame energy variations,
mainly the variation in noise but without the need to identify noise frames. Theinitial estimate of the long-term SNR is
given by

SNR 7 = EGY - N (203)

where Esp isthe long-term active signal energy, calculated in equation (234) and Nt isthe long-term noise energy,

calculated in equation (233). If this estimate is |lower than the signal dynamics estimate Edyn calculated in equation
(112). Then the estimate is adjusted according to

S\IRLT = S\IRLT +1
if SNRLT > Egyn (204)
SNR, 1 = Egyn
The energy variation is the E,hz calculated in equation (105) in clause 5.1.11.1.

The threshold calculation is calculated in three steps, one initial value and two sequential modifications. The initial
valueis calculated as

theap = N + N SNRLT + 1%y (Eynp =1y _ofs) (205)

Where the function parameters, ny, n¢,ny,andny o5 are set according to the current input bandwidth summarized in
the following table

Table 7: Functional parameters for the initial thgap calculation for different bandwidths

Bandwidth Ng | Ng n, | Ny ofs

NB 0.1 | 16.0 | 4.00 1.15
WBand SWB | 0.1 | 16.1 | 2.05 1.65

If the estimated SNR conditions are good, i.e. if SNR; 1 > 20, the threshold is updated and upper limited for certain
low-level NB signals. That is
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thSAD = thSAD + 03(S\IRLT - 20)

206
if (BW=NB AND SNR 1 >40 AND thgap > 24.1 AND E < 45) then theap = 24.1 (206)

5.1.12.1.1 SNR ouitlier filtering

The average SNR per frame, SNR,, , that is estimated as shown in equation (202) is updated such that any sudden

instantaneous SNR variations in certain sub-bands do not cause spurious deviationsin the average SNR from the long
term behaviour. A set of bands and SNRs per band are determined and accumulated based on noise characteristics as
shown in equations (209), (210). The critical band that contains the maximum average SNR isidentified initially asthe
outlier band whose index is represented as, iq, outlier » and the outlier band SNR is given by,

isnr_outlief =i|max(SNRcB(j))'j = Brmin - Bnax (207)

NRoutlier = S'\IPCB(isnr_outIier) (208)

The background noise energy is accumulated in bands by, through by,i.2 and in bands by,,.3 through by o -

bm‘n+2
Neg | = Z Neg(i) (209)
i=bmin
b
Neg_w = ZNCB(i) (210)
i=bmin+3

The average SNR, SNR,, , is modified for WB and SWB signals through outlier filtering as follows,

if (SNRoutlier <MAXgsNR ouTLIER 3 AND gy outlier >3 AND gy outlier <MAXSNR OULIER IND )

{
if(Ncg_ L >Ncg_H *OUTLIER_ THR_1 OR  SNRyyjer <MAXgNR OUTLIER 1)

SNRyy =SNRouTLIER WGHT 1 * (SNRay — SNRoyiier )
el%lf( NCB_L > NCB_H *OUTL'ER_THR_Z OR S\IROU'[HGI' < MAXSNR_OUTLlER_Z ) (211)

SNRy, = SNRoyTLIER WHT 2 * (SNRay — SNRyier )
ese

SNRy, = SNRouTLIER WGHT 3 * (SNRay — SNRyyier )
}

The outlier filtering parameters used in updating the average SNR are listed in the table below.

Table 8: SNR outlier filtering parameters

Parameter value
MAX_SNR_OUTLIER 1 10
MAX_SNR_OUTLIER 2 25
MAX_SNR_OUTLIER_3 50

SNR OUTLIER WGHT 1 1.0
SNR OUTLIER WGHT 2 1.01
SNR_OUTLIER WGHT 3 | 1.02
OUTLIER THR 1 10
OUTLIER THR 2 6
Maximum outlier band index 17
(MAX_SNR_OUTLIER IND)
TH_CLEAN 35
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Based on the outlier band estimated in equation (207), aweighting is determined as per equation (211) and applied to
SNRs per band (through outlier filtering by subtracting the SNR in the outlier band) or on the average SNR. The
threshold, thgap , is updated based on the outlier filtering and further statistics from background noise level variations,

previous frame coder type, and the weighting of SNR per band. The threshold update is not performed when the long-
term SNR, SNR| 1 is below the clean speech threshold, TH_CLEAN = 35dB.

if (isnr_outlier <=4 AND prev_coder_type >UNVOICED)
thrgap =thrgap —1.0
SNR,, = 10* log10(SNRy, ()
elseif( NRyiier < MAXsNR oUTLIER 2 & & prev_coder_type< UNVOICED) (212)

thrgap = threap + (1— 0.04 SNRyiier )
else
thrgap = thrgap + max(0, (0.6 0.01SNRyier )

where the smoothed average SNR, SNR,, ¢, is calculated after the SNR outlier filtering is performed in equation
(212).

aNRlcurent] _ g 5 S\le\erel\t/] +05NR,, (213)

av_It

The updated threshold, thgap , as shown in equation (212) and the updated average SNR, SNR,,, , as shown in equation
(211) are used in signal activity detection logic as described in Clause 5.1.12.3.

51.12.2 SAD2 module

The SAD2 module is also a sub-band SNR based SAD and makes an activity decision for each frame by measuring the
frame's modified segmental SNR. The output of SAD2 moduleisabinary flag fgap, whichis set to 1 for active frame

and set to O for inactive frame. For each frame, the SNR per critical band is first computed. The average energy per
critical band for the whole frame and part of the previous frame is computed as

-1 0] ; 1] - e =[0] s 1] ¢
02650)+04E9 1)+ 04 (), i=bin b IFEL@)>EL(G)

214
02581)+ 03l ()+05ELL (), i =byin.bma  if ES )< ELL (i) .

Ecsli)=
where E[C_é](i ) denotes the energy per critical band from the second spectral analysis of the previous frame,

E([?] (i)and E[CI]B (i) denote respectively the energy per critical band for the first and second spectral analysis of the

current frame, by, =0, by = 19. More weighting is given to the energy of the second spectral analysis for the current

frameif the energy of the second spectral analysisis higher than the first spectral analysis. Thisis designed to improve
the detection of signal onsets. The SNR per critical band is then computed as

SNRCB(i)=§(;—BB((Ii)), i =DBrmin,---»bmax» cONstrained by SNReg >1 (215)

where NCB(i) is the estimated noise energy per critical band, as described in clause 5.1.11. The SNR per critical band
isthen converted to a logarithmic domain as

SNRog g () = 10010 (SNRcg (i) (216)
Thelog SNR per critical band is then modified by
MSNRe (1) = (SNRegiog (1) + e, SNRT) PSWRT), i< b b (217)

where MSNR-g (i) isthe modified SNR per critical band, (i, SNR, 1) isan offset value which is afunction of the

critical band and the long-term SNR of the input signal as calculated in equation (203), summation of
SNRcpiog (i) +a(i, SNR_1) isconstrained to be not greater than 2, and S(SNR, 1) isan exponential factor used to re-
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shape the mapping function between MSNR-g (i) and SNRg (i) , S(SNR 1) isalso afunction of the long-term SNR
of theinput signal. The offset value (i, SNR, 1) is determined as shown in the following table

Table 9: Determination of a(i,SNR 1)

i<2|2<i<7|7<i<18 | 18<i

R 7 >24 0 0 0 0
18<SNR 1 <24 | 01 | 0.2 0.2 0.2
SNR 1 <18 | 02 | 04 0.3 0.4

and B(S\R, 1) isdetermined as

6 NR, 1 >18
B= LT (218)
9 NR 1 <18
The modified segmental SNR is then computed as
Brmex
MSSNR= > MSNRcg(i) (219)
i=bpin

and a relaxed modified segmental SNR is also computed. The procedure of calculating the relaxed modified segmental
SNR issimilar to the calculation of the modified segmental SNR with the only difference being that, besides
o(i, SNR 1) , another offset value y(i) isalso added to the log SNR per critical band SNRcg|oq (i) When calculating

the relaxed modified SNR per critical band. The relaxed modified SNR per critical band is therefore computed as
RIXMSNRGg (1) = (SNRegiog () + 2, SNRuT) + 70) PSVRT), i = b, B (220)

where (i) isafunction of the critical band and is determined as

04 i<7
i) = 221
70 {O otherwise (221

The relaxed modified segmental SNR is used in the hangover process at alater stage of the algorithm.

A further enhancement (increase in value) is made to the modified segmental SNR if an unvoiced signal is detected.
Unvoiced signal is detected if both of the two critical bands covering the highest frequency range have SNRs greater

than athreshold of 5, i.e. if SNR-g(18)>5 and SNR-g (19) >5. Inthis case, the contributions of the overall modified

segmental SNR from the two critical bandsis boosted. The boost is performed over the two critical bands where the
number of critical bands is extended from two to eight and the corresponding modified segmental SNR is re-computed
over the extended bands as

MSSNR = (MSSNR + 3- MSNRqg (18) + 3- MSNRCB(19))-§—2 (222)

where multiplication by 20/26 effectively performs the mapping of the modified segmental SNR cal culated on the
extended scale back onto the same scale asiif it were computed over the original 20 critical bands. The re-computation
of modified segmental SNR is only conducted if the computed value is greater than before. If no unvoiced signal of
above type is detected, Nggcg , Which isthe number of critical bands whose SNR is greater than athreshold of 2 is

determined. If Nggcg >13, asecond type unvoiced signal is detected, and if the long-term SNR of the input
signal SNR, 1 isfurther below athreshold of 24, the modified segmental SNR in this case is re-computed as

MSSNR= MSSNR + A (223)

where A =2.5- SNR_ 1 —15.5 and islimited to be a positive value.
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The primary signal activity decision is made in SAD2 by comparing the modified segmental SNR to adecision
threshold THRgpp . The decision threshold is a piece wise linear function of the long-term SNR of the input signal and
is determined as

MIN[2.4-SNR 1 -42.2,80] SNR 1 >24
THRgap2 =< MIN[2.4-SNR, 1 —40.2,80] 18<SNR 1 <24 (224)
MAX[2.5- NR, 1 —10,1] NR, 1 <18

If the modified segmental SNR is greater than the decision threshold, the activity flag fgapo isset to 1, and a counter
of consecutive active frames, C, , used by SAD2 isincremented by 1, and if the current frame isineither asoft or a

hard hangover period as described later in this subclause, the corresponding hangover period elapses by 1. Otherwise,
the consecutive active frames counter C, issetto 0 and the setting of fgap, isfurther evaluated by a hangover

Process.

The hangover scheme used by SAD2 consists of a soft hangover process followed by a hard hangover process. The soft
hangover is designed to prevent low level voiced signals during a speech offset from being cut. When within the soft
hangover period, the SAD2 is operating in an offset working state where the relaxed modified segmental SNR
calculated earlier is used to compare to the decision threshold THRgap » (compared to the normal working state where

the modified segmental SNR is used). If the relaxed modified segmental SNR is greater than the decision threshold, the
activity flag fgap, isset to 1 and the soft hangover period elapses by 1. Otherwise, if the relaxed modified segmental

SNR is not greater than the decision threshold, the soft hangover period is quit and the setting of fgapo isfinaly
evaluated by a hard hangover process. When within the hard hangover period, the activity flag fgap, isforcedto 1 and

the hard hangover period elapses by 1. The soft hangover period isinitialized if the number of consecutive voiced
frames exceeds 3. The frameis considered a voiced frame if the pitch correlation is not low and the pitch stays

relatively stable, that is, if (CI%,+Cl, . +Cll /341, >065 and

(@2 - al9) + @ —dl9)+ (dl@ —al )}/3<14 where C[9,,, I, . CIZ,, are respectively the normalized pitch
correlation for the second half of the previous frame, the first half of the current frame and the second half of the current
frame as calculated, r, isthe noise correction factor, dngl , dg)ﬂ , dg]L ,dgﬂ are respectively the OL pitch lag for the

second half of the previous frame, the first half of the current frame, the second half of the current frame and the 1ook-
ahead as described in subclause 5.1.10. The value to which the soft hangover period isinitialized is a function of the
long-term SNR of the input signal and the noise fluctuation FLU | computed in equation (225), and is determined as

Table 10: Determination of the soft hangover period initialization length

NR T >24 [ 18<NR <24 | SNR 1 <18
FLUy <40 1 1 2
FLUy =40 1 3 4

The hard hangover period isinitialized if the consecutive active frames counter C, reaches athreshold of 3. The

value to which the hard hangover period isinitialized is a so afunction of the long-term SNR of the input signa and the
noise fluctuation, and is determined as

Table 11: Determination of the hard hangover period initialization length

NR T >24 | 18<NR7<24 | NR 1 <18
FLUy <40 1 1 2
FLUy =40 1 1 3

The noise fluctuation FLU  is estimated over background frames declared as inactive by the final SAD flag of SAD2,
fsap2 , by measuring the moving average of the segmental SNR in the logarithm domain. The noise fluctuation is
computed as
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FLUy =FLUKY —(@-a)-6
O (225)

s=FLUlY - Z SNRcgiog (i)

i:bmin

where FLU Ll’l] denotes the noise fluctuation of the previous frame, « isthe forgetting factor controlling the update
rate of the moving average filter and is set to 0.99 for an increasing update ( when FLUy > FLU k’ll ) and 0.9992 for a

decreasing update ( when FLU y < FLU k_ll ). 0 isconstrained by 6 <10 for decreasing updates and 6 > —10for

increasing updates. To speed up theinitialization of noise fluctuation, for the first 50 background frames, « is set to 0.9
for increasing updates and 0.95 for decreasing updates, ¢ isconstrained by 6 <30 for decreasing updates and
0 > -50for increasing updates.

5.1.12.3 Combined decision of SAD1 and SAD2 modules for WB and SWB signals
The decision of the SAD1 module is modified by the decision of the SAD2 module for WB and SWB signals.

For f sap He thedecisionlogicisdirect if the average SNR per frame islarger than the SAD decision threshold and
if thefinal SAD2 flagissetto 1. That is,

if S\lRav_HE >thSAD AND fSADZ =1 then fLSAD_HE Zl,OtherW|Se fLSAD_HE =0 (226)

Likewise, for f| gap thedecisionlogicisdirect if the average SNR per frameislarger than the SAD decision threshold
and if thefinal SAD2 flagissetto 1.That is,

if S\lRav >th%D AND f%Dz =1 then fLSAD =1, fSAD =1 (227)
otherwise, f gap iSset to 0 and the hangover logic decidesif fgap should be set to active or not.

The hangover logic works as a state machine that keeps track of the number of frames since the last active primary
decision and if a sufficient number of consecutive active frames have occurred in arow to allow the final decision to
remain active even if the primary decision has aready gone inactive. Thus, if there has not been a sufficient number of
primary decisions in arow there is no hangover addition and the final decision is set to inactive, that is fgap iSsetto 0

if fLeap iSO.

The hangover length dependson SNR, 1, initialy set to O framesand if 15< SNR| 1+ < 35 itisset to 4 frames and if
NR, 1 <15itisset to 3 frames. The counting of hangover framesisreset only if at least 3 consecutive active speech
frames ( SNR,, > thgap ) Were present, meaning that no hangover is used if SNR,,, > thgap in only one or two adjacent

frames. Thisisto avoid adding the hangover after short energy burstsin the acoustic signal, increasing the average data
rate in the DTX operation.

5.1.12.4 Final decision of the SAD1 module for NB signals

Similarly to the WB case two primary decisions are generated but in this case there is no dependency on the SAD2
module. If SNRy, pe > thgap the frameis declared as active and the primary SAD flag, fisap He iSSet tol.

OtherWI%, fLSAD_HE isset to 0.

To get the final SAD decision fgap thereisadifference in how the primary decision is made and how the hangover is
handled compared to WB. For NB signals the hangover has awindow of 8 frames after the last run of three consecutive
active primary decision, that is SNR,, > thgap . During this hangover period the SAD decision is not automatically set
to active; instead, the threshold theup is decreased by 5.2 if SNR 1 <19, and by 2if 19< SNR 1+ <35. The SAD

decision is then made by comparing the average SNR to the corrected threshold following condition (206). Again,
counting of hangover framesisreset only if at least 3 consecutive active frames were present.
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5.1.12.5 Post-decision parameter update

After the final decision isformed, some SAD1-related long term-parameters are updated according to the primary and
final decisions.

Primaet quick =0.90Primaet quick +0.10f sap

i i (228)
Primaet sow = 0.99priMygt gow +0.01f sap
These are then used to form a measure of the long term primary activity of | gap
Primge = 0.90primget +0.10mMin(priMagt quics PriMact_siow) (229)
Similar metrics are generated for the figap HE
PriMact_quick_HE = 0-90PrMagt_quick_HE +0.10f 5ap _HE (230)
PriMact sow HE = 0.99primaet gow HE +0.01f sap HE
These are then used to form an measure of the long term primary activity of | gap
Primact e = 0.90primag e +0.10min(primaee_quic_HE » PriMact_slow_HE) (231)

To keep track of the history fgap decisionstheregisters foap reg hy fsap reg 1+ fsap_cnt are updated so that

fsap reg hand foap reg | keepstrack of the latest 50 frames with regard to the fgap decisions by removing the
oldest decision and adding the latest and updating fsap cne SO that it reflects the current number of active framesin the
registers.

Similarly to keep track of the history for f gap decisionstheregisters figap reg @d figap cnt are updated so that

fLsap reg keepstrack of the latest 16 frames with regard to the f gap decisions by removing the oldest decision and
adding the latest and updating f| gap cnt SO that it reflects the current number of active frames in the registers.

When the SAD decisions have been made, the speech music classifier decision has been made and the noise estimation
for the current frame has been completed the long term estimates of active speech level, Esp , and long term noise level

estimate N, can be updated. During the four first frames the initialization is made for both variables using mainly the
current input as follows

Ntth

- _ (232)
it LY < N +10then EY = N, +10

Where N, isthetotal sub band noise level after update for the current frame. For the long term noise level estimate the
initialization uses different filter coefficient during the remainder of the 150 frames initialization as follows

0.02 if iNi frame <150

. (233)
0.05 otherwise

For the active speech level the update after theinitial four frames only occursif figap He iIS1AND the fhigh jpn
from the speech music classifier is0. Where fign |pn isgenerated as L, > Ls AND Ly > L, based on the features

Ls,Lm, Ly calculated based on equation (329) in subclause 5.1.13.6.3. If those conditions are met then the speech level
estimate is updated according to

El:1 it (LY _
_sz{O.QSEsp +0.02E, if (B5Y - E)<10 (23

EL‘F}] -0.05 otherwise
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5.1.12.6 SAD3 module
The SAD3 moduleis shown in Figure 12. The processing steps are described as follows:
a) Extract features of the signal according to the sub-band signals from CLDFB.

b) Calculate some SNR parameters according to the extracted features of the signal and make a decision of background
music.

¢) Make apre-decision of SAD3 according to the features of the signal, the SNR parameters, and the output flag of the
decision of background music and then output a pre-decision flag.

d) Theoutput of SAD3 is generated through the addition of SAD3 hangover.

l Sub-band signals

v

Calculating Sub-band FFT
energy features
y v Y v
Calculating Calculating . Calculating
. . X Calculating
spectral centroid time-domain . spectral flatness
. tonality features
features stability features features
\4 _ V.V
Calculating SNR Decision of
background
parameters :
music
v v v \ 4 v
Decision of Pre-decision of
background < » SAD3 Hangover ———»
VAD
update flag

Figure 12: Block diagram of SAD3

5.1.12.6.1 Sub-band FFT

Sub-band FFT is used to obtain spectrum amplitude of signal. Let X[k, I] denote the output of CLDFB applied to the I
sample in the k™ sub-band. X[k,I] is converted into a frequency domain representation from the time domain by FFT as
follows:

15 27 .
_7“
XDFT[k,j]:ZX[k,I]e 16" :0<k<100< j <16 (235)
=0

The spectrum amplitude of each sample is computed in the following steps:

Step 1: Compute the energy of Xy [K, j] asfollows:
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XpeT powlk, 1= (Re(Xperlk, i) +(Im(Xperlk, j1)?);0< k <100< j <16 (236)
where Re(XperlK, j1), Im(Xper[k, j]) arethereal part and the imaginary part of Xer[K, j], respectively.

Step 2: If kis even, the spectrum amplitude, denoted by ASp , Iscomputed by

Ag (8K + j) = \/XDFT_POW[k, i1+ Xprr_powlk15—j], 0<k<10,0< <8 (237)

If kis odd, the spectrum amplitude is computed by

A (8K +7- )= \/XD,:T_poW[k, i1+ Xprr_powlk15—j], 0<k<100<j<8 (238)

5.1.12.6.2 Computation of signal features

In Pre-decision Energy Features (EF), Spectral Centroid Features (SCF), and Time-domain Stability Features (TSF) of
the current frame are computed by using the sub-band signal; Spectral Flatness Features (SFF) and Tonality Features
(TF) are computed by using the spectrum amplitude.

5.1.12.6.2.1 Computation of EF

The energy features of the current frame are computed by using the sub-band signal. The energy of background noise of
the current frame, including both the energy of background noise over individual sub-band and the energy of
background noise over all sub-bands, is estimated with the updated flag of background noise, the energy features of the
current frame, and the energy of background noise over al sub-bands of the previous frame. The energy of background
noise of the current frame will be used to compute the SNR parameters of the next frame (see subclause 5.1.12.6.3). The
energy features include the energy parameters of the current frame and the energy of background noise. The energy
parameters of the frame are the weighted or non-weighted sum of energies of all sub-bands.

The frame energy is computed by:
(Lc-2)

Er= Y Ec (k) +0.24Ec (0) (239)
k=1

The energy of sub-band divided non-uniformly is computed by:
Nregion(i"'i)*l
Et ()= z Ec(), O0<i<Ngy (240)
j:Nregion(i)

Where N isthe sub-band divisionindicesof E¢ & (i). The sub-bands based on thiskind of division are also

region

called SNR sub-bands and are used to compute the SNR of sub-band. N, isthe number of SNR sub-bands.

The energy of sub-band background noise of the current frame is computed by:

£l

K o ) =0BEL 1 () +(@-a)E 0<ar<1,0<i<Ng, (241)

bg_ snr f_snre

Where El[);]” o (1) isthe energy of sub-band background noise of the previous frame.

The energy of background noise over al sub-bandsis computed according to the background update flag, the energy
features of the current frame and the tonality signal flag, and it is defined as follows:

[0] E[fO] bg _sum
Ef by T N_[O] - (242)
f _bg
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I certain conditions that include at least that the background update flag is 1 and the tonality signal flag i, ggu 1S

0 are met, E[folbg_sum and N[folbg are computed by:
E¥ am=EF 3y am+EY (243)
NI, =NEL +1 (244)
Otherwise, E[folbg_wm and N[folbg are computed by:
B bg_am = Ef by_am (245)
Ny = Ni (246)
Where E[fi]_bg_sum and N[fi]_bg arethesumof E; and the counter of E; , respectively. The superscript [-1] denotes

the previous frame and [0] denotes the current frame.
5.1.12.6.2.2 Computation of SCF

The spectral centroid features are the ratio of the weighted sum to the non-weighted sum of energies of all sub-bands or
partial sub-bands, or the value is obtained by applying a smooth filter to thisratio. The spectral centroid features can be
obtained in the following steps:

a) Divide the sub-bands for computing the spectral centroids as shown in Table 12.

Table 12: Sub-band division for computing spectral centroids

Spectral centroid feature N i N i
number (i) SC_Start( ) sc_end( )

2 0 9

3 1 23

b) Compute two spectral centroid features, i.e.: the spectral centroid in the first interval and the spectral centroid in
the second interval, by using the sub-band division for computing spectral centroidsin Step @ and the
following equation:

Nsc_end (') Nsc_endﬁ)
Fe@)=( Y (k+DEc()+A)/ D Ec(k)+4p), 1<i<4 (247)
k:Nsc_aart 0] k:Nsc_aart(i)

c) Smooth the spectral centroid in the second interval, Fg. (2) , to obtain the smoothed spectral centroid in the
second interval by

Fi(0)=0.7FLH(0)+0.3r (2) (248)

5.1.12.6.2.3 Computation of SFF

Spectral Flatness Features are the ratio of the geometric mean to the arithmetic mean of certain spectrum amplitude, or
thisratio multiplied by afactor. The spectrum amplitude ASp , issmoothed as follows:

A (i)=0.7A (i) +0.3A' (1), 0<i<N, (249)

where Pgl () and A[;pl] (i) are the smoothed spectrum amplitude of the current frame and the previous frame,
respectively. N, isthe number of spectrum amplitude.
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Then the smoothed spectrum amplitude is divided into three frequency regions as shown in Table 13 and the spectral
flatness features are computed for these frequency regions.

Table 13: Sub-band division for computing spectral flatness

Spectral fIaEIr(l)ess number NA_start (k) NA_end (k)
0 5 19
1 20 39
2 40 64

The spectral flatness features are the ratio of the geometric mean to the arithmetic mean of the spectrum amplitude or
the smoothed spectrum amplitude.

Let N(K) =N, 44 (K) =N, a1 (K) +1 be the number of the spectrum amplitudes used to compute the spectral
flatness feature F- (K) . We have

Na_end (K) 1UN(K)
(H r':NA_s(art (k) %) (n))

Fe (K) =——x (250)
A_end (k)
(Z n=Np_gar (K) '%p (n)) /N (k)
The spectral flatness features of the current frame are further smoothed as follows:
FLA (k) = 0.85FLH (k) +0.15F I (k) (251)

Where FL3 (k) and FL{ (K) are the smoothed spectral flatness features of the current frame and the previous frame
respectively.

5.1.12.6.2.4 Computation of TSF

The time-domain stability features are the ratio of the variance of the sum of energy amplitudes to the expectation of the
squared sum of energy amplitudes, or this ratio multiplied by a factor. The time-domain stability features are computed

with the energy features of the most recent N frame. Let the energy of the n frame be E[f“] . The energy amplitude of

E!" is computed by

A = JE" +0.001 (252)

By adding together the energy amplitudes of two adjacent frames from the current frame to the N*" previous frame, N/2
sums of energy amplitudes are obtained as

A = A2+ A @

Where A[f] isthe energy amplitude of the current frame for k = 0 and A[f] the energy amplitude of the previous frames
for k< 0.

Then the ratio of the variance to the average energy of the N/2 recent sumsis computed and the time-domain stability
F.s isobtained as follows:

N/21 , N2t N/2-1
= (N __+ [m]y2 [n]\2
Frs= 3 (AZ -5 2 As)? /(Y (AZ)”+0000) (254)
n=0 m=0 n=0

Note that the value of N is different when computing different time-domain stabilities.
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5.1.12.6.2.5 Computation of TF

The tonality features are computed with the spectrum amplitudes. More specifically, they are obtained by computing the
correlation coefficient of the amplitude difference of two adjacent frames, or with afurther smoothing of the correlation
coefficient, in the following steps:

a) Compute the spectrum-amplitude difference of two adjacent spectrum amplitudes in the current frame. If the
differenceis smaller than 0, set it to O.

0 if i+6 i+5
D=1, ¢ A< A9 (255)
Asp(l +6)—Asp(| +5) otherwise
b) Compute the correlation coefficient between the non-negative amplitude difference of the current frame obtained
in Step @) and the non-negative amplitude difference of the previous frame to obtain the first tonality features as
follows:

P4

Z D i) pLY ()
Frg = ——=2 (256)

N
\/Zm[;;] i? ")

i=0

where Dg (i) isthe amplitude difference of the previous frame.

Various tonality features can be computed as follows:

FT (0) = FTR
FI%(1) =0.96F™ () +0.04F (257)
F%(2) =0.90F(2) +0.10F

where FTH] are tonality features of the previous frame.

5.1.12.6.3 Computation of SNR parameters

The SNR parameters of the current frame are computed with the background energy estimated from the previous frame,
the energy parameters and the energy of the SNR sub-bands of the current frame.

The SNR of all sub-bandsis computed by:
SNR =log, ((E}” +0.0001) /(E\ ) (258)
The average total SNR of all sub-bandsis computed by:
SNRf = ( RS ()/N (259)
flux = Zi:o R’(
where N is number of the most recent framesand SNR (i) is SNR of thei™ frame.
The frequency-domain SNR is computed by:

SNRy = (3" SRy () N (260)

where N, isthe number of SNR sub-band and SNR,, (i) is the SNR of thei™ sub-band by:

r
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T(i) =log, ((EL¥ _ (i)+0.0000)/(ELY (i) +0.0001))

f_snr bg_snr
N (i) = 0 ifT(i)<-0.1 (261)
Ran ()= T(i) otherwise
Thefirst long-time SNR is computed by:
NR, ., =log,(EFY . SEF ) (262)
t_org glO t_active It_inactive

The computation method of ELY . and ELY can be found in subclause 5.1.12.6.6.

It_active It_inactive

The second long-time SNR is obtained by accordingly adjusting a parameter Tj; g, associated with SNF\"t_Org as

follows:
SNRy =Tyt _gor +0.404Ty;_ gy +0.)Fynsco (263)
where;
0 FId, <14
Finsco = Flady -14  14<FlH <22 (264)
0.8 FI >22

where F o, isthelong-time background spectral centroid. If the current frame is active frame and the background-
update flag is 1, the long-time background spectral centroid of the current frame is updated as follows:

Flgko = oFldy + - a)F(0), e (01) (265)

n

where F,E;{) is the long-time background spectral centroid of the previous frame.
Theinitial long-time frequency-domain SNR of the current frame SNRI[O] is computed by:

NR? =8, INEE L —SE L /N (266)

sp_snr_f sp_snr_f ns_snr_ f

where Ssp_sm_f and Ng, o, ; arerespectively the frequency-domain SNR NR;, accumulator and frequency-domain

SNR SNR; counter when the current frame is pre-decided as active sound, and Sns_sm_f and N ¢ are

ns_snr_
respectively SNR; accumulator and SNRy counter when the current frame is pre-decided asinactive sound. The
superscript [-1] denotes the previous frame. The details of computation can be found in Steps €) and i) of subclause
5.1.12.6.6.

The smoothed average long-time frequency-domain SNR is computed by:

NRY_ =09SNRY  +0.1SNR" (267)

f _smooth f _smoot

The long-time frequency-domain SNR is computed by:

0 Tif _sr <O
NRi =1 Ty e 0<Ti g <MAX_LF_S\R
MAX_LF_SNR Tit ar > MAX_LF_SNR (268)

Tit e = 0.12(SNR[% -3)

where MAX_LF_SNR isthe maximum of SNR .
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5.1.12.6.4 Decision of background music

With the energy features, F; , Fg, Fo . and Fg. of the current frame, the tonality signal flag of the current frame

is computed and used to determine whether the current frame istonal signal. If it isatonal signal, the current frameis
music and the following procedure is carried out:

a) Suppose the current frame is a non-tonal signal, and aflag f is used to indicate whether the current

tonal _ frame

frameisatona frame. If f =1, the current frameis atonal frame. If f =0, the current

tonal _ frame tonal _ frame

frame is anon-tona frame.

b) If Fr(0)>0.6 or itssmoothed value Ft (1) isgreater than 0.86., go to Step c). Otherwise, go to Step d).

¢) Verify the following three conditions:

(1) The time-domain stability feature Fqg(5) issmaller than 0.072;
(2) The spectral centroid feature Fg-(0) isgreater than 1.2;

(3) One of three spectral flatness features is smaller than its threshold,
Fsgr (0) < 0.76 OR Fggr (1) < 0.88 OR Fogr (2) < 0.96.

If all the above conditions are met, the current frame is considered as atonal frame and theflag f,, _frame ISSELTO L.
Then go to Step d).
d) Updatethetonal level feature |, accordingtotheflag i, fame- Theinitial valueof |, issetinthe
region [0, 1] when the active-sound detector begins to work.
1 . .
o _ 0978 U 10025 if fiona frame iS1 (269
tonal 0.997| t[;nl{]j‘l otherwise

Where It[c?ga, and It[(;]ﬂ, are respectively the tonal level of the current frame and the previous frame.

€) Determine whether the current frameis atonal signal according to the updated It[frla, and set the tonality signal

ﬂag ftonal _signal *

If It[frla, is greater than 0.5, the current frame is determined as atonal signal. Otherwise, the current frame is determined
asanon-tonal signal.

1if1l% >o05
f : = tonal (270)
tonal _signal {O otherwi
5.1.12.6.5 Decision of background update flag

The background update flag is used to indicate whether the energy of background noise is updated and its valueis 1 or 0.
When thisflagis 1, the energy of background noise is updated. Otherwise, it is not updated.

Theinitial background update flag of the current frame is computed by using the energy features, the spectral centroid
features, the time-domain stability features, the spectral flatness features, and the tonality features of the current frame.
The initial background update flag is updated with the VAD decision, the tonality features, the SNR parameters, the
tonality signal flag, and the time-domain stability features of the current frame to obtain the final background update
flag. With the obtained background update flag, background noise is detected.

First, suppose the current frame is background noise. If any one of the following conditions is met, the current frameis
not noise signal.
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a)
b)

c)
d)

€)

f)

9)

The time-domain stability Frg(5) > 0.12;
The spectral centroid Fg- (0) > 4.0 and the time-domain stability Frg(5) > 0.04;
The tonality feature F (1) > 0.5 and the time-domain stability Frg(5) > 0.1;

The spectral flatness of each sub-band or the average obtained by smoothing the spectral flathessis smaller than
its specified threshold, or one of three spectral flatness features is smaller than its threshold:

Fsg (0) < 0.80R Fggr (1) < 0.780R Fogr (2) < 0.8;
The energy of the current frame E; is greater than a specified threshold: EEO] > 32E£f"l] , Where Eg” isthe

long time smoothed energy of the previous frame and E;k] of k' frameiscomputed :

EL = 0.95E Y +0.05ElK ;

Thetonality features F are greater than their corresponding thresholds: Fr (1) >0.60 OR F (0) >0.86;

Theinitial background update flag can be obtained in Steps a) - f). Theinitial background update flag is then
updated. When the SNR parameters, the tonality features, and the time-domain stability features are smaller than
their corresponding thresholds : SNRy <0.3 AND SNR; <1.2 AND F+ (1) <0.5 AND Fq5(3) <0.1 and both the

combined feap and f _signal €St to 0, the background update flag is updated to 1.

5.1.12.6.6 SAD3 Pre-decision

The SAD3 decision f sap3 1S computed with the tonality signal flag, the SNR parameters, the spectral centroid features,
and the energy features. The SAD3 decision is made in the following steps:

a)

b)

d)

Obtain the second long-time SNR SNR, by computing and adjusting the ratio of the average energy of long-
time active frames to the average energy of long-time background noise for the previous frame;

Compute the average of SNR for anumber of recent frames to obtain SNRy;y ;

Compute the SNR threshold for making SAD3 decision, denoted by Tw_f , With the spectral centroid features
F , the second long-time SNR SNR,, the long-time frequency-domain SNR SNRy; , the number of previous
continuous active frames N and the number of previous continuous noise frames N

Set the initial value of T.

sn

continuous_spl ' continuous_ns *

. 1 ONR, . First, adjust T, ; with the spectral centroid features, if the spectral

centroids are located in the different regions, an appropriate offset may be added to Tg,, ¢ . Then, Tgy ¢ is
N NRfyx, and SNRy¢ . When Neontinuous_spt 1S
greater than its threshold, the SNR threshold is appropriately decreased. When N nuous._ns

threshold, the SNR threshold is appropriately increased. If SNR, is greater than a specified threshold, the SNR
threshold may be accordingly adjusted.

further adjusted accordingto N

continuous_spl continuous_ns ’

is greater than its

Make an initial VAD decision with the SAD3 decision threshold Ty, ; and the SNR parameters such as

snr_

NR; and SNR, of the current frame. First g, issetto 0. If SNRy >T,

snr_f !

or S\IR{ >4.0, fSD\D3 is set

to 1. Theinitial VAD decision can be used to compute the average energy of long-time active frames Elt_active .

Thevaueof E is used to make SAD3 decision for the next frame.

It _active

E0 _ gl

It _active fg_sum

I/ NE! (271)
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where E[fg]_sum and N[fg] is computed by:
(-1 [0 ; —
g0 _ Efg amtEr If fops=1 o7
gsm—) gl otherwise (272
fg_sum

-1 41 -

N Nig" +1if fops=1 (273
g [-1] i
Ny otherwise

€) Updatetheinitial SAD3 decision according to the tonality signal flag, the average total SNR of al sub-bands,
the spectral centroids, and the second long-time SNR. If the tonality signal flag f,,, _signal 1L, feaps iSSEL tO

1. The parameters Ssp_snr_f and Ny, o, ¢ aeupdated by:

g0 [l HSNR fgpg=and SNRP (L, INEL, )
P S otherwise
NO - NG, (+1if fgp,=1and SNRY > (SLY, /NLY, ) @75)
Pt NCY, otherwise

If SNR

conditionsis met:

1w >(B+ SNR, *A), where A and B are two constants, .5 isset to 1. If any one of the following

condition 1: SNR;,, > 2.1+ 0.243NR,

flux

condition2: NR;, >T, and Fg(3) > T, and NR, ,, <T,

flux
feaps isto 1. Where T, T, and T, are the thresholds.

f) Update the number of hangover frames for active sound according to the decision result, the long-time SNR, and
the average total SNR of all sub-bands for several previous frames, and the SNR parameters and the SAD3
decision for the current frame; See subclause 5.1.12.6.7 for details;

g) Add the active-sound hangover according to the decision result and the number of hangover frames for active
sound of the current frame to make the SAD3 decision;

h) Make a combined decision with fgyp and fSAD3 . The output flag of the combined decision is namely
combined fgap . See subclause 5.1.12.7;

i) After Steps g) and h), the average energy of long-time background noise, denoted by Elt_inacﬁve, can be
computed with the SAD decisions combined feap and feap - By jneive 1S Used to make the SAD decision for

the next frame. If both combined fgap and foap a0, S o ¢, Npg o ¢ areupdatedand B oqieis

computed as follows:

1] a . :
0] B SLS_]Snr_f +SNR[f] if fsap =0and thecombined fgap =0
Sns swr_f ™ [-1] ; (276)
=S Ste g f otherwise
-1 . :
0] B NE]S_]Sn,_f +1if fgup =0and thecombined fgap =0
an snr_f [-1 ; (277)
—= Nislgr f otherwise
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[o] _ o] (0]
Elt_inactive - Ebg_sum/ Nbg (278)
where E[% and N is computed by:
bg_sum bg ’
gD gl _ i -
(0] by sum T+ E¥ if feap = 0andthecombined fgap =0
Ebg sum = - . (279)
9_ gl-1 otherwise
bg_sum
NEY +1if foup = 0and thecombined feup =0
N = o SAD D (280)

NE,g]l] otherwise

The functions of the Pre-decision module are described in Steps a) - €) in this subclause.

5.1.12.6.7 SAD3 Hangover

Thelong-time SNR and the average total SNR of all sub-bands are computed with the sub-band signal (See subclause
5.1.12.6.2.1 and 5.1.12.6.3). The current number of hangover frames for active sound is updated according to the SAD3

decision of several previousframes, SNR, ;. SNRy,, , other SNR parameters, and the SAD3 decision of the

current frame. The precondition for updating the current number of hangover frames for active sound is that the flag of
active sound indicates that the current frame is active sound. If both the number of previous continuous active frames

N o nuous_sp2 <8 @Nd SNRy; o4 <4.0, the curent number of hangover frames for active sound is updated by subtracting

flux

N continuous o2 from the minimum number of continuous active frames. Suppose the minimum number of continuous

active frames is 8. The updated number of hangover frames for active sound, denoted by N is computed as follows:

hang '
N hang = 8— Neonti nuous_ sp2 (281)

Otherwise, if both SNR, = >0.9and N > 50, the number of hangover frames for active sound is set

flux continuous _sp2

according to the value of SNR, . Otherwise, this number of hangover framesis not updated.

N continuous o2 I1Ssetto O for thefirst frame. When the current frame is the second frame and the subsequent frames,

Ncommuous_spz is updated according to the previous combined fgyp asfollows:
If the previous combined fgnp is1, Ncommuous_spz isincreased by 1;

I the previous combined fsap iSO, Ngguinuous_sp2 iSSEL 0 0.

51.12.7 Final SAD decision

The feature parameters mentioned above are divided into two categories. The first feature category includes the number
of continuous active frames N the average total SNR of all sub-bands SNR, . , and the tonality signal flag

f NR
feature category includes the flag of noise type, the smoothed average long-time frequency-domain SNR SNR; _ smooth

continuous_sp2 ! flux *

isthe average of SNR over all sub-bands for a predetermined number of frames. The second

tonal _signal * flux

in a predetermined period of time, the number of continuous noise frames, frequency-domain SNR.

First, the parametersin the first and second feature categoriesand fgap and fe,, are obtained. The first and second
feature categories are used for the SAD detection.

The combined decision is made in the following steps:
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a) Compute the energy of background noise over all sub-bands for the previous frame with the background update flag,
the energy parameters, and the tonality signal flag of the previous frame and the energy of background noise over al
sub-bands of the previous 2 frames. Computing the background update flag is described in subclause 5.1.12.6.5.

b) Compute the above-mentioned SNR
frame and the energy parameters of the current frame.

qux With the energy of background noise over all sub-bands of the previous

c) Determine the flag of noise type according to the above-mentioned parameters SNR,, . and SNR; ¢ o, - First,
the noise type is set to non-silence. Then, when SNRt_org is greater than the first preset threshold and SNIR; _smooth 1S
greater than the second preset threshold, the flag of noise type is set to silence.

Then, the features in the first and second feature categories, fgn, and fgap are used for active-sound detection in
order to make the combined decision of SAD.

When the input sampling frequency is 16 kHz and 32 kHz, the decision procedure is carried out as follows:

a) Sdlect fg 5 astheinitial value of the combined fenp ;

b) If the noise type is silence, and the frequency-domain SNR SNIR; is greater than 0.2 and the combined fgyp set O,
foap isselected asthe output of the SAD, combined fgap . Otherwise, go to Step c).

¢) If the smoothed average long-time frequency-domain SNR is smaller than 10.5 or the noise type is not silence, go to
Step d). Otherwise, theinitial value of the combined fgap in Step &) is still selected as the decision result of the SAD;

d) If any one of the following conditionsis met, the result of alogical operation OR of fSAD3 and fgyp isused asthe
output of the SAD. Otherwise, go to Step €):
Condition 1: The average total SNR of all sub-bandsis greater than the first threshold, e.g. 2.2;

Condition 2: The average total SNR of all sub-bandsis greater than the second threshold, e.g. 1.5 and the number of
continuous active framesis greater than 40;

Condition 3: The tonality signal flag isset to 1.

€) When the input sampling frequency is 32 kHz: If the noise typeissilence, fgup isselected asthe output of the SAD
and the decision procedure is completed. Otherwise, the initial value of the combined fgap in Step a) is still selected as
the decision result of the SAD. When the input sampling frequency is 16 kHz: fgap is selected as the output of the
SAD and the decision procedure is completed.

When the input sampling frequency is neither 16 kHz nor 32 kHz, the procedure of the combined decision is performed
asfollows:

a) Select fg 5 astheinitial value of the combined fgap ;

b) If the noise typeis silence, go to Step ¢). Otherwise, go to Step d);

c) If the smoothed average long-time frequency-domain SNRis greater than 12.5and fiona  signal =0, the combined

foap issetto fgap . Otherwise, theinitial value of combined fgap in Step @) is selected as the decision result of the
SAD;

d) If any one of the following conditionsis met, the result of alogical operation OR of fSAD3 and fgup isused asthe

output of the final SAD, combined fgyp . Otherwise, the initial value of combined fgap in Step &) is selected as the
decision result of the SAD;

Condition 1: The average total SNR of all sub-bandsis greater than 2.0;

Condition 2: The average total SNR of all sub-bandsis greater than 1.5 and the number of continuous active framesis
greater than 30;
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Condition 3: Thetonality signal flagis set to 1.

After the combined fg, isobtained by using the above-mentioned method, it needs to be modified as follows:

a) Compute the number of background-noise updates, Nupdate_comt according to the background update flag,
specifically:

When the current frame is indicated as background noise by the background update flag and Nupdate_oomt issmaller

than 1000, N . increasesby 1. Note that N . iSSet to zero at the initialization of the codec.

update_coun update_coun

b) Compute number of modified frames for active sound, N according to the SAD3 decision fg,p,, the

md_frames

number of background-noise updates N and the number of hangover frames for active sound N

update_count * hang '

specifically:
When the current frame is indicated as active sound by fe,p; and N is

selected as max(20, N

. issmaller than 12, N

update_coun md_frames

hang )

¢) Compute the final decision of SAD for the current frame according to the number of modified frames for active
sound N and the combined fg,, specifically:

md_frames

When the current frame is indicated as inactive sound by the combined fg,, and N is greater than O, the final

md_frames

decision of SAD for the current frame, the combined fg,, ismodifiedas active sound and N decreases by 1.

md_frames

5.1.12.8 DTX hangover addition

For better DTX performance aversion fsap prx Of the combined fgyp isgenerated through the addition of
hangover. In this case there are two concurrent hangover logics that can extend the fsap prx active period. Oneis for
DTX in general and one specifically to add additional DTX hangover in the case of music.

During the SAD initialization period the following variables are set as follows

hognt =0
hocnt _gtx =0 (282)

hoent  music =0

The general DTX hangover works in the same way as the SAD1 hangover the main difference isin the hangover length.
Also heretheinitial DTX hangover length dependson SNR, 1, initially the hangover is set to 2 frames and if the

current input bandwidth isNB and SNR 1 <16 or primge e > 0.95it isset to 3, then follows a number of steps that
may modify this start value. The modification depends on other input signal characteristics and codec mode.

The first two modifications increases the hangover length if there has already been a high activity, additional activity
after along burst has little effect on the total activity but can better cover short pauses. If there has been 12 or more
active frames from the primary detector in SAD1 during the 16 last frames, that is fi gap ¢nt >12, the allowed number

of hangover frames isincreased with 2 frames. Similarly if there has been 40 or more active frames for the final
decision of SAD1 during the last 50 frames,, that is fgap ¢t > 40, the allowed number of hangover framesis

increased with 5 frames. At this point the allowed number of hangover frames may have been increased with 7 frames
over theinitia value, and to limit the total number of hangover framesit is therefore limited to
HANGOVER _ LONG —1. Another condition for limiting the hangover addition isif the primary activity becomes low

there are different limits for different codec conditions, for AMR_WB_I0O corethelimit is 2, the same limit is also used
for high SNR SNR 1 > 25 for WB or SWB input in other conditions the limit is 3 frames. The condition for applying

the limit isif the primary activity figap cnt <7 orif the SNR 1 >16and primge; pe < 0.85.
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The DTX hangover can aso be reduced if the final decision from SAD3 aready includes along hangover.

According to the noise type in SAD3, the decrement of the DTX hangover is set as shown in Table 14.

Table 14: Setting of the decrement of the DTX hangover

Bandwidth | Silence-type noise | Non-silence-type noise
NB 0 1
WB 2 3
SWB 2 1

Asfor the hangover in SAD1 the counting of DTX hangover framesis reset only if at least 3 consecutive active speech
frames ( fgap ==1) or if the SAD1 final decision has been active for over 45 of the 50 latest frames.

For the music hangover to start counting music hangover frames primge; g >0.98 AND E; >40 AND
flsap cnt >14 AND  foap e > 48 at which pointthe fgap ==1 for the next 15 frames or until hangover is
terminated by the hangover termination logic, which can be triggered by theflag f,,,t whichis described below.

The DTX hangover and the hangover described in subclause 5.1.12.3 when decisions from SAD1 and SAD2 are
combined may be early terminated. The early hangover termination helps to increase the system capacity by saving
unnecessary hangover frames. At each hangover frame, the comfort noise which will be produced at the decoder sideis
estimated at the encoder side, assuming if the current hangover frame would be encoded as the first SID frame after
active burst. If the estimated comfort noise is found close to the noise characteristic maintained in the local CNG
module in the encoder side, then no more hangover frame is considered needed and the hangover is terminated.
Otherwise, hangover keeps on aslong asthe initial hangover length is not reached.

Specifically, the energy and the L SP spectrum of the comfort noise which will be produced at the decoder side are
estimated at the encoder side. The energy of the current frame excitation is calculated

= =1§r(n)2 (283)
sd =7 £
which is then converted to log domain
Egd =109 Egq (284)

where r(n) isthe LP excitation of the current frame calculated in subclause 5.6.2.1.5, L isthe framelength, Egy is
limited to non-negative value. An age weighted average energy, enfig_ave weighted - IS ¢alculated from hangover

frames except the current frame in the same way as described in sub-clause 6.7.2.1.2. The enfig_ave weighted - together

with the energy of the current frame excitation Egq4 are used to compute the estimated excitation energy for the
comfort noise, Eqg .

Eest =0 €MMhigt_ave-weighted + (1~ @) - Egg (285)

where o isasmoothing factor, o = 0.8if m, the number of hangover frames used for enrpig_ave weighted Calculation

islessthan 3, otherwise, o = 0.95. The estimated excitation energy for the comfort noise is then converted to log
domain

Eest =100 Eogt (286)

where Eoy isbounded to non-negative value. An average L SP vector, hojg, ave-weighted » IS Calculated over the same
hangover frames where the age weighted average energy enfpist_ave-weighted 1S Calculated in the same way as described
in sub-clause 6.7.2.1.2. The h0jg,_ave-weighted » together with the end-frame L SP vector of the current frame are used to
compute the estimated L SP vector for the comfort noise, O -

Oest =0.8-h0jgy_ave-weighted + 0-2" dend (287)
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A set of energy and L SP difference parameters are calculated. The difference between the current frame log excitation
energy and the log hangover average excitation energy is cal cul ated.

dEson =‘Eéid - |092(enrhist—ave—weighted)‘ (288)

The difference between the current frame end-frame L SP vector and the hangover average L SP vector is calcul ated.

M-1

dason = Z|Qend (K) — o5 ave-weighted (k)| (289)
k=0

where M isthe order of LP filter. The difference between the estimated log excitation energy for the comfort noise and
the current log excitation energy for the comfort noise kept in the local CNG module is cal cul ated.

dE =|Eeg —log, Ecn| (290)

where Eqy isthe comfort noise excitation energy kept in the local CNG module as calculated in subclause 5.6.2.1.6.

The difference between the estimated L SP vector for the comfort noise and the current L SP vector for the comfort noise
kept in the local CNG module is calcul ated.

M-1
d0= )" [0est (0 - G(K) (291)
k=0

where a isthe comfort noise L SP vector kept in the local CNG module as calculated in subclause 5.6.2.1.4. The

maximum difference per LSP element between the estimated L SP vector for the comfort noise and the current LSP
vector for the comfort noise kept in the local CNG module is calculated.

Qe = Moo () - G(K), K =01...M -1 (292)

The hangover termination flag f,t issetto 1if dg< 0.4 and dE <1.4 and dggp, < 0.4 and dEgp, <1.2 and
dgmax < 0.1 when operating in VBR mode, or if dg< 0.4 and dE <0.8 and dgs,, < 0.4 and dEg,, < 0.8 and
dgmax < 0.1 when operating in non-VBR mode. Otherwise o1 issetto 0. A f, o setto 1 meansthe current frame

can be encoded as a SID frame even it is still in the hangover period. For safety reason of prevent CNG on short pauses
between speech utterances, the actual encoding of SID frame is delayed by one frame.

5.1.13 Coding mode determination

To get the maximum encoding performance, the LP-based core uses a signal classification algorithm with six distinct
coding modes tailored for each class of signal, namely the Unvoiced Coding (UC) mode, Voiced Coding (VC) mode,
Transition Coding (TC) mode, Audio Coding (AC) mode, Inactive Coding (IC) mode and Generic Coding (GC) mode.
The signal classification algorithm uses several parameters, some of them being optimized separately for NB and WB
inputs.

Figure 13 shows a simplified high-level diagram of the signal classification procedure. In the first step, the SAD
decision is queried whether the current frame is active or inactive. In case of inactive frame, IC mode is selected and the
procedure is terminated. In the IC mode the inactive signal is encoded either in the transform domain by means of the
AV Q technology or in the time/transform domain by means of the GSC technology, described below. In case of active
frames, the speech/music classification algorithm is run to decide whether the current frame shall be coded with the AC
mode. The AC mode, has been specifically designed to efficiently encode generic audio signals, particularly music. It
uses a hybrid encoding technique, called the Generic Signal audio Coder (GSC) which combines both, LP-based coder
operated in the time domain and a transform-domain coder. If the frameis not classified as “audio”, the classification
algorithm continues with selecting unvoiced frames to be encoded with the UC mode. The UC mode is designed to
encode unvoiced frames. In the UC mode, the adaptive codebook is not used and the excitation is composed of two
vectors selected from a linear Gaussian codebook.

If the frame is not classified as unvoiced, then detection of stable voiced framesis applied. Quasi-periodic segments are
encoded with the VC mode. V C selection is conditioned by a smooth pitch evolution. It uses ACELP technology, but
given that the pitch evolution is smooth throughout the frame, more bits are assigned to the algebraic codebook than in
the GC mode.
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The TC mode has been designed to enhance the codec performance in the presence of frame erasures by limiting the
usage of past information [19]. To minimize at the same time its impact on a clean channel performance, it is used only
on the most critical frames from a frame erasure point of view — these are voiced frames following voiced onsets.

If aframeisnot classified in one of the above coding modes, it is likely to contain a non-stationary speech segment and
is encoded using a generic ACELP model (GC).

BEGIN

signal activity
detected ?

IC mode

music detected ?

yes
AC mode

signal is

unvoiced ? UC mode

frame after

onset ? TC mode

stable voiced

frame 2 VC mode

GC mode

A

Figure 13: High-level diagram of the coding mode determination procedure

The selection of the coding modesis not uniform across the bitrates and input signal bandwidth. These differences will
be described in detail in the subsequent sections. The classification algorithm starts with setting the current mode to GC.

5.1.13.1 Unvoiced signal classification

The unvoiced parts of the signal are characterized by a missing periodic component. The classification of unvoiced
frames expl oits the following parameters:

— voicing measures
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— gpectral tilt measures
— sudden energy increase from alow level to detect plosives
— total frame energy difference

— energy decrease after spike

5.1.13.1.1 Voicing measure

The normalized correlation, used to determine the voicing measure, is computed as part of the OL pitch searching
module described in clause 5.1.10. The average normalized correlation is then calculated as

ﬁxy3 = %(Cr[l%]rm + Clllgrm + CL%]rm) (293)

where Cll _is defined in subclause 5.1.11.3.2.

5.1.13.1.2 Spectral tilt

The spectral tilt parameter contains information about frequency distribution of energy. The spectral tilt is estimated in
the frequency domain as aratio between the energy concentrated in low frequencies and the energy concentrated in high
frequencies, and is computed twice per frame.

The energy in high frequencies is computed as the average of the energiesin the last two critical bands
En = 0.5(Ecg (bnax —1)+ Ecg (Pmax ) (294)

where Ecg (i) arethecritical band energies, computed in subclause 5.1.5.2 and by, is the maximum useful critical
band ( by = 19 for WB inputs and by, = 16 for NB inputs).

The energy in low frequencies is computed as the average of the energiesin the first 10 critical bands for WB signals
and in 9 critical bands for NB signals. The middle critical bands have been excluded from the computation to improve
the discrimination between frames with high-energy concentration in low frequencies (generally voiced) and with high-
energy concentration in high frequencies (generally unvoiced). In between, the energy content is not informative for any
of the classes and increases the decision uncertainty.

The energy in low frequencies is computed differently for voiced half-frames with short pitch periods and for other
inputs. For voiced femal e speech segments, the harmonic structure of the spectrum is exploited to increase the voiced-
unvoiced discrimination. These frame are characterized by the following the condition

o.5(c£,%1rm + cngm) +1,>06 AND T <128 (295)

where Cﬁgrm are computed as defined in subclause 5.1.10.4 and the noise correction factor r, as defined in subclause

5.1.10.6. For these frames, E is computed bin-wise and only frequency bins sufficiently close to the speech harmonics
are taken into account in the summation. That is

25
_ 1
z =Ek; Eain () wh (k) (29)

where K, isthefirst bin (K,,in =1 for WB inputsand K, = 3 for NB inputs) and Egy (k) arethe bin energies, as

defined in subclause 5.1.5.2, in the first 25 frequency bins (the DC component is not considered). Note that these 25
bins correspond to thefirst 10 critical bands and that the first 2 bins not included in the case of NB input constitute the
first critical band. In the summation above, only the terms related to the bins close to the pitch harmonics are

considered. So w, (k) isset to 1, if the distance between the nearest harmonicsis not larger than a certain frequency
threshold (50 Hz) and is set to O otherwise. The counter C isthe number of the non-zero termsin the summation. In

other words, only bins closer than 50 Hz to the nearest harmonics are taken into account. Thus, only high-energy terms
will beincluded in the sum if the structure is harmonic at low frequencies. On the other hand, if the structure is not
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harmonic, the selection of the terms will be random and the sum will be smaller. Thus, even unvoiced sounds with high
energy content in low frequencies can be detected. This processing cannot be done for longer pitch periods, asthe
frequency resolution is not sufficient. For frames not satisfying the condition (295), the low frequency energy is
computed per critical band as

— 1 9
5 ZEZECB( ),
k=0 (297)
1
E|=§ Ecs (k).
k=1

for WB and NB inputs, respectively. The resulting low- and high-frequency energies are obtained by subtracting the
estimated noise energy from the values E; and E;, calculated above. That is

E, =E, - N, (298)

E =E-N (299)

where N}, isthe average noise energy in critical bands 18 and 19 for WB inputs, and 15 and 16 for NB inputs and N; is

the average noise energy in thefirst 10 critical bands for WB input and in the critical bands 1-9 for NB inputs. They are
computed similarly asin the two equations above. The estimated noise energies have been integrated into thetilt
computation to account for the presence of background noise.

Finally, the spectral tilt is given by

E
Qe = E—L (300)

For NB signals, the missing bands are compensated by multiplying g;;; by 6. Note that the spectral tilt computation is

performed twice per frame to obtain i?t] and q[lll]t , corresponding to both spectral analyses per frame. The average

spectral tilt used in unvoiced frame classification is given by
_ 1( |1 0 1
Gt =§(et[ilt] + ilt] + il]tj (301)

where q[”*tl] isthetilt in the second half of the previous frame.

5.1.13.1.3 Sudden energy increase from a low energy level

The maximum energy increase Ey from alow signal level is evaluated on eight short-time segments having the length

of 32 samples. The energy increase is then computed as the ratio of two consecutive segments provided that the first
segment energy was sufficiently low. For better resolution of the energy analysis, a second pass is computed where the
segmentation is done with a 16 sample offset. The short-time maximum energies are computed as

[ 31 5 . )

where j =—1corresponds to the last segment of the previous frame, and j =0, .7 corresponds to the current frame. The
second set of maximum energiesis computed by shifting the speech indicesin equation (302) by 16 samples. That is

(] _ (<2 (i 1ai_ _
EZSt—_ac))(Spre(l+321 16)) j=0,...8 (303)
s =M
] _ e (<2 (i 1301 o
Eza_ma(;(spre(|+321+16) j=-1....7, (304)
st =M
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The maximum energy variation E4 is computed as follows:

el
Egq = max{——2 L forj=0,..7, x=1,...,2 (305)
‘ x,J{EX[{l]H}
5.1.13.1.4 Total frame energy difference

The classification of unvoiced framesis further improved by taking into account the difference of total frame energy.
This differenceis calculated as

dE, = E, —E/ ¥

where E isthetotal frame energy calculated in subclause 5.1.5.2 and Et[’l] isthe total frame energy in the previous
frame.

5.1.13.1.5 Energy decrease after spike

The detection of energy decrease after a spike prevents the UC mode on significant temporal events followed by
relatively rapid energy decay. Typical examples of such signals are castanets.

The detection of the energy decrease is triggered by detecting a sudden energy increase from alow level as described in
subclause 5.1.13.1.3. The maximum energy variation Ey must be higher than 30 dB. Further, for NB inputs the mean
correlation must not be too high, i.e. the condition ﬁxy3 +re <0.68 must be satisfied too.

The energy decrease after a spike is searched within 10 overlapped short-time segments (of both sets of energies)
following the detected maximum energy variation. Let'scall j,o theindex j for which E4 was found, and the
corresponding set of energies Xpmay - If Xmax =1, then the searched interval is j = jnax,--s imax +4 for both sets. I
Xmax = 2, then the searched interval is j = jinax imax +4for the 2 set, but j = jnax + 1) jmax +5 for the 1% set
of energies.

The energy decrease after a spike is then searched as follows. Asthe energy can further increase beyond the segment
[xmax, jmax] for which E4 wasfound, the energy increase is tracked beyond that segment to find the last segment with

energy still monotonically increasing. Let’s denote the energy of that segment Ey s - Starting from that segment until
the end of the searched interval, the minimum energy Ey i, isthen determined. The detection of an energy decrease
after spike is based on the ratio of the maximum and minimum energies

dE, = — M (306)

Thisratio isthen compared to athreshold of 21 dB for NB inputs and 30 dB for other inputs.

The detection of energy decrease after a spike further uses a hysteresisin the sense that UC is prevented not only in the
frame where dE,is above the threshold (dEj 1y = 0), but also in the next frame (dEp hys =1). In subsequent frames

(dEp hyst =2), the hysteresisisreset (dE; pyg =—1) only if the following condition is met:

(dE; >5) OR |(E;y >—13)AND (Ry3+re <0.695)|. (307)
Xy

Given that the searched interval of overlapped segmentsis always 10, it can happen that the detection cannot be
completed in the current frame if arapid energy increase happens towards the frame end. In that case, the detection is
completed in the next frame, however, as far as the hysteresislogic is concerned, the detection of energy decrease after
aspike till pertains to the current frame.
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5.1.13.1.6 Decision about UC mode

To classify frames for encoding with UC mode, several conditions need to be met. Asthe UC mode does not use the
adaptive codebook and no long-term prediction is thus exploited, it is necessary to make sure that only frames without
periodic content are coded with this mode. The decision logic is somewhat different for WB and NB inputsand is
described for both cases separately.

For WB inputs, al of the following conditions need to be satisfied to select the UC mode for the current frame.

1. Normalized correlationislow:

Ryy3 e <0.695
2. Energy is concentrated in high frequencies.
(el < 6.2)AND (EL%! > 0.0035)
(6 <6.2)AND (E[Y > 0.0035)
3. Thecurrent frameis not in a segment following voiced offset:
da=uc or e <2.4)AND (E1 > 0.0035)AND (C19,, + 1o < 0.74]
where CE;}V] is the raw coding mode selected in the previous frame (described later in this document).
4. Thereisno sudden energy increase:
E <30 AND EfY <30
5. Thecurrent frameis not in a decaying segment following sharp energy spike:
dEZ,hyst <0

For NB inputs, the following conditions need to be satisfied to classify the frame for NB UC coding.

1. Normalized correlationislow:
Ry3+le<0.68 AND Cl3,+r,<0.79
2. Energy isconcentrated in high frequencies.

( o 1oj AND (E}% > 0.0035)

( e 9.5) AND (EfY > 0.0035)
3. Thecurrent frameis not in a segment following voiced offset:

ctbi-uc or K o 9.8) AND (E{f’] > 0.0035)AND (Cm+1e < 0.76)}

where CTrL’m}] is the raw coding mode selected in the previous frame (described later in this document).
4. Thereisno sudden energy increase:
Efl <29 AND ELY <29
5. Thecurrent frameis not in a decaying segment following sharp energy spike:

dEZ,hyst <0
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5.1.13.2 Stable voiced signal classification

The second step in the signal classification algorithm is the selection of stable voiced frames, i.e. frames with high
periodicity and smooth pitch contour. The classification is mainly based on the results of the fractional open-loop pitch
search described in section 5.1.10.9. As the fractional open-loop pitch search is done in asimilar way as the closed-loop
pitch search, it is assumed that if the open-loop search gives a smooth pitch contour within predefined limits, the
optimal closed-loop pitch search would give similar results and limited quantization range can then be used. The frames
are classified into the VC mode if the fractional open-loop pitch analysis yields a smooth contour of pitch evolution

over al four subframes. The pitch smoothness condition is satisfied if d[fir+l] - d[fir] <3 ,fori=0,1, 2 where d[fir] isthe
fractional open-loop pitch lag found in subframei (see section 5.1.10.9 for more details). Furthermore, in order to select
VC mode for the current frame the maximum normalized correlation Cy must be greater than 0.605 in each of the four
subframes. Finally, the spectral tilt §;; must be higher than 4.0.

The decision about VC mode is further improved for frames with stable short pitch evolution and high correlation (e.g.

female or child voices or operavoices). Pitch smoothnessis again satisfied if d[fir+1] - dgr] <3,fori=0,1,2. High

correlation is achieved in frames for which the mean value of the normalized correlation in al four subframesis higher
than 0.95 and the mean val ue of the smoothed normalized correlation is higher than 0.97. That is

_INTS Al
Cer _Zzizocfr >0.95 (308)
The smoothing of the normalized correlation is done as follows
cl = 0.75Ct¥ +0.25C, (309)

Finally, VC mode is also selected in frames for which the flag fgytcn = Stab_short_pitch_flag = flag_spitch has been

previously set to 1 in the module described in sub-clause 5.1.10.8. Further, when the signal has very high pitch
correlation, fspitch isalso set to 1 so that the VC mode is maintained to avoid selecting Audio Coding (AC) mode later,

asfollows,

If ( fspitch:l or
(dpitl <= 3 AND dpit2 <= 3 AND dpit3 <= 3 AND Voicing,, > 0.95 AND Voicingg, > 0.97))

{
VC = 1;

fspitch =1
}
wherein dpitl:‘Tc[JoL] -T4, dpit2=‘Tc[)1ﬂ -T4, dpit3=‘Tc[),2_] —T([)?_]‘, Voicing,, and Voicing, are defined in subclause

5.1.10.8.

The decision taken so far (i.e. after UC and VC mode selection) is called the “raw” coding mode, denoted ¢, ,,, . The
value of this variable from the current frame and from the previous frameis used in other parts of the codec.

5.1.13.3 Signal classification for FEC

This subclause describes the refinement of the signal classification algorithm described in the previous section in order
to improve the codec's performance for noisy channels. The classification used to select UC and VC frames cannot be
directly used in the FEC as the purpose of the classification is not the same. Instead, better performance could be
achieved by tuning both classification aspects separately.

The basic idea behind using a different signal classification approach for FEC is the fact that the ideal conceal ment
strategy is different for quasi-stationary speech segments and for speech segments with rapidly changing characteristics.
Whereas the best processing of erased frames in non-stationary speech segments can be summarized as a rapid drop of
energy, in the case of quasi-stationary signal, the speech-encoding parameters do not vary dramatically and can be kept
practically unchanged during several adjacent erased frames before being damped. Also, the optima method for a
signal recovery following an erased block of frames varies with the classification of the speech signal.

ETSI



3GPP TS 26.445 version 18.0.0 Release 18 98 ETSI TS 126 445 v18.0.0 (2024-06)

Furthermore, this special classification information is also used to select frames to be encoded with the TC mode (see
subclause 5.1.13.4).

To distinguish the signal classification algorithm for FEC from the signal classification algorithm for coding mode
determination (described earlier in subclauses 5.1.13.1 and 5.1.13.2), we will refer here to “signal class’ rather than
“coding mode” and denote it Cpgc -

5.1.13.3.1 Signal classes for FEC

The frame classification is done with the consideration of the concealment and recovery strategy in mind. In other
words, any frameis classified in such away that the concealment can be optimal if the following frame is missing, and
that the recovery can be optimal if the previous frame was lost. Some of the classes used in the FEC do not need to be
transmitted, as they can be deduced without ambiguity at the decoder. Here, five distinct classes are used and defined as
follows:

¢ INACTIVE CLASS comprises al inactive frames. Note, that this classis used only in the decoder.

¢ UNVOICED CLASS comprises all unvoiced speech frames and all frames without active speech. A voiced
offset frame can a so be classified as UNVOICED CLASSIf its end tends to be unvoiced and the conceal ment
designed for unvoiced frames can be used for the following framein caseit islost.

¢ UNVOICED TRANSITION CLASS comprises unvoiced frames with a possible voiced onset at the end. The
onset is however still too short or not built well enough to use the concealment designed for voiced frames. The
UNVOICED TRANSITION CLASS can only follow a frame classified as UNVOICED CLASS or UNVOICED
TRANSITION CLASS.

¢« VOICED TRANSITION CLASS comprises voiced frames with relatively weak voiced characteristics. Those are
typically voiced frames with rapidly changing characteristics (transitions between vowels) or voiced offsets
lasting the whole frame. The VOICED TRANSITION CLASS can only follow a frame classified as VOICED
TRANSITION CLASS, VOICED CLASS or ONSET CLASS.

¢ VOICED CLASS comprises voiced frames with stable characteristics. This class can only follow aframe
classified as VOICED TRANSITION CLASS, VOICED CLASS or ONSET CLASS.

¢ ONSET CLASS comprises all voiced frames with stable characteristics following a frame classified as
UNVOICED CLASS or UNVOICED TRANSITION CLASS. Frames classified as ONSET CLASS correspond
to voiced onset frames where the onset is already sufficiently built for the use of the concealment designed for
lost voiced frames. The concealment techniques used for frame erasures following the ONSET CLASS are the
same as those following the VOICED CLASS. The differenceis in the recovery strategy.

¢ AUDIO CLASS comprises all frames with harmonic or tonal content, especially music. Note that this classis
used only in the decoder.

5.1.13.3.2 Signal classification parameters

The following parameters are used for the classification at the encoder: normalized correlation, ﬁxyz , Spectral tilt
measure, §;; gg , Pitch stability counter, pc, relative frame energy, E;q , and zero crossing counter, zc. The
computation of these parameters which are used to classify the signal is explained below.

The normalized