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Foreword
This Technical Specification has been produced by the 3 Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal
TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an
identifying change of release date and an increase in version number as follows:

Version x.y.z
where;
x thefirst digit:
1 presented to TSG for information;
2 presented to TSG for approval;
3 or greater indicates TSG approved document under change control.

y the second digit isincremented for all changes of substance, i.e. technical enhancements, corrections,
updates, etc.

z thethird digit isincremented when editorial only changes have been incorporated in the document.
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1 Scope

The present document is a detailed description of the signal processing algorithms of the Enhanced V oice Services
coder.

2 References
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Release as the present document.
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3 Definitions, abbreviations and mathematical
expressions

3.1 Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A
term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

frame: an array of audio samples spanning 20ms time duration.

EV S codec: The EV S codec includes two operational modes: EV S Primary operational mode (EV S Primary mode) and
EVS AMR-WB Inter-Operable modes (EVS AMR-WB |10 mode). When using the EVS AMR-WB 10 mode the speech
frames are bitstream interoperable with the AMR-WB codec [9]. Frames generated by an EVS AMR-WB 10 mode
encoder can be decoded by an AMR-WB decoder, without the need for transcoding. Likewise, frames generated by an
AMR-WB encoder can be decoded by an EVS AMR-WB |0 mode decoder, without the need for transcoding.

EVSPrimary mode: Includes 11 bit-rates for fixed-rate or multi-rate operation; 1 average bit-rate for variable bit-rate
operation; and 1 bit-rate for SID (3GPP TS 26.441 [2]). The EVS Primary mode can encode narrowband, wideband,
super-wideband and fullband signals. None of these bit-rates are interoperable with the AMR-WB codec.

EVSAMR-WB IO mode: Includes 9 codec modes and SID. All are bitstream interoperable with the AMR-WB codec
(3GPP TS 26.171[37]).

Operational mode: Used for the EV S codec to distinguish between EV S Primary mode and EVS AMR-WB 10 mode.

3.2 Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An
abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in
TR 21.905[1].

ACELP Algebraic Code-Excited Linear Prediction
AMR Adaptive Multi Rate (codec)

AMR-NB Adaptive Multi Rate Narrowband (codec) — Also referred to as AMR
AMR-WB Adaptive Multi Rate Wideband (codec)
AR Auto-Regressive

AVQ Algebraic Vector Quantization

CELP Code-Excited Linear Prediction

CLDFB Complex Low Delay Filter Bank

CMR Codec Mode Request

CNG Comfort Noise Generator

DCT Discrete Cosine Transformation
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DFT Discrete Fourier Transform
DTX Discontinuous Transmission
EFR Enhanced Full Rate (codec)
EVS Enhanced Voice Services
FB Fullband
FCB Fixed Codebook
FEC Frame Erasure Conceal ment
FFT Fast Fourier Transform
FIR Finite Impul se Response
FT Frame Type
GC Generic Coding
HF High Frequency
HP High Pass
IR Infinite Impul se Response
IP Internet Protocol
ISF Immittance Spectral Frequency
ISP Immittance Spectral Pair
I|SPP Interleaved Single-Pulse Permutation
JBM Jitter Buffer Management
LD Low Delay
LP Linear Prediction
LPF Low Pass Filter
LSB Least Significant Bit
LSF Line Spectral Frequency
LSP Line Spectral Pair
LTP Long-Term Prediction
MA Moving Average
MDCT Modified Discrete Cosine Transform
MRLVQ Multi-Rate Lattice Vector Quantization
MSB Most Significant Bit
MSVQ Multi-Stage Vector Quantization
MTSI Multimedia Telephony Service for IMS
NB Narrowband
oL Open-Loop
PCPRS Path-Choose Pulse Replacement Search
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PS Packet Switched

PSTN Public Switched Telephone Network

QMF Quadrature Mirror Filter (See dso CLDFB)
SAD Signal Activity Detection

SDP Session Description Protocol

SID Silence Insertion Descriptor

SNR Signal-to-Noise Ratio

SWB Super Wideband

TC Transition Coding

ToC Table of Contents

uc Unvoiced Coding

VC Voiced Coding

VMR-WB Variable Rate Multimode Wideband

VQ Vector Quantization

WB Wideband

WMOPS Weighted Millions of Operations Per Second

3.3 Mathematical Expressions
For the purposes of the present document, the following conventions apply to mathematical expressions:

|_XJ indicates the largest integer less than or equal to x: |_1.1J=1, \_l.Ole and L—l.lJ:—Z;

|_X—‘ indicates the smallest integer greater than or equal to x: |_1.1—‘ =2, !_2.0—‘ =2 and !_—1.1—‘ =-1

[x| indicatesthe absolute value of x: |17| = 17, 17| = 17;
Min(xo,...Xn-1)  indicates the minimum of Xo,..., Xn-1, N being the number of components;
maX(Xo,...Xn-1)  indicates the maximum of Xo, ..., Xn-;

1, if x>0,
-1 otherwise

sgn(x) {
AT indicates the transpose of matrix A;

xmod y indicates the remainder after dividing x by y: xmody = x—(y| x/ y]) ;
round(x) istraditional rounding: round(x) = sgn(x)-|| x| + 0.5] ;

exp(X) is equivaent to e where e is the base of the natural agorithm;

Z indicates summation;

IT indicates product;

Unless otherwise specified, log(x) denotes logarithm at base 10 throughout this Recommendation.
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4 General description of the coder

4.1 Introduction

The present document is a detailed description of the signal processing algorithms of the Enhanced V oice Services
coder. The detailed mapping from 20ms input blocks of audio samplesin 16 bit uniform PCM format to encoded blocks
of bits and from encoded blocks of bits to output blocks of reconstructed audio samplesis explained. Four sampling
rates are supported; 8 000, 16 000, 32 000 and 48 000 samples/s and the bit rates for the encoded bit stream of may be
5.9,7.2,8.0,9.6,13.2, 16.4, 24.4, 32.0, 48.0, 64.0, 96.0 or 128.0 kbit/s. An AMR-WB Interoperable modeis also
provided which operates at bit rates for the encoded bit stream of 6.6, 8.85, 12.65, 14.25, 15.85, 18.25, 19.85, 23.05 or
23.85 khit/s.

The procedure of this document is mandatory for implementation in al network entities and User Equipment (UE)s
supporting the EV'S coder.

The present document does not describe the ANSI-C code of this procedure. In the case of discrepancy between the
procedure described in the present document and its ANSI-C code specifications contained in [3] the procedure defined
by the [3] prevails.

4.2 Input/output sampling rate

The encoder can accept fullband (FB), superwideband (SWB), wideband (WB) or narrow-band (NB) signals sampled at
48, 32, 16 or 8 kHz. Similarly, the decoder output can be 48, 32, 16 or 8 kHz, FB, SWB, WB or NB.

4.3 Codec delay

Theinput signal is processed using 20 ms frames. The codec delay depends on the output sampling rate. For WB, SWB
and FB output (i.e. output sampling rate > 8 kHz) the overall algorithmic delay is 32 ms. It consists of one 20 ms frame,
0.9375 ms delay of input resampling filters on the encoder-side, 8.75 ms for the encoder |ook-ahead, and 2.3125 ms
delay of time-domain bandwidth extension on the decoder-side. For 8 kHz decoder output the decoder delay is reduced
to 1.25 ms needed for resampling using a complex low-delay filterbank, resulting in 30.9375 ms overall algorithmic
delay.

4.4 Coder overview

The EV S codec employs a hybrid coding scheme combining linear predictive (LP) coding techniques based upon
ACELP (Algebraic Code Excited Linear Prediction), predominantly for speech signals, with atransform coding
method, for generic content, as well asinactive signal coding in conjunction with VAD/DTX/CNG (Voice Activity
Detection/Discontinuous Transmission/ Comfort Noise Generation) operation. The EV'S codec is capable of switching
between these different coding modes without artefacts.

The EV S codec supports 5.9kbps narrowband and wideband variable bit rate (VBR) operation based upon the ACELP
coding paradigm which also provides the AMR-WB interoperable encoding and decoding. In addition to perceptually
optimized waveform matching, the codec utilizes parametric representations of certain frequency ranges. These
parametric representations constitute coded bandwidth extensions or noise filling strategies.

The decoder generates the signal parameters represented by the indices transmitted in the bit-stream. For the bandwidth
extension and noise fill regions estimates from the coded regions are used in addition to the decoded parametric datato
generate the signals for these frequency regions.

The description of the coding agorithm of this Specification is made in terms of bit-exact, fixed-point mathematical
operations. The ANSI C code described in [3], which constitutes an integral part of this Specification, reflects this bit-
exact, fixed-point descriptive approach. The mathematical descriptions of the encoder (clause 5), and decoder (clause
6), can be implemented in different ways, possibly leading to a codec implementation not complying with this
Specification. Therefore, the algorithm description of the ANSI C code of [3] shall take precedence over the
mathematical descriptions of clauses 5 and 6 whenever discrepancies are found. A non-exhaustive set of test signals that
can be used with the ANSI C code are available described in [4].
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441 Encoder overview

Figure 1 represents a high-level overview of the encoder. The signal resampling block corrects mismatches between the
sampling frequency and the signal bandwidth command line parameter that is specified on the command line or through
afile containing a bandwidth switching profile as explained in TS 26.442 and TS 26.443. For the case that the signal
bandwidth is lower than half the input sampling frequency, the signal is decimated to athe lowest possible sampling
rate out of the set of (8, 16, 32 kHz) that islarger than twice the signal bandwidth.

Common Processing Classifier Information
Input
Signal Signal .| Signal LP-based
Resamplin | Analysis —> e
pling y [0 Coding
Classifier 1 ,
Decision i ' Bltstream N
v Frequency Multiplex
_ L——— —3 Domain
Command Line Coding
Parameters
L Inactive Signal
Coding/CNG

Figure 1. Encoder overview

The signal analysis determines which of three possible encoder strategies to employ: LP based coding (ACELP),
frequency domain encoding and inactive coding (CNG). In some operational modes the signal analysis step includes a
closed loop decision to determine which encoding method will result in the lowest distortion. Further parameters
derived in the signal analysis aid the operation of these coding blocks and some of the analysis parameters, such asthe
coding strategy to be employed, are encoded into the bit-stream. In each of the coding blocks the signal analysisis
further refined to obtain parameters relevant for the particular coding block.

The signal analysis and sub-sequent decision of the coding mode is performed independently for each 20ms frame and
the switching between different modes is possible on a frame-by-frame basis. In the switching instance parameters are
exchanged between the coding modes to ensure that the switching is as seamless as possible and closed-loop methods
are sometimes employed in this case. In addition, switching between different bandwidths and/or bit-rates (including
both the EV S Primary mode and the EVS AMR-WB 10 mode) is possible on frame boundaries.

The signal analysis and all other blocks have full access to the command line parameters such as bit-rate, sampling rate,
signal bandwidth, DTX activation as signalling information.

4411 Linear Prediction Based Operation

Theinput signal is split into high frequency band and low frequency band paths; where the cut-off frequency between
these two bands is determined from the operational mode (bandwidth and bit-rate) of the codec.

The linear-prediction coefficient estimation is performed for every 20ms frame. Within aframe, several interpolation
points are established depending upon the bitrate and the optimum interpolation is transmitted to the decoder. The
linear-prediction residual is further analysed and quantized using different quantization schemes dependent upon the
nature of the residual. For the 5.9kbps VBR operation additional low-rate coding modes at rates conforming to the
design constraints are employed.

The high-frequency portion of the signal is represented with several different parametric representations. The
parameters used for this representation vary as afunction of the bit-rate and the residual quantization strategy. The
transmitted parameters include some or al of spectral envelope, energy information and temporal evolution
information.
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The LP based core can be configured so that both the linear prediction coefficients and the residual quantization are
interoperable with the AMR-WB decoder. For this purpose the configuration of the LP coefficient estimation,
parametric HF representation and the residual quantization is similar to those of AMR-WB. For the AMR-WB
interoperabl e operation modes, identical codebooks to the AMR-WB quantizers are used.

Input High Band
npu Signal :
Signal : High Band
g_’ Bandyv idth Parameterization
Splitter
Low Band
Signal
LP Coefficient B|t3t"’eam l
Estimation & Multiplex
Interpolation
.| LP Filter Residual
Analysis "| Quantization

Figure 2: Linear prediction based operation including parametric HF representation

4.4.1.2 Frequency Domain Operation

For the frequency domain coding the encoding block can be envisaged as being separated into a control layer and a
signal processing layer. The control layer performs signal analysis to derive several control and configuration
parameters for the signal processing layer. The time-to-frequency transformation is based on the Modified Discrete
Cosine Transform (MDCT) and provides adaptive time-frequency resolution. The control layer derives measures of the
time distribution of the signal energy in aframe and controls the transform.

The MDCT coefficients are quantized using avariety of direct and parametric representations depending upon bit rate
signal type and operating mode.

Figure 3: Frequency domain encoder

44.1.3 Inactive Signal coding

When the codec is operated in DTX on mode the signal classifier depicted in Figure 1 selects the discontinuous
transmission (DTX) mode for frames that are determined to consist of background noise. For these frames a low-rate
parametric representation of the signal is transmitted no more frequently than every 8 frames (160ms).
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The low-rate parametric representation is used in the decoder for comfort noise generation (CNG) and includes
parameters describing the frequency envelope of the background signal, energy parameters describing the overall
energy and its time evolution.

4.4.1.4 Source Controlled VBR Coding

VBR coding describes a method that assigns different number of bitsto a speech frame in the coded domain depending
on the characteristics of the input speech signal [20] [21]. This method is often called source-controlled coding as well.
Typically, a source-controlled coder encodes speech at different bit rates depending on how the current frame is
classified, e.g., voiced, unvoiced, transient, or silence. Note that DTX operation can be combined with VBR codersin
the same way as with Fixed Rate (FR) coders; the VBR operation is related to active speech segments.

The VBR solution provides narrowband and wideband coding using the bit rates 2.8, 7.2 and 8.0 kbps and produces an
average bit rate at 5.9 kbps.

Due to the finer bit allocation, in comparison to Fixed Rate (FR) coding, VBR offers the advantage of a better speech
quality at the same average active bit rate than FR coding at the given bit rate. The benefits of VBR can be exploited if
the transmission network supports the transmission of speech frames (packets) of variable size, such asin LTE and
UMTS networks.

4.4.2 Decoder overview

The decoder receives al quantized parameters and generates a synthesized signal. Thus, for the mgjority of encoder
operationsit represents the inverse of the quantized value to index operations.

For the AMR-WB interoperable operation the index lookup is performed using the AMR-WB codebooks and the
decoder is configured to generate an improved synthesized signal from the AMR-WB bitstream.

4421 Parametric Signal Representation Decoding (Bandwidth Extension)

In addition to the generation of signal components specifically represented by the transmitted indices, the decoder
performs estimates of signal regions where the transmitted signal representation isincomplete, i.e. for the parametric
signal representations and noise fill aswell as blind bandwidth extension in some cases.

4422 Frame loss concealment

The EV S codec includes frame loss conceal ment al gorithms [21]. For all coding modes an extrapolation algorithmisin
place that estimates the signal in alost frame. For the LP based core this estimation operates on the last received
residual and LP coefficients. For the frequency domain core in some cases the last received MDCT coefficients are
extrapolated and in addition the resulting time domain signal is guaranteed to give a smooth time evolution from the | ast
received frame into the missing frames.

Once the frame lossis recovered, i.e., the first good frame is received the codec memory is updated and frame boundary
mismatches towards the last lost frame are minimized.

For situations of sustained frame loss the signal is either faded to background noise or its energy is reduced and finally
muted when no reasonable extrapolation can be assumed.

The EV'S codec also includes the “channel aware” mode, which may be employed for improved performance under
packet loss conditionsin a Vol P system. In the channel aware mode, partial copies (secondary frames) of the current
speech frame are piggybacked on future speech frames (primary frames), without any increase in the total bit rate for
the primary and secondary frames. If the current frame islost, then its partial copy can be retrieved by polling the de-
jitter buffer to enable faster and improved recovery from the packet loss.

4.4.3 DTX/CNG operation

The codec is equipped with a signal activity detection (SAD) algorithm for classifying each input frame as active or
inactive. It supports a discontinuous transmission (DT X) operation in which the comfort noise generation (CNG)
module is used to approximate and update the statistics of the background noise at a variable bit rate. Thus, the
transmission rate during inactive signal periodsis variable and depends on the estimated level of the background noise.
However, the CNG update rate can also be fixed by means of a command line parameter.
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4.4.3.1 Inactive Signal coding

When the codec is operated in DTX on mode the signal classifier depicted in Figure 1 selects the discontinuous
transmission (DTX) mode for frames that are determined to consist of background noise. For these frames alow-rate
parametric representation of the signal is transmitted no more frequently than every 8 frames (160ms).

The low-rate parametric representation is used in the decoder for comfort noise generation (CNG) and includes
parameters describing the frequency envelope of the background signal, energy parameters describing the overall
energy and itstime evolution.

4.4.4  AMR-WB-interoperable option

As mentioned previously, EV S can operate in a mode which is fully interoperable with the AMR-WB codec bitstream.

445 Channel-Aware Mode

EV S offers partial redundancy [21] based error robust channel aware mode at 13.2 kbps for both wideband and super-
wideband audio bandwidths.

In aVolP system, packets arrive at the decoder with random jittersin their arrival time. Packets may also arrive out of
order at the decoder. Since the decoder expects to be fed a speech packet every 20 msto output speech samplesin
periodic blocks, a de-jitter buffer isrequired to absorb the jitter in the packet arrival time. The channel aware mode
combines the presence of a de-jitter buffer with partial redundancy coding of a current frame which gets piggy backed
onto a future frame. At the receiver, the de-jitter buffer is polled to check if a partial redundant copy of the current lost
frameisavailablein any of the future frames. If present, the partial redundant information is used to synthesize the lost
frame which offers significant quality improvements under low to high FER conditions. Source control is used to
determine which frames of input can best be coded at a reduced frame rate (called primary frames) to accommodate the
attachment of redundancy without altering the total packet size. In this way, the channel aware mode includes
redundancy in a constant-bit-rate channel (13.2 kbps).

4.5 Organization of the rest of the Technical Standard

In clauses 5 and 6, detailed descriptions of the encoder and the decoder are given. Bit allocation is summarized in clause
7.
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5 Functional description of the encoder

The description of the encoder is asfollows. First, common pre-processing is described, and then the different elements
of the encoder are described one by one. The discontinuous transmission (DT X) operation and the AMR-WB
interoperabl e option are then given in separate subclauses, again referencing the same processing as in the default
option.

5.1 Common processing

51.1 High-pass Filtering

The input audio signal smp(n) sampled at 8, 16, 32 or 48 kHz, n being the sample index, is high-pass filtered to

suppress undesired low frequency components. The transfer function of the HP filter has a cut-off frequency of 20 Hz
(-3 dB) and isgiven by

-1 -2
+bz"+byz
(9 =2tBZ b2 M
l+ayz " +ayz

H 20Hz

The coefficients of the HP filter for a given input sampling frequency are given in the table below.

Table 1: Coefficients of the 20Hz HP filer

8 kHz 16 kHz 32 kHz 48 kHz
o 0.988954248067140 | 0.994461788958195 | 0.997227049904470 | 0.998150511190452
by | -1.977908496134280 | -1.988923577916390 | -1.994454099808940 | -1.996301022380904
b, 0.988954248067140 | 0.994461788958195 | 0.997227049904470 | 0.998150511190452
=l 1.977786483776764 1.988892905899653 1.994446410541927 1.996297601769122
8 | -0.978030508491796 | -0.988954249933127 | -0.994461789075954 | -0.996304442992686

Theinput signal, filtered by the HP filter, is denoted as syp (n) .

5.1.2 Complex low-delay filter bank analysis

5.1.2.1 Sub-band analysis

Theaudio signal s.p(n) is decomposed into complex valued sub-bands by a complex modulated low delay filter bank
(CLDFB). Depending on the input sampling rate sryp , the CLDFB generates a time-frequency matrix of 16 time ots
and L¢ = sryp /800Hz sub-bands where the width of each sub-band is 400 Hz.

The analysis prototype w, isan asymmetric low-pass filter with an adaptive length depending on sryp . The length of
W, isgivenby L, =10-L, meaning that the filter spans over 10 consecutive blocks for the transformation. The

prototype of the LP filter has been generated for 48 kHz. For other input sampling rates, the prototype is obtained by
means of interpolation so that an equivalent frequency response is achieved. Energy differences in the sub-band domain
caused by different transformation lengths are compensated for by an appropriate normalization factors in the filter
bank. The following figure shows the plot of the LP filter prototype w. for sryp of 48 kHz.
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Figure 4 : Impulse response of CLDFB prototype filter with 600 taps for 48 kHz sample rate

The filter bank operation is described in a general form by the following formula:

n=2l¢-1

XCR(t,k)=?~ Z WC(10LC—1—i)~sHp(i+t~LC)cosLl(n+no)(k+%ﬂ
¢ n=8lc C .
n=2lc-1 2

Xar (tk) =1 D We(OLe ~1-i)-spp (i +t- LC)sin{%(n+ no)(k%j}
¢ n=—8LC

where Xcg and X arethereal and the imaginary sub-band values, respectively, t is the sub-band time index with

0<t<15,index i isdefined as i =n+8L¢, nyisthe modulation offset of ny :%—7(: andk is the sub-band index

with 0<k<Lc —1.

As the equations show, the filter bank is comparable to a complex MDCT but with alonger overlap towards the past
samples. This allows for an optimized implementation of CLDFB by adopting DCT-IV and DST-1V frameworks.

5.1.2.2 Sub-band energy estimation
The energy in the CLDFB domain is determined for each timeindex t and frequency sub-bandk by
Ec(t.k)=(Xcr(t, k)2 HXq (1,k))? 0<t<15 0<k<Lc ©)

Furthermore, energy per-band Ec (k) is calculated by summing up the energy valuesin all timedots. That is

Ec(k)=ztli0EC(k,t) 0<k<lc (4

Incase L. > 20, additiona high frequency energy value E Exris caculated for the frequency range from 8kHz to
16kHz by summing up Ec (t,k) over one frame which is delayed by one time slot.

min(40,L¢
Eve =y > B (k) 5)

k=20

Enr isfurther scaled to an appropriate energy domain. In case the high bands are not active, Eyg isinitialized to the
maximum value.
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5.1.3 Sample rate conversion to 12.8 kHz

The linear predictive (LP) analysis, the long-term prediction (LTP), the VAD algorithm and signal are performed at the

12.8 kHz sampling rate. The HP-filtered input signal s.p(n) istherefore converted from the input sampling frequency
to 12.8 kHz.

5.1.3.1 Conversion of 16, 32 and 48 kHz signals to 12.8 kHz

For 16, 32 and 48 kHz signals, the sampling conversion is performed by first up-sampling the signal to 192 kHz, then
filtering the output through alow-pass FIR filter Hg 4(2) that has the cut-off frequency at 6.4 kHz. Then, the signal is

down-sampled to 12.8 kHz. The filtering delay is 15 samples at 16 kHz sampling frequency which corresponds to
0.9375 ms.

The up-sampling is performed by inserting 11, 5 or 3 (for 16, 32 or 48 kHz, respectively) zero-valued samples between
each 2 samples for each 20-ms frame of 320 samples (at 16 kHz sampling frequency)

sup(n/ Fyp),  ifn/Fyy=|n/Fy, |

, 0<n<3840 (6)
0, otherwise

Sigo(N) ={

where s9,(n) isthesignal at 192 kHz sampling frequency and Fup is the up-sampling factor equal to 12 for a 16 kHz

input, 6 for a32 kHz input and 4 for a48 kHz input. Then, the signal s, (n) isfiltered through the LP filter Hg 4(2)

and decimated by 15 by keeping one out of 15 samples. Thefilter Hg4(2z) isa361-tap linear phase FIR filter having a

cut-off frequency of 6.4 kHz in the 192 kHz up-sampled domain. The filtering and decimation can be done using the
relation

180

F
Si28(n) = %igl“soslgz(ﬁm Dha(),  Nn=0,.,255 @

where hg 4 isthe impulse response of Hg4(2) . The operationsin equations (6) and (7) can be implemented in one step
by using only a part of the filter coefficients at atime with an initial phase related to the sampling instant n. That is

180/F,,

slz_g(n)zlif_)p D sp(( 150/ Ry |[+i)hea(Fypi -nmodRp),  n=0,...,255 ®)
i=-180/F,,+1

In case the encoder is externally forced to narrow-band processing of the input signal, the cut-off frequency of the LP
filter is changed from 6.4 kHz to 4 kHz.

5.1.3.2 Conversion of 8 kHz signals to 12.8 kHz

For 8 to 12.8 kHz resampling a sharper resampling filter is beneficial. Double length low-pass FIR filter H,4(2) is
used in this case. The doubling of the impulse response length is compensated by alow delay resampling method. The
filter H,4(2) isa241-tap linear phase FIR filter having a cut-off frequency of 3.9 kHz and is applied in the up-sampled

domain which is 64 kHz. Direct FIR filtering with this filter would yield a delay of 120/64 = 1.875 ms. In order to
reduce this delay to 0.9375 ms, future samples are determined at 8 kHz by adaptive linear prediction. The exact number
of future samplesis found based on the difference between the actual delay (1.875 ms) and the desired delay (0.9375

ms) at 8 kHz. Therefore |_(1.875 - 0.9375) * 8J =7 future samples are predicted. These predicted samples are
concatenated at the end of the current frame s, (n) to form a support vector s, (n) . Then, the sample rate

conversion of s~ (n) isperformed in asimilar way as for the other sampling rates, i.e. sypc(n) isfirst up-sampled

to 64 kHz, the output is filtered through the low-pass FIR filter H,,(z) and the resulting signal is down-sampled to
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12.8 kHz. Thefina filtering delay is aigned with that of the other resampling configurations, i.e 12 samples at
12.8 kHz sampling frequency which corresponds to 0.9375 ms.
To determine the future samples, linear prediction coefficients of order 16 are computed in the pre-emphasized domain

in the following way. The last Ls =120 samples of the input frame s (n), n=40,...159 at 8 kHz are windowed by an
asymmetrical analysis window wing 10:

0.54-0.46co0 2% i=0,.111
223

Wings _120(i)= co{m
31

(©)
J i =112119

and afirst order autocorrelation analysisis made on the windowed signal S5, (n) . The pre-emphasis coefficient
M ssisobtained by
Hss = rw(l)/ I’W(O) (10)
wherer,,(0) and r,(1) are the autocorrelation coefficients

Le-1
W)= ) supw (M supw(n—K), k=01 (12)

n=k

The last 120 samples of the signal s, (), n=40,...,159 are pre-emphasized using the adaptive filter
H pre—emph_ss(2) =1— ,Ussz_l (12)

to obtain the pre-emphasized signal s, Iore(n) of L =120 samples. Then s, p pre(n), n=0,..,119 iswindowed by
the asymmetrical analysis window wing 150 and a 16™ order autocorrelation anal ysisis made on the windowed signal

SHP_ prew (n)

Leg-1

()= Y Stp_preaw (MSpp_prew(n=K),  k=0,...16 (13)
n=Kk

These autocorrel ation coefficients are lag-windowed by
 pwi (k)= rpw(k)' Wagsk (k)- k=0,.,16 (14

where Wiaga(K) is defined as

2
1( 2760k
Wagak (K) = GX{—E( 8000 j ], k=0,..16 (15)

Based on the autocorrel ation coefficients rpy(K), the linear prediction coefficients ax(k) are computed by the Levinson-
Durbin algorithm. The future samplesin the pre-emphasized domain s ,..(n), n=120,...,126 are predicted by zero
input filtering through the 1/A(2) synthesis filter

16

SHP_pre(k):z_SHP_pre(k_ J)ass(l)v k=120,..126 (16)
j=1
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Finally, the concatenated signal s p pre(n) is de-emphasized through the filter 1/(1- ysz_l) . Note that only the last

7 predicted samples need to be de-emphasized. These 7 de-emphasized samples are concatenated to syp (N) (at

positions n = 160,...,166) to form the support vector s;,p~ () .

The up-sampling of s,5 () isthen performed by inserting 7 zero-valued samples between each 2 samples for each
20-ms frame of 160 samples (at 8 kHz sampling frequency) completed by 7 predicted future samples (167 in total)

supc(n/8) if n/g=|n/8]
0 otherwise

Sea(N) = { } n=0,..1335 (17)

where s, (n) isthe signal at 64 kHz sampling frequency. Then, the signal sg,(n) isfiltered through the LP filter

H¢(2) and decimated by 5 by keeping one out of 5 samples. The filtering and decimation can be done using the
relation

120
8

s26(N) = ¢ D suBn+i-dg 15 ei)gei+120),  Nn=0,.,255 (18)
i=—120

where h, 4 istheimpulse response of H;q(2) and d8_12_64 =60 assuresthat the index of ss, is never higher than the

highest available index for (which is 1335). Indeed, it corresponds to the delay of thisfiltering at 64 kHz. To reduce
complexity, the operationsin equations (17) and (18) can be implemented in one step by using only a part of the filter
coefficients at atime with aninitial phase related to the sampling instant n. This polyphase implementation of the
resampling filter is applied on the concatenated support vector. That is

15
slz_g(n)=§ ZsHPC(LSn/8J+i —dg 12 g)hgg(8i—nmod8+120),  n=0...255 (19)
i=—14

where dg , =28 isderived from the delay of thisfiltering at 8 kHz. It assures that the index of s;pc is never higher
than the highest available index (which is 166).

5.1.3.3 Conversion of input signals to 16, 25.6 and 32 kHz

If ACELP coreisselected for WB, SWB or FB signals at bitrates higher than 13.2 kbps (see subclause 5.1.16), its
internal sampling rate is set to 16 kHz rather than 12.8 kHz. If the input signal is sampled at 8 kHz, thereisno
conversion needed because for NB signals, ACELP core is always operated at 12.8 kHz. If the input signal is sampled at
16 kHz, no conversion is needed either and the input signal is only delayed by 15 samples which corresponds to 0.9375
ms. Thisisto keep all pre-processed signals aligned regardless of the bitrate or bandwidth. Thus, the input signal is
resampled to 16 kHz only if its sampling frequency is 32 or 48 kHz.

The resampling operation is done in the same way as for the case of 12.8 kHz (see subclause 5.1.3.1), i.e. by means of
FIR filtering. The coefficients of the LP filter are different but the filtering delay is still the same, i.e. 0.9375 ms.

The resampled signal is denoted s;6(n) where n=0,..,319.
Theinput signal is converted to 25.6 kHz at 48 kbps and to 32 kHz at 96 or 128kbps but only for SWB and FB signals.

The sampling conversion is again similar asin the case of 12.8 kHz with differencesin LP filter coefficients. The
resampled signals are denoted Sy5g(n) and s3,(N), respectively.

5.1.4 Pre-emphasis

A first-order high-pass filter is used to emphasize higher frequencies of the input signal and it is given by

1
H pre—emph (2) =1- Bpre—empnZ (20)
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where S pre—emph isthe pre-emphasis factor which is set to 0.68. The input signal to the pre-emphasis filter is s, g(n)
and the output signal is denoted spre(n) .

If ACELP coreisselected for WB, SWB or FB signals at bitrates higher than 13.2 kbps (see subclause 5.1.16), its
internal sampling rate is 16kHz rather than 12.8kHz. In this case, the pre-emphasisis re-done at the end of the pre-

processing chain, on s;6(n) With fpre_emph =0.72. The resulting signal is denoted Spre16(n) .

If MDCT-based TCX is selected for SWB or FB high-rate LPC configurations, [re_emph = 0.9is used as pre-
emphasis factor when pre-emphasisis applied to signalsat a sampling rate higher than 16kHz.

515 Spectral analysis

Spectral analysisis used in the encoder for signal activity detection (SAD) and signal classification functions. The
discrete Fourier transform (DFT) is used to perform the spectral analysis and spectral energy estimation.

5.15.1 Windowing and DFT

The frequency analysis is done twice per frame using 256-point fast Fourier transform (FFT) with a 50% overlap. The
centre of the first window is placed 96 samples past the beginning of the current frame. The centre of the second
window is placed 128 samples farther, i.e., in the middle of the second subframe of the current frame. A square root of a
Hanning window (which is equivalent to a sine window) is used to weight the input signal for the frequency analysis.
The square root Hanning window is given by

Wepr (n)=\/0.5—0.5co{ L27m J =sjn( m J N=0,...,Leey —1 (1)
FFT

Lrrr

where Lgpr = 256 isthe size of FFT analysis. Note that only half of the window is computed and stored since it is
symmetric (from0to Lger/2).

Ist analysis window 2nd analysis window
NS L N N
< » d » d »
T« L) L) Ll
previous frame current frame next frame

Figure 5: Relative positions of the spectral analysis windows

The windowed signal for both spectral analysesis obtained as:

%\?r]\d (n) =Weer (n) Spre(n)v n=0,,Lg -1,

1 (22)
%vnd (n) =werr (n) Spre (N+ Lrrr /2), n=0,.Lepr -1,

where s, () is the pre-emphasized input signal ( sp.¢(0) isthe first samplein the current frame). The superscripts [0]

and [1] used to denote the first and the second frequency analysis, respectively, are dropped for simplicity. An FFT is
performed on both windowed signals to obtain two sets of spectral parameters per frame:

Nt —j27rky
X(k)=zswnd(n)e N, k=0,..,Lgpr -1 (23)
n=0
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The output of the FFT provides the real and the imaginary parts of the spectrum denoted as Xg (k) , k=0,...,128 and
X (k), k=1,..,127 . Note, that Xg(0) corresponds to the spectrum at 0 Hz (DC) and X (128) correspondsto the
spectrum at 6400 Hz. The spectrum at these pointsis only real-valued and usually ignored in the subsequent analysis.

After the FFT analysis, the resulting spectrum is divided into critical bands [17] using the intervals having the following
limits (20 bands in the frequency range 0-6400 Hz):

Table 2: Critical bands

band fi f, Mcg
0 0 100 2
1 100 200 2
2 200 300 2
3 300 400 2
4 400 510 2
5 510 630 2
7 630 770 3
6 770 920 3
8 920 1080 3
9 1080 1270 4
10 1270 1480 4
11 1480 1720 5
12 1720 | 2000 6
13 2000 | 2320 6
14 2320 2700 8
15 2700 | 3150 9
16 3150 | 3700 11
17 3700 4400 14
18 4400 | 5300 18
19 5300 | 6350 21

The 256-point FFT results in a frequency resolution of 50 Hz (i.e., 6400/128 Hz). Thus, after ignoring the DC
component of the spectrum, the number of frequency bins per critical band are given in the last column, denoted Mg .

5.1.5.2 Energy calculations

The spectral analysis module also calculates several energy-related parameters. For example, an average energy per
critical band is computed as

Mg (i)-1

Ecgli)= Z(

(k+ ji )+ X (k+ji)), i=0,..,19 (24)
('—FFT/2 Mcell) =5

where X (k) and X, (k) are, respectively, the real and the imaginary parts of thek -th frequency binand j; isthe
index of the first binin theith critical band given by j; ={1, 3, 5, 7, 9, 11, 13, 16, 19, 22, 26, 30, 35, 41, 47, 55, 64, 75,
89, 107}. Furthermore, energy per frequency bin, Egy (k) , is calculated as

B ()= —— (X3 + XP(K)  k=0,.,127 (25)

LErT

Finaly, the spectral analysis module computes the average total energy for both FFT analysesin a 20 ms frame by
summing the average critical band energies Ecg . That is, the spectrum energy for the first spectral analysis window is

computed as

19
Elhme = > Eca(i) (26)
i=
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. 1]
and, similarly, the second frame energy, denoted as E[fr]ame .

The total frame energy (in dB) is computed as the average of the two frame energies. That is

E, =10l0g (0.5(E[f‘r’],jlrrle +EW )) @27
The total energy per frequency bin (power spectrum) is calculated as
PS(k) =05(EL, () + EX () k=0,..127 28)

The output parameters of the spectral analysis module (both spectral analyses), that is the average energy per critical
band, the energy per frequency bin and the total energy in dB, are used in several subsequent functions.

Note that, for narrow band inputs sampled at 8 kHz, after sampling conversion to 12.8 kHz, there is no content at both
ends of the spectrum. Thus, the lowest critical band as well as the last three critical bands are not considered in the
computation of output parameters (only bands from i =1,...,16 are considered).

In addition to the absolute frame energy E; , calculated in (27), relative energy of the frameis calculated asthe
difference between the total frame energy in dB and the long-term active signal energy Et . Therelative frame energy is
given by

Erg =Bt - Esp (29)

The long-term active signal energy is updated only during active frames (explained in subclause 5.1.12.5). Note that the
long-term active signal energy Esp is updated only after the signal activity detection module.

516 Bandwidth detection

A detection algorithm is applied to detect the actual input audio bandwidth for input sampling rates greater than 8 kHz.
This bandwidth information is used to run the codec in its optimal mode, tailored for a particular bandwidth (BW)
rather than for a particular input sampling frequency. For example, if the input sampling frequency is 32 kHz but there
isno "energeticaly" meaningful spectral content above 8 kHz, the codec is operated in the WB mode. The following
bandwidths/modes are used throughout the EV S codec: NB (0-4kHz), WB (0-8kHz), SWB (0-16kHZz) and FB (0-20
kHz).

The detection algorithm is based on computing energies in spectral regions and comparing them to certain thresholds.

The bandwidth detector operates on the CLDFB values (see subclause 5.1.2). In the AMR-WB |0 mode, the bandwidth
detector uses a DCT transform to determine the signal bandwidth.

5.1.6.1 Mean and maximum energy values per band

The CLDFB energy vector EC computed per 400Hz frequency bins (see subclause 5.1.2.2), is further aggregated as
described below. Each value of Ec,4(i) represents a 1600Hz band consisting of four CLDFB energy bins summed up
from Kgart 0 Keop -

EC4(i)=Zkkz°ptEc(k), i=0,.8 (30)

Depending on the input sampling frequency up to nine CLDFB bands are cal culated using the above equation and the
values are given below:
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Table 3: CLDFB bands for energy calculation

. . . bandwidth
i Keart | Kstop | bandwidth in kHz index
0 3 6 1.2-2.8 NB
1 11 14
5 14 17 44-72 WB
3 23 26
4 27 30
5 31 32 9.2-15.6 SWB
6 35 38
7 42 45
8 16 29 16.8 — 20.0 FB
The valuesin CLDFB bands are converted to the log domain and scaled by
: (i) .
Ec4(i) =logyg EC+ , i=0,.,8 (3D
fo -8

where fgy isset according to the input sampling frequency as follows: 88.293854 for 8kHz, 88.300926 for 16kHz,
88.304118 for 32kHz and 88.028412 for 48kHz.

The per-band CLDFB energy is then used to cal culate the mean energy values per bandwidth:
Eng = Eca(0)+16

Bup =2, Ecal)+16

1N8 e (32)
Esng _ZZi=3EC4(')+1'6
18 .
Ers _EZH Eca(i)+16
and the maximum energy values per bandwidth:
ENB,max = ENB +1.6
Ewe,max = m%(EC4(i))+1-6
(33)

Esag max = iigaXG(EC4 (i)+16

Erg,max = E%(E(M(')) +16

In case of the DCT based detector, the DCT values are computed by first applying a Hanning window on the 320

samples of the input audio signal sampled at input sampling rate. Then the windowed signal is transformed to the DCT

domain and finally decomposed into several bands as shown in Table 3a.

Table 3a: DCT bands for energy calculation

i | bandwidth in kHz | Pandwidth
index

0 1.5-3.0 NB

: 45-75 WB

3

4

z 9.0-15.0 SWB

6

7

3 16.5-19.5 B
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Thevaluesin DCT bands are converted to the log domain by

Eca(i) =10g0[Ec4()}  1=0,..8 (339)

and per-band and maximum energies are computed using (32) and (33) while the constant 1.6 in these equationsis
omitted in case of the DCT based detector.

51.7 Bandwidth decision

The following decision logic isidentical for CLDFB and DCT versions of energy calculations, except for some
constants which were adapted to get similar detection results.

The long-term CLDFB energy mean values for NB, WB and SWB are updated as follows:
Eng = 0.75Ekg) +0.25Eyg
Eng = 0.75EL) +0.25E,5 (34)
Eqng = 0.75E58 +0.25Egns
where the superscript [-1] has been used to denote the value of ENB in the previous frame. The update takes place only

if the local SAD decision is active and only if the long-term background noise level, N, is higher than 30 dB.

The values are compared to certain threshol ds also taking the current maximum values into account, which leads to
increasing or decreasing counters for each bandwidth as described below in the flowchart.
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Eswomax > 0.72-Eup
Ewb,rmx > OGEn

Figure 6: Increasing and decreasing of BW counters

The tests in the above diagram are performed sequentially from top to bottom. The BW counters are then used to decide
the actual signal bandwidth, BW, according to the logic described in the following schematic diagram.
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Figure 7. BW selection logic

In the above diagram, the tests are performed in a sequential order, i.e. it could happen that decision about signal
bandwidth is changed severa timesin thislogic. After every selection of a particular bandwidth, certain counters are
reset to their minimal value O or to their maximum value 100.

Finally, the resulting bandwidth can be upper limited in case the codec performance has not been optimized for it at
particular bitrate. For example, at 9.6 kbps, the codec supports coding up to SWB. Therefore, if the detected bandwidth
isFB, it is overwritten to SWB at this bitrate. The following table shows the range of bitrates for which the codec
performance has been optimized for each bandwidth.
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Table 4: Optimization of the codec performance per bandwidth

bandwidth bltrfall(ts;:]nge
NB 7.2-24.4
WB 7.2-128
SWB 9.6 - 128
FB 16.4-128

5.1.8 Time-domain transient detection

The HP-filtered input signal sp (N) including the look-ahead is input to the time-domain transient detector. The HP-
filtered input signal syp (n) isfurther high-pass filtered. The transfer function of the transient detection’s HP filter is
given by

Hrp (2) = 0.375-0.52 "1 +0.1257 2 (35)

The signal, filtered by the transient detection’s HP filter, is denoted as spp (n) . The HP-filtered signal srp (n) is
segmented into 8 consecutive segments of the same length. The energy of the HP-filtered signal syp (n) for each
segment is calculated as:

Lsegment —1

Em()= ) (sTD(iLsegmt+n))2, i=0,..7 (36)
n=0

where Lsggment = Linp /8 is the number of samplesin 2.5 milliseconds segment at the input sampling frequency. An
accumulated energy is calculated using:

Eace = Max(Eqp (i —1),0.8125E o) (37)

A transient is detected if the energy of asegment Erp (i) exceeds the accumulated energy by a constant factor of

8.5and the attack index isset to i . If no attack is detected but strong energy increase is detected in segment i , the attack
index is set to i and the frame is not marked as atransient frame.

The energy change for each segment is calculated as:

ETD(i) i) > i—

g ()= P 07Y o Ee (39)
" Erp (i-1) : :
“Er (i) Erp (i-1) > Erp (i)

The temporal flathess measure is calculated as:

7
TFM (N past ) = ﬁ Z Echng (i ) (39)
pi

i=—N pagt
The maximum energy change is calculated as:
M EC(N past N naN) = maX(Echng (_ N past )’ Echng (_ N past + 1)1---1 Echng ( Nnew _1)) (40)

If index of Egnng (1) or Erp (i) isnegative then it indicates a value from the previous segment, with segment indexing
relative to the current frame. N a4 is the number of the segments from the past frames. It is equal to O if the temporal

flatness measure is calculated for the usage in ACELP/TCX decision. If the temporal flathess measureis calculated for
the TCX LTP decision theniit is equal to:
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N pag =1+ min [8, {8 pitch | 0.5U (41)
I-celp
Nnew 1S the number of segments from the current frame. It is equal to 8 for non-transient frames. For transient frames
first the locations of the segments with the maximum and the minimum energy are found:

imax = @gmax Epp (i)
ie—Npast ..... 7

imin = agmin Erp (i) “

If Erp (imin) > 0-375Erp (imax ) then NpeyiSSetto g —3, otherwise N, issetto 8.

5.1.9 Linear prediction analysis

Short-term prediction or linear prediction (LP) analysis using the autocorrel ation approach determines the coefficients
of the synthesisfilter of the CELP model. The autocorrelation of windowed speech is converted to the LP coefficients
using the Levinson-Durbin algorithm. Then, the LP coefficients are transformed to the line spectral pairs (LSP) and
consequently to line spectral frequencies (L SF) for quantization and interpolation purposes. The interpolated quantized
and unguantized coefficients are converted back to the LP domain to construct the synthesis and weighting filters for
each subframe.

5.19.1 LP analysis window

In case of encoding of an active signal frame, two sets of LP coefficients are estimated in each frame using a25 ms
asymmetric analysis window (320 samples at 12.8 kHz sampling rate), one for the frame-end and one for mid-frame LP
analysis. A look ahead of 8.75ms (112 samples at 12.8 kHz sampling rate) is used for the frame-end autocorrelation
calculation. The frame structure is shown below.

Ist analysis window 2nd analysis window

A
\ 4
A
\ 4
A
\4

previous frame current frame next frame
Figure 8: Relative positions and length of the LP analysis windows
The frame is divided into four sub-frames, each having alength of 5 ms, i.e., 64 samples. The windows for frame-end
analysis and for mid-frame analysis are centred at the 2™ and 4™ sub-frame of the current frame, respectively. An
asymmetrical window with the length of 320 samplesis used for windowing. The windowed signal for mid-frameis
calculated as
Swmid (M) = Spre (N—80)w(n),  n=0,..,319 (43)

and the windowed signal for frame-end is calculated as

Swend (N) = Spre (N+48)w(n),  n=0,..,319 (44)

5.1.9.2 Autocorrelation computation

The autocorrelations of the windowed signal are computed by

re(K)="> Syend (N)Swend (N—k),  k=0,....16, (45)
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where L isset to 320. When r,(0)<100, r.(0) is set to 100 as well.

5.1.9.3 Adaptive lag windowing

In addition, bandwidth expansion is applied by lag windowing the autocorrelations using the following window

124 )’
2\ 1,

where f¢ isthe sampling frequency (12800 or 16000) and the bandwidth frequency f is set adaptively based on the

Wiag (i) =exp , i=1..16, (46)

OL pitch lag dgﬂ inthe 12.8 kHz domain and the normalized correlation CL%]rm (i.e., pitch gain). These parameters are

obtained in the OL pitch estimation module from the look-ahead part of the current or the previous frame, depending on
whether the adaptive lag windowing is applied before or after the OL pitch estimation. In some special cases,

min(d®,dl ) and max(Cl%,,,Cl ) are used instead of d}2 and Cl2,, respectively. These situations will be

described later in this specification. Note that the shorter pitch lag and/or the larger pitch gain, the stronger (heavy
smoothing with larger fg) window is used to avoid excessive resonance in the frequency domain. The longer pitch lag

and/or the smaller normalized correlation, the weaker window (light smoothing with smaller fq) is used to get more
faithful representation of the spectral envelope.

Table 5: Selection of band width frequency fq in Hz

df < 80 80<= dl2l < 160 160<=d2
0.6 <Chatm 60 40 20
03<Camezos 40 40 20
Clalm - 03 40 20 20

The modified autocorrelation function, r’(k) is calculated as
r’(k):rc(k)vwag(k), k=0,..,16 (47)

Further, r’(0) is multiplied by the white noise correction factor 1.0001 which is equivalent to adding a noise floor of -
40 dB.

5.1.94 Levinson-Durbin algorithm
The modified autocorrelation function, r’(k) , isused to obtain the LP filter coefficients ay, k=1,.,16 by solving the set
of equations:

16

2

k=1

i—k)=-r"(i), i=1..16 (48)

The set of equationsin (48) is solved using the Levinson-Durbin algorithm. This algorithm uses the following
recursion:
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E(O):r’(O)
fori=1...16

K ={r’(i)+zij_=llaij_lr’(i— j)}/E(i -1)

3’ =k (49)
forj=1.i-1 af’=al+Kal?

E(i)=(1-K)E(i-1)

end
Thefinal solutionisgivenasa; = agls), j=1,,16. Theresidua error energies (LP error energies) E(i) areaso used
in the subsequent processing.
5.1.95 Conversion of LP coefficients to LSP parameters

The LPfilter coefficients a; are converted to the L SP representation [16] for quantization and interpolation purposes.
For a 16™-order LP filter, the LSPs are defined as the roots of the sum and difference polynomials

A2)+Zz Az Y

F(2) = =)
g (50
Al2-z °A(z)
F(2) = A

The polynomials Fy(z) and F,(z) are symmetric and asymmetric, respectively. It can be proved that all roots of these
polynomialslie on the unit circle and are interlaced. The polynomials F;(z) and F,(z) have each 8 conjugate roots,
denoted g, = cos(e,) and called the Line Spectral Pairs (LSPs). The corresponding angular frequencies ¢ aretheLine
Spectral Frequencies (LSFs). The L SFs satisfy the ordering property 0< ay <...< o5 < 7 . The coefficients of these
polynomials are found by the following recursive relations:

f,(0)=1

f2(0)=1

fori=1,.,8
f(i) =g +ae - f1(i-1)
fa() =8 —ae i+ f2(i-1)

(51)

end
where M = 16 isthe predictor order.

The LSPs are found by evaluating the polynomials F;(z) and F,(z) at 100 points equally spaced between 0 and & and

checking for sign changes. A sign change indicates the existence of aroot and the sign change interval is then divided
four times to track the root precisely. Considering the conjugate symmetry of the polynomials F;(z) and F,(z) and

removing the linear term, it can be shown that the polynomials F;(z) and F,(z) can be written (considering z= ej“’)
as

F{(w) = 2cos8w+ 21 (1) cos7w+...+ 2 f1(7) cosw+ 1(8)

52
F; (@) = 2cos8w+2f, (D) cos7w+...+ 2f,(7) cosw+ f5(8) (52)

Considering the frequency mapping X = cos(w) we can define
T (@) = cos(mw) (53)
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an mth-order Chebyshev polynomial in x [18]. The polynomials F(z) and F;(z) can then be rewritten using this
Chebyshev polynomial expansion as

F(@) = 2Tg(X) + 2f1 () T7 (X) + ...+ 2 f1(7) Ty (X) + 1(8)

54
F (@) = 2Tg(X) + 2 fo (DT (X) +...+ 2Fo (7) Ty (X) + f2(8) ®4)

Neglecting the factor of 2, which does not affect the root searching mechanism, the series to be evaluated can be
generalized to

7
Y(X) = Z fiTok (¥) (55)

k=0
The Chebyshev polynomials satisfy the order recursion
By (X) = 2x4 41 (X) — b2 (X) + fi (56)

with initial conditions bg(x) = bg(X) = 0. This recursion can be used to calculate by(x) and by(X) . Then, Y(x) can be
expressed in terms of by (x) and b, (x)

7
Y00 = > [0~ 2X001 (0 +bi (9T (9 = 2O =2 0 (57)

k=0
The details about Chebyshev polynomial evaluation method can be found in [18].

In the following part of this document, the L SPs found by the described method will be denoted as ¢ , i=1,..,16 with
0o = 1.

5.1.9.6 LSP interpolation

The LP parameters for each subframe are obtained by means of interpolation between the end-frame parameters of the
current frame, the mid-frame parameters of the current frame and the end-frame parameters of the previous frame.
However, the LP parameters are not particularly suitable for interpolation due to stability issues. For this reason, the
interpolation is done on the respective L SP parameters and then converted back to the LP domain.

Let Qeng,i denote the end-frame LSP vector of the current frame, g, ; the mid-frame L SP vector of the current frame,

both calculated by the method described in the previous section. Furthermore, let dgng_1; be the end-frame L SP vector
of the previous frame. The interpolated L SP vectors for all subframes are then given by

qi[O] =0.50end-1,i + 050 mig i

q,[2] Omid,i (58)
g~ =0.50mig i +0.50eng, i

qi[S] = Oend,i

The same formulais used for interpolation of quantized L SPs described later in this document.

5.1.9.7 Conversion of LSP parameters to LP coefficients

Once the interpolated L SP vectors are calculated, they are converted back into LP filter coefficients for each subframe.

Each L SP parameter g; = cose; givesriseto asecond order polynomial factor of the form 1—-2cosg 71+272 These
can be multiplied together to form the polynomials, i.e.
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8
R0 =] [20—ecn)

k=1

8
R0 = [ [0

k=1

(59)

By using the Chebyshev polynomia expansion defined in (55) we can apply the following recursion to find the
coefficients of the polynomials:
f{(0) =1
f{(D) =-299
fori=2,.,8
f() = =20 5 f{(i 1)+ 21,( - 2) (60)
forj=i-1..2 f(j)=f(j)-20y 2 f(i D+ f{(j -2
(D) = () - 20 >
end

The coefficients f,(i) are computed similarly, by replacing d,_» by dy_;, and with initial conditions f;(0) =1and

f5(1) = —2¢ . Once the coefficients f/(z) and f;(z) arefound, they are multiplied by 1+ 7% and 1-z71,
respectively, to form the polynomials F(z) and F,(z) . That is

f1() = () + f{(i - 1), i=8§..,1
fo(i)=fo(i)— fa(i-1), i=8..1 (61)
Finaly, the LP coefficients are found by
g =O.5f1(?)+0.5f2(?), | =1..8 62)
g =05f(i))-0.5f,(), i=8,..16

with ay =1. Thisisdirectly derived from the equation A(z) = (F{(2) + F2(2))/2, and considering the fact that F;(2)
and F,(z) are symmetric and asymmetric polynomials, respectively. The details of this procedure can be found in [18].

5.1.9.8 LP analysis at 16kHz

If ACELP coreis selected for WB, SWB or FB signals at bitrates higher than 13.2 kbps, itsinternal sampling rate is set
to 16 kHz rather than 12.8 kHz. In this case, the LP analysisis done at the end of the pre-processing chain on input
signal resampled to 16 kHz and pre-emphasized (see subclauses 5.1.3.3 and 5.1.4). In this case, the length of the LP
analysis window is 400 samples at 16 kHz, which corresponds again to 25 ms. The windowed signal for mid-frameis
calculated as

Swmid (N) = Spre(n—100w(n)n=0.... 399 (63)
and the windowed signal for frame-end is calculated as
Swmid (N) = Spre(n+60w(n)n=0.... 399 (64)
The autocorrel ation computation, adaptive lag windowing and the conversion of LP coefficientsto LSP parameters are

performed similarly asin subclauses 5.1.9.2 thru 5.1.9.5. However, the LSP interpolation is done on 5 sub-frames
instead of 4 sub-frames. The interpolated L SP vectors are given by
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ql[o] =0.550eng-1,i +0.450 g i
g =0.150gng 1} +0-850 i i
q|[2] =0.750mig i +0-250eng i

q|[3] =0.350mig,i +0.650eng, i

q|[4] = 0end,i

The conversion of LSP parametersto LP coefficientsisthen performed similarly asin subclause 5.1.9.7. At the end of
the LP analysis there are M=16 L SP parametersand a; coefficients but the corresponding L SFs span the range of 0-

8000 Hz rather than 0-6400 Hz.

The LP analysis at 25.6 kHz and 32 kHz is described later in this document.

5.1.10 Open-loop pitch analysis

The Open-Loop (OL) pitch analysis calculates three estimates of the pitch lag for each frame. Thisis donein order to
smooth the pitch evolution contour and to simplify the pitch analysis by confining the closed-loop pitch search to a
small number of lags around the open-loop estimated lags.

The OL pitch estimation is based on a perceptually weighted pre-emphasized input signal. The open-loop pitch analysis
is performed on a signal decimated by two, i.e. sampled at 6.4 kHz. Thisisin order to reduce the computational
complexity of the searching process. The decimated signal is obtained by filtering the signal through a 5th-order FIR
filter with coefficients {0.13, 0.23, 0.28, 0.23, 0.13} and then down-sampling the output by 2.

The OL pitch analysisis performed three times per frame to find three estimates of the pitch lag: two in the current
frame and one in the look-ahead area. The first two calculations are based on 10-ms segments of the current frame. The
final (third) estimation corresponds to the look-ahead, and the length of this segment is 8.75ms.

5.1.10.1 Perceptual weighting

Perceptual weighting is performed by filtering the pre-emphasized input signal sye(n) through a perceptual weighting
filter, derived from the LP filter coefficients. The traditional perceptual weighting filter W(z) = A(z/ 1)/ A(z/ ,) has

inherent limitations in modelling the formant structure and the required spectral tilt concurrently. The spectral tiltis
pronounced in speech signals due to the wide dynamic range between low and high frequencies. This problemis
eliminated by introducing the pre-emphasis filter (see subclause 5.1.4) at the input which enhances the high frequency
content. The LP filter coefficients are found by means of LP analysis on the pre-emphasized signal. Subsequently, they
are used to form the perceptual weighting filter. Its transfer function is the same as the LP filter transfer function but
with the denominator having coefficients equal to the de-emphasisfilter (inverse of the pre-emphasisfilter). In thisway,
the weighting in formant regionsis decoupled from the spectral tilt. Finally, the pre-emphasized signal isfiltered
through the perceptual filter to obtain a perceptually weighted signal, which is used further in the OL pitch analysis.

The perceptual weighting filter has the following form

A(z/
W(2) = A2/ 11)H o ampn () = —— 2111 (65)
1_ﬂpre—emphz
where
1
He—emph () =—————— (66)
1- ﬂpre—emphZ

and Spre—emph =0.68 and 3 =0.92. Since A(2) is computed based on the pre-emphasized signal Spre(N) , thetilt of

thefilter 1/ A(z/7;) isless pronounced compared to the case when A(z) is computed based on the original signal. The

de-emphasisis also performed on the output signal in the decoder. It can be shown that the quantization error spectrum
is shaped by afilter having atransfer function /W(z) H de—emph (2) = 1/ A(z/ 1) . Thus, the spectrum of the quantization

error is shaped by afilter whose transfer functionis 1/ A(z/7;) , with A(z) computed based on the pre-emphasized
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signal. The perceptua weighting is performed on a frame-by-frame basis while the LP filter coefficients are calculated
on a sub-frame basis using the principle of LSP interpolation, described in subclause 5.1.9.6. For asub-framesize L =
64, the weighted speech is given by

16
sp(n) = spre(n)+Za1» 71 Spre(n—1i)+0.68s,(n—1), n=0,...,255 (67)
i=1

where 0.68 is the pre-emphasi s factor. Furthermore, for the open-loop pitch analysis, the computation is extended for a
period of 8.75ms using the look-ahead from the future frame. Thisis done using the filter coefficients of the 4th
subframe in the present frame. Note that this extended weighted signal is used only in the OL pitch analysis of the
present frame.

If ACELP coreisselected for WB, SWB or FB signals at bitrates higher than 13.2 kbps, its internal sampling rateis set
to 16 kHz rather than 12.8 kHz. Nevertheless, the OL pitch analysisis done only at 12.8 kHz and the estimated OL
pitch values are later resampled to 16 kHz. However, perceptually weighted input signal sampled at al6 kHz is still
needed in the search of the adaptive codebook. The perceptua weighting filter at 16 kHz has the following form

Azl y,)
W(z2) = (68)
1- ﬁ pre—emphl6 Zil

where fpre_empnie =0.72 and y, =0.94. Thus, for this case, the pre-emphasisis done as follows

16
Sh16(N) = Sprezs(N) +Zai 72 Spreas (N—1)+ Bpre—emprisSas (N—1), n=0,...,319 (69)
i1

The perceptual weighting at 25.6 kHz and 32 kHz is described later in this document.

5.1.10.2 Correlation function computation

The correlation function for each of the three segments (or half-frames) is obtained using correlation values computed
over afirst pitch delay range from 10 to 115 (which has been decimated by 2) and over a second pitch delay range from
12 to 115 (which has been decimated by 2). Both of the two delay ranges are divided into four sections: [10, 16], [17,
31], [32, 61] and [62, 115] for the first delay range and [12, 21], [22, 40Q], [41, 77] and [77, 115] for the second delay
range, so that the two sets of four sections overlap. The first sectionsin the two sets, [10, 16] and [12, 21] are, however,
used only under special circumstancesto avoid quality degradation for pitch lags below the lowest pitch quantization
limit. Due to this special use of the first sectionsin the sets, omitting the pitch lags 10 and 11 in the second set of
sections presents no quality issues. In addition, the second set omits pitch lags between 17 and 20, when the first
sections are not used. The first section is mainly used in speech segments with stable, short pitch lags and the above
limits have therefore a negligible effect on the overall pitch search and quantization performance.

The autocorrelation function is first computed on a decimated weighted signal s, (n) for each pitch lag value in both
sets by

Laﬁ
C(d)=zshd (N)shg (n-d) (70)

n=0

where the summation limit Ly, depends on the delay section, i.e.:
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sec =40 for d=10,...16 insetl,
sec =40 for d=17,...,31 insetl,
sec =62 for d=32,...,61 insetl
wc =115 for d=62,...115 insetl
sec =40 for d=12,...,21 inset?2
sec =90 for d=22...,40 inset?2,
sec =80 for d=41...,77 inset 2,
s =115 for d=78...115 inset 2

(71)

Thiswill ensure that, for agiven delay value, at least one pitch cycle isincluded in the correlation computation. The
autocorrelation window is aligned with the first sample of each of the two 10-ms segments of the current frame, where
the autocorrelation can thus be calculated directly according to equation (70). To maximize the usage of the look-ahead
segment, the autocorrelation window in the third segment is aligned with the last available sample. In this final segment
the autocorrelation function of equation (70) is computed backwards, i.e., the values of n are negative. Therefore, the
computation as such is the same for all three segments, only the window alignment differs and the indexing of the signal
isreversed in the last segment.

5.1.10.3 Correlation reinforcement with past pitch values

The autocorrelation function is then weighted for both pitch delay ranges to emphasi ze the function for delaysin the
nei ghbourhood of pitch lag parameters determined in the previous frame (extrapolated pitch lags).

The weighting function is given by atriangular window of size 27 and it is centred on the extrapolated pitch lags. The
weighting function is given by

Wi (13+1) = Wy (13—1) =1+ @ (1-1/14), 1=0,...,13 (72)

where o, isascaling factor based on the voicing measure from the previous frame (the normalized pitch correlation)
and the pitch stability in the previous frame. During voiced segments with smooth pitch evolution, the scaling factor is
updated in each frame by adding avalue of 0.16 ﬁxy and it is upper-limited to 0.7. ﬁxy isthe average of the normalized
correlation in the two half frames of the previous frame and is given in equation (78). The scaling factor o, isreset to

zero (no weighting) if ﬁxy islessthan 0.4 or if the pitch lag evolution in the previous frameis unstable or if the relative

frame energy of the previous frame is more than a certain threshold. The pitch instability is determined by testing the
pitch coherence between consecutive half-frames. The pitch values of two consecutive half-frames are considered
coherent if the following condition is satisfied:

(max_value< 1.4 min_value) AND ((max_value— min_value) < 14)

where max_value and min_value denote the maximum and minimum of the two pitch values, respectively. The pitch

evolution in the current frame is considered stable if pitch coherence is satisfied for both, the first half-frame of the
current frame and the second half-frame of the previous frame as well as the first half-frame and the second half-frame
of the current frame.

The extrapolated pitch lag in the first half-frame, d ol , is computed as the pitch lag from the second half-frame of the
previous frame plus a pitch evolution factor fg,o , computed from the previous frame (described in subclause
5.1.10.7). The extrapolated pitch lag in the second half-frame, d [ , is computed as the pitch lag from the second half-
frame of the previous frame plus twice the pitch evolution factor. The extrapolated pitch lag in the look ahead, d 2] ,is
set equal to J[l] .Thatis

dlol—gHdy £,
dlh =gl o5, (73)
gl _g
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where d[_l] isthe pitch lag in the second half-frame of the previous frame. The pitch evolution factor is obtained by
averaging the pitch differences of consecutive half-frames that are determined as coherent (according to the coherence
rule described above).

The autocorrel ation function weighted around an extrapolated pitch lag d is given by

Cy(d+i)=C(d +i)wy, (13+i), i=-13 .13, (74)

5.1.104 Normalized correlation computation

After weighting the correlation function with the triangular window of equation (72) centred at the extrapolated pitch
lag, the maxima of the weighted correlation function in each of the four sections (three sections, if the first section is not
used) are determined. Thisis performed for both pitch delay ranges. Note that the first section is used only during high-
pitched segments. For signals other than narrowband signal's, this means that the open-loop pitch period of the second
half-frame of the previous frame is lower than or equal to 34. For narrowband signals, the open-loop pitch period of the
second half-frame of the previous frame needs to be lower than or equal to 24 and the scaling factor &, hasto be

higher than or equal to 0.1. It is further noted that the scaling factor &y, isset to O, if the previous frame were an

unvoiced or atransition frame and the signal has a bandwidth higher than narrowband. In the following, the special case
of three sections will not be explicitly dealt with if it arises directly from the text. The pitch delays that yield the
maximum of the weighted correlation function will be denoted as dpgy (k) , where k = 0,1,2,3 denotes each of the four

sections. Then, the original (raw) correlation function at these pitch delays (pitch lags) is normalized as

Cnorm(dmax (k)): . C(L:cmax(k)) ) k=0123 (75)
Zslg(n)zsﬁ(n_dmax (k))
n=0 n=0

The same normalization is applied aso to the weighted correlation function, C,,(d), which yields C,,,(d). It is noted
that sh(n) isaligned at the first sample of the corresponding half-frame for the two half-frames of the current frame and

at the last sample of the look-ahead for the look-ahead segment, where the calculation is performed backwards in order
to exploit the full look-ahead as well as possible.

At this point, four candidate pitch lags, dpgy (k) , k = 0,1,2,3, have been determined for each of the three segments (two

in the current frame and one in the look-ahead) in each of the two pitch delay ranges. In correspondence with these
candidate pitch lags, normalized correlations (both weighted and raw) have been calculated. All remaining processing is
performed using only these selected values, greatly reducing the overall complexity.

5.1.10.5 Correlation reinforcement with pitch lag multiples

In order to avoid selecting pitch multiples within each pitch delay range, the weighted normalized correlation in alower
pitch delay section is further emphasized if one of its multiplesisin the neighbourhood of the pitch lag in a higher
section. That is,

if (kx diax (2)— dmex (3] < k)
if (prev < 0.6V i (2)> 0.4d prey )
Cun (dmax (2)) = mitCun (dmax (2))
it = (Ot )2

if (kx diax (1)~ drmax (2) < k)
if (0 prey < 0.6 A (1) > 0.4dl prey )

Cun (d max (1)) = 0muitCun (d max (1))

At = (amult )2
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where oyt =1.17, aprey isavoicing factor (normalized pitch correlation) from the previous frame, and d e, isthe

pitch value from the second half-frame of the previous frame. In addition, when the first section is searched and the
pitch multiple of the shortest-section candidate lag is larger than 20 samples, the following reinforcement is performed:

if (kX dimax (0) — dimax (D < k)
if (0 prev < 0.6V dpny (0)> 0.4d pyey )

Cun (d max (0)) = 0muitCun (d max (O))

Further, aprey, isgiven by the voicing factor of the second half-frame in the previous frame if the normalized

correlation in the second half-frame was stronger than in the first half-frame, or otherwise by the mean value of these
two normalized correlations. In this way, if a pitch period multiple is found in a higher section, the maximum weighted
correlation in the lower section is emphasized by afactor of 1.17. However, if the pitch lag in section 3 is a multiple of
the pitch lag in section 2 and at the same time the pitch lag in section 2 is a multiple of the pitch lag in section 1, the
maximum weighted correlation in section 1 is emphasized twice. This correlation reinforcement is, however, not
applied at each section when the previous frame voicing factor, oy, islessthan 0.6 and the pitch valueis less than
0.4 times the previous pitch value (i.e., the pitch value does not appear to be a halved value of the previous frame pitch
or larger). In this way, the emphasis of the correlation value is allowed only during clear voicing conditions or when the
value can be considered to belong to the past pitch contour.

The correlation reinforcement with pitch lag multiples is independent in each of the two pitch delay ranges.

It can be seen that the "neighbourhood" is larger when the multiplication factor k is higher. Thisis to take into account
an increasing uncertainty of the pitch period (the pitch length is estimated roughly with integer precision at a 6400 Hz
sampling frequency). For the look-ahead part, the first line of the condition above relating to the highest pitch lagsis
modified as follows:

if (kX e (1) — e (2) < 2(k — 1))

Note that first section is not considered in the correlation reinforcement procedure described here, i.e., the maximum
normalized correlation in the first section is never emphasized.

5.1.10.6 Initial pitch lag determination and reinforcement based on pitch coherence
with other half-frames

Aninitial set of pitch lagsis determined by searching for the maximum weighted normalized correlation in the four
sections in each of the three segments or half-frames. Thisis done independently for both pitch delay ranges. The initia
set of pitch lagsis given by

alkl = argrgwnax(cwn k@) fork=o012, (76)
i=0

where the superscript [k] denotes the first, the second or the third (look-ahead) half-frame.

To find the right pitch value, another level of weighting is performed on the weighted normalized correlation function,
Cun(d), in each section of each half-frame in each pitch delay range. This weighting is based on pitch coherence of the
initial set of pitch lags, dlil. , with pitch lagsdlil (k), k =0,1,2,3,j#1, i.e, those from the other half-frames. The
weighting is further reinforced with pitch lags selected from the complementary pitch delay range, denoted as zi[rj“]t (k) ,
k=0,12,3,] #i. Further, the weighting favours section-wise stahility, where a stronger weighting is applied for
coherent pitch values that are from the same section of the same set as the initial pitch lag, and a slightly weaker
weighting is applied for coherent pitch values that are from a different section and/or a different pitch delay range than

theinitial pitch lag. That is, if theinitial pitch lag in ahalf-framei is coherent with a pitch lag of section k in half-frame
j » then the corresponding weighted normalized correlation of section k in half-frame j is further emphasized by

weighting it by the value 1+ ¢ (1— Spit /14) ,if theinitial pitch lag is also from section k in the same pitch delay range,

or by 1+ o, (1— 5pit /14) , if theinitial pitch lag is not from section k in the same pitch delay range. The variabledpit is
the absol ute difference between the two analysed pitch lags and the two weighting factors are defined as
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= 0-4(Cnorm(di[;1]it )+ O'Sre)'
ot = 0.25(Coormlall], J+ 051, )

where ¢ is upper-bounded by 0.4, o is upper-bounded by 0.25 and C, (d) isthe raw normalized correlation (similar

to the weighted normalized correlation, defined in equation (75)). Finally, r, isanoise correction factor added to the
normalized correlation in order to compensate for its decrease in the presence of the background noise. It is defined as

re = 0.0002.4492e21%%Nt _ 0022 constrained by 0< ry < 0.5 77
where N; isthe total background noise energy, calculated as described in subclause 5.1.11.1.

The procedure described in this subclause helps further to avoid selecting pitch multiples and insure pitch continuity in
adjacent half-frames.

5.1.10.7 Pitch lag determination and parameter update

Finally, the pitch lagsin each half-frame, d!%, d¥ and d!?, are determined. They are selected by searching the
maximum of the weighted normalized correlations, corresponding to each of the four sections across both pitch delay
ranges. In case of VBR operation, the normalized correlations are searched in addition to the weighted normalized
correlations for a secondary evaluation. When the normalized correlation of the candidate lag is very high (lower-
bounded by 0.9) and it is considered a halved value (lower-bounded by a multiplication by 0.4 and upper-bounded by a
multiplication by 0.6) of the corresponding candidate identified by searching the weighted normalized correlation, the
secondary pitch lag candidate is selected instead of the firstly selected one.

Intotal, six or eight values are thus considered in each segment or half-frame depending on whether section O is
searched. After determining the pitch lags, the parameters needed for the next frame pitch search are updated. The

average normalized correlation ﬁxy is updated by:

Rey = 0.5(Cn0rm(d[0] )+ Cnorm(d (4 ))+ 0.5re, constrained by Ry, <1 (78)

Finally, the pitch evolution factor fg, to be used in computing the extrapolated pitch lagsin the next frameis
updated. The pitch evolution factor is given by averaging the pitch differences of the consecutive half-frames that are

determined as coherent. If d[_1] isthe pitch lag in the second half of the previous frame, then pitch evolution is given
by

5pitch =0
cnt=0
fori=0...2

if di'l' AND dl'~¥ are coherent
5pitch = 5pitch + d[i] - d[i_ll
cnt=cnt+1

if cnt>0

fevo =d pitch/Cnt
else

(79)

fevol =0

Since the search is performed on the decimated weighted signal, the determined pitch lags, gl , dM and dl? are
multiplied by 2 to obtain the open-loop pitch lags for the three half-frames. That is
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7091~ 24101,
Tl = 29l (80)
782 = 2412,

In the following text, the following notation is used for the normalized correlations corresponding to the final pitch lags:

CLi(lrm = CE(lrm (d[i] ) (81)

5.1.10.8 Correction of very short and stable open-loop pitch estimates

Usually, music harmonic signals or singing voice signals have short pitch lags and they are more stationary than normal
speech signals. It is extremely important to have the correct and precise short pitch lags as incorrect pitch lags may have
a serious impact upon the quality.

The very short pitch range is defined from PITy N pousLeextenp =17 to PITyy =34 at the sampling frequency

Fs=12.8 kHz. Asthe pitch candidateis so short, pitch detection of using time domain only or frequency domain only
solution may not be reliable. In order to reliably detect short pitch value, three conditions may need to be checked: (1)
in frequency domain, the energy from0Hzto Fyn = Fs/ PITyyn Hz must be relatively low enough; (2) intime

domain, the maximum short pitch correlation in the pitch range from PITy N pousLeexteno 0 PITyn must be

relatively high enough compared to the maximum pitch correlation in the pitch range from PITy,n to PITyax ;5 (3)

the absolute val ue of the maximum normalized short pitch correlation must be high enough. These three conditions are
more important; other conditions may be added such as Voice Activity Detection and V oiced Classification.

Suppose Voicing ,, notes the average normalized pitch correlation value of the four subframes in the current frame:
Voicing = | CL%]rm + CL%rm +C¥1<2)]rm +CL3<;]rm 174 (82)

CL%]rm , C%rm , CL%]rm , CL?(’)]rm are the four normalized pitch correlations calculated for each subframe; for each
subframe, the best pitch candidate is found in the pitch range from P = PITyyy to P=PITyax . The smoothed pitch
correlation from previous frame to current frameis

Voicingg, =(3-Voicinggy, +Voicing)/4 (83

Before the real short pitch is decided, two pre-decision conditions are checked first : (a) check if the harmonic peak is
sharp enough, which isindicated by the flag pre_decision_ flag = harmonic__sharp _ flag . It is used to decideif the

initial open-loop pitch is correct or not; (b) check if the maximum energy in the frequency region [0, Fyn] islow
enough, which isindicated by theflag pre_decision _flag=LF _lack flag.

(a) Determine base pitch frequency d f¢q according to theinitial open-loop pitch dl

d freq = Round(Lgpr /1Y) (84)

Then, based on the amplitude spectrum of input signal in frequency domain, determine the decision parameters
which are used to confirm whether the pitch related to the base pitch frequency is accurate. The decision
parameters include energy spectrum difference, average energy spectrum and the ratio of energy spectrum
difference and average energy spectrum.

Compute the energy spectrum difference and the average energy spectrum of the frequency bins around base
pitch frequency d freq

Eaift = Z(EBIN(dfreq)_ Eain (k) (85)

k=1
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20 freq -1

k
Eavrg = Eain ()/(Zd freq _1) (86)

k=

22

Compute the weighted and smoothed energy spectrum difference and average energy spectrum

Eaitt _sm = 0.2Egitt +0.8Eqiff _sm, prev 87)

Earg _sm =0.2Eayrg +0.8Eaurg sm,prev (88)
where Egitt s and Earg sm are weighted and smoothed energy spectrum difference and average energy
spectrum of the frequency bins around the base pitch frequency.

Compute the ratio of energy spectrum difference and average energy spectrum

Ryt = Edi%awg (89)

Based on the decision parameters cal culated above, confirm whether the initial open-loop pitch is accurate.
The harmonic sharpness flag is determined as follows:

it (Egitt _sm<—10 AND Epyrg m < 38.5 AND Ryt <—-0.8)
pre_decision_ flag = harmonic_sharp_ flag=1

if (Eqitr _sm >10 AND Eqyrg gm > 83 AND Ryt > 0.5)
pre_decision_ flag =harmonic_sharp_ flag=0

(90)

If the above conditions are not satisfied, pre_decision_ flag remains unchanged.

(b) Assume that the maximum energy in the frequency region [0, Fyyn] (HZ) is EnergyO (dB) , the maximum
energy in the frequency region [Fyn,900] (Hz) is Energyl (dB), the relative energy ratio between
EnergyOand Energylisgiven by

Ratio = Energyl— EnergyO (91)
This energy ratio is weighted by multiplying an average normalized pitch correlation value Voicing
Ratio = Ratio-Voicing,, (92

Before using the Ratio parameter to detect the lack of low frequency energy, it is smoothed in order to reduce
the uncertainty,

EnergyRatio r ¢ = (15- EnergyRatio, ¢ ¢, + Ratio) /16 (93)

wherethe EnergyRatio ¢y isthe low frequency smoothed energy ratio. If LF _lack _ flag =1 then alack of

low frequency energy has been detected (otherwise not detected ). LF _lack _ flag is determined by the
following procedure,

if (EnergyRatio p ¢35 or Ratio>50)
pre_decision_ flag = LF_lack flag=1;

: : (94)
if (EnergyRatio gy <16)

pre_decision_ flag = LF_lack flag=0;

If the above conditions are not satisfied, pre_decision_ flag remains unchanged.
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Aninitial very short pitch candidate T,, is found by searching a maximum normalized pitch correlation from

P=PITuin_pousLeextend 10 PITuin,
R(Tp) = max{ R(P), P = PIT\min _pouBLEEXTEND - P TmiN} (95)
If Voicing0 notesthe current short pitch correlation,
Voicing0 = R(Tp) (96)
The smoothed short pitch correlation from previous frame to current frameis
VoicingOgy, = (3- VoicingOgy, +Voicing0) / 4 (97)
By using all the available parameters, the final very short pitch lag is decided with the following procedure,

if ((pre_decision_ flag=1) AND (VAD =1) AND (VoicingOg,, > 0.65) AND (VoicingOg,, > 0.7 -Voicinggy))
Open_ Loop _ Pitch= TC[JO] = Tc[)lﬂ =Tp
fspitch = Stab _short _ pitch_ flag = flag _ spitch=1
Coder _type=VOICED

(98)

wherein fgitcn = Stab_short _ pitch_ flag = flag _spitch =1 isaflag which forces the codec to select the time

domain CELP coding agorithm for short pitch signal even if the frequency domain coding algorithm and AUDIO class
ispreviously selected; Coder _type=VOICED isaflag which forces the coder to select VOICED class for short pitch

signal.

5.1.10.9 Fractional open-loop pitch estimate for each subframe

The OL pitchis further refined by maximizing the normalized correlation function with a fractional resolution around

the pitch lag values d% and gl (inthe 12.8-kHz sampling domain). The fractional open-loop pitch lag is computed
four times per frame, i.e., for each subframe of 64 samples. Thisis similar as the closed-loop pitch search, described in
later in this specification. The maximum normalized correlation corresponding to the best fractional open-loop pitch lag
isthen used in the classification of V C frames (see subclause 5.1.13.2). The fractional open-loop pitch searchis
performed by first maximizing an autocorrelation function C of the perceptually weighted speech s, for integer lagsin
theinterval [ d[i] —7...d[i] +6], where dl'l = g9 for the search in the first and the second subframes, and

dl'l = d¥ for the third and fourth subframes. The autocorrelation function is similar to equation (70) except that
perceptually weighted speech at 12.8 kHz sampling rate is used, i.e,

63
Craw(d): Zsh(n)sh(n_d) (99)
n=0

In the above equation, s;,(0) corresponds to the first sample in each subframe.

Let d;; betheinteger lag maximizing C,,,(d). Thefractional open-loop pitch search isthen performed by
interpolating the correlation function C,,, and searching for its maximum in theinterval [d;; —3/4...djn; +3/4]. The

interpolation is performed with a 1/4 sample resolution using an FIR filter —a Hamming windowed sinc function
truncated at £17. Thefilter hasits cut-off frequency (-3 dB) at 5062 Hz and —6 dB at 5760 Hz in the 12.8 kHz domain.
This means the interpolation filter exhibits alow-pass frequency response. Note that the negative fractions are not

searched if d;; coincides with the lower end of the searched interval, i.e., if dj; = d[i] -7.

Once the best fractional pitch lag, d 4, , is found, the maximum normalized correlation is computed similarly to equation
(75), i.e,
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Craw(d fr )
63 63
[S-503 0-a1)
n=0 n=0

The same normalization is applied also to the weighted correlation function, C,, (d) , which yields C,, (d) .

Cfr (d fr) = (100)

At this point, four candidate pitch lags, dp,a (K) , k=0,1,2,3, have been determined for each of the three half-frames

(two in the current frame and one in the look ahead) in each of the two pitch delay ranges. In correspondence with these
candidate pitch lags, normalized correlations (both weighted and raw) have been calculated. All remaining processing is
performed using only these selected values, greatly reducing the overall complexity.

Note that the last section (long pitch periods) in both pitch delay rangesis not searched for the look ahead part. Instead,
the normalized correlation values and the corresponding pitch lags are obtained from the last section search of the
second half-frame. The reason is that the summation limit in the last section is much larger than the available look
ahead and a so the computational complexity is reduced.

The fractional OL pitch estimation as described above is performed only for bitrates lower or equal to 24.4 kbps. For
higher bitrates, the VC mode is not supported and conseguently, there is no reason to estimate pitch with fractional

resolution. Therefore, at higher bitrates, d ¢ = dl"l" where for the first and for the second subframe i=0 and for the third
and the fourth subframe i=1.

5.1.11 Background noise energy estimation

The background noise energy is estimated (updated) in two stages. In the first stage, noise energy is updated only for
critical bands where the current frame signal energy is less than the previously estimated background noise energy. This
stage is called the downward noise energy update. In the second stage, noise energy is updated if the signal
characteristics are statistically close to the model of background noise. Therefore, in the second stage, noise energy can
be updated regardless of the current frame signal energy.

5.1.11.1 First stage of noise energy update

The total noise energy per frame is computed as follows:
19
N, =10log Z NED () (101)
i=0
where N[C‘Bl] (i) isthe estimated noise energy in theith critical band of the previous frame.

The noise energy per critical band Ncg (i) isinitialized to 0.0035 dB. The updated noise energy in theith critical band,
denoted Ny (i) , is computed as follows:

Nemp () = 0.0NE ) + 0.100.25eE8 1) + 0.75(E 1) + 0. 5L 1) ) (102)

where E([:_E;L] (i) corresponds to the energy per critical band calculated in the second spectral analysisin the previous

frame, and N[C_Bl] (i) isthe estimated noise energy per critical band also in the previous frame. Noise energy is then
updated only in critical bands that have lower energy than the background noise energy. That is

NBLi) = N (@), 1=0,..19 AND Ny (i) < N5 (i) (103)

The superscript [0] in the above equation is used to stress that it corresponds to the current frame.

Another feature used in noise estimation and SAD is an estimate of the frame to frame energy variation. The absolute
energy difference between the current and the last frame is calculated,.
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Etv :‘Et[_ll - Et‘ : (104)

where the superscript [-1] has been used to denote the previous frame. The frame energy variation is then used to update
the feature

Eunz = max(0.1, 0.98EL-Y +0.02min(3.0, Ey )| (105)

Other energy featuresthat are updated before the SAD and the second stage of the noise estimation are first initialized
during the very two frames after encoder initiaization. The initialization is done as follows

En =E

Ey =E

Ey =E

E-00

EF_00

dyn
After the two frames of initialization the total frame energy is smoothed by means of LP filtering. That is:
E, =0.80E[ Y +0.20E, (107)

Thefeatures Ey and Ey, are envelope tracking features of the frame energy E; and are used to create the long-term
minimum energy E, and an estimate of the energy dynamics Edyn .Thatis

Eqn = min(ELY - 0.04,E,) (108)
To calculate Ey the following processing is applied:

Eg =EL Y +008
if ¥ > 50then

harm

if inifame <150 AND (EF9-E)<30  Ey =E, +min(20.E Y - Ey)) (109

if (I -Ey)>30 AND 8 <20 Ey =E, +0.2(El Y —Ey)
dse if (B -Ey)>10 Ey = E, +0.08
Ey =min(Ey, E)

where CL;}% is the number of frames since the last harmonic event from the previous frame. See clause 5.1.11.3.2 for

details about its computation. The new value of E;; isthen used to update its |long-term value through an AR process.
That is

Ey = (-0 )E[ M+ oy By (110)
where the parameter o, is set as follows

if (cL;]m >30 ANDE[U—E, > 30) OR (c{];]m >30 AND iniame < 150) OR (Ey -Ey >30)

(111)
oy =0.03 otherwise oy =0.02

The energy dynamics festure Edyn isjust an LP-filtered version of the difference between Ey, and E; . That is

Egyn = O09EL ] +0.1(Ey, - By) (112)
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5.1.11.2 Second stage of noise energy update

In the second stage of the noise energy update, the critical bands not updated in the first stage are updated only if the
current frame isinactive. However, the SAD decision obtained in clause 5.1.12, which is based on the SNR per critical
band, is not used for determining whether the current frame is inactive and whether the noise energy is to be updated.
Another decision is performed based on other parameters not directly dependent on the SNR per critical band. The basic
parameters used for the noise update decision are:

— pitch stability

— signa non-stationarity

— normalized correlation (voicing)

— ratio between 2nd-order and 16th-order LP residual error energies

These parameters have generally low sensitivity to the noise level variations. Another set of parametersis calculated to
cover harmonic (tonal) signals and, in particular, music. These parameters prevent the noise energy to be updated, when
strong harmonicity or tonality is detected even when its energy islow. The parameters related to the detection of tonal
signasare

— gpectral diversity

— complementary non-stationarity
— HF energy

— tond stability

The reason for not using the SAD decision for noise update is to make the noise estimation robust to rapidly changing
noise levels. If the SAD decision was used for the noise update, a sudden increase in noise level would cause an
increase of SNR even for inactive speech frames, preventing the noise estimator to update, which in turn would
maintain the SNR high in the following frames. Consequently, the noise update would be blocked and some other logic
would be needed to resume the noise adaptation.

5.1.11.2.1 Basic parameters for noise energy update

The pitch stability counter is computed as

pc=‘d[0] —d[‘llHd[l] —d[o]‘ (113)
where d®, d™ and d™ are the OL pitch lags for the first half-frame, second half-frame and the second half-frame of the
pervious frame. The pitch stability istrue if the value of pcislessthan 12. Further, for frames with low voicing, pcis

directly set to 12 to indicate pitch instability. That is

it (Clm+Charm+Cl3m)/3+re <theye thenpe =12, (114)

where C,[f(])rm are the normalized raw correlations as defined in clause 5.1.10.7 and r is a correction added to the

normalized correlation in order to compensate for the decrease of normalized correlation in the presence of background
noise, defined in clause 5.1.10.6. The voicing threshold the,, = 0.52 for WB inputs, and they,, = 0.65 for NB inputs.

Signal non-stationarity is analysed based on the product of ratios between the current frame energy per critical band and
its long-term average per critical band. The average long-term energy per critical band is calculated as

Eep (i) = 2eE L) + (1- 26)(0.5El9 (i) + 0.5E L. i) , for i = b t0 By (115)

where b, = 0 and b = 19 in case of WB signals, and by, = 1 and ba = 16 in case of NB signals. The update factor
o, isalinear function of the relative frame energy, defined in clause 5.1.5.2 and it is given as follows

0 = 0.064E,4 +0.75, constrained by «, < 0.999 (116)

ETSI



3GPP TS 26.445 version 13.2.0 Release 13 55 ETSI TS 126 445 v13.2.0 (2016-08)

where all negative values of E,q arereplaced by 0. The frame non-stationarity is then given by the product of the
ratios between the frame energy and its long-term average calculated in the previous frame. That is

S max(0.5609 (i) + 0.5 i), ELN () +1

nonstat = o] i =0 (117)
S min(05ESS (1) +0.5ESL (1), S5 () +1
The voicing factor for noise update is given by
voicing = (CL%]rm + Cﬁ,ﬂrm) 12+r1g (118)
The ratio between the LP residual energy after 2nd-order and 16th-order analysisis given by
reﬁid_ratio:@ (119)
E(16)

where E(2) and E(16) are the LP residual energies after 2nd-order and 16th-order analysis, and computed in the
Levinson-Durbin recursion (see clause 5.1.9.4). Thisratio reflects the fact that, to represent a signal spectral envelope, a
higher order of LP is generally needed for speech signal than for noise. In other words, the ratio between E(2) and E(16)
is expected to be lower for noise than for active speech.

5.1.11.2.2 Spectral diversity

The basic parameters for noise estimation have their limitations for certain music signals, such as piano concerts or
instrumental rock and pop. Spectral diversity gives information about significant spectral changes. The changes are
tracked in the frequency domain in critical bands by comparing energiesin the first spectral analysis of the current
frame with the second spectral analysis two frames ago. The energy per critical band corresponding to the first spectral

analysis of the current frame is denoted as E[Coé(i) and isdefined in clause 5.1.5.2. Let the energy per critical band

corresponding to the second spectral analysis two frames ago be denoted as E[C_Ef’] (i) . For all bands higher than 9, the
maximum and the minimum of the two energiesis found as

Emmax (i) = max{E[Cog(i) ,EEZ ) }

0 3 , fori=10,..,brax (120)
Epin (i) = min{E{:é(i) LEEZ () }

where b= 19 in case of WB signals, and by, = 16 in case of NB signals. The energy ratio is the calculated as

Epat (i) = Emaxg)) . fori=10,..0ma (121)

The spectral diversity isthen calculated as the normalized weighted sum of the ratiosin all critical bands with the
weight itself being the maximum energy Ep (i) . That is

Dy
> B (i)Era (1)

Paiy = =22 (122)

.
D Emali)

i=10

The spectral diversity isused as an auxiliary parameter for the complementary non-stationarity described below.

5.1.11.2.3 Complementary non-stationarity

The complementary non-stationarity is motivated by the fact that the non-stationarity described in clause 5.1.11.2.1 and
calculated in equation (117) islow when a sharp energy attack in a harmonic signal is followed by a slow energy decay.

In this case, the average long-term energy per critical band, ECB (i) , slowly increases after the attack whereas the
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current energy per critical band, 0. 5E[0] (i)+0. 5E[1] (i) , slowly decreases. At certain point (few frames after the attack

frame) they are the same yielding only a small value of the nonstat parameter. This indicates to the noise estimation
logic an absence of active signal which iswrong. It may lead to afalse update of the background noise and
consequently a collapse of the SAD agorithm.

To overcome this problem, there is an alternative calculation of the average long-term energy per critical band. It is
calculated in the same way as in equation (115) but with adifferent factor. That is

Fog () = BoFLl(i) + (1 Be)(0.5EX (i) + 0.5EL, (1)) , for i = by t0 by (123)

where Ecs(i) isinitialized to 0.03. The update factor S, = o and reset to O if pyy, > 5. The complementary non-
Stationarity parameter isthen calculated in the same way as nonstat but using F¢ Fl- 1](|) instead of E[ 1](|) That is:

ﬁ max(O5E ) i)+ 0.5 i), ELH (i)) +1
=b

min(0. 5E (|)+05EllJ (), F[ 1](l))+1

nonstat2 = (124)

i min

The complementary non-stationarity must be used by the noise estimation logic only in certain signal passages. These
are characterized by the parameter apeq Which can be described as the average non-binary decision combined from

non-stationarity and tonal stability. That is

if nonstat > thgst OR Prona = 1 then @preq = 0.998 g +0.01x1 otherwise apreg = 0.998preq +0.01x0
where 8o isintherange [0; 1] and prona is the tonal stability described in clause 5.1.11.2.5 and defined in equation
(136).
5.1.11.2.4 HF energy content

The HF energy content represents another parameter, which is used for the detection of certain noise-like musical
signals such as cymbals or low-frequency drums. This parameter is calculated as

B
D Ecsl)

i 10
Z Eca (i)

but only for frames that have at least a minimal HF energy, i.e. when both the numerator and the denominator of the
above equation are higher than 100. If thisis not fulfilled, pnse = 0. Finaly, the long-term valueif this parameter is

calculated as

Phie = , constrained by ppe <10 (125)

Pre = 0.9 +0.1p, (126)
where Pl isinitialized to zero.

5.1.11.2.5 Tonal stability
The tonal stability exploits the harmonic spectral structure of certain musical signals. In the spectrum of such signals
there are tones which are stable over several consecutive frames. To exploit this feature, it is necessary to track the

positions and shapes of strong spectral peaks. The tonal stability is based on a correlation between the spectral peaksin
the current frame and the past frame. The input to the algorithm is an average logarithmic energy spectrum, defined as

Egg(K) = 10|og[o.5(E[B°,]N (k) + EQl, (k))J, k=0,...127, (127)
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where Eg) (k) isdefined in clause 5.1.5.2 and the superscripts [0] and [1] denote the first and the second spectral
analysis, respectively. In the following text, the term "spectrum” will refer to the average logarithmic energy spectrum,
as defined by the above equation.

The tonal stability is calculated in three stages. In the first stage, indices of local minima of the spectrum are searched in
aloop and stored as i, Thisis described by the following equation

imin = (Egg(i—1)> Egqg(i))A (Eqg(i) < Egg(i +1)), Vi i=1...,126, (128)

Theindex Oisadded to i i, if Eqg(0) < Egg(1) . Consequently, the index 127 is added to iy, , if
Egr(127) < E4g(126) . Let us denote the total number of minimafound as Ny, The second stage consists of calculating

aspectral floor and its subtraction from the spectrum. The spectral floor is a piece-wise linear function which runs
through the detected local minima. Every piece between two consecutive minima i, (X) and iy, (x+1) canbe
described by alinear function as

f() =k =min(N+a, | =imin(s--simin(x+1), (129)

where k isthe slope of thelineand q = Egg(i,in (X)) . The slopeis calculated by

k= EdB(imin(X+1)) - EdB(imin(X))
imin (X+2) = imin(X)

(130)

Thus, the spectral floor isalogical connection of al pieces. The leading bins of the spectrum up to i, (0) and the
terminating bins of the spectrum from i, (Nyin —1 are set to the spectral values themselves, i.e.

F(j)=Eas()) j=0....imn(0)-1
F(j)=f()) j=imin(o)a---aimin(Nmin_1)_1- (131)
F(j):EdB(j) j:imin(Nmin_l)w'1127

Finally, the spectral floor is subtracted from the spectrum by
Eggres(]) = Egg(J)-F(j), 1=0,...127 (132)

and the result is the residual spectrum. The calculation of the spectral floor and its subtraction isillustrated in the
following figure.
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Figure 9 : Spectral floor in the tonal stability

The third stage of the tonal stability calculation isthe calculation of the correlation map and the long-term correlation
map. Thisis again a piece-wise operation. The correlation map is created on a peak-by-peak basis where each two

consecutive minima delimit one peak. Let us denote the residual spectrum of the previous frame as Egéllres( i) . For

every peak in the current residual spectrum, normalized correlation is calculated with the previous residual spectrum.
The correlation operation takes into account all indices (bins) of that peak delimited by two consecutive minima, i.e.

imin (X+1)_1 2

Egg,res(1) Elpres(])
j=lmin (X)

MCOr (lmln(x)lmln(x+1))= imin(x+1)7l X=0;---1Nmin_2 (133)

imin (X+1)

> B Y. (EEL()f

J=imin (%) J=imin (%)

where the leading bins up to i, (0) and the terminating bins from i, (Nyin —1) are set to zero. The figure below
shows a graphical representation of the correlation map.
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Figure 10 : Correlation map in the tonal stability calculation
The correlation map of the current frame is used to update its long-term value, which can be expressed as

I\Wcor (k)= amapmcor (K)+ Q- gp)Mor (K),  k=0,...,Ngppc —1 (134)

where Omap =0.9. If any value of I\TCor (j) exceedsthe threshold of 0.95, the flag fsrong iS Set to ONe, otherwiseit is set
to zero. The long-term correlation map isinitialized to zero for al k. Finaly, al binsof M, (k) are summed together
by

127

Mgym = Z IWcor (i) (135)

j=0

In case of NB signals, the correlation map in higher bandsis very low due to missing spectral content. To overcome this
deficiency, my,, ismultiplied by 1.53.

The decision about tonal stability is taken by subjecting my,, to an adaptive threshold thy,,y. Thisthreshold isinitialized
to 56 and it is updated in every frame by

if Mym > 56 then thtonal = thtonal —0.2 otherwise thtonal = thtonal +0.2

and is upper limited by 60 and lower limited by 49. Thus, it decreases when the summed correlation map is relatively
high, indicating a good tonal segment, and increases otherwise. When the threshold is lower, more frames will be
classified astonal, especially at the end of active music periods. Therefore, the adaptive threshold may be viewed as a
hangover.

The prona Parameter is set to one whenever my, is higher than thygny or when the flag fgong is Set to one. That is:

if Myym > thional OR ferong = 1 then pigna = 1 otherwise pigna = 0 (136)
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5.1.11.2.6 High frequency dynamic range

From the residual spectrum Egp (s as described in equation 116, another parameter is computed. This parameter is
called the high frequency dynamic Dy is derived from the high band spectral dynamic of the residual spectrum and is
used to set the high frequency dynamic range flag Fy¢ which is used inside the GSC to decide about the number of

subframe and the bit allocation. The high frequency dynamic is compute as the average of the last 40 bin from the
residual spectrum:

i=L
D (t) = 0.7 Dp (1) + 0.3 {4—10 Z Edgresi )J (137)

And the high frequency dynamic range flag is set depending on the past values and the actual high frequency dynamic
as:

if(th ) < 96dB& Fyy () — )

Fi () = 0

D'nt = D ) (1398)
diseif ((th - DO'h j > 4.5dBj

For () =1

Where t representsthe frame at timet and D'y represents the average high frequency dynamic at when the last time
theflag Fys was set to 0.

5.1.11.2.7 Combined decision for background noise energy update

The noise energy update decision is controlled through the logical combination of the parameters and flags described in
the previous sections. The combined decision is a state variable denoted pn,, Which isinitially set to 6, and which is
decremented by 1 if an inactive frame is detected or incremented by 2 if an active frame is detected. Further, pnyp, is
bounded by 0 and 6. The following diagram shows the conditions under which the state variable p,,, is incremented by
2 in each frame.
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Figure 11 : Incrementing the state variable for background noise energy update

where, for WB signals, thy, = 350000, thenerm = 0.85 and th,eq = 1.6, and for NB signals, thg, = 500000, theperm = 0.7
and thyesq = 10.4. If p,yp, is not incremented in any of the conditions from the above diagram, it is automatically
decremented by 1. Therefore, it takes at least 6 frames before py,, reaches 0 which signals the subsequent logic that
background noise energy can be updated. The final decision about background noise energy update is described in the
subsequent section.

ETSI



3GPP TS 26.445 version 13.2.0 Release 13 62 ETSI TS 126 445 v13.2.0 (2016-08)

5.1.11.3 Energy-based parameters for noise energy update

The parametersin this section are used in addition to the py,, described in the previous section to control wheniit is

possible and safe to alow the noise estimate sub-bands to be increased according to the pre calculated noise estimate
Ny calculated in equation (102).

5.1.11.3.1 Closeness to current background estimate

Similar to nonstat and nonstat2 the parameter nonstatg represents a spectral difference. The differenceisthat it isthe

closeness/variation compared to the current background noise estimate that is measured. The calculation of the feature
aso differsin calculation during initialization, that is ini . <100, or during normal operation. During initialization the

comparison is made using a constant, Ey;y =0.0035 which istheinitialization value for the sub-band energies, as
shown in

16
nonstatg = Z‘Iog(O.SE[COé (i) +0.5EL (i) +1) — log(Eyyy +1) (139)
i=2
Thisis done to reduce the effect of decision errors in the background noise estimation during initialization. After the

initialization period the calculation is made using the current background noise estimate of the respective sub-band,
according to:

16
nonstatg = Zhog(o.sEg’g (i) +05EML (i) +1) — log(NE 1) +1) (140)
i=2

It is worth noting that the calculation of nonstatg is not dependent of the band width asit is made over the same sub-
bands regardless of the input bandwidth.

5.1.11.3.2 Features related to last correlation or harmonic event

Two related features are created which relate to the occurrence of frames where correlation or harmonic events are
detected. Thefirst isacounter, €, that keeps track of how many frames that have passed since the last frame where

correlation or harmonic event has occurred. That isif acorrelation or harmonic event is detected the counter is reset
otherwise it isincremented by one, according to:

if ((CL%],m +Cl. )/2>0.850R pional > o)then Charm = 0618 Charm = Charm +1 (141)

where CHer is the normalized correlation in the first or the second half-frame and pygng iS the result of the tonal
detection in clause 5.1.11.2.5. If the counter Cyyy, islarger than 1itislimited to 1 if E; <15.0 or if ini ¢ame >10

AND (E; - Et ) > 7.0is 1. Depending on the estimated short term variance of the input frame energy the current value
of the counter Ty, can be reduced to one quarter of itsvalue (or 1 if it was less than 4). The reduction is made for

frameswhere C,,, >1 where E, >30.0 and the short therm variance estimate of the frame energy is larger than

8.0. The other feature is the long term measure of the relative occurrence of correlation or tonal frames. It is represented
asascalar value, Cy, , whichisupdated using afirst order AR-process with different time constants depending on if the

current frameis classified as a correlation/tonal frame or not according to:

0.03 if Cpgrm ==0

) (142)
0.01 otherwise

Sor = (1= )Y + (G = 0) Where o = {

where the test, Cnarm == 0, represents a detection of a correlation/tonal event.
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5.1.11.3.3 Energy-based pause detection

To improve the tracking of the background noise the energy pause detector monitors the number of frames since the
frame energy got close to the long-term minimum frame energy estimate E;; . For inactive frames the counter is 0 or

higher, cpg 20, where positive integers represent the number of frames since the start of the current pause. When
active content is detected the counter is set and kept at, cpg =—1. Initialy cpg =0 so the detector isin ainactive state

and checks for an energy increase relative the long term minimum energy tracker E; that could triggers atransition to
and active state:

if Cog = OAND (E; —Ey) >5thencpg =—1 (143)

If the detector isin an active state the detector checksif the frame energy once again has come close to the long term
minimum energy

if Cog ==—1AND (E; -~ Ey) <5thencyg =0 (144)

The final step in the update of this parameter is to increment the counter if the detector isin an inactive state

if cpg 2 0thencpg =cpg +1 (145)

5.1.11.34 Long-term linear prediction efficiency

This section describes how the residual energies from the linear prediction analysis made in clause 5.1.9 can be used to
create along term feature that can be used to better determine when the input signal is active content or background
noise based on the input signal alone.

The analysis provides several new features by analysing the linear prediction gain going from 0™-order to 2™-order
linear prediction and going from 2™-order to 16™-order prediction. Starting with the 2™ order prediction that is analysed
compared to the energy of the input signal, or 0™-order prediction. For a more stable long term feature the gain is
calculated and limited as

dip_o_2 =max(0,min(8,E(0)/ E(2))) (146)

where E(0) isthe energy of theinput signal and E(2) isthe residual energy after the second-order linear prediction

(seeclause 5.1.9.4). The limited prediction gain is then filtered in two steps to create long term estimate of this gain
through. The first is made using

Gip 0 2=085G/3 o ,+0150p o 5 (147)
and typically thiswill become either O or 8 depending on the type of background noise in the input once thereisa

segment of background only input. A second feature is then created using the difference between the first long term
feature and the frame by frame limited prediction gain according to:

Oad 0 2=|9P 0 2~ 9P 0 2 (148)
Thiswill give an indication of the current frames prediction gain compared to the long term gain. This differenceis

used to create a second long term feature, thisis done using afilter with different filter coefficient depending onif the
long term difference is higher or lower than the currently estimated average difference according to

i g4
Oad 0 2=(1- a)@g_l] 0 27ad 0 2 wherea = 01 if Gag _0_2 <.gad _0_2 (149)
- . - 0.2 otherwise

This second long term features is then then combined with the frame difference to prevent the filtering from masking
occasional high frame differences, the final parameter is the maximum of the frame and the long term version of the
feature

Omax_0_2=MaX(Jad 0 2:Y9ad_0_2) (150)
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The feature created using the difference between 2™ order prediction and 16™ order prediction is analysed is slightly
different. Thefirst step hereis also to prediction gain is calculated as

gip_2_16 = max(0,min(8 E(2)/ E(16))) (151)

Where E(2) represents the residual energy after a 2™ order linear prediction and E(16) isthe residual energy after a

16" order linear prediction, see clause 5.1.9.4. This limited prediction gain is then used for two long term estimate of
this gain, one where the filter coefficient differsif the long term estimate is to be increased or not as shownin

i g1l
9ip_2 16=(1_0‘)§|[__P1] 2 16 TP 2 16 Wherea = 020 11 0p 2 16>01p 2 16 (159
o - - 0.03 othrewise

The second long term estimate uses a constant filter coefficient as, according to
= =[-1
Oip2_2_16=(1- ﬁ)g[Lp]z_z_le +Bdip_2_16 Where5=0.02 (153)

For most types of background signals both will be close to 0 but since they have different responses to content where e
the 16" order linear prediction is needed (typically for speech and other active content). The first gip 2 16 Will

usually be higher than the second g po > 16 Thisdifference between the long term features is measured according to

Oad 2 16=91P 2 16— 0LP2 2 16 (154)

Which is used as an input to the filter which creates the third long term feature according to

i gty
Oad 2 16=(1—06)§Lal]2 16T 0ad 2 16 Wherea= 0.02 if gad_2_16<.gad_2_16 (155)
o - - 0.05 otherwise

Also, thisfilter uses different filter coefficients depending on if the third long term signal is to be increased or not. Also
here the long term signal is combined with the filter input signal to prevent the filtering from masking occasional high
inputs for the current frame. The final parameter is then the maximum of the frame and the long term version of the
feature

Omax_2 16 =MaX(Gad 2 16:9ad 2 _16) (156)
Note that also some of the other calculated features in this sub section are used in the combination logic for the noise

estimation, Jad 2 16, Imax_2_ 16 Imax 0 2 Jad 0 _2.20dgip o 2

5.1.11.3.5 Additional long-term parameters used for noise estimation

Some additional parameters that processed to create long term estimates are three measures the relation of the current
frames energy compared to the energy of the noise estimate. The first calcul ates the difference between the current
frame energy and the level of the current noise estimate thisis then filtered to build along term estimate according to

Ngig = 0 B)NET + g€, - N;) where #=0.03 (157)

Another feature estimates along term estimate of how often the current frame energy is close to the level of the
background estimate using:

Niack = 0= BNEY, + B((E - Ny) <10)  where =003 (158)

The third estimate is a second order estimate for the number of frames that the current input has been close to the noise
estimate. Thisis simply a counter isreset if the long term estimate Ny, ¢ 1S higher than a threshold and incremented
otherwise, as shown in

0 if Ny =0.05
Chtr = { track (159)

c,[\]t%] +1 otherwise
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Thelast additional features calculates an long term estimate of the difference in the current frame energy to the long
term minimum energy feature, thisis done by low pass filtering the calcul ated energy difference according to

Ey gig =(- ﬂ)‘£;£ +BE ~Ey) where =003 (160)

5.1.11.4 Decision logic for noise energy update

Already in thefirst step of the noise estimation (see clause 5.1.11.1), the current noise estimate has been reduced in sub-
bands where the background noise energy was higher than the sub-band energy for the current frame. The decision logic
described in this subsection shows how it is decided when to update and how the step size, stepg,e , if the updateis

adapted based on the earlier described features or combinations thereof.

Every frame an attempt is made to adjust the background noise estimate upwards, as it isimportant not to do the update
in active content several conditions are evaluated in order to decide if update is possible and how large an update that
should be allowed. Asit is aways allowed to make downwards updatesit is equally important that possible updates are
not prevented for extended times as this will affect the efficiency of the SAD. The noise update uses a flag to keep track
of the number of prevented noise updates, Cfirg ypdt » the same flag is also used to indicate that no update has taken

place. The counter Cfirs ypgt iSinitialized to the value O to indicate that no update has been done so far. When updates
are successful it is set to 1 and for failed updates the counter isincremented by 1.

The mgjor decision step in the noise update logic is whether an update is to be made or not and this is formed by
evaluation of the following logical expression

fUPDATE = (fbg_MASK AND(fbg_nup OR fbg_dynamic OR fbg _tracking OR fbg_ne-w)) OR fbg_int (161)

where fog masc ensuresthat it is safe to do an update provided that any of the four pause detectors, fog nyp,
fhg _dynamic: fbg_tracking, @d fpg new indicate that an update is allowed. Note that the last term in the condition
fog _int isnotisnot combined with fy yasc asit handles the noise estimation during initialization.

Starting with the mask which ensures that the normal updates only can occur when the current frame energy is closeto
the estimated long-term minimum energy, E;; (see clause 5.1.11.1), is adjusted with a level dependent scaling of the

estimated frame energy variations, E,,, according to
fog masc = Et < Ey +(@L5+15(E; <50))Eynp (162)

The first pause detector fyg nyp isbased on the metric ppy, control logic described in subclause 5.1.11.2.7, when
Prup is O updates are allowed, that is

if phup ==0then fry nyp =lelsefyg yp =0 (163)

The second pause detector allows for updates for low energy framesif the estimated signal dynamicsishigh and a
sufficient number of frames have passed since the last correlation event, that is

fog _dynamic = Edyn >15AND E; < Eyj +2E;,, AND Cporm > 20 (164)

The third pause detector allows updates when there are consecutive frames that are similar in energy to the current low
level framesin arow,

fog_track = Ntrack >09 (165)

The last detector isitself a combination of a mask and two pause detectors and mainly uses the additional features
described in subclause 5.1.11.3.4, the detector is evaluated using

fbg_neW: fbg_MlAND(fbg_AloR fbg_AZ) (166)
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where fpy 1 isthe mask for the detector and fpg o1 and fry a» aretheadditional detectors. For this detector the

following seven flags are first evaluated. The first flag signals that the frame energy close to background noise energy
where the threshold is adapted to the estimated frame to frame energy variations, as

fenr bg = Et < Ey +(1.5+1.5(E; <50))Eynp (167)
The second flag signals that the high linear prediction gain with 2™ order model! if for a stationary signal, as
fens_bg =9Lp_0_2 > 7.95AND nonsta <10° (168)
The third flag signals that there isalow linear prediction gain for 16" order linear prediction
fip_bg =Omax_2_16 <0.1 (169)
The fourth flag signals that the current frame has low spectral fluctuation
fns_bg =nonsta< 10° (170)
The fifth flag signals that the long term correlation islow
fraco_bg = Cev < 0.5 (171)
The sixth flag signals low long term correlation value including the current frame
fraev_bg = Cev_max < 0.4 (172)
The seventh and last flag signals a non-speech like input signal
fea bg =(9ad 0 2>05ANDgp o 2<7.95==0 (173)
Using the above flags possible to express the mask as
fog_M1= fenr _bg OR((fens_bg OR fip_pg) AND frg AND fpg haco AND fop o) (174)

The two additional detectors fpg a1 and fg a2, arealso those build using sub detectors and additional conditions.
Starting with fpg a1 the sub detectors are:

(E; <55) AND fep_ g AND
fbg_Al = ((Combahc <0.85AND (gmax_2_16 <0.1AND gmax_0_2 < 01) OR (175)
combgpe < 0.150R comby,g, < 0.30)

where the combination metrics combyy,. and comby,qy, are combinations where the maximum of a number of metrics
are used for the comparison

COMbape = Max(MaX(apred Cev): Tad_2_16) (176)
CoOMbyem = Max(MaX(Cey, Imax_2 16): Tmax_0_2) (77)

For the fpg a> sub detector
fog A2 =(Cev_max <0.4) AND (Bpreq < 0.85) AND (fop g OR fenr pg) (178)

where the combination Metric Coy max = MaX(Cey Charm == 0) iscaculated as

Cev_max = MaX(Cey Charm ==0) (179)
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Thelastterm fpy i inthe fyppate handlesthe special conditions of noise update during the initialization, which
occurs during the 150 first frames after the codec start. Also the initialization flag is evaluated as a combination of two
flags according to

fog_ini = fog_ini_ 1 AND fpg ini 2 (180)

where the first flag test for initialization period and a sufficient number of frames without correlation event, according
to

fog_ini 1= frame <150 AND Cpgrm > 5AND (E; — E;) <7 (181)

The second flag eval uates a number of earlier calculated features against initialization specific thresholds according to

(@pred <0.59ANDC,, < 0.23) OR
fog ini 2= 8 < 0.380RT,, <0.150R (182)
nonstaB < 500R fy,; ,,, OR

(E, < 42AND €,y >10ANDC,, < 0.35AND act o < 0.80)

Every frame an attempt is made to adjust the background noise estimate upwards, as it isimportant not to do the update
in active content several conditions are evaluated in order to decide if update is possible and how large an update that
should be allowed. At the same time it isimportant that possible updates are not prevented for extended times. The
noise update uses a flag to keep track of the number of prevented noise updates. The same flag is also used to indicate
that no update has taken place. Theflag Cfirg ypqt isinitialized to the value O to indicate that no update has been done

so far. When updates are successful it is set to 1 and for failed updates the counter isincremented by 1.

If the above condition fyppaTe IS evauated to O the noise estimation only checks if the current content is music and if
the following conditions

Cntr > 300AND Gy, > 0.90R Ny, >0 (183)

is evaluated to 1 the sub-band noise level estimates are reduced to recover from noise updates made before or during
music, the reduction is made per sub-band depending on if the current estimate is high enough

NB iy =098Nl ) for alli where NI (i) > 23y (184)
And the Cyyp ois updated according to the definition in equation (198) before noise estimation is terminated for this
frame.

Thefollowing steps are taken when fyppate isevaluated to 1. First the step size, stepg,e, iSinitially set to O, before
the process of determining if the noise update should be set to 1.0, 0.1, or 0.01. For the update stepg, to be 1.0 the
following condition

(@pred < 0.85AND fpg nyp) (185)
And any of the following conditions
Et dis <10OR foy o 1) AND Ngg < 40AND (E; — N;) <10 (186)
Ctirst_updt = OAND Charmp >80ANDC coynt > 0.5 (187)
fog_ini AND (fpg nup OR nonstaB < 10 OR Charm > 80) (188)

isevaluated to 1 the step stepg,e issetto 1.0and Cirg ypgt 1S Set to 1 before the noise estimation for the current frame
is made

NDL (i) = N i) for all (189)
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Where Ny (i) isthe pre-calculated new noise estimate from subclause 5.1.11.1 and the noise estimation procedure is
done for the current frame after the €y, oin equation (198) is updated.

If the above condition failed then the stepy, isset to 0.1 if any of the four following conditions are met

(aCt preg < 0.80) AND (fpg nup OR fpay) AND (Epaco < 0.10) (190)

(aCtpreg < 0.70) AND (frg  nyp OR nonstaB <17) ANDfpg  payj AND (Chago < 0.15) (191)
Charm > 80AND N; >5AND E; < min(1.0,E; +1.5E;,) (192)

Charm > 50AND Cfirg ypat > 30AND fpg Ny ANDCp count >0.5 (193)

If the stepg, has been set to 0.1 iswill be reduced to 0.01 if
fog  Nup == OAND Charm < 50 (194)

and the following condition is met

Apred > 0.60R (fog in == OAND nonstaB >8AND (Ey - N;) <10 (195)

If the stepg, iSsetto 0.1 or 0.01 the Cfirst_updt is set to 1 before the noise estimation for the current frame is made
N9k i) = NI i) + upditgen (Nurp () - NI ) For all (196)

and the noise estimation procedure is done for the current frame after €y, o is updated in equation (198).

| the conditionsto set the stepg,. to 0.1 failed the step sizeis stepg, is 0 and noise update has failed, after testing if

the following condition is true

fbg_ Nup OR Charm >100 (197)
the Cfirg upt IS incremented and the noise estimation is done after the following update of Chy, o

In all cases the noise estimation updates end with an update of €., o Whichisthelong-term estimate of how frequent
noi se estimations could be possible according to

Soup_0=A-A)chd o+ B(pnyp =0)where 5 =02 (198)

where pyp iscalculated in clause 5.1.11.2.6.

5.1.12 Signal activity detection

In this module active signal is detected in each frame and the main flags for external use are the three flags fi sap  HE

fLSAD and the combined feap . These flags are set to one for the active signal, which is any useful signal bearing some

meaningful information. Otherwise, they are set to zero indicating an inactive signal, which has no meaningful
information. The inactive signal is mostly a pause or background noise. The three flags represent different trade-offs
between quality and efficiency, and are used respectively by various subsequent processing modul es.

The entire signal activity detection (SAD) module described in this section consists of three sub-SAD modules. Two of
the modules, namely the SAD1 and the SAD2, work on the spectral analysis of the 12.8kHz sampled signal, see
subclause 5.1.12.1 and 5.1.12.2 respectively for detailed descriptions. The third module, namely the SAD3, operates on
the QMF sub-band filter that runs on the input sampling frequency, see subclause 5.1.12.6. A preliminary activity
decision, fgap , isfirst obtained by combining two of the three sub-SAD modules, the SAD1 and SAD?2, for input with

bandwidth greater than NB, or directly from SAD1 for NB input. This preliminary decision is then further combined
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with the decision output fSADS of the third sub-SAD module, the SAD3, depending upon the codec mode of operation

and the input signal characteristic. The resulting decision isthen feed to a DTX hangover module to produce the final
output feap -

Internally theflag fsap prx isused to always produce aflag with DTX hangover whether DTX ison or off. When

thisno longer isneeded and DTX ison fgap prx replacesthe combined fgap to reduce the number of variables
used externally.

51121 SAD1 module
The SAD1 module is a sub-band SNR based SAD with hangover that utilizes significance threshol ds to reduce the

amount off false detections for energy variationsin the background noise. During SAD initialization period the
following variables are set as follows

nbact_ frame = 3

Ipspeech =45.0

fSAD_reg_h =0

fSAD_reg_I =0 (199)
fSAD_cnt =0

fLSAD_reg =0

fLsap_cnt =0

The output of the SAD1 module istwo binary flags (signal activity decisions) figap ne and figap . The difference
between them is due to the setting of parameters for the significance thresholds. The first binary decision figap He iS

used by the speech/music classification algorithm described in clause 5.1.13.5. The second binary decision f gap is
developed further and leads to the final SAD1 decision, fgap . Notethat all decisions can be modified by the
subsequent modules.

1]

The spectral analysis described in clause 5.1.5 is performed twice per frame. Let E@B(i) and E&g (i) denote the energy

per critical band for the first and second spectral analysis, respectively (as computed in clause 5.1.5.2). The average
energy per critical band for the whole frame and part of the previous frame is computed as

Ecali)=02E536)+04E0 1)+ 04ELL(), i =bin.... b (200)

where EE;E%] (i) denotes the energy per critical band from the second analysis of the previous frame, by, and by
hereafter denote respectively the minimum and the maximum critical band involved in the computation, whereby,, = 1,

Brax = 16 for NB input signalsand by, = 0, byg = 19 for WB signals (see Table 2 in subclause 5.1.5.1). The signal-
to-noiseratio (SNR) per critical band is then computed as

SNRCB(i)=E(C:—BB((Ii;, i =Bppin,---»Pmax » cONstrained by SNRg >1 (201)

where Ng(i) is estimated noise energy per critical band, as explained in clause 5.1.11.1. The average SNR per frame,
in dB, isthen computed using significance thresholds with two different settings

B o o
SNR,, e =10l0g Z{SNRCB(I) it SNReg(i)= signy e

- MiNgy HE othrewise
1=Drin -
A (202)
[ SN i) if SN i)>sign
SR, = 10l0g Z { RCB() RCB(). Nty
MiNgy, othrewise

i =bpin
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where signgy e, MiNgyy He, and ming, are control parameters that differ between codec modes and sampling
rates.

Table 6: Control parameters for the significance thresholds for different bandwidths

Bandwidth | SiOMthy HE | MNgyy HE | SNy, | Mingy

NB 2.65 0.05 1.75 0.25
WB 2.5 0.2 1.3 0.8
SWB 2.5 0.2 1.75 0.25

The signal activity is detected by comparing the two average SNR'’s per frame to a certain threshold the first is then
used without hangover and the second has a hangover period added to prevent frequent switching at the end of an active
speech period. The threshold is afunction of the long-term SNR and the estimated frame to frame energy variations,
mainly the variation in noise but without the need to identify noise frames. The initial estimate of the long-term SNR is
given by

SRy = EGH- NI (203)

where Esp isthe long-term active signal energy, calculated in equation (234) and Nt isthe long-term noise energy,

calculated in equation (233). If this estimate is |ower than the signal dynamics estimate Edyn calculated in equation
(112). Then the estimate is adjusted according to

S\IRLT = S\IRLT +1
if SNR_ > Egyn (204)
SNR; 1 = Egyn
The energy variation isthe E,hz calculated in equation (105) in clause 5.1.11.1.

The threshold calculation is calculated in three steps, oneinitial value and two sequential modifications. The initial
valueis calculated as

theap = N + N SNRLT + 1%y (Eynp =1y _ofs) (205)

Where the function parameters, ny, n¢,ny,andn, o5 are set according to the current input bandwidth summarized in
the following table

Table 7: Functional parameters for the initial thgap calculation for different bandwidths

Bandwidth Ng | Ng n, | Ny ofs

NB 0.1 | 16.0 | 4.00 1.15
WBand SWB | 0.1 | 16.1 | 2.05 1.65

If the estimated SNR conditions are good, i.e. if SNR_ 1t > 20, the threshold is updated and upper limited for certain
low-level NB signals. That is

thSAD = thSAD + 03(S\IRLT - 20)

206
if (BW=NB AND SNR 1 >40 AND thgap > 24.1 AND E < 45) then theap = 24.1 (206)

5.1.12.1.1 SNR outlier filtering

The average SNR per frame, SNR,,, , that is estimated as shown in equation (202) is updated such that any sudden

instantaneous SNR variations in certain sub-bands do not cause spurious deviationsin the average SNR from the long
term behaviour. A set of bands and SNRs per band are determined and accumulated based on noise characteristics as
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shown in equations (209), (210). The critical band that contains the maximum average SNR isidentified initially as the
outlier band whose index is represented as, igy outiier » @nd the outlier band SNR is given by,

isnr_outlief =i|max(SNRcB(j))'j = Brnin - Bnax (207)

NRoutlier = S\“:eCB(isnr_outIier) (208)

The background noise energy is accumulated in bands by, through by,i.2 andin bands by, through by oy -

bm‘n+2
Neg | = Z Neg(i) (209)
i=bmin
Drmax
Neg_w = ZNCB(i) (210)
i=bmin+3

The average SNR, SNR,,, is modified for WB and SWB signals through outlier filtering as follows,

if (SNRoutlier <MAXgsNR oUTLIER 3 AND igyr outlier >3 AND gy outlier <MAXSNR OULIER IND )

{
if(Ncg_ >Ncg_H *OUTLIER_ THR_1 OR SNRyyjer <MAXgNR OUTLIER 1)

SNRy, = SNRouTLIER WeHT 1 * (SNRay — NRyytier )
el%lf( NCB_L > NCB_H *OUTL'ER_THR_Z OR SNRoutIier < MAXSNR_OUTLlER_Z ) (211)

SNRy, = SNRoyTLIER WGHT 2 * (SNRay — SNRyier )
ese
SNRy, = SNRouTLIER WGHT 3 * (SNRay — SNRyyier )

}
The outlier filtering parameters used in updating the average SNR are listed in the table below.

Table 8: SNR outlier filtering parameters

Parameter value
MAX SNR OUTLIER 1 10
MAX_SNR_OUTLIER 2 25
MAX_SNR_OUTLIER_3 50

SNR_OUTLIER WGHT 1 1.0
SNR OUTLIER WGHT 2 1.01
SNR_OUTLIER_WGHT _3 1.02
OUTLIER THR 1 10
OUTLIER THR 2 6
Maximum outlier band index 17
(MAX_SNR_OUTLIER IND)
TH_CLEAN 35

Based on the outlier band estimated in equation (207), aweighting is determined as per equation (211) and applied to
SNRs per band (through outlier filtering by subtracting the SNR in the outlier band) or on the average SNR. The
threshold, thgpp , iS updated based on the outlier filtering and further statistics from background noise level variations,
previous frame coder type, and the weighting of SNR per band. The threshold update is not performed when the long-
term SNR, SNR| 1 is below the clean speech threshold, TH_CLEAN = 35dB.
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if (isnr_outlier <=4 AND prev_coder_type >UNVOICED)
thrgap =thrgap —1.0
SNR,, = 10* log10(SNRy, ()
elseif( NRyiier < MAXsNR oUTLIER 2 & & prev_coder_type< UNVOICED) (212)

threap = threap + (1— 0.04 NRyiier )
else
threap = thrgap + max(0, (0.6 0.01SNRyier )

where the smoothed average SNR, SNR,, |, is calculated after the SNR outlier filtering is performed in equation
(212).

SNRIEen — 0 5 SNRLP™) 4 0.5 SNR,, (213)

av_It

The updated threshold, thgap , as shown in equation (212) and the updated average SNR, SNR,, , as shown in equation
(211) are used in signal activity detection logic as described in Clause 5.1.12.3.

51.12.2 SAD2 module

The SAD2 moduleis also a sub-band SNR based SAD and makes an activity decision for each frame by measuring the
frame's modified segmental SNR. The output of SAD2 moduleisabinary flag fgap, whichis set to 1 for active frame

and set to O for inactive frame. For each frame, the SNR per critical band isfirst computed. The average energy per
critical band for the whole frame and part of the previous frame is computed as

=) 0250)+04E 1)+ 04 (), i=binbma i ELE)>ELLG)
csll)=

|o2eEY0)+ 030 )+ 05ERL (), i=byy,....b it EL 1)< el (i) 1
ZEcp OEeg 2Ecglh = Fmin;-- -1 Pmax cB\'/= =Cl

where E[C’él] (i ) denotes the energy per critical band from the second spectral analysis of the previous frame,

E([?] (i)and E[CI]B (i) denote respectively the energy per critical band for the first and second spectral analysis of the

current frame, by, =0, by = 19. More weighting is given to the energy of the second spectral analysis for the current

frame if the energy of the second spectral analysisis higher than the first spectral analysis. Thisis designed to improve
the detection of signal onsets. The SNR per critical band is then computed as

SNRCB(i)=§(;—BB((Ii)), i =DBrmin,---»bmax» cONstrained by SNReg >1 (215)

where NCB(i) is the estimated noise energy per critical band, as described in clause 5.1.11. The SNR per critical band
isthen converted to alogarithmic domain as

SNRcg g (i) =10g10(SNReg (i) (216)
Thelog SNR per critical band is then modified by
MSNReg (1) = (SNReg g (i) + (i, SNRUT ) PRI =y b (217)

where MSNR-g (i) isthe modified SNR per critical band, (i, SNR, 1) isan offset value which is afunction of the
critical band and the long-term SNR of the input signal as calculated in equation (203), summeation of
SNRcpog (i) + a(i, SNR1) isconstrained to be not greater than 2, and S(SNR, 1) isan exponential factor used to re-

shape the mapping function between MSNRcg (i) and SNRcg (i) , S(SNR 1) isalso afunction of the long-term SNR
of the input signal. The offset value (i, SNR| 1) is determined as shown in the following table
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Table 9: Determination of a(i,SNR 1)

i<2 | 2<i<7|7<i<18 | 18<i

NR, 1 >24 0 0 0 0
18<NR 1 <24 | 0.1 0.2 0.2 0.2
NR 1 <18 0.2 0.4 0.3 0.4

and B(S\R, 1) isdetermined as

6 NR 1 >18
B= LT (218)
9 SNR <18
The modified segmental SNR is then computed as
Brmex
MSSNR= " MSNReg (i) (219)

i=byn

and arelaxed modified segmental SNR is aso computed. The procedure of calculating the relaxed modified segmental
SNR is similar to the calculation of the modified segmental SNR with the only difference being that, besides
o(i, SNR 1) , another offset value y(i) isalso added to the log SNR per critical band SNRcg)oq (i) When calculating

the relaxed modified SNR per critical band. The relaxed modified SNR per critical band is therefore computed as
RIXMSNRcs (i) = (SNRegiog () + 2, SNRLT) + 7)) i = b, b (220)

where (i) isafunction of the critical band and is determined as

04 i<7
i) = 221
70 {O otherwise (221

The relaxed modified segmental SNR is used in the hangover process at alater stage of the algorithm.

A further enhancement (increase in value) is made to the modified segmental SNR if an unvoiced signal is detected.
Unvoiced signal is detected if both of the two critical bands covering the highest frequency range have SNRs greater

than athreshold of 5, i.e. if SNR-g(18)>5 and SNR-g (19) >5. Inthis case, the contributions of the overall modified

segmental SNR from the two critical bandsis boosted. The boost is performed over the two critical bands where the
number of critical bands is extended from two to eight and the corresponding modified segmental SNR is re-computed
over the extended bands as

20

MSSNR = (MSSNR + 3- MSNRqg (18) +3- MSNRcg (19))-%

(222)

where multiplication by 20/26 effectively performs the mapping of the modified segmental SNR calculated on the
extended scale back onto the same scale asiif it were computed over the original 20 critical bands. The re-computation
of modified segmental SNR is only conducted if the computed value is greater than before. If no unvoiced signal of
above type is detected, Nggcg , Which isthe number of critical bands whose SNR is greater than athreshold of 2 is

determined. If Nggcg >13, asecond type unvoiced signal is detected, and if the long-term SNR of the input
signal SNR, 1 isfurther below athreshold of 24, the modified segmental SNR in this case is re-computed as

MSSNR = MSSNR+ A (223)
where A =2.5- SNR_ 1 —15.5 and islimited to be a positive value.

The primary signal activity decision is made in SAD2 by comparing the modified segmental SNR to adecision
threshold THRgap, . The decision threshold is a piece wise linear function of the long-term SNR of the input signal and
is determined as
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MIN[2.4-SNR 1 -42.2,80] SNR 1 >24
THRgap2 = {MIN[24-SNR 1 —40.2,80]  18< SNR 1 <24 (224)
MAX [2.5- SNR, 1 —10, 1] SNR 7 <18

If the modified segmental SNR is greater than the decision threshold, the activity flag fgap, iSset to 1, and a counter
of consecutive active frames, C, , used by SAD2 isincremented by 1, and if the current frame isineither asoft or a

hard hangover period as described later in this subclause, the corresponding hangover period elapses by 1. Otherwise,
the consecutive active frames counter C, issetto 0 and the setting of fgap, isfurther evaluated by a hangover

process.

The hangover scheme used by SAD2 consists of a soft hangover process followed by a hard hangover process. The soft
hangover is designed to prevent low level voiced signals during a speech offset from being cut. When within the soft
hangover period, the SAD2 is operating in an offset working state where the relaxed modified segmental SNR
calculated earlier is used to compare to the decision threshold THRgap » (compared to the normal working state where

the modified segmental SNR is used). If the relaxed modified segmental SNR is greater than the decision threshold, the
activity flag fgap, isset to 1 and the soft hangover period elapses by 1. Otherwise, if the relaxed modified segmental

SNR is not greater than the decision threshold, the soft hangover period is quit and the setting of fgapo isfinaly
evaluated by a hard hangover process. When within the hard hangover period, the activity flag fgap, isforcedto 1 and

the hard hangover period elapses by 1. The soft hangover period isinitialized if the number of consecutive voiced
frames exceeds 3. The frameis considered a voiced frame if the pitch correlation is not low and the pitch stays

relatively stable, that is, if (CI%, +cll +cld y/3+r,>065 and

((ngE - d[o’l_ll) + (d[ola_ - dg)ﬂ) + (d[ozﬂ - d[ola_)) 3<14 where CL%]rm , CH(])rm , CL%]rm are respectively the normalized pitch
correlation for the second half of the previous frame, the first half of the current frame and the second half of the current
frame as calculated, r, isthe noise correction factor, d[o’l_l] , dg)ﬂ , d[olf_ ,d[ozﬂ are respectively the OL pitch lag for the

second half of the previous frame, the first half of the current frame, the second half of the current frame and the look-
ahead as described in subclause 5.1.10. The value to which the soft hangover period isinitialized is a function of the
long-term SNR of the input signal and the noise fluctuation FLU | computed in equation (225), and is determined as

Table 10: Determination of the soft hangover period initialization length

NR>24 [ 18B<NR <24 | NR 7 <18
FLUy <40 1 1 2
FLUy =40 1 3 4

The hard hangover period isinitialized if the consecutive active frames counter C, reaches athreshold of 3. The

value to which the hard hangover period isinitialized is aso afunction of the long-term SNR of the input signal and the
noise fluctuation, and is determined as

Table 11: Determination of the hard hangover period initialization length

NR7>24 [ 18<SNR <24 | SNR 1 <18
FLUy <40 1 1 2
FLUy >40 1 1 3

The noise fluctuation FLU , is estimated over background frames declared as inactive by the final SAD flag of SAD2,
fsap2 » by measuring the moving average of the segmental SNR in the logarithm domain. The noise fluctuation is
computed as
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FLUy =FLURY —(-a)-6
B (225)

5=FLULY - " SNRepoq ()

i:bmin

where FLU Ll’l] denotes the noise fluctuation of the previous frame, « isthe forgetting factor controlling the update
rate of the moving average filter and is set to 0.99 for an increasing update ( when FLUy > FLU k’ll ) and 0.9992 for a

decreasing update ( when FLU y < FLU k_ll ). 0 isconstrained by 6 <10 for decreasing updates and 6 > —10for

increasing updates. To speed up the initialization of noise fluctuation, for the first 50 background frames, « isset to 0.9
for increasing updates and 0.95 for decreasing updates, ¢ isconstrained by 6 <30 for decreasing updates and
0 > -50for increasing updates.

5.1.12.3 Combined decision of SAD1 and SAD2 modules for WB and SWB signals
The decision of the SAD1 module is modified by the decision of the SAD2 module for WB and SWB signals.

For f sap He thedecisionlogicisdirect if the average SNR per frame islarger than the SAD decision threshold and
if thefinal SAD2 flagissetto 1. That is,

if g\lRaV_HE >thS°\D AND fSADZ =1 then fLSAD_HE =1, otherwise fLSAD_HE =0 (226)

Likewise, for f gap the decisionlogicisdirect if the average SNR per frameislarger than the SAD decision threshold
and if the final SAD2 flagissetto 1.That is,

if S\lRav >th%D AND f%Dz =1 then fLSAD =1, fSAD =1 (227)
otherwise, f gap iSset to 0 and the hangover logic decidesif fgap should be set to active or not.

The hangover logic works as a state machine that keeps track of the number of frames since the last active primary
decision and if a sufficient number of consecutive active frames have occurred in arow to alow the final decision to
remain active even if the primary decision has already gone inactive. Thus, if there has not been a sufficient number of
primary decisions in arow there is no hangover addition and the final decision is set to inactive, that is fgap iSsetto 0

if fLeap iSO.

The hangover length dependson SNR, 1, initialy set to O framesand if 15< SNR| 1 < 35 itisset to 4 frames and if
NR, 1 <15itisset to 3 frames. The counting of hangover framesisreset only if at least 3 consecutive active speech
frames ( SNR,, > thgap ) Were present, meaning that no hangover is used if SNR,,, > thgap in only one or two adjacent

frames. Thisisto avoid adding the hangover after short energy bursts in the acoustic signal, increasing the average data
ratein the DTX operation.

5.1.12.4 Final decision of the SAD1 module for NB signals

Similarly to the WB case two primary decisions are generated but in this case there is no dependency on the SAD2
module. If SNRy, pe > thsap the frameis declared as active and the primary SAD flag, fisap He iSSet tol.

Otherwise, fLSB\D_HE issetto 0.

To get the final SAD decision fgap thereisadifference in how the primary decision is made and how the hangover is
handled compared to WB. For NB signals the hangover has a window of 8 frames after the last run of three consecutive
active primary decision, that is SNR,, > thgpp . During this hangover period the SAD decision is not automatically set
to active; instead, the threshold theup is decreased by 5.2 if SNR 1 <19, and by 2if 19< SNR 1+ <35. The SAD

decision isthen made by comparing the average SNR to the corrected threshold following condition (206). Again,
counting of hangover framesisreset only if at least 3 consecutive active frames were present.
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5.1.12.5 Post-decision parameter update

After the final decision is formed, some SAD1-related long term-parameters are updated according to the primary and
final decisions.

Primaet quick = 0.90Primyet quick +0.10f sap

i i (228)
Primaet sow = 0.99priMygt gow +0.01f sap
These are then used to form a measure of the long term primary activity of | gap
Primget = 0.90primgee +0.20mMiN(PriMaet quics PriMact siow) (229)
Similar metrics are generated for the figap He
PriMaet quick HE = 0.90primaet quick HE +0.10f sap HE (230)
PriMact sow HE = 0.99primaet gow HE +0.01f sap HE
These are then used to form an measure of the long term primary activity of | gap
Primaet e =0.90primyey e +0.10min(primaet quic_ HE » PriMact_ sow_HE) (231)

To keep track of the history fgap decisionstheregisters foap reg hy fsap reg 1+ fsap_cnt are updated so that

fsap reg hand foap reg | keepstrack of the latest 50 frames with regard to the fgap decisions by removing the
oldest decision and adding the latest and updating feap ¢t SO that it reflects the current number of active framesin the
registers.

Similarly to keep track of the history for f gap decisionstheregisters figap reg @d figap cnt are updated so that
fLsap _reg keepstrack of the latest 16 frames with regard to the f gap decisions by removing the oldest decision and
adding the latest and updating fi sap cnt SO that it reflects the current number of active framesin the registers.

When the SAD decisions have been made, the speech music classifier decision has been made and the noise estimation
for the current frame has been completed the long term estimates of active speech level, Esp , and long term noise level

estimate N, can be updated. During the four first frames the initialization is made for both variables using mainly the
current input as follows

Ntth

L _ (232)
it LY < N +10then EY = N, +10

Where N, isthetotal sub band noise level after update for the current frame. For the long term noise level estimate the
initialization uses different filter coefficient during the remainder of the 150 framesinitialization as follows

0.02 if iNi frame <150

. (233)
0.05 otherwise

For the active speech level the update after the initial four frames only occursif figap He iIS1AND the fhigh jpn
from the speech music classifier is0. Where fign |pn isgenerated as L, > Ls AND Ly > L, based on the features

Ls,Lm, Ly calculated based on equation (329) in subclause 5.1.13.6.3. If those conditions are met then the speech level
estimate is updated according to

El:1 it (LY
_sz{O.QSEsp +0.02E, if (B5Y-E)<10 (23

EL‘F}] -0.05 otherwise
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5.1.12.6 SAD3 module
The SAD3 module is shown in Figure 12. The processing steps are described as follows:
a) Extract features of the signal according to the input QMF data. The QMF datais from CLDFB.

b) Calculate some SNR parameters according to the extracted features of the signal and make a decision of background
music.

¢) Makeapre-decision of SAD3 according to the features of the signal, the SNR parameters, and the output flag of the
decision of background music and then output a pre-decision flag.

d) The output of SADS3 is generated through the addition of SAD3 hangover.

l QMF data
»  Calculating Sub-band FFT
energy features
y A4 A \4
Calculating Calculating . Calculating
. . X Calculating
spectral centroid time-domain ) spectral flatness
- tonality features
features stability features features
A\ 4 i V_V
Calculating SNR Decision of
background
parameters ;
music
\ 4 A\ 4 \ 4 A\ 4 \ 4
Decision of Pre-decision of
background < » SAD3 Hangover >
VAD
update flag

Figure 12: Block diagram of SAD3

5.1.12.6.1 Sub-band FFT

Sub-band FFT is used to obtain spectrum amplitude of signal. Let X[k, I] denote the output of QMF filter applied to the
™ sample in the k™ sub-band. X[k,] is converted into a frequency domain representation from the time domain by FFT
asfollows:

15 27
A
XDFT[k,j]=ZX[k,I]e 16 :0<k<100< j<16 (235)
1=0

The spectrum amplitude of each sample is computed in the following steps:

Step 1: Compute the energy of X [K, j] asfollows:
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Xprt powlk, 1= ((Re(Xprrlk, iIZ +(Im(Xperlk, j1)%);0< k <100< j <16 (236)
where Re(X pet[K, j1), Im(XpetlK, j]) aretherea part and imaginary part of X [K, ], respectively.

Step 2: If kis even, the spectrum amplitude, denoted by Agp , Iscomputed by

Ag (8K + ]) = \/XDFT_POW[k, i1+ Xprr_powlk15—j], 0<k<10,0< <8 (237)

If kisodd, the spectrum amplitude is computed by

A (BK+7- )= \/XDFT_POW[k' i1+ Xprr_powlk15—j], 0<k<100<j<8 (238)

5.1.12.6.2 Computation of signal features

In Pre-decision Energy Features (EF), Spectral Centroid Features (SCF), and Time-domain Stability Features (TSF) of
the current frame are computed by using the sub-band signal; Spectral Flatness Features (SFF) and Tonality Features
(TF) are computed by using the spectral amplitude.

5.1.12.6.2.1 Computation of EF

The energy features of the current frame are computed by using the sub-band signal. The energy of background noise of
the current frame, including both the energy of background noise over individual sub-band and the energy of
background noise over all sub-bands, is estimated with the updated flag of background noise, the energy features of the
current frame, and the energy of background noise over all sub-bands of the previous frame. The energy of background
noise of the current frame will be used to compute the SNR parameters of the next frame (see subclause 5.1.12.6.3). The
energy features include the energy parameters of the current frame and the energy of background noise. The energy
parameters of the frame are the weighted or non-weighted sum of energies of all sub-bands.

The frame energy is computed by:
(L¢-2) _
Ec = D FEc(k)+0.24Ec(0) (239)
k=1
The energy of sub-band divided non-uniformly is computed by:
’\lregion(i"'l)*1
Ef ev()=  DEc(), 0<i<Ngy (240)
j:Nregion(i)

Where N isthe sub-band divisionindicesof E¢ & (i) . The sub-bands based on thiskind of division are also

region

called SNR sub-bands and are used to compute the SNR of sub-band. N, isthe number of SNR sub-bands.

The energy of sub-band background noise of the current frame is computed by:

£lol

o o () =0 4 (i) + (1- o) ELD 0<a<1,0<i< Ngy (241)

bg _snr f_snre

Where E[b;l o (1) isthe energy of sub-band background noise of the previous frame.

The energy of background noise over all sub-bands is computed according to the background update flag, the energy
features of the current frame and the tonality signal flag:

[0] E[fO] o]
_ _bg_sum
Ef " by _—N[O] (242)
f_bg

ETSI



3GPP TS 26.445 version 13.2.0 Release 13 79 ETSI TS 126 445 v13.2.0 (2016-08)

I certain conditions that include at least that the background update flag is 1 and the tonality signal flag i, ggu 1S

0 are met, E[folbg_wm and N[folbg are computed by:
E¥ g am=EF by am+EX (243)
N, = NEL +1 (244)
Otherwise, E[folbg_wm and N[folbg are computed by:
B og_am = E¥ bg_am (245)
N = Ni g (246)
Where E[fi]_bg_Sum and N[fi]_bg arethesumof E; and the counter of E; , respectively. The superscript [-1] denotes

the previsous frame and [O] denotes the current frame.
5.1.12.6.2.2 Computation of SCF

The spectral centroid features are the ratio of the weighted sum to the non-weighted sum of energies of all sub-bands or
partial sub-bands, or the value is obtained by applying a smooth filter to thisratio. The spectral centroid features can be
obtained in the following steps:

a) Divide the sub-bands for computing the spectral centroids as shown in Table 12.

Table 12: QMF sub-band division for computing spectral centroids

Spectral centroid feature N i N i
number (i) SC_Start( ) sc_end( )

2 0 9

3 1 23

b) Compute two spectral centroid features, i.e.: the spectral centroid in the first interval and the spectral centroid in the
second interval, by using the sub-band division for computing spectral centroidsin Step a) and the following equation:

Nsc_end (') Nsc_endﬁ)
Fe@)=( Y (k+DEc()+A)/ D Ec(k)+4p), 1<i<4 (247)
k:Nsc_aart 0] k:Nsc_aart(i)

c) Smooth the spectral centroid in the second interval, Fg-(2) , to obtain the smoothed spectral centroid in the
second interval by

Fi(0)=0.7FLH(0)+0.3r (2) (248)

5.1.12.6.2.3 Computation of SFF

Spectral Flatness Features are the ratio of the geometric mean to the arithmetic mean of certain spectrum amplitude, or
thisratio multiplied by afactor. The spectrum amplitude ASp , issmoothed as follows:

A% (i) =0.7A (i) +0.3AY (i), 0<i <N, (249)

where Pgl () and Agpl] (i) are the smoothed spectrum amplitude of the current frame and the previous frame,

respectively. N , isthe number of spectrum amplitude.
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Then the the smoothed spectrum amplitude is divided for three frequency regions as shown in Table 13 and the spectral
flatness features are computed for these frequency regions.

Table 13: Sub-band division for computing spectral flatness

Spectral flatness number
P (k) . A_start (k) NA_end (k)
0 5 19
1 20 39
2 40 64

The spectral flatness features are the ratio of the geometric mean to the arithmetic mean of the spectrum amplitude or
the smoothed spectrum amplitude.

Let N(K) =N, 4q(K) =N, a1 (K) bethe number of the spectrum amplitudes used to compute the spectral flatness
feature Fo (K) . We have

Na_enda (K) UN(K)
(Hn:NA_stan (k) %) (n))

Fe (K) ==x (k) (250
S o A M) NG
The spectral flatness features of the current frame are further smoothed as follows:
FI (k) =0.85 F LA (k) +0.15F (k) (251)

Where F{J (k) and FL (K) are the smoothed spectral flatness features of the current frame and the previous frame
respectively.

5.1.12.6.24 Computation of TSF

The time-domain stability features are the ratio of the variance of the sum of amplitudes to the expectation of the square
of amplitudes, or this ratio multiplied by afactor. The time-domain stability features are computed with the energy

features of the most recent N frame. Let the energy of the ™ frame be E[f”] . The amplitude of E[f“] is computed by

AM = [EIM +0.001 (252)

By adding together the energy amplitudes of two adjacent frames from the current frame to the N™ previous frame, the
sum of N/2 energy amplitudesis obtained as

A = A+ A =

Where A[f] isthe energy amplitude of the current frame for k = 0 and A[f] the energy amplitude of the previous frames
for k<O.

Then the ratio of the variance to the average energy of the N/2 recent sumsis computed and the time-domain stability
F isobtained as follows:

N/2-1 N/2-1 N/2-1

E(A{”] /2 ZA{”]) 1 (A2 1 0.0001) (254)

n=0

N

Note that the value of N is different when computing different time-domain stabilities.
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5.1.12.6.2.5 Computation of TF

The tonality features are computed with the spectrum amplitudes. More specifically, they are obtained by computing the
correlation coefficient of the amplitude difference of two adjacent frames, or with a further smoothing the correlation
coefficient, in the following steps:

a) Compute the amplitudes difference of two adjacent frames. If the differenceis smaller than O, set it to 0.
0 if Ap(i+6)<Ag(i+5)

Ps) :{Asp(i +6)-Ag(i+5)  otherwise (@)

b ) Compute the correlation coefficient between the non-negative amplitude difference of the current frame obtained in
Step a) and the non-negative amplitude difference of the previous frame to obtain the first tonality features as follows:

N
> o) oY )
Frg = ——=2 (256)
JZ(D&S] i? ")
i=0
where D; (i) isthe amplitude differece of the previous frame.
Varioustonality features can be computed as follows:
Fr 0= Frr
FI%(1) =0.96F ™ () +0.04F (257)

F%(2) =0.90F ¥ (2) +0.10F 4

where FTH] are tonality features of the previous frame.

5.1.12.6.3 Computation of SNR parameters

The SNR parameters of the current frame are computed with the background energy estimated from the previous frame,
the energy parameters and the energy of the SNR sub-bands of the current frame.

Thetotal SNR of al sub-band is computed by:
SNR =log,((E}” +0.0001) /(E} 1)) (258)
The average SNR of all sub-bandsis computed by:

NRy = (Y SNR()/N (259)

where N is number of the most recent framesand SNR (i) is SNR of thei" frame.

The frequency-domain SNR is computed by:

Ry = (3 SR () /N 260
(= o NRyp () Ny (260)
where N, isthe number of SNR sub-band and ARy, (i) it the SNR of each sub-band by:
T(i) =log,((E” ,, (i) +0.0000) /(EL;] o (i) +0.000D)
DR (i) = 0 if T(i)<-0.1 (261)
Ran(l) = T(i) otherwise
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he first long-time SNR is computed by:
NR =lo (E|H] JEFY ) (262)
t_org glo t_active It_inactive

The computation method of EEY . and EL can be found in subclause 5.1.12.6.6.

It_active It _inactive

The second long-time SNR is obtained by accordingly adjusting SNRt_org asfollows:

SNRy =Tyt _gor +0.404Ty;_ gy +0.)Fynsco (263)
where:
-1
0 FId, <14
Finsco = Flody -14  14<FlH <22 (264)
—1]
08 Fl, > 22

where F o, isthelong-time background spectral centroid. If the current frame is active frame and the background-
update flag is 1, the long-time background spectral centroid of the current frame is updated as follows:

Flgko = oFldy + - a)FL(0), e (01) (265)

n

where F,Egé]o is the long-time background spectral centroid of the previous frame.
Theinitia long-time frequency-domain SNR of the current frame SNRI[O] is computed by:

SR =S /NGRSt /NG (266)

sp_snr_f sp_snr_f ns_snr_f

where Ssp_sm_f and Ng, o, ; arerespectively the frequency-domain SNR NR; accumulator and frequency-domain

SNR SNR; counter when the current frame is pre-decided as active sound, and Sns_mr_f and an_mr_f are
respectively SNR; accumulator and SNR; counter when the current frame is pre-decided as inactive sound. The

superscript [-1] denotes the previsous frame. The details of computation can be found in Steps e) and i) of subclause
5.1.12.6.6.

The smoothed average long-time SNR is computed by:

NRY_ =09SNRY  +0.1SNR" (267)

f _smooth f _smooth

The long-time frequency-domain SNR is computed by:

0 Tif_sr <O
NR¢ =1 T ar 0<Ty gr <MAX_LF_SNR
MAX_LF SNR Tit_ev > MAX_LF_SNR (268)

Tit s = 0.12(SNR? - 3)

where MAX_LF_SNR isthe maximum of SNRj .

5.1.12.6.4 Decision of background music

With the energy features, F; , Fg, Fo . and Fg. of the current frame, the tonality signal flag of the current frame

is computed and used to determine whether the current frame istonal signal. If it istonal signal, the current frame is
music and the following procedureis carried out:
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a) Suppose the current frame is non-tonal signal and aflag f is used to indicate whether the current frameis

tonal. If f

tonal _ frame

=1, the current frameistonal. If f = 0, the current frame is non-tonal.

tonal _ frame tonal _ frame

b) If Fy(0)>0.6 or its smoothed value Fr (1) isgreater than 0.86., go to Step c). Otherwise, go to Step d).

¢) Verify the following three conditions:

(1) The time-domain stability feature Fqg(5) issmaller than 0.072;
(2) The spectral centroid feature Fg-(0) isgreater than 1.2;

(3) One of three spectral flatness featuresis smaller than its threshold,
Fsr (0) < 0.76 OR Fogr (1) < 0.88 OR Fogr (2) < 0.96.

If all the above conditions are met, the current frame is considered as atonal frame and the flag f issetto 1.

tonal _ frame
Then go to Step d).

d) Update the tonal level feature |, according to theflag f Theinitia valueof |, issetintheregion

tonal _ frame *
[0, 1] when the active-sound detector begins to work.

(1] . .
[0 _{0.975|tonal +0.025 if fiona frame iSL 269

tonal =1 gg71[-1 otherwise

Where It[fga, and It[(;g, are respectively the tonal level of the current frame and the previous frame.

(0]

e) Determine whether the current frame is tonal according to the updated |,

f

o and set the tonality signal flag

tonal _signal *

If It[f,la, is greater than 0.5, the current frame is determined as tonal signal. Otherwise, the current frame is determined
as non-tonal signal.

1if 119 >05
f . — tonal 270
tonal _signal {0 otherwi (270)
5.1.12.6.5 Decision of background update flag

The background update flag is used to indicate whether the energy of background noise is updated and its valueis 1 or 0.
When thisflagis 1, the energy of background noise is updated. Otherwise, it is not updated.

Theinitial background update flag of the current frame is computed by using the energy features, the spectral centroid
features, the time-domain stability features, the spectral flatness features, and the tonality features of the current frame.
The initial background update flag is updated with the VAD decision, the tonality features, the SNR parameters, the
tonality signal flag, and the time-domain stability features of the current frame to obtain the final background update
flag. With the obtained background update flag, background noise is detected.

First, suppose the current frame is background noise. If any one of the following conditions is met, the current frameis
not noise signal.

a) Thetime-domain stability Frg(5) >0.12;
b) The spectral centroid Fg-(0) > 4.0 and the time-domain stability Frg(5) > 0.04;

c) Thetonality feature Fy (1) > 0.5 and the time-domain stability Frg(5) > 0.1;
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d) The spectral flatness of each sub-band or the average obtained by smoothing the spectral flatnessis smaller than its
specified threshold, Fsg (0) < 0.80R Fggr (1) < 0.780R Fggr (2) < 0.8 ;

e) The energy of the current frame E¢ isgreater than a specified threshold: E[fO] >32E§1] , Where ng"l] isthelong

time smoothed energy of the previous frame and Egk] of k™ frameiscomputed : Eg] = 0.95E[;_1] + 0.05E[fk] ;

f) Thetonality features F; are greater than their corresponding thresholds: Fr (1) >0.60 OR Fy (0) >0.86;

g) Theinitia background update flag can be obtained in Steps a) - f). Theinitial background update flag is then
updated. When the SNR parameters, the tonality features, and the time-domain stability features are smaller than their

corresponding thresholds: SNR;y <0.3 AND SNR; <1.2 AND F¢ (1) <0.5 AND F5(3) <0.1 and both the combined
foap and fiy _signa e set to 0, the background update flag is updated to 1.

5.1.12.6.6 SAD3 Pre-decision

The SAD3 decision f sap3 1S computed with the tonality signal flag, the SNR parameters, the spectral centroid features,

and the frame energy. Then, the SAD3 decision is further combined with fgap whichisfrom SAD1 and SAD2
decision to make afinal decision of SAD. The final decision of SAD is made in the following steps:

a) Obtain the second long-time SNR SNR, by computing the ratio of the average energy of long-time active framesto
the average energy of long-time background noise for the previous frame;

b) Compute the average of SN\R, for anumber of recent framesto obtain SNRyy ;

¢) Compute the SNR threshold for making SAD3 decision, denoted by T,

snr_f !

with the spectral centroid features Fq.
the second long-time SNR SN\R,, the long-time frequency-domain SNR SNRy; , the number of continuous active

frames N and the number of previous continuous noise frames N Set the initial value of

continuous _spl ! continuous_ns *

Ter ¢ 10SNR, . First, adjust T, with the spectral centroid features, if the spectral centroids are located in the
different regions, an appropriate offset may be added toTg,, ¢ . Then, Tgy, ¢ isfurther adjusted according to
N N continuous_ns

threshold is appropriately decreased. When Nmmimous_nS
appropriately increased. If SNR,, is greater than a specified threshold, the SNR threshold may be accordingly adjusted.

and SNRyyx, and SNR¢ . When Neontinuous_sp1 1S greater than its threshold, the SNR

continuous_spl !

is greater than its threshold, the SNR threshold is

d) Makeaninitial VAD decision with the SAD3 decision threshold T,

N

. and the SNR parameters such as SNR;

and SNR, of the current frame. First fg g issetto 0. If SNRy >T, or NR, >4.0, fgpz issetto 1. Theinitial

snr_f
VAD decision can be used to compute the average energy of long-time active frames E;; . - Thevalueof B .
is used to make SAD3 decision for the next frame.
[0] — Ela [0]
Elt_active - Efg_sum/ N fg (271)
where E[fgl_wm and N[fg] is computed by:
-1 [0l ; -
g0 _ Ety am T Ei if fops=1 (272
e B otherwise
fg_sum
-1 i -
NG Nig" +1if fops=1 (273
E NiY  otherwise
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€) Update theinitial SAD3 decision according to the tonality signal flag, the average SNR of all sub-bands, the spectral
centroids, and the second long-time SNR. If the tonality signal flag f a 181, fSADS isset to 1. The parameters

tonal _signi

Sy ar 1 ad Ny o+ areupdated by:

<o _ Sole + FNRf fo,=1and SNRY >(S[Y, ;/NLY, ) .
Pt S otherwise
N[O] — N;ilsnr_f +1 if fSADs =1 and s\IR[fO] > (S;i]snr_f /N;i]snr_f) (275)
P N otherwise

If NRy,,
conditions is met:

>(B+ SNR, *A), where A and B are two constants. fg,y5 issetto 1. If any one of the following

condition 1: SNR;,, > 2.1+ 0.243NR,

flux

condition2: R, >T, and Fg(3) > T, and NR, ,, <T,

flux

feaps isto 1. Where T, T, and T, arethe thresholds.

f) Update the number of hangover frames for active sound according to the decision result, the long-time SNR, and the
average SNR of all sub-bands for several previous frames, and the SNR parameters and the SAD3 decision for the
current frame; See subclause 5.1.12.6.7 for details;

g) Add the active-sound hangover according to the decision result and the number of hangover frames for active sound
of the current frame to make the SAD3 decision. See subclause 5.1.12.6.7 for details;

h) Make acombined decision with fgap and the fSAD3 decision, the output flag of the combined decision is namely
combined fgpp . See subclause 5.1.12.7;

i) After Steps g) and h), the average energy of long-time background noise, denoted by Elt_inactive’ can be computed

with the SAD decisions combined fgup and feup - B is used to make the SAD decision for the next frame. If

It_inactive

both combined feap and fsap @e0, S o ¢, N ; areupdated and E is computed as follows:

ns_snr_ It _inactive

glol _ SL;i]snr_f +SNR[f0] if foap =0and thecombined fgap =0 (276)
hs_sor_f o1 otherwise
ns_snr_f
[0] NE,;”SW ¢ +1if fgap = 0and thecombined fgap =0
an_snr_f = = - (277)
N otherwise
ns_snr_f
0 0 0
El[t_]inactive = Et[ag]_wm / Nk[)g] (278)
where E1% _ and N!? is computed by:
bg _sum bg .
EL T i+ EXY if feap = Oand thecombined feup = 0
elol _ ] Fbg_sum T E¢ 1T Tsap = Oand thecombined fsap = (279)
bg_sum £l otherwise
bg_sum
N0l NEY +1if fpp = 0and thecombined fgap =0 250
bg Nt[)éll otherwise
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The functions of the Pre-decision module are described in Steps a) - €) in this subclause.

5.1.12.6.7 SAD3 Hangover

The long-time SNR and the average SNR of all sub-bands are computed with the sub-band signal (See subclause
5.1.12.6.2.1 and 5.1.12.6.3). The current number of hangover frames for active sound is updated according to the SAD3

decision of several previous frames, SNRt_org ,and SNR;,, and the SNR parametersand the SAD3 decision of the

current frame. The precondition for updating the current number of hangover frames for active sound is that the flag of
active sound indicates that the current frame is active sound. If both the number of previous continuous active frames

N <8 and SNR;  <4.0, the curent number of hangover frames for active sound is updated by subtracting
N from the minimum number of continuous active frames. Suppose the minimum number of continuous

active frames is 8. The updated number of hangover frames for active sound, denoted by N

flux

continuous _sp2 flux

continuous _sp2

hang + 1S cOmputed as follows:

N hang = 8— Neonti nuous_ sp2 (281)

Otherwise, if both SNR, = >0.9and N > 50, the number of hangover frames for active sound is set

flux continuous _sp2

according to the value of SNR,, . Otherwise, this number of hangover framesis not updated.

N continuous_sp2 1SSt to O for the first frame. When the current frame is the second frame and the subsequent frames,

N continuous_sp2 1S Updated according to the previous combined fgap asfollows:

If the previous combined fgnp i1, Ncommuous_spz isincrease by 1;

If the previous combined fgap is0, N , issetequal to 0.

continuous _sp

5.1.12.7 Final SAD decision

The feature parameters mentioned above divide into two categories. The first feature category includes the number of
continuous active frames N the average total SNR of al sub-bands SNR,, . , and the tonality signal flag

f
feature category includes the flag of noise type, SNR; _smooth 1N @ predetermined period of time, the number of

continuous_sp2 * flux *

tonal _signal - NR;,,, isthe average of SNR over all sub-bands for a predetermined number of frames. The second

continuous noise frames, frequency-domain SNR.

First, the parametersin the first and second feature categoriesand fgap and fg,, are obtained. The first and second
feature categories are used for the SAD detection.

The combined decision is made in the following steps:

a) Compute the energy of background noise over all sub-bands for the previous frame with the background update flag,
the energy parameters, and the tonality signal flag of the previous frame and the energy of background noise over all
sub-bands of the previous 2 frames. Computing the background update flag is described in subclause 5.1.12.6.5.

b) Compute the above-mentioned SNR
frame and the energy parameters of the current frame.

aux With the energy of background noise over all sub-bands of the previous

c) Determine the flag of noise type according to the above-mentioned parameters R, ., and NR; ¢, - First,

the noise type is set to non-silence. Then, when SNR;, ., is greater than the first preset threshold and SNR; ., 1S
greater than the second preset threshold, the flag of noise typeis set to silence.

Then, the first and second feature categories, fq,5 and fgap are used for active-sound detection in order to make the
combined decision of SAD.
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When the input sampling frequency is 16 kHz and 32 kHz, the decision procedure is carried out as follows:

a) Sdlect fg s, astheinitial value of the combined fenp ;

b) If the noise type is silence, and the frequency-domain SNR SNIR; is greater than 0.2 and the combined fgp set O,
foap isselected asthe output of the SAD, combined fgap . Otherwise, go to Step c).

¢) If the smoothed long-time frequency-domain average SNR is smaller than 10.5 or the noise typeis not silence, go to
Step d). Otherwise, theinitial value of the combined fgap in Step @) is still selected as the decision result of the SAD;

d) If any one of the following conditionsis met, the result of alogical operation OR of fg,,, and feap isused asthe
output of the SAD. Otherwise, go to Step €):
Condition 1: The average total SNR of all sub-bandsis greater than the first threshold, e.g. 2.2;

Condition 2: The average total SNR of all sub-bandsis greater than the second threshold, e.g. 1.5 and the number of
continuous active framesis greater than 40;

Condition 3: The tonality signal flagissetto 1.

€) When the input sampling frequency is 32 kHz: If the noise typeissilence, fqup iSselected asthe output of the SAD
and the decision procedure is completed. Otherwise, theinitial value of the combined fgap in Step a) isstill selected as
the decision result of the SAD. When the input sampling frequency is 16 kHz: fgap iSselected asthe output of the
SAD and the decision procedure is completed.

When the input sampling frequency is neither 16 kHz nor 32 kHz, the procedure of the combined decision is performed
asfollows:

a) Sdlect fg 5 astheinitial value of the combined fgap ;

b) If the noise typeis silence, go to Step ¢). Otherwise, go to Step d);

c) If the smoothed long-time frequency-domain average SNR is greater than 12.5 and fiona  signal =0, the combined
foap issetto fgup . Otherwise, theinitial value of combined fgap in Step @) is selected as the decision result of the
SAD;

d) If any one of the following conditionsis met, the result of alogical operation OR of fg,, and fgp isused asthe

output of the final SAD, combined fgsp . Otherwise, the initial value of combined fgap in Step &) is selected as the
decision result of the SAD;

Condition 1: The average total SNR of all sub-bandsis greater than 2.0;

Condition 2: The average total SNR of al sub-bandsis greater than 1.5 and the number of continuous active framesis
greater than 30;

Condition 3: The tonality signal flagis set to 1.

After the combined fg,, isobtained by using the above-mentioned method, it needs to be modified as follows:

a) Compute the number of background-noise updates, Nupdate_oomt according to the background update flag,
specifically:

When the current frame is indicated as background noise by the background update flag and Nupdate_comt issmaller

than 1000, N . increasesby 1. Notethat N . iSSet to zero at the initialization of the codec.

update_coun update_coun
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b) Compute number of modified frames for active sound , N according to the SAD3 decision fg,;,, the

md_frames

number of background-noise updates N and the number of hangover frames for active sound N

update_count * hang '

specifically:
When the current frame is indicated as active sound by e, and Nupdate_comt issmaller than 12, N is

selected as max(20, N

md_frames

hang )

¢) Compute the final decision of SAD for the current frame according to the number of modified frames for active
sound N and the combined fg,, specifically:

md_frames

When the current frame is indicated as inactive sound by the combined fg,, and N is greater than O, the final

md_frames

decision of SAD for the current frame, the combined fg,, ismodifiedas active sound and N decreases by 1.

md_frames

5.1.12.8 DTX hangover addition

For better DTX performance aversion fsap prx Of the combined fgyp isgenerated through the addition of
hangover. In this case there are two concurrent hangover logics that can extend the fsap prx active period. Oneis for
DTX in genera and one specifically to add additional DTX hangover in the case of music.

During the SAD initialization period the following variables are set as follows

hOcnt = 0
hocnt _gtx =0 (282)

hoent music =0

The general DTX hangover works in the same way as the SAD1 hangover the main difference is in the hangover length.
Also heretheinitial DTX hangover length dependson SNR, 1, initially the hangover is set to 2 frames and if the

current input bandwidth isNB and SNR 1 <16 or primge e > 0.95it isset to 3, then follows a number of steps that
may modify this start value. The modification depends on other input signal characteristics and codec mode.
The first two modifications increases the hangover length if there has already been a high activity, additional activity

after along burst has little effect on the total activity but can better cover short pauses. If there has been 12 or more
active frames from the primary detector in SAD1 during the 16 last frames, that is fi gap ¢nt >12, the allowed number

of hangover framesisincreased with 2 frames. Similarly if there has been 40 or more active frames for the final
decision of SAD1 during the last 50 frames,, that is fgap ¢t > 40, the allowed number of hangover framesis

increased with 5 frames. At this point the allowed number of hangover frames may have been increased with 7 frames
over theinitial value, and to limit the total number of hangover framesit is therefore limited to
HANGOVER _ LONG —1. Another condition for limiting the hangover addition isif the primary activity becomes low

there are different limits for different codec conditions, for AMR_WB_IO corethelimit is 2, the same limit is also used
for high SNR SNR 1 > 25 for WB or SWB input in other conditions the limit is 3 frames. The condition for applying

the limit isif the primary activity figap cnt <7 orif the SNR 1 >16and primye; pe < 0.85.

The DTX hangover can aso be reduced if the final decision from SAD3 already includes along hangover.

According to the noise type in SAD3, the decrement of the DTX hangover is set as shown in Table 14.

Table 14: Setting of the decrement of the DTX hangover

Bandwidth | Silence-type noise | Non-silence-type noise
NB 0 1
WB 2 3
SWB 2 1
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Asfor the hangover in SAD1 the counting of DTX hangover framesisreset only if at least 3 consecutive active speech
frames ( fgap ==1) or if the SAD1 final decision has been active for over 45 of the 50 latest frames.

For the music hangover to start counting music hangover frames primge; g >0.98 AND E; >40 AND
flsap cnt >14 AND  foap e > 48 at which pointthe fgap ==1 for the next 15 frames or until hangover is
terminated by the hangover termination logic, which can be triggered by theflag f,,,t whichis described below.

The DTX hangover and the hangover described in subclause 5.1.12.3 when decisions from SAD1 and SAD2 are
combined may be early terminated. The early hangover termination helps to increase the system capacity by saving
unnecessary hangover frames. At each hangover frame, the comfort noise which will be produced at the decoder sideis
estimated at the encoder side, assuming if the current hangover frame would be encoded as the first SID frame after
active burst. If the estimated comfort noise is found close to the noise characteristic maintained in the local CNG
module in the encoder side, then no more hangover frame is considered needed and the hangover is terminated.
Otherwise, hangover keeps on as long as the initial hangover length is not reached.

Specificaly, the energy and the L SP spectrum of the comfort noise which will be produced at the decoder side are
estimated at the encoder side. The energy of the current frame excitation is cal culated

Eq =1Lir(n)2 (283)
Sl L o
which isthen converted to log domain
Egd =1092 Egq (284)

where r(n) isthe LP excitation of the current frame calculated in subclause 5.6.2.1.5, L isthe framelength, Egy is
limited to non-negative value. An age weighted average energy, €nfipig_ave-weighted - IS €alculated from hangover

frames except the current frame in the same way as described in sub-clause 6.7.2.1.2. The enfig_ave weighted - together

with the energy of the current frame excitation Egqy are used to compute the estimated excitation energy for the
comfort noise, Egg .

Eest = €MMhigt—ave-weighted + (1~ @) - Egqg (285)

where a isasmoothing factor, o = 0.8if m, the number of hangover frames used for enrpig_ave weighted Calculation

islessthan 3, otherwise, o = 0.95. The estimated excitation energy for the comfort noise is then converted to log
domain

Eegt =100 Eog (286)
where Egy is bounded to non-negative value. An average L SP vector, hojg, ave-weighted - IS Calculated over the same
hangover frames where the age weighted average energy enfpig_ave weighted 1S Calculated in the same way as described

in sub-clause 6.7.2.1.2. The h0jg,_ave-weighted » together with the end-frame L SP vector of the current frame are used to
compute the estimated L SP vector for the comfort noise, O -

Oest =0.8-h0jgy_ave weighted + 0-2" Uend (287)

A set of energy and L SP difference parameters are calculated. The difference between the current frame log excitation
energy and the log hangover average excitation energy is calculated.

dEs2h =|E4d — 1002 (€N hist—ave-weighied)) (288)

The difference between the current frame end-frame L SP vector and the hangover average L SP vector is calcul ated.

M-1

dason = Z|Qend (K) — o5 ave-weighted (k)| (289)
k=0
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where M isthe order of LP filter. The difference between the estimated log excitation energy for the comfort noise and
the current log excitation energy for the comfort noise kept in the local CNG module is calcul ated.

dE = Eést - |ng ECN (290)

where Eqy isthe comfort noise excitation energy kept in the local CNG module as calculated in subclause 5.6.2.1.6.

The difference between the estimated L SP vector for the comfort noise and the current L SP vector for the comfort noise
kept in the local CNG module is calcul ated.

M-1
d0= )" [0est (0~ G(K) (201)
k=0

where a isthe comfort noise L SP vector kept in the local CNG module as calculated in subclause 5.6.2.1.4. The

maximum difference per LSP element between the estimated L SP vector for the comfort noise and the current LSP
vector for the comfort noise kept in the local CNG module is calculated.

Qi = a0 (K) ~G(K),  k=01,...M ~1) (202)

The hangover termination flag fyor issetto 1if dg< 0.4 and dE <1.4 and dgs,,, < 0.4 and dEgp, <1.2 and
dgmax < 0.1 when operating in VBR mode, or if dg< 0.4 and dE <0.8 and dggyp, < 0.4 and dEgp, < 0.8 and
dgnax < 0.1 when operating in non-VBR mode. Otherwise f,r issetto 0. A fi o set to 1 meansthe current frame

can be encoded as a SID frame even it is still in the hangover period. For safety reason of prevent CNG on short pauses
between speech utterances, the actual encoding of SID frame is delayed by one frame.

5.1.13 Coding mode determination

To get the maximum encoding performance, the LP-based core uses a signal classification agorithm with six distinct
coding modes tailored for each class of signal, namely the Unvoiced Coding (UC) mode, Voiced Coding (VC) mode,
Transition Coding (TC) mode, Audio Coding (AC) mode, Inactive Coding (IC) mode and Generic Coding (GC) mode.
The signal classification algorithm uses several parameters, some of them being optimized separately for NB and WB
inputs.

Figure 13 shows a simplified high-level diagram of the signal classification procedure. In the first step, the SAD
decision is queried whether the current frame is active or inactive. In case of inactive frame, IC mode is selected and the
procedure is terminated. In the IC mode the inactive signal is encoded either in the transform domain by means of the
AV Q technology or in the time/transform domain by means of the GSC technology, described below. In case of active
frames, the speech/music classification algorithm is run to decide whether the current frame shall be coded with the AC
mode. The AC mode, has been specifically designed to efficiently encode generic audio signals, particularly music. It
uses a hybrid encoding technique, called the Generic Signal audio Coder (GSC) which combines both, L P-based coder
operated in the time domain and a transform-domain coder. If the frame is not classified as “audio”, the classification
algorithm continues with selecting unvoiced frames to be encoded with the UC mode. The UC mode is designed to
encode unvoiced frames. In the UC mode, the adaptive codebook is not used and the excitation is composed of two
vectors selected from alinear Gaussian codebook.

If the frame is not classified as unvoiced, then detection of stable voiced framesis applied. Quasi-periodic segments are
encoded with the VC mode. V C sdlection is conditioned by a smooth pitch evolution. It uses ACELP technology, but
given that the pitch evolution is smooth throughout the frame, more bits are assigned to the algebraic codebook than in
the GC mode.

The TC mode has been designed to enhance the codec performance in the presence of frame erasures by limiting the
usage of past information [19]. To minimize at the same time its impact on a clean channel performance, it is used only
on the most critical frames from a frame erasure point of view — these are voiced frames following voiced onsets.

If aframeisnot classified in one of the above coding modes, it is likely to contain a non-stationary speech segment and
is encoded using a generic ACELP model (GC).
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BEGIN

signal activity
detected ? 1C mode
yes
music detected ? AC mode
51gn‘al is UC mode
unvoiced ?
frame after TC mode
onset ?
stable voiced VC mode
frame ?
» GC mode

Figure 13: High-level diagram of the coding mode determination procedure

The selection of the coding modes is not uniform across the bitrates and input signal bandwidth. These differences will
be described in detail in the subsequent sections. The classification algorithm starts with setting the current mode to GC.
5.1.13.1 Unvoiced signal classification

The unvoiced parts of the signal are characterized by a missing periodic component. The classification of unvoiced
frames exploits the following parameters:

— voicing measures

— gpectral tilt measures

— sudden energy increase from alow level to detect plosives
— total frame energy difference

— energy decrease after spike
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5.1.13.1.1 Voicing measure

The normalized correlation, used to determine the voicing measure, is computed as part of the OL pitch searching
module described in clause 5.1.10. The average normalized correlation is then calculated as

ﬁxy3 = %(Cr[l%]rm + Clllgrm + CL%]rm) (293)

where Cll is defined in subclause 5.1.11.3.2.

5.1.13.1.2 Spectral tilt

The spectral tilt parameter contains information about frequency distribution of energy. The spectral tilt is estimated in
the frequency domain as aratio between the energy concentrated in low frequencies and the energy concentrated in high
frequencies, and is computed twice per frame.

The energy in high frequencies is computed as the average of the energiesin the last two critical bands

Ep = 0.5(Ecg (Bnax —1) + Ecp (bmax ) (294)

where Ecg (i) arethe critical band energies, computed in subclause 5.1.5.2 and by, is the maximum useful critical
band ( by = 19 for WB inputs and by, = 16 for NB inputs).

The energy in low frequencies is computed as the average of the energiesin the first 10 critical bands for WB signals
and in 9 critical bands for NB signals. The middle critical bands have been excluded from the computation to improve
the discrimination between frames with high-energy concentration in low frequencies (generally voiced) and with high-
energy concentration in high frequencies (generally unvoiced). In between, the energy content is not informative for any
of the classes and increases the decision uncertainty.

The energy in low frequencies is computed differently for voiced half-frames with short pitch periods and for other
inputs. For voiced femal e speech segments, the harmonic structure of the spectrum is exploited to increase the voiced-
unvoiced discrimination. These frame are characterized by the following the condition

o.5(c£,%1rm + cngm) +1,>06 AND T <128 (295)

where Cngm are computed as defined in subclause 5.1.10.4 and the noise correction factor r, as defined in subclause

5.1.10.6. For these frames, E' is computed bin-wise and only frequency bins sufficiently close to the speech harmonics
are taken into account in the summation. That is

25
Z Egin (k) wh (k) (296)

=Knin

=_1
E =<
Ck

where K, isthefirst bin (K, =1 for WB inputsand K, = 3 for NB inputs) and Egy (k) arethe bin energies, as

defined in subclause 5.1.5.2, in the first 25 frequency bins (the DC component is not considered). Note that these 25
bins correspond to the first 10 critical bands and that the first 2 bins not included in the case of NB input constitute the
first critical band. In the summation above, only the terms related to the bins close to the pitch harmonics are

considered. So w, (k) isset to 1, if the distance between the nearest harmonicsis not larger than a certain frequency

threshold (50 Hz) and is set to O otherwise. The counter C isthe number of the non-zero termsin the summation. In
other words, only bins closer than 50 Hz to the nearest harmonics are taken into account. Thus, only high-energy terms
will beincluded in the sum if the structure is harmonic at low frequencies. On the other hand, if the structure is not
harmonic, the selection of the terms will be random and the sum will be smaller. Thus, even unvoiced sounds with high
energy content in low frequencies can be detected. This processing cannot be done for longer pitch periods, asthe
frequency resolution is not sufficient. For frames not satisfying the condition (295), the low frequency energy is
computed per critical band as
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_ 1 9
= ZEZECB( ),
k=0 (297)
_ 1 9
E =3 Ecs (k).
k=1

for WB and NB inputs, respectively. The resulting low- and high-frequency energies are obtained by subtracting the
estimated noise energy from the values E; and E;, calculated above. That is

E, =E, - N, (298)

E=E-N (299)

where Ny, isthe average noise energy in critical bands 18 and 19 for WB inputs, and 15 and 16 for NB inputs and N; is

the average noise energy in the first 10 critical bands for WB input and in the critical bands 1-9 for NB inputs. They are
computed similarly asin the two equations above. The estimated noise energies have been integrated into the tilt
computation to account for the presence of background noise.

Finally, the spectral tilt is given by
E
—— 300
&ilt E ( )
For NB signals, the missing bands are compensated by multiplying &;;; by 6. Note that the spectral tilt computation is

performed twice per frame to obtain q[i?t] and q[lll]t , corresponding to both spectral analyses per frame. The average
spectral tilt used in unvoiced frame classification is given by

q”t__(et[llt et[llt et[lltj (301)

where q[”*tl] isthetilt in the second half of the previous frame.

5.1.13.1.3 Sudden energy increase from a low energy level

The maximum energy increase Ey from alow signal level is evaluated on eight short-time segments having the length

of 32 samples. The energy increase is then computed as the ratio of two consecutive segments provided that the first
segment energy was sufficiently low. For better resolution of the energy analysis, a second pass is computed where the
segmentation is done with a 16 sample offset. The short-time maximum energies are computed as

Ell ml( (+32))) j=-1..7 (302)
1 = M&X\Spre

where j =—1corresponds to the last segment of the previous frame, and j =0, .7 corresponds to the current frame. The
second set of maximum energiesis computed by shifting the speech indicesin equation (302) by 16 samples. That is

] _ el (14321 -16)] -
Ezg—ma(;(spre(l+32] 16)) j=0,...8, (303)
s
] _ osls? (i + 321 o
Ejly =maxisgeli +32j+16)) j=-1....7, (304)

The maximum energy variation Egis computed as follows:
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el
Eq = maxy—— , forj=0,...,7, x=1...,2 (305)
X,] {EX[{;1]+1

5.1.13.1.4 Total frame energy difference

The classification of unvoiced framesis further improved by taking into account the difference of total frame energy.
This differenceis calculated as

dE; = E, — /Y

where E; isthetotal frame energy calculated in subclause 5.1.5.2 and E[[_ll isthe total frame energy in the previous
frame.

5.1.13.1.5 Energy decrease after spike

The detection of energy decrease after a spike prevents the UC mode on significant temporal events followed by
relatively rapid energy decay. Typical examples of such signals are castanets.

The detection of the energy decrease is triggered by detecting a sudden energy increase from alow level as described in
subclause 5.1.13.1.3. The maximum energy variation Ey must be higher than 30 dB. Further, for NB inputs the mean

correlation must not be too high, i.e. the condition ﬁxyg + e <0.68 must be satisfied too.

The energy decrease after a spike is searched within 10 overlapped short-time segments (of both sets of energies)
following the detected maximum energy variation. Let'scall j.,o theindex j for which E4 was found, and the
corresponding set of energies Xya - If Xmax =1, thenthe searched interval is j = jiax:--s imax +4 for both sets. If
Xmax = 2, then the searched interval is j = jiax,--- Jmax +4 for the 2" set, but j = imax + L imax +5 for the 1% set
of energies.

The energy decrease after a spike is then searched as follows. Asthe energy can further increase beyond the segment
[xmax, jmax] for which E4 wasfound, the energy increase is tracked beyond that segment to find the last segment with

energy still monotonically increasing. Let’s denote the energy of that segment Ey s - Starting from that segment until
the end of the searched interval, the minimum energy Ey min isthen determined. The detection of an energy decrease
after spike is based on the ratio of the maximum and minimum energies

dE, = — —dhmax__ (306)

Thisratio isthen compared to athreshold of 21 dB for NB inputs and 30 dB for other inputs.

The detection of energy decrease after a spike further uses a hysteresisin the sense that UC is prevented not only in the
frame where dE,is above the threshold (dEj s = 0), but also in the next frame (dEj hys =1). In subsequent frames

(dEp hygt =2), the hysteresisisreset (dE; pyg =—1) only if the following condition is met:
(dE;>5) OR |(E g >-13)AND (Ryg+re <0.695). (307)

Given that the searched interval of overlapped segmentsis always 10, it can happen that the detection cannot be
completed in the current frame if arapid energy increase happens towards the frame end. In that case, the detection is
completed in the next frame, however, as far as the hysteresislogic is concerned, the detection of energy decrease after
a spike gtill pertains to the current frame.

5.1.13.1.6 Decision about UC mode

To classify frames for encoding with UC mode, several conditions need to be met. Asthe UC mode does not use the
adaptive codebook and no long-term prediction is thus exploited, it is necessary to make sure that only frames without
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periodic content are coded with this mode. The decision logic is somewhat different for WB and NB inputsand is
described for both cases separately.

For WB inputs, al of the following conditions need to be satisfied to select the UC mode for the current frame.

1. Normalized correlationislow:

Ryy3 e <0.695
2. Energy isconcentrated in high frequencies.

(€] < 6.2)AND (EL%! > 0.0035)
(6 <6.2)AND (E[Y > 0.0035)
3. Thecurrent frameis not in a segment following voiced offset:
di =uc orR [ <2.4)AND (€[ > 0.0035)AND (C[%+ 1o < 0.74)
where CE;}V] is the raw coding mode selected in the previous frame (described later in this document).
4. Thereisno sudden energy increase:
El <30 AND ELY <30
5. Thecurrent frameis not in a decaying segment following sharp energy spike:
dE; hygt <O
For NB inputs, the following conditions need to be satisfied to classify the frame for NB UC coding.
1. Normalized correlation islow:
Ry3+Te<068 AND Cla,+r,<0.79
2. Energy isconcentrated in high frequencies.
( o 1oj AND (E}% > 0.0035)

( e 9.5) AND (EfY > 0.0035)

3. Thecurrent frameis not in a segment following voiced offset:

0]

ctbi-uc or K o< 9.8) AND (ELOI > 0.0035)AND (Clm+re < 0.76)}

where CTrL’m}] is the raw coding mode selected in the previous frame (described later in this document).
4. Thereisno sudden energy increase:
Efl <29 AND ELY <29
5. Thecurrent frameis not in a decaying segment following sharp energy spike:

dEZ,hyst <0
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5.1.13.2 Stable voiced signal classification

The second step in the signal classification algorithm is the selection of stable voiced frames, i.e. frames with high
periodicity and smooth pitch contour. The classification is mainly based on the results of the fractional open-loop pitch
search described in section 5.1.10.9. As the fractional open-loop pitch search is done in asimilar way as the closed-loop
pitch search, it is assumed that if the open-loop search gives a smooth pitch contour within predefined limits, the
optimal closed-loop pitch search would give similar results and limited quantization range can then be used. The frames
are classified into the VC mode if the fractional open-loop pitch analysis yields a smooth contour of pitch evolution

over al four subframes. The pitch smoothness condition is satisfied if d[fir+l] - d[fir] <3 ,fori=0,1, 2 where d[fir] isthe

fractional open-loop pitch lag found in subframei (see section 5.1.10.9 for more details). Furthermore, in order to select
VC mode for the current frame the maximum normalized correlation Cy must be greater than 0.605 in each of the four

subframes. Finally, the spectral tilt §;; must be higher than 4.0.

The decision about VC mode is further improved for frames with stable short pitch evolution and high correlation (e.g.
female or child voices or operavoices). Pitch smoothnessis again satisfied if d[f'r+1] - dL'r] <3,fori=0,1, 2 High

correlation is achieved in frames for which the mean value of the normalized correlation in al four subframesis higher
than 0.95 and the mean value of the smoothed normalized correlation is higher than 0.97. That is

_1 23 i
Cs =2 i:ocff >0.95 (308)
The smoothing of the normalized correlation is done as follows

cl9 = 0.75Ct¥ +0.25C4, (309)

Finally, VC mode is also selected in frames for which the flag fgytcn = Stab_short_pitch_flag = flag_spitch has been

previously set to 1 in the module described in sub-clause 5.1.10.8. Further, when the signal has very high pitch
correlation, fqtcn isalso set to 1 so that the VC mode is maintained to avoid selecting Audio Coding (AC) mode later,

as follows,

If ( fspitch:l or
(dpitl <= 3 AND dpit2 <= 3 AND dpit3 <= 3 AND Voicing,, > 0.95 AND Voicingg, > 0.97) or
(AC_ol d=0 AND Voicingg,> 0.97))

VC = 1;
fspitch =1
}
wherein dpitlz‘Tgﬂ] —Tc[)lﬂ‘, dpit2=‘T([31E —T([DZL] , dpit3=‘T([32L] ‘Tc[)?_]" Voicing,,, and Voicingg, are defined in subclause

5.1.10.8, and AC_old=0 means the previous Audio Coding mode is not selected.

The decision taken so far (i.e. after UC and VC mode selection) is called the “raw” coding mode, denoted ¢, ,,,. The
value of this variable from the current frame and from the previous frame is used in other parts of the codec.

5.1.13.3 Signal classification for FEC

This subclause describes the refinement of the signal classification algorithm described in the previous section in order
to improve the codec's performance for noisy channels. The classification used to select UC and VC frames cannot be
directly used in the FEC as the purpose of the classification is not the same. Instead, better performance could be
achieved by tuning both classification aspects separately.

The basic idea behind using a different signal classification approach for FEC is the fact that the ideal conceal ment
strategy is different for quasi-stationary speech segments and for speech segments with rapidly changing characteristics.
Whereas the best processing of erased frames in non-stationary speech segments can be summarized as a rapid drop of
energy, in the case of quasi-stationary signal, the speech-encoding parameters do not vary dramatically and can be kept
practically unchanged during several adjacent erased frames before being damped. Also, the optima method for a
signal recovery following an erased block of frames varies with the classification of the speech signal.
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Furthermore, this specia classification information is also used to select frames to be encoded with the TC mode (see
subclause 5.1.13.4).

To distinguish the signal classification algorithm for FEC from the signal classification algorithm for coding mode
determination (described earlier in subclauses 5.1.13.1 and 5.1.13.2), we will refer hereto “signal class’ rather than

“coding mode” and denote it Cpgc .

5.1.13.3.1 Signal classes for FEC

The frame classification is done with the consideration of the concealment and recovery strategy in mind. In other
words, any frameis classified in such away that the concealment can be optimal if the following frame is missing, and
that the recovery can be optimal if the previous frame was lost. Some of the classes used in the FEC do not need to be
transmitted, as they can be deduced without ambiguity at the decoder. Here, five distinct classes are used and defined as
follows:

¢ INACTIVE CLASS comprises al inactive frames. Note, that this classis used only in the decoder.

¢ UNVOICED CLASS comprises all unvoiced speech frames and all frames without active speech. A voiced
offset frame can a so be classified as UNVOICED CLASSIf its end tends to be unvoiced and the conceal ment
designed for unvoiced frames can be used for the following framein case it islost.

¢« UNVOICED TRANSITION CLASS comprises unvoiced frames with a possible voiced onset at the end. The
onset is however still too short or not built well enough to use the conceal ment designed for voiced frames. The
UNVOICED TRANSITION CLASS can only follow a frame classified as UNVOICED CLASS or UNVOICED
TRANSITION CLASS.

¢ VOICED TRANSITION CLASS comprises voiced frames with relatively weak voiced characteristics. Those are
typically voiced frames with rapidly changing characteristics (transitions between vowels) or voiced offsets
lasting the whole frame. The VOICED TRANSITION CLASS can only follow a frame classified as VOICED
TRANSITION CLASS, VOICED CLASS or ONSET CLASS.

e VOICED CLASS comprises voiced frames with stable characteristics. This class can only follow aframe
classified as VOICED TRANSITION CLASS, VOICED CLASS or ONSET CLASS.

¢ ONSET CLASS comprises all voiced frames with stable characteristics following a frame classified as
UNVOICED CLASS or UNVOICED TRANSITION CLASS. Frames classified as ONSET CLASS correspond
to voiced onset frames where the onset is already sufficiently built for the use of the concealment designed for
lost voiced frames. The conceal ment techniques used for frame erasures following the ONSET CLASS are the
same as those following the VOICED CLASS. The differenceisin the recovery strategy.

¢« AUDIO CLASS comprises all frames with harmonic or tonal content, especially music. Note that this classis
used only in the decoder.

5.1.13.3.2 Signal classification parameters

The following parameters are used for the classification at the encoder: normalized correlation, ﬁxyz , Spectral tilt
measure, §;; gg , Pitch stability counter, pc, relative frame energy, Eq , and zero crossing counter, zc. The
computation of these parameters which are used to classify the signal is explained below.

The normalized correlation, used to determine the voicing measure, is computed as part of the OL pitch analysis module
described in subclause 5.1.10. The average correlation ﬁxyz is defined as

Iixyz = %(Clﬂrm + CL(ZJ]rm) (310)

g

WhereCLorm and CL(ZJ]rm are the normalized correlation of the second half-frame and the look ahead, respectively.

The spectral tilt measure, §;; gg , IS computed as the average (in dB) of both frame tilt estimates, as described in
subclause 5.1.13.1.2. That is
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_ 0] |1
Siite :10Iog(max{ ol 1}} (311)
The pitch stability counter, pc, assesses the variation of the pitch period. It is computed as follows:

po=]ald 0o 12

where the values d[o] , d[l] and d[Z] correspond to the three OL pitch estimates evaluated in each frame (see subclause
5.1.10).

The last parameter isthe zero-crossing rate, zc, computed on the second half of the current speech frame and the look-
ahead. Here, the zero-crossing counter, zc, counts the number of times the signal sign changes from positive to negative
during that interval. The zero-crossing rate is calculated as follows

368

c= 1 sign spre(n).spre(n—l) (313)
4
n=112

where the function sign[.] returns +1 if the value is positive or -1 it is negative.

5.1.13.3.3 Classification procedure

The classification parameters are used to define a function of merit, f,,,. For that purpose, the classification parameters

arefirst scaled between 0 and 1 so that each parameter trandatesto O for an unvoiced signal and to 1 for avoiced signal.
Each parameter, p,, isscaled by alinear function as follows:

pi = Ky Py +Cx (314)

and clipped between 0 and 1 (except for the relative energy which is clipped between 0.5 and 1). The function
coefficients, k, and c, , have been found experimentally for each of the parameters so that the signal distortion due to

the concealment and recovery techniques used in the presence of frame erasuresis minimal. The function coefficients
used in the scaling process are summarized in the following table.

Table 15: Coefficients of the scaling function for FEC signal classification

parameter description Ky Cy
I?ixyz normalized correlation 2.857 -1.286
Gilt.dB spectral tilt 0.04167 0
pc pitch stability counter -0.07143 | 1.857
E relative frame energy 0.05 0.45
zC zero-crossing counter -0.04 2.4

he function of merit has been defined as
frq = —1 2R3 +q$‘ +pcs+ES + zcS 315
m=g Xy?2 ilt,ds + PC r +2C (315)

where the superscript sindicates the scaled version of the parameters. The classification is then done using the function
of merit, fy,, and following the rules summarized in the following table.
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Table 16: Rules for FEC signal classification

previous class rule selected class

frm > 0.66 VOICED CLASS
VOICED CLASS
ONSET CLASS 0.49< f;;<0.66 | VOICED TRANSITION CLASS
VOICED TRANSITION CLASS

fn < 0.49 UNVOICED CLASS
frr>0.63 ONSET CLASS
UNVOICED CLASS 0.63> fy, >0.585 | UNVOICED TRANSITION CLASS

UNVOICED TRANSITION CLASS

fn, <0.585 UNVOICED CLASS

For the purpose of FEC signal classification, all inactive speech frames, unvoiced speech frames and frames with very
low energy are directly classified as UNVOICED CLASS. Thisis done by checking the following condition

flsap =0 OR Gay=UC OR E, <-6 (316)

which has precedence over the rules defined in the above table.

5.1.134 Transient signal classification

As a compromise between the clean-channel performance of the codec and its robustness to channel errors, the use of
the TC modeislimited only to a single frame following voiced onsets and to transitions between two different voiced
segments. Voiced onsets and transitions are the most problematic parts from the frame erasure point of view. Therefore,
the frame after the voiced onset and voiced transitions must be as robust as possible. If the transition/onset frameis lost,
the following frame is encoded using the TC mode, without the use of the past excitation signal, and the error
propagation is broken.

The TC mode is selected according to the counter of frames from the last detected onset/transition itc . The
onset/transition detection logic is described by the state machine in the following diagram.
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cprc is UNVOICED TR. CLASS? ic=0

ijc> 0
crrc is VOICED CLASS
crrc is ONSET CLASS
crrc is VOICED TR. CLASS

yes

increment i;c

ie=-1

Figure 14 : TC onset/transition state machine

In the above logic, itc isset to O for al inactive frames, resp. frames for which the FEC signal classis either
UNVOICED CLASS or UNVOICED TRANSITION CLASS. When thefirst onset frame is encountered it¢ isset to 1.
Thisisagain determined by the FEC signal class. The onset/transition frame is always coded with the GC mode, i.e. the
coding mode is set to GC in this frame. The next active frame after the onset frame increases it¢ to 2 which means that
thereisatransition and TC mode is selected. The counter is set to -1 if none of the above situations happens waiting for
the next inactive frame. Naturally, the GC/TC mode is selected by the above logic only when the current frame is an
active frame, i.e. when f gnp >0.

5.1.13.5 Modification of coding mode in special cases

In some specia situations, the decision about coding mode is further modified. Thisis e.g. due to unsuitability of the
selected coding mode at particular bitrate or due to signal characteristics which make the selected mode inappropriate.
For example, the UC mode is supported only up to 9.6 kbps after which it is replaced by the GC mode. The reasonis
that for bitrates higher than 9.6 kbps the GC mode already has enough bitsto fully represent the random content of an
unvoiced signal. The UC mode is also replaced by the GC mode at 9.6 kbps if the counter of previous AC framesis
bigger than 0. The counter of AC framesisinitialized to the value of 200, incremented by 10 in every AC frame and
decremented by 1 in other frames but not in 1C frames. The counter is upper limited by 1000 and lower limited by O.

At 32 and 64 kbps, only GC and TC modes are employed, i.e. if the coding mode has been previously set to UC or VC,
it is overwritten to GC. Finadly, for certain low-level signals, it could happen that the gain quantizer in the NB VC mode
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goes out of its dynamic range. Therefore, the coding mode is changed to GC mode if the relative frame energy
E, <—-10dB but only at 8.0 kbps and lower bitrates.

The coding mode is also changed to the TC mode in case of mode switching. If, in the previous frame, 16 kHz ACELP
core was used but the current frame uses 12.8 kHz ACELP core, it is better to prevent potential switching artefacts
resulting from signal discontinuity and incorrect memory. This modification is done only for frames other than VC, i.e.
if Craw = VC, where ¢4, istheraw coding mode described in subclause 5.1.13.2. Further, the modification takes

place only for active framesin case of DTX operation.

The coding mode is overridden to the TC mode if MDCT-based core was used in the last frame but the current frameis
encoded with an LP-based core. Finaly, the coding mode is changed to the TC mode if the EVS codec is operated in
the DTX mode and if the last frame was a SID frame encoded with the FD_CNG technology.

5.1.13.6 Speech/music classification

Music signals, in general, are more complex than speech and conform less to any known LP-based model. Therefore, it
is of interest to distinguish music signals (generic audio signals) from speech signals. Speech/music classification then
allows using a different coding approach to such signals. This new approach has been called the Generic audio Signal
Coding mode (GSC), or the Audio Coding (AC) mode.

The speech/music classification is done in two stages. The first stage of the speech/music classifier is based on the
Gaussian Mixture Model (GMM) and performs the best statistically based discrimination of speech from generic audio.
The second stage has been optimized directly for the GSC mode. In other words, the classification in the second stage is
done in such away that the selected frames are suitable for the AC mode. Each speech/music classifier stage yieldsits
own binary decision, fg,1 and fg, o whichiseither 1 (music) or O (speech or background noise). The speech decision

and the background noise decision have been grouped together only for the purposes of the speech/music classification.
The selection of the IC mode for inactive signalsincl. background noise is done later in the codec and described in
subclause 5.1.13.5.7.

The decisions of the first and the second stage are refined and corrected for some specific casesin the subsequent
modules, described below. The final decision about the AC mode is done based on fg,, and fg,, but the two flags

are also used for the selection of the coder technology which is described in subclause 5.1.16.
5.1.13.6.1 First stage of the speech/music classifier

The GMM model has been trained on alarge database of speech and music signals covering several male and female
speakers, multiple languages and various genres of instrumental and vocal music. The statistical model uses a vector of
12 unique features, al normalized to aunit interval and derived from the basic parameters that have been calculated in
the pre-processing part of the encoder. There are three statistical modelsinside the GMM: speech, music and noise. The
statistical model of the background noise has been added to improve the SAD algorithm described in subclause 5.1.12.
Each statistical model is represented by a mixture of six normal (Gaussian) distributions, determined by their relative
weight, mean and full covariance matrix. The speech/music classifier exploits the following characteristics of the input
signal:

— OL pitch

— normalized correlation
— gpectral envelope (LSPs)
— tonal stability

— dignal non-stationarity
— LPresidual error

— gpectral difference

— gpectral stationarity
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Figure 15 : Schematic diagram of the first stage of the speech/music classifier

The OL pitch featureis calculated as the average of the three OL pitch estimates, i.e.

1[0 1 2
FVo zé(ng o7l 4 7i2) (317)

where Tgl]_ are computed as in subclause 5.1.10.7. In onset/transition frames and in the TC frame after, it is better to use

only the OL pitch estimate of the second analysis window, i.e. FVg = T([)lz_] .

The normalized correlation feature FV; used by the speech/music classifier is the same one as used in the unvoiced
signal classification. See subclause 5.1.13.1.1. for the details of its computation. In onset/transition frames and in the

TC frame after, it is better to use only the correlation value of the second analysis window, i.e. FV; = CL%]rm.

There are five LSF parameters used as features inside the first stage of the speech/music classifier. These are calculated
asfollows

FVi 1 = arccos(eng i) + arccos;(q[e;é]’i ), i=1.5 (318)
Another feature used by the speech/music classifier is the correlation map which is calculated as part of the tonal
stability measure in subclause 5.1.11.2.5. However, for the purposes of speech/music classification, it is not the long-

term correlation map which is summed but rather the correlation map of the current frame. The reason isto limit the
impact of past information on the speech/music decision in the current frame. That is
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127 127
FV7 = Meor ()+ D MEH () (319)
j=0 j=0
In case of NB signals, the value of FV; ismultiplied by 1.53.

Signal non-stationarity is also used in the speech/music classifier but its calculation is dightly different than in the case
of background noise estimation described in subclause 5.1.11.2.1. Firstly, the current log-energy per band is defined as

Ecaz (i) =log05E () +05EML (), i=2,.16 (320)
Then,
16
FVs = ) |Ecea()— EGgb(0) (321)
i=2

The LP residual log-energy ratio is calculated as

-1
FVg = Iog( EA3) j + Iog(E—(l?’)] (322)

EQ) g4 )]

where the superscript [-1] denotes values from the previous frame. In case of NB signals, the statistical distribution of
FVy issignificantly different than in case of WB signals. Thus, for NB signals FVg =-1.647.

For the last two features, the power spectrum must be normalized as follows:

PS, (k) =69PS¢ , k=3,..,69 (323)

Z PS(K)
k=3

and difference spectrum calculated as follows:
dPS, (k) = PS, (k) - PSE U (k) , k=3,..,69 (324)

Then we calculate the spectral difference as the sum of dPS, (k) in thelog domain. That is

69 69
FVip = Iog(z dPSn(k)]+ Iog(z dpsi- (k)] (325)
k=3 k=3

The spectral non-stationarity is calculated as the product of ratios between power spectrum and the difference spectrum.
Thisis done as follows

& (1]
FViy=logy | ma{ps, (9,Psk Y ) (326)
— dPS, (k)
5.1.13.6.2 Scaling of features in the first stage of the speech/music classifier

The feature vector FV;, i=0,..,11 is scaled in such away that al its values are approximately in the range [0;1]. Thisis
done as

FV4(i) = sfa, FV; +sfby i=0,..,11 (327)

where the scaling factors sfa; and sfb; have been found on alarge training database. The scaling factors are defined in
the following table.
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Table 17: Scaling factors for feature vector in the speech/music classifier

WB NB
|
sfay sty sfay sty
0 0.048 -0.0952 | 0.0041 0
1 1.0002 0 0.8572 0.1020
2 0.6226 -0.0695 | 0.6739 | -0.1000
3 0.5497 -0.1265 | 0.6257 | -0.1678
4 0.4963 -0.2230 | 0.5495 | -0.2380
5 0.5049 -0.4103 | 0.5793 | -0.4646
6 0.5069 -0.5717 | 0.2502 0
7 0.0041 0 0.0041 0
8 0.0022 -0.0029 | 0.0020 0
9 0.0630 1.0015f | 0.0630 1.0015
10 0.0684 0.9103f | 0.0598 0.8967
11 0.1159 -0.2931 | 0.0631 0
5.1.13.6.3 Log-probability and decision smoothing

The multivariate Gaussian probability distribution is defined as
1

p(FV) = —exp[—i(Fv ~w = EY - u)j (329)
(27r)k ) 2

where FV isthe feature vector, p isthe vector of means and X is the variance matrix. As stated before, the dimension of
the feature vector is k=12. The means and the variance matrix are found by the training process of the Gaussian Mixture

Model (GMM). Thistraining is done by means of the EM (Expectation-Maximization) algorithm . The speech/music
classifier istrained with a mixture of 6 Gaussian distributions. The log-likelihood of each mixture is defined as

L = -%mg(z;r)l2 +logw; +Iog|):i|—%(FV —n) ZNFV - ) =16 (329)

where w; is the weight of each mixture. The term logw; + quzi | is calculated in advance and stored in the form of a
look-up table. The probability over the complete set of 6 Gaussiansisthen calculated in the following way:

6
1 _
Pai =Zexp[logwi +logE; |~ (FV i) ZH(FV —ui)} (330)
i=1

and the log-likelihood over the compl ete set as
1
Lay = log(pa )—§|09(2”)12 (331)

Since there are three trained classes in the GMM model (speech, music and noise), three log-likelihood values are
obtained by the above estimation process: Lg, Ly, L, . Only Lg and L, areused in the subsequent logic. L, isusedin
the SAD a gorithm to improve detection accuracy. Therefore, in case of inactive signal when fisap 1e iSO

Ls=1.2L, (332)
The difference of log-likelihood is calculated as

dlgn = Ly — L (333)
which can be directly interpreted as a speech/music decision without hangover. This decision has low dynamic range

and fluctuates alot around zero, especially for mixed signals. To improve the detection accuracy, the decision is
smoothed by means of AR filtering

WdLgm = Ycompdlem + (21— 7c0mb)WdL[:srT}] (334)
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where the superscript [-1] denotes the previous frame and oy, i the filtering factor which is adaptively set on a
frame-by-frame basis. The filtering factor isin the range [0;1] and is based on two measures (weighting factors). The
first weighting factor yg isrelated to the relative frame energy and the second weighting factor yqrqp isdesigned to

emphasize rapid negative changes of dlLgy, .

The energy-based weight g is calculated as follows
E, -
e =1+ 5 conditioned by 0.01< yg <1 (335)

where E; isrelative frame energy. The result of the addition means that the weight has values close to 0.01 in low-

energy segments and close to 1 in high energy, or more important, segments. Therefore, the smoothed decision follows
the current decision more closely if the signal energy isrelatively high and leads to past information being disregarded
more readily. On the other hand, if the signal energy islow, the smoothed decision puts more emphasis on previous
decisions rather than the current one. Thislogic is motivated by the observation that discrimination between speech and
music is more difficult when the SNR of the signal islow.

The second weighting factor yqop isdesigned to track sudden transitions from music to speech. This situation happens

only in frames where dLg,, <0 and at the sametime dLg,, < dL[?,%] . Inthese frames

Warop = —dLlem jif dlz¥ >0

w4

- 1] . (336)
WdI'Op = Wdrop + (dLsm - dl—sm) ,OtherW|$

where the parameter Wy, qp, is aquantitative measure of sudden falls, or drops, in the value of dLgy, . This parameter is

set to 0 in all framesthat do not fulfil the previous condition. In the first frame when dLg,, fallsbelow 0, it is set equal
to its negative value and it isincremented when dLg,, continuesto fall in consecutive frames. In the first frame when
dLg,, Stopsdecreasing it isreset back to 0. Thus, Wyrop i positive only during frames of falling dLg,, and the bigger

the fall the bigger its value. The weighting factor o isthen calculated as

V_Vdrop

Yerop = , conditioned by 0.1< ygrop <1 (337)

The filtering factor isthen calculated by from the product of both weights, i.e.

Yoomb = YE-Ydrop:  conditioned by 0.01< yomp (338)

5.1.13.6.4 State machine and final speech/music decision

The state machine is an event-based decision system in which the state of the speech/music classifier is changed from
INACTIVE to ACTIVE and vice-versa. There are two intermediate states: ENTRY and INSTABLE. The classifier
must always go through the ENTRY state in order to be ACTIVE. During the ENTRY period, there is no relevant past
information that could be exploited by the algorithm for hangover additional described later in this section. When the
classifier isin the ACTIVE state but the energy of the input signal goes down up to the point when it is almost equal to
the estimated background noise energy level, the classifier isin an UNSTABLE state. Finally, when SAD goesto O, the
classifier isin INACTIVE state. The following state-flow diagram shows the transitions between the states.
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Figure 16 : State machine for the first stage of the speech/music classifier

The conditions for changing the states are described in from of decision tree in figure 17. The processing starts at the
top-left corner and stops at bottom-right corner. The counter of inactive states i, iSinitialized to 0 and the state

variable smyye isinitialized to -8. The state variable stays within the range [-8;+8] where the value of -8 means
INACTIVE state and the value of +8 means ACTIVE STATE. If 0< Sy <8 the classifier isin ENTRY state and if
—8< IMge <0 theclassifier isin INSTABLE state.

If the speech/music classifier isin INACTIVE state, i.e. if Smggie =—8 then the smoothed decision is automatically set
to0,i.e. wdLgy, =0.

The final decision of the speech/music classifier is binary and it is characterized by the flag fqy. Theflag isset to O if
fLsap HE =0 and theclassifier isin INACTIVE STATE, i.e. when smge =—8. If thereisatransition from the

ACTIVE state to the INACTIVE or INSTABLE state, characterized by smgq < 0, the flag retainsits value from the
previous frame. If the classifier isin ENTRY state, characterized by 0 < smg4 <8, theflag is set according to
weighted average of past non-binary decisions. Thisis done as follows

8
dec= Z Yentry (SMgate: j)dLUsﬁl] (339)
=

where the weighting coefficients genyry (i, j) are givenin the following table:

Table 18: Weighting coefficients for the ENTRY period of the speech/music classifier

Jentry(, 1) | 1 4 5 6 7 8
1 1 0 0 0 0 0 0 0
2 06 | 04 0 0 0 0 0 0
3 047 | 033 | 02 0 0 0 0 0
4 04 | 03 | 02 | 01 0 0 0 0
5 03 | 025 | 02 | 045 | 01 0 0 0
6 0.233 | 0.207 | 0.18 | 0.153 | 0.127 | 0.1 0 0
7 0.235 | 0.205 | 0.174 | 0.143 | 0.112 | 0.081 | 0.05 | 0
8 0.2 | 0.179 | 0.157 | 0.136 | 0.114 | 0.093 | 0.071 | 0.05
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Figure 17 : Decision tree for transitions between INACTIVE and ACTIVE states of the speech/music

classifier

Theflag fg, issetto1lwhen dec > 2. If the classifier isin astable ACTIVE dtate, the flag retains its value from the

previous frame unless one of the following two situations happens. If wdlLg,, > 0 but the decisionsin the previous three

frames were al “speech”, i.e. fg\]/l = 0for i=-1,-2,-3, thereisatransition from speech to musicand fg, issetto 1. If

wdLg,, <0 but the decision in the previous frame was “music”, i.e. fg,ll] =1, thereisatransition from music to

speechand fg, issettoO.

The speech/music decision obtained by the algorithm described so far will be denoted fg,,; in the following text to

distinguish it from the second stage of the speech/music classifier in which the decision will be denoted fg,, .
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5.1.13.6.5 Improvement of the classification for mixed and music content

The speech/music decision fg,; obtained above is further refined with the goal of improving the classification rate on
music and mixed content. A set of feature parameters are extracted from the input signal and buffered. Statistical
analysisis performed on each feature parameter buffer and a binary speech/music decision fSlVI - isobtained using a

tree-based classification. During the processing the value ‘1’ indicates music and the value ‘0’ indicates non-music. As
aresult of this refinement, the earlier speech/music decision fg,q may be adjusted from ‘0’ to ‘1" if fg,- hasafina

value of ‘1’ in the situation that the fg,1 and fg,- are not aligned with each other.

The feature parameters used to form the feature parameter buffersinclude a spectral energy fluctuation parameter, flux,
atilt parameter of the LP analysis residual energies, tiltg , a high-band spectral peskiness parameter, pk;,, a parameter
of correlation map sum, corg,,,, avoicing parameter, vm, and finally three tonal parameters NT , NT 2 and NT; .

Since music is assumed to only existing during high SNR active regions of the input signal, the classification refinement
isonly applied for active frames and when the long-term SNR is high. So, if the SAD flag f gap indicatesthat the

current frame is an inactive frame or the long-term SNR SNR, 1 is below athreshold of 25, i.e.

if (fLsap =0 SNR_t < 25), then the classification refinement is terminated without executing fully. In the early
termination case, the speech/music decision fgy1 is kept unchanged and two long-term speech/music decisions
LTfqu’, LTfGy’, aswill be described later in this subclause, are both initialized to 0.5.

Before computing the various feature parameters, percussive music is first detected. Percussive music is characterized
by temporal spike-like signals. First the log maximum amplitude of the current frameisfound as

Az = 20l0g; max(s(i)),  i=0.1....,255 (340)
where s(i) isthe time-domain input frame. The difference between the log maximum amplitude and its moving average
from the previous frame is cal culated

— [
Dita = A — A (341)

where the superscript [-1] denotes the value from the previous frame. Amy,,, is updated at each frame after the

calculation of Dy, if both the normalized pitch correlations of the current frame CF]%]rm and C%m as calculated in
defined in subclause 5.1.11.3.2 are greater than 0.9 as

Ao = Am U (- ) Am, (342)

where the value « isthe forgetting factor and is set to 0.75 for increasing updates ( AmMpa > AMpax -4 ) and 0.995 for

decreasing updates ( Amyz < m[_ﬂ ). The Dya, the total frame energy E; calculated in subclause 5.1.5.2, the
normalized pitch correlation CH(],rm defined in subclause 5.1.11.3.2 and the long-term active signal energy E; are used
to identify the temporal spike-like signals. First, certain energy relationship between several past framesis checked. If
Et[’Z] - Et[’3] >6 and Et[’Z] > Et[’l] and Et[’zl - Et[O] >3 and Et[’z] -E >3 and Et[’ll > Et[o] , Where the superscript
[-i] denotesthe i -th frame in the past, the energy envelope of tempora spike-like signal is considered found. Then if
the voicing is low, that is if 0.5C[3), +0.25Ckam +0.25C}3},, < 0.75, the percussive music flag fp, issetto 1
indicating the detection of spike-like signal, if the the normalized pitch correlations for the second half of the previous
frame, thefirst half of the current frame and the second half of the current frame, CF]%]rm , Cngm and CL%]rm areall less
than 0.75 and the Dyp isgreater than 10, or if simply the long-term speech/music decision LTfg, isgreater than 0.8.

Besides the detection of percussive music, sound attacks are also detected using Et[i] , E;, LTfgy and Dl[t’All , Where

Dl[t’All denotes the Dyp of the previous frame. If Et[O] - Et[_l] >6 and Et[O] —~E >5and LTfg  >0.9 and Dl[t‘Al] >5,
sound attack is detected and the attack flag f,; issetto 3. The attack flag f, isdecremeted by 1 in each frame

afterthe calculation and buffering of the spectral energy fluctuation parameter flux which is claculated from the log
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energy spectrum of the current frame as follows: Firstly, all local peaks and valleysin the log spectrum
Eg(k), k=01,...126, ascalculated in equation (127) are identified. A value of Eg(k) isconsidered asalocal peak if

Eg(K) > Egg(k-1) and Egg(k) > Egg(k+1) . A value of Eg(k) isconsidered asalocal valley if Eg(k) < Egg(k—1) and
Egs(K) < Egs(k+1) . Besides, the first local valley isfound asthe Egg(k) with

Eg(K) < Egg(k+1) and Egz (k) < VE4(i),i =0,...k—1, the last local valley isfound asthe Eg; (k) with

Ege(K) < Egg(k—1) and Egg (k) < VE4 (i), i =k +1,...126 . For each local peak, its peak to valley distance is calculated as

P2v(i) = Ep(i)~ Ey () + Ep()~Epn(@),  i=0L..m-1 (343)

where p2v(i) denotesthe peak to valley distance of the i -th local peak, Ep(i) denotes the log energy of the i -th local

pesk and E,, (i), E,,(i) denote the respect log energy of the local valleys adjacent to the i -th local peak at the lower

frequency side and the higher frequency side, m denotes the number of local peaks. An array called peak to valley
distance map is then obtained as

p2v(i)  if k=idxp()

, k=01...126 344
0 otherwise . (344)

MAP,, (K) = {
where MAP,,, (k) denotes the peak to valley distance map, idxp (i) denotesthe index (or the location) of the i -th local

peak in the log spectrum Egg (k) . The spectral energy fluctuation parameter flux isdefined as the average energy

deviation between the current frame spectrum and the spectrum two frames ago at locations of the local spectral peaks
idxp(i). The flux iscomputed as

l 127 ~
fluc==- >|E()-EAK) (345)

k=0,MAPp 2y (k)#0
where E!J (k) and El;7 (k) denote respectively the log energy spectrum of the current frame and the log energy
spectrum of the frame two frames ago, m denotes the number of local peaks. If m=0, flux issetto 5. The computed
flux isstored into abuffer BUFy,(i),i =0,1...59 of 60 framesif thereisno sound attack in the past 3 frames
(including the current frame), that isif fy; <0. Moreover, if the long-term speech/music decision LTfgy- is greater
than 0.8 meaning a strong music signal in previous classifications, then the value of flux isupper limited to 20 before it
isstored into the BUF (i) . The flux buffer BUFy,, (i) isaltered at every first active frame after an inactive

segment (flagged by f| gop ) that al valuesin the buffer excluding the one just calculated and stored for the current
frame are changed to negative values.

The effective portion of the buffer BUFy, (i) isdetermined in each frame after the calculation and buffering of the

parameter flux . The effective portion is defined asthe portion in the flux buffer BUFy (i) which contains continuous

non-negative values starting from the value of the latest frame . If percussive music is detected, that isif the percussive
music flag f . issetto 1, each valuein the effective portion of the flux buffer BUFy (i) isinitialized to 5.

Thetilt parameter of the LP analysisresidual energies tiltg is calculated as

iE(i)- E(i+1)
tiltg =42 ———— (346)

15

D E()-E()
i=1

where E(i) isthe LP error energies computed by the Levinson-Durbin algorithm. The computed tiltg is stored into a
buffer BUR; (i),i =01...59 of 60 frames.

The high-band spectral peakiness parameter pk;, reflects an overall tonality of the current frame at its higher frequency
band and is calculated from the peak to valley distance map MAP,, (k) as
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126

pkp = ZMAPpZV(k) (347)
k=64

The calculated pky, is stored into abuffer BUFp, (i),i =01...59 of 60 frames.

The three tonal parameters NT , NT2 and NT, are also calculated from the peak to valley distance map MAP,5, (K) .
NT denotes the first number of harmonics found from the spectrum of the current frame. NT iscalculated as
126

NT = (MAP,, (k) > 55) (349)
k=0

NT 2 denotes the second humber of harmonics also found from the spectrum of the current frame. NT 2 is defined
more strictly than NT and is calculated as

126
NT2= Z(MAPpZV(k) > 80) (349)
k=0

NT, denotes the number of harmonics found only at the low frequency band of the current frame's spectrum and is
calculated as

64
NT = (MAP,, (k) > 80) (350)
k=0

The calculated valuesof NT ,NT2 and NT, are stored into their respective buffers BUFyT (i), BUFNT2 (1) and
BUFyr, (i) al of 60 frames.

The sum of correlation map Mg, as calculated by

127

Myym = Z M cor (1) (351)

i=0

is also stored into abuffer BUF,, (i),i = 01...59 of 60 frames, where M, (]) isthe correlation map calculated in
subclause 5.1.11.2.5.

The voicing parameter vm is defined as the difference of log-likelihood between speech class and music class as
calculated in subclause 5.1.13.6.3. The vm is calculated as

vm=Lg—-Lp, (352)

where Lg, L,, arethelog-likelihood of speech class and the log-likelihood of music class respectively. vmis stored
into abuffer BUF,,(i),i =0,1...9 of 10 frames.

The speech/music decision fg- is obtained through atree-based classification. The fq,- isfirstinitialized asa

hysteresis of the long-term speech/music decision LTfgy,- from the previous frame, i.e.

it LTf Y
f ,:{1 if LTES Y > 05 359

0 otherwise

where the superscript [-1] denotes the value from the previous frame. Then, the fg,- can be altered through successive
classifications. Let LEN denotes the length of the effective portion in BUFy, (i) . Depending on the actual value of
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LEN , different classification procedures are followed. If LEN <5, insufficient datais considered in the feature
parameter buffers. The classification is terminated and the initialized fg,- isused asthefinal fgy-.If 5<LEN <10,

- and My arecaculated from BUF, (i), BUFyy (i) and BUFyr (i)
over the effective portion and the variance V¢, calculated over the effective portion from BUFR; (i) is aso obtained.
In addition, the number of positive values N, among the 6 latest valuesin BUF,,(i) is counted. The speech/music
decision fgy- isthensetto 1if Nyng <4and any of the following conditionsis fulfilled; M, >1100 or

Mm,, >100 or V4 <0.00008 or My >27. Otherwise, if LEN > 10, the feature buffers are first analysed over the

portion PORyq containing the latest 10 values. The meanvalues M g, » M and M, - are calculated

the respective mean values M, My,

sul

from BUF g (i) , BUF (i) and BUF,,_ (i) over PORyqand for the same portion the variance Vi, , isalso
calculated from BUF; (i) .Besides, the mean value of BUF g, (i) M gy, , over ashorter portion of the latest 5 frames

isalso calculated. The N, isfound as the number of positive valuesin BUF,,(i) . The speech/music decision fgy- is
determined without the need to analyse any longer portion if strong speech or music characteristics are found within
PORyg, that is, the fgy- and LTfgy- arebothsetto 1if Ny, <3 and M g, <15 and any of the following

conditionsisfulfilled: M g, <85 or My, ~>1050 or Mp,_ ~>100 or Vi, <0.001& & M g <12 . The
faw’ and LTfgy- areboth setto O if any of the following conditionsisfulfilled: M g, - >16 or M g, >19 or
M fiux,, >15& & Nyp > 2 or BUFf;(59) 220& & vm> 0. If no classis determined for fg - over the

PORyg values, the fq,- isdetermined iteratively over portions starting from PORyg until the whole effective portion
is reached. For each iteration, the respective mean valuesM gy , M and My, are calculated from BUF g, (i) ,

BUF, (i) and BUFyy_ (i) over the portion under analysis and for the same portion the variance V¢ isalso
calculated from BUF (i) . The mean value M g,y is calculated from BUFg, (i) over PORyg, and the number of

positive valuesin BUF,,(i) , Ny, , isalso counted. Thevalueof fgy,- issetto 1if N,,, <3 and any of the following
conditionsisfulfilled: M g, <12+0.05-(LEN —10) & &M g, <15 or Vy; < 0.0001+0.000018- (LEN —10) or

M pk, >1050-5- (LEN -10) orm,, = >95-03-(LEN-10) . If through the above iteration procedure the fg,- isnot set

and if the effective portion reaches the maximum of 60 frames, afinal speech/music discrimination is made from
BUFNT (l) s BUFNT| (|) and BUFNTZ(I) . The mean value M NT of the BUFNT (l) , the sum value SNT| of the

BUFyr, (i) , and the sum value My, of the BUFyr2 (i) are calculated over the whole buffers. A low frequency tonal
ratio Ry, iscalculated as

S
NG (354)

Rnt, =
' Snr2

The fgy issetto1if Myt >18 or Ryy, <0.2. Otherwise, if Myt <1, the fgy issettoO.

If LEN isgreater than 30, then both the two long-term speech/music decisions LTfg,- and LTfg, - are updated at
each frame with fgy- as

LTfgy: =0.97-LTELY +(1-0.97)- fgy- (355)
LTfgy =097 LTt LM +(1-097)- gy (356)

where the superscript [-1] denotes the value from the previous frame. If the total frame energy E; calculated in
subclause 5.1.5.2 is greater than 1.5 and BUFy7,(59) islessthan 2 and the raw coding mode CT,,,, iseither
UNVOICED or INACTIVE, then an unvoiced counter CT,,, initialized to 300 at the first frame is updated by

CT, =CT,, -8 (357)

Otherwise, CT,,, isincremented by 1. The value of CT,, isbounded between [0, 300]. The CT,,, isfurther smoothed
by an AR filtering as
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LTer, =09- LTS +o1.CTy,, (358)

where LTer,, is the smoothed CT,,, , the superscript [-1] denotes the value from the previous frame. If fg,- issetto 1

in any previous stage, the flag fg,1 isoverridden by fg,- unlessthe long-term speech/music decision LTfg,- as
calculated in equation (356) is close to speech and the smoothed unvoiced counter LTer,, exhibits strong unvoiced

characteristic, that is, the fgy issetto 1if fgy-=1and LTfgy - 20.20r LTcr, 2200 .

5.1.13.6.6 Second stage of the speech/music classifier

The second stage of the speech/music classifier has been designed and optimized for the GSC technology. Not all
frames classified as music in the first stage can be encoded directly with the GSC technology due to its inherent
limitations. Therefore, in the second stage of the speech/music classifier, a subset of frames that have been previously

classified as“music”, i.e. for which fq,; =1, are reverted to speech and encoded with one of the CELP modes. The

decision in the second stage of the speech/music classifier isdenoted fg,, , . The second stageis run only for WB,

SWB and FB signals, not for NB. The reason for thislimitation is purely due to the fact that GSC technology is only
applied at bandwidths higher than NB.

The second stage of the speech/music classifier starts with signal stability estimation which is based on frame-to-frame
difference of the total energy of theinput signal. That is

dE, () =ElT-EFY) fori=1..40 (359)

Then, the mean energy differenceis calculated as
. 1 40
dEc =5 Z_ll dE, (i) (360)

i.e. over the period of the last 40 frames. Then, the statistical deviation of the delta-energy values around this mean is
calculated as

15

Edes = \/1—152 (0E, ()~ dE: ] (361)

i=1
i.e. over the period of the last 15 frames.

After signal stability estimation, correlation variance is calculated as follows. First, mean correlation is estimated over
the period of the last 10 frames. Thisis done as

10

_ 1 w

Cnor m2 = 1_0 ,Z_l: CLor]mz (362)
where C ;0 = O.5CL%]rm + O.SCHArm + re and the superscript [-1] is used to denote past frames. Then, the correlation

variance is defined as

10
1 i — 2
Edev = E (CLolr]mz = Crormz2 ) (363)
i=1

In order to discriminate highly-correlated stable frames, long-term correlation is calculated as

~ ~[-1] -1
Crormz =0.9CH 8 +0.aclA (364)
Theflag f, g, issettolif 5#;?%2 > 0.8 and at the sametime Egg, < 0.0005.
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In the next step, attacks are detected in the inputs signal. Thisis done by dividing the current frame of the input signal
into 32 segments where each segment has the length of 8 samples. Then, energy is calculated in each segment as

7
Egy(K) = Zsf,re(sm i), fork=0,.31 (365)
i=0

The segment with the maximum energy is then found by

Kt = Max(Eeg (K)) (366)

and thisisthe position of the candidate attack. In all active frames where f, o, >0 and for which the coding mode

was set to GC, the following logic is executed to eliminate false attacks, i.e. attacks that are not sufficiently strong.
First, the mean energy in the first 3 sub-framesis calculated as

SN (k) (367)
SRR PY VAR

k=0

and the mean energy after the detected candidate attack is defined

31

1

Eatr ===—— Y Egeq(K) (368)
A 32— kg k;&ﬁ =0

and the ratio of these two energiesis compared to a certain threshold. That is

Eafter

if

< 8 thm katt = O (369)
Esrs

Thus, the candidate attack position is set to O if the attack is not sufficiently strong. Further, if the FEC class of the |last
frame was VOICED CLASS and if Egger / Ege3 <20 then kyy isaso setto 0.

To further reduce the number of falsely detected attacks, the segment with maximum energy is compared to other
segments. This comparison is done regardless of the selected coding mode and f| g5 -

Eseg (Katt)

Eseg (k)

Thus, if the energy in any of the above defined segments, other than k , is close to that of the candidate attack, the
attack is eliminated by setting ky; to 0.

Initially the speech/music decision in the second stage is set equal to the speech/music decision from the first stage, i.e.
fouo = fau1- Incasethe decisionis“music”, it could be reverted to “speech” in the following situations.

The decision is reverted from music to speech for highly correlated stable signals with higher pitch period. These
signals are characterized by

if freor >0 AND TE! >130 then fgy, =0 (371)

Further, if the above condition is fulfilled and the selected coding mode was TC, it is changed to GC. Thisisto avoid
any transition artefacts during stable harmonic signal.

In case there is an energetic event characterized by dE; (1) > 4.5 and at the sametime dE; (1) —dE; (2) >10 it could

mean that an attack has occurred in the input signal and the following logic takes place. If, in this situation, the counter
of frames from the last detected onset/transition it¢ , described in subclause 5.1.13.4, has been set to 1 the attack is

confirmed and the decision is changed to speech, i.e. fg,o =0. Also, the coding mode is changed to TC. Otherwise, if
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there has been an attack found by the attack tracking algorithm described above, and the position of this attack is
beyond the end of the third sub-frame, the decision is a so changed to speech and the coding mode is changed to TC.
That is

if kyy =24 then fgy, =0 (372)

Furthermore, an attack flag f4; isset to 1if the detected attack is located after the first quarter of the first sub-frame,
i.e. when ky = 4. Thisflag islater used by the GSC technology. Finally, the attack flag f,; issetto 1inall active
frames ( f gap =1) that have been selected for GC coding and for which the decision in the first stage of the

speech/music classifier was “ speech”. However, it isrestricted only to frames in which the attack islocated in the fourth
subframe. In this case, the coding mode is also changed to TC for better representation of the attack.

As previously described, if fgyich =flag_spitch=1, VC mode is maintained and AC modeis set to O; that is,

if ( fspitch:1 and sanpling rate = 16kHz and bit rate < 13. 2kbps )
{

ISYPRY
}

5.1.13.6.7 Context-based improvement of the classification for stable tonal signals

By using context-based improvement of the classification, an error in the classification in the previous stage can be
corrected. If the current frame has been provisionally classified as “ speech”, the classification result can be corrected to
“music”, and vice versa. To determine a possible error in the current frame, the values of 8 consecutive frames
including the current frame are considered for some features.

Figure 18 shows the multiple coding mode signal classification method. If the current frame has been provisionally
classified as “speech” after the first- and second-stage classification, then the frame is encoded using the CEL P-based
coding. On the other hand, if the current frameisinitialy classified as “music” after the first- and second-stage
classification, then the frame is further analysed for fine-classification of “speech” or “music” to select either the GSC-
based coding or MDCT-based transform coding, respectively. The parameters used to perform the fine-classification in
multiple coding mode selection include:

e Tondlity

e \Voicing

e Modified correlation
e Pitchgain, and

e Pitch difference

The tonality in the sub-bands of 0-1kHz, 1-2 kHz, and 2-4 kHz are estimated as tonalityl, tonality2, and tonality3 as
follows:

max (PS(k))
k=[0.1,...19]

19
Z PS(k)
k=0

max  (PS(k))
k=[20,21,...39]

tonalityl =

tonality2 =
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max _ (PS(K))
tonality3 = X-140:4L--79]

where PS isthe power spectrum. The maximum tonality, tonality , is estimated as,
tonality = max (tonalityd, tonality2, tonality3)

The voicing feature, voicing , isthe same one as used in the unvoiced signal classification. See equation (237) in
subclause 5.1.13.1.1. for the details of its computation. The voicing feature from the first analysis window is used, i.e.

voicing = CL%]rm
The modified correlation, old _corr , isthe normalized correlation from the previous frame.
The pitch gain, lowrate_ pitchGain , is the smoothed closed-loop pitch gain estimated from the previous frame, i.e.,
lowrate _ pitchGain=0.9* lowrate _ pitchGain+ 0.1* gain_ pit
where gain__ pit isthe ACB gainin each of the sub-frames from the previous frame.
The pitch deviation is estimated as the sum of pitch differences between the current frame open-loop pitch, To”IO and the

open loop pitch in the previous three frames, Torl‘o‘l,Tor;;2 Top 3

3
pitch _ diff :Z
i=1

Thefeatures, voicing, old _corr , and tonality are smoothed to minimize spurious instantaneous variations as
follows: It _voicing = ¢ * It _voicing + (1— o4 ) * voicing

n—i n
Top' —Top

[t _corr =y * It _corr + (1— o) * old _corr
[t _tonality = oz * It _tonality + (1— or3.) * tonality

where ¢4, and oy are 0.1 in active frames (i.e., SAD = 1), and 0.7 in background noise and inactive frames. Similarly,
0315 0.1in active frames and 0.5 in inactive frames.
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l Input frame

Perform initial classification

Classifier 1
Classifier 2

Speech Music

4

Encode with coding mode 1
(e.g., CELP type coder)

Fine
classification
enabled?

A

Perform fine classification

Music | Encode with coding mode 3
(e.g., transform coder)

Speech

A

Encode with coding mode 2
(e.g., CELP/transform hybrid coder)

Figure 18 : Multiple coding mode signal classification
The following condition is evaluated to select the GSC or MDCT based coding,

if fgu1=TRUE AND min(tonalityl, tonality2, tonality3) > 50.0 AND
Ztonalityi > 200.0AND Ztonalityi > ZO0.0ANDZtonaIityi > 200.0AND It _ tonality < 20000.0 AND
i=1,2 i=2,3 i=1,3
(It _tonality >1000.0 AND max(lt _voicing, voicing) > 0.99)
OR (It _tonality >1500.0 AND It _corr) > 0.99)
OR (It _tonality >3000.0 AND It _lowrate_ pitchGain) > 0.96)
OR (It _ pitch_diff >0 AND It _lowrate_ pitchGain) > 0.89)
then fguy=FALSE, fgy, = FALSE

A hangover logic is used to prevent frequent switching between coding modes of GSC and MDCT-based coding. A
hangover period of 6 framesis used. The coding mode is further modified as per below.

Figure 19 shows two independent state machines, which are defined in the context-based classifier, SPEECH_STATE
and MUSIC_STATE. Each state machine has two states . In each state a hangover of 6 framesis used to prevent
frequent transitions. If there is a change of decision within a given state, the hangover in each state is set to 6, and the
hangover isthen reduced by 1 for each subsequent frame. A state change can only occur once the hangover has been
reduced to zero. The following six features are used in the context-based classifier (the superscript [-i] is used below to
denote the past frames).

Thetonality in the region of 1~2 kHz, ton, isdefined as

1¢ 1P
ton, = 0.2* logy gZ{tonalityZ[_']} (373)
i=0
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Thetonality in the region of 2~4 kHz, tong is defined as

tong = 0.2* l0gyq Jli{tonantys[—” }2 (374)
8 i=0
The long-term tonality in the low band, ton, 1 isdefined as
ton, 1 = 0.2* logy|lt _tonality] (375)
The difference between the tonality in 1~2 kHz band and the tonality in 2~4 kHz band is defined as

d = 0.2* {log; o (tonality2(n)) — log; o (tonality3(n))} (376)

The linear prediction error LP, isdefined as

L Perr =\/

where FV(9) has been defined in equation (327).

{FVS[‘” ) }2 (377)

(e I

7
i=0

The difference between the scaled voicing feature FVg(1) defined equation (327) and the scaled correlation map feature
FVs(7) defined in equation (327) is defined as

dyeor = MaxX(FVs (D) — FVs(7),0) (378)

The following two independent state machines are used to correct errors in the previous stages of the speech/music
classification. The are two state machines are called SPEECH_STATE and MUSIC_STATE. There are aso two
hangover variables denoted hangS|O and hang,,s Which areinitialized to the value of 6 frames. The following four

conditions are evaluated to determine the transition of one state to another.

Condition A isdefined as

if dygor > 04 AND d ¢ < 01AND FV(1) > (2*FV(7)+012) AND ton, < dyer AND

tong < dyoyr AND ton, 1 < dyeor AND FV(7) < dyeor AND FVg (1) > dyor AND FV(1) > 076 (379)
then fA =1

Condition B isthen defined as
if dygor <04 then fg =1 (380)
Condition C isdefined as

if 0.26 < ton, < 0.54 AND tong >0.22 AND 0.26<ton 1 <0.54 AND LPy, >0.5

(381)
then fC =1
and finally condition D is defined as
if ton, <0.34 ANDtonz < 0.26 AND 0.26 <ton; 1 <0.45then fp =1 (382)
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hangg, =0 hang s =0
condg =1 condp =1
decrement decrement
hang g,
‘@ SPEECH_STATE=0
fam =1 fon =1
hangg, =0 hang,s =0
condp =1 condc =1

Figure 19 : State machines for context-based speech/music correction

The decisions from the speech/music classifier, fq,, and fq,, arechanged to O (“speech”) if fg,, was previously
setto 1 (“music”) and if the context-based classifier isin SPEECH_STATE. Similarly, the decisions from the

speech/music classifier, fq,, and fg,, arechangedto 1 (“music”) if fg,,; waspreviously set to O (“speech”) and if
the context-based classifier isin MUSIC_STATE.

5.1.13.6.8 Detection of sparse spectral content

At 13.2kbps, the coding of music signal benefits from combining the advantages of MDCT and GSC technologies. For
frames classified as music after the context-based improvement, coding mode producing better quality is selected
between MDCT and GSC based on an analysis of signal spectral sparseness and linear prediction efficiency (depending
on the input bandwidth).
For each active frame, the sum of the log energy spectrum PS4 (k), k=01,...127 is calculated to determine the
spectral sparseness analysis.

127

Spsy, =, PSiog (K) (383)
k=0

Then the log energy spectrum Psog(k) is sorted in descending order of magnitude. Each element in the sorted log
energy spectrum PS ogl (k) isaccumulated one by one along in descending order until the accumulated value exceeds

75% of the Spsog . Theindex (or the position), | of the last element added into the accumulation can be regarded as

spa
akind of representation of the spectral sparseness of the frame and is stored into a sparseness buffer BU Fspa(k) of 8
frames.

If the input bandwidth is WB, some parameters dedicated to WB are calcul ated, including the mean of the sparseness
buffer, the long-term smoothed sparseness, the high-band log energy sum, the high-band high sparseness flag, the low-
band high sparseness flag, the linear prediction efficiency and the voicing metric. For other input bandwidths the above
parameters are not calculated. The mean of the sparseness buffer is obtained as

7
1
M gpa =§'Z BUF ga (K) (384)
k=0
Then the long-term smoothed sparseness LTgy, iscaculated as
LTepa =0.75- LTLa) +0.25- M 4y (385)

where LTs[gal] denotes the long-term smoothed sparseness in the previous frame, M 4,iy denotes the average of the four

smallest values in the sparseness buffer BU Fspa(k) . Thereason of using M 4y IS to reduce the possible negative
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impact to the LTg,, frominterfering frames. The long-term smoothed sparseness LTgy, isinitialized to the value of
| spa and the sparseness buffer BUFg, (K) isalso initialized to the value of 14y, for all itselementsif the current
frame is the first active frame after a pause. The high-band log energy sum is calculated over PS4 (k), k =8081...127

127
Sps4h = Z PSog(K) (386)
k=80
To obtain the high-band high sparseness flag, the high-band log energy spectrum PS4 (k), k =8081,...127 isfirst

sorted in descending order. The ratio of the sum of the first 5 elements (or the 5 largest values) of the sorted high-band
log energy spectrum to the high-band log energy sum is calculated

4
2 PSognl ()
Reph = k=0 (387)
Spsgh
where PS10g hi (K), k=01,...,47 isthe sorted high-band log energy spectrum. Theratio Ry, can be regarded asakind

of representation of the high-band spectral sparseness of the frame and is stored into a high-band sparseness buffer
BUFgpan (K) . The mean of the buffer BUFgy,p (K) is calculated. If the mean is greater than 0.2, the high-band high

sparseness flag fspah isset to 1 indicating a high sparseness of the high-band spectrum, otherwise set to 0. Similarly, to
obtain the low-band high sparseness flag, the low-band log energy spectrum Psog(k), k=01,...59 issorted in

descending order and the ratio of the sum of the first 5 elements (or the 5 largest values) of the sorted low-band log
energy spectrum to the low-band log energy sum is calculated

4
D PSigiL (K)
R _ k=0

ol = (388)

59
D PSigg(K)
k=0

where Pshgl 1K), k=01...,47 isthe sorted low-band log energy spectrum. Theratio Ry, can be regarded asakind

of representation of the low-band sparseness of the frame. If theratio is greater than 0.18, the low-band high sparseness
flag fga issetto 1indicating ahigh sparseness of the low-band spectrum, otherwise set to 0. The LP residual log-

energy ratio of the current frame epsP, as calculated in subclause 5.1.13.5.1 which is shown again below

el a3) ]

389
g (389)

epsP = Iog[
isstored into aLP residual log-energy retio buffer BUFgp(k) of 8 frames. The mean of the buffer BUFgsp(K),
M epsp , i calculated and used to represent the short-term linear prediction efficiency at the current frame. The lower
the Mgpsp isthe higher the short-term linear prediction efficiency is. The scaled normalized correlation FV(1) as

calculated in subclause 5.1.13.5.2 is stored into a voicing buffer BUF, (k) of 8 frames. The mean of the buffer
BUF, (k), M, iscalculated and used to represent the voicing metric at the current frame.

Decision on which coding mode to use (MDCT or GSC) is made for each frame previously classified as music, that is,
for each frame where fg1 issetto 1. GSC coding mode is selected by setting fg, to 1 and changing fgyq to O.

GSC coding mode is selected for frame with extremely non-sparse spectrum, that is, when | g, isgreater than 90. In
this case, the GSC hangover flag fHGSC is also set to 1 meaning that a soft hangover period will be applied. Otherwise,

if fHGSC isset to 1, the current frame isin a soft hangover period where the determination of extremely non-sparse
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spectrum is slightly relaxed, that is, GSC coding mode is selected if |, isgreater than 85. If in above case, |45 is
not greater than 85, GSC coding mode is still selected if | gy, of the current frameis deviating from the average | g5 oOf

its adjacent GSC coded frames by lessthan 7. A maximum of 7 frames are used for the averaging. The selection
between MDCT coding mode and GSC coding mode ends here if the input bandwidth is SWB. For WB input
bandwidth, one more step is applied. In this case, GSC coding mode is also selected if the various sparseness measures
calculated al do not exhibit strong sparseness characteristics and the linear prediction efficiency is assumed high.
Specifically, GSC coding mode is selected if Mgy <—1.3 and M, >0.85 and I, >50 and LTy, > 60 and fqpq

isset to 0 and Spslogh <0.15% Spsog or if condition Spslogh <0.15% Spsog isnot met but fg,a isnot setto 1. In above

case, the GSC hangover flag fy . isasosetto 1. Theflag fy__ issetto 0if GSC coding mode is not selected
through the whole procedure described above.

5.1.13.6.9 Decision about AC mode

The decisionsin the first and in the second stage of the speech/music classifier, refined and corrected by the modules
described so far are used to determine the usage of the AC mode. As mentioned before, in the AC mode GSC
technology is used to encode the input signal. The decision about the AC mode is done always but the GSC technology
isused only at certain bitrates. Thisis described in subclause 5.1.16.

Before making decision about the AC mode, the speech/music classification results are overridden for certain noisy
speech signals. If the level of the background noise is higher than 12dB, i.e. when N; >12, then fgy; = fgys =0.
Thisisa protection against mis-classification of active noisy speech signals.

For certain unvoiced SWB signals, GSC technology is preferred over the UC or GC mode which would normally be
selected. In order to override the selection of the coding mode, thereisaflag denoted fyy gyg Whichisset to 1 under

the following condition

if fsap =LAND N; >12 AND fgy; =0 AND BW = SMBAND Cqy, =UC then fyy syg =1 (390)

where c,,,, istheraw coding mode, described in subclause 5.1.13.2.

The AC modeis selected if fgv|2 =1 or if fUV_SNB =1.

5.1.13.6.10 Decision about IC mode

The 1C mode has been designed and optimized for inactive signals which are basically the background noise. Two
encoding technologies are used for the encoding of these frames, the GSC and the AV Q. The GSC technology is used at
bitrates below 32kbps and the AVQ is used otherwise. The selection of the IC mode at bitrates below 32kbps are
conditioned by fgap =1 whereas for higher bitrates, the condition is changed to | gap =1.

The TC mode and the AC mode are not used at 9.6, 16.4 and 24.4 kbps. Thus, at these bitrates, the coding mode is
changed to the GC mode if it was previously set to the TC or AC mode. Furthermore, the selection of the IC mode at
the previously mentioned bitratesis conditioned only by fgap =1.

5.1.14 Coder technology selection

Multiple coding technol ogies are employed within the EV S codec, based on one of the following two generic principles
for speech and audio coding, the L P-based (analysis-by-synthesis) approach and the transform-domain (MDCT)
approach. Thereis no clearly defined borderline between the two approaches in the context of this codec. The LP-based
coder is essentially based on the CEL P technology, optimized and tuned specifically for each bitrate. The transform-
domain approach is adopted by the HQ MDCT technology. There are aso two hybrid schemes in which both
approaches are combined, the GSC technology and the TCX technology. The selection of the coder technology depends
on the actua bitrate, the bandwidth, speech/music classification, the selected coding mode and other parameters. The
following table shows the alocation of technologies based on bitrate, bandwidth and content.
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Table 19: Allocation of coder technologies per bitrate, bandwidth and content

bitrate 7.2 8 9.6 13.2 16.4 24.4 32 48 64
NB
speech | ACELP ACELP | ACELP ACELP ACELP | ACELP
. HO TCX/HQ TCX/HQ
audio | HQMDCT | "< TCX NIDCT NIDCT TCX
noise GSC GSC TCX GSC TCX TCX
WB
speech | ACELP ACELP | ACELP ACELP ACELP | ACELP | ACELP | TCX | ACELP
audio GSC GSC TCX | GSC/TCX/HQ | TCX/HQ | TCX HO TCX HO
MDCT MDCT MDCT MDCT
noise GSC GSC TCX GSC TCX TCX ACELP | TCX | ACELP
SWB
speech ACELP ACELP | ACELP | ACELP | TCX | ACELP
audio GSCITCX/HQ | TCX/HQ [ TCXHQ | TCXHQ | 1oy HO
MDCT MDCT | MDCT MDCT MDCT
noise GSC TCX TCX ACELP | TCX | ACELP
FB
speech ACELP | ACELP | ACELP | TCX | ACELP
. TCX/HQ | TCX/HQ HO
audio TCX MDCT mMbcT | TSX | wmpcT
noise TCX TCX ACELP | TCX | ACELP

The TCX technology is used for any content at bitrates higher than 64 kbps.

At 9.6kbps, 16.4kbps and 24.4kbps a specific technology selector is used to select either ACELP or an MDCT-based
technology (HQ MDCT or TCX). This selector is described in clause 5.1.14.1.

At all other bitrates, the division into “speech”, “audio” and background “noise” is based on the decision of the SAD
and on the decision of the speech/music classifier.

The decision between the TCX technology and the HQ MDCT technology is done adaptively on a frame-by-frame
basis. There are two selectors, one for 13.2 and 16.4 kbps and the second for 24.4 and 32 kbps. There is no adaptive
selection beyond these bitrates as shown in the above table. These two selectors are described in detail in the subclauses
5.1.14.2 and 5.1.14.3.

5.1.14.1 ACELP/MDCT-based technology selection at 9.6kbps, 16.4 and 24.4 kbps

At 9.6kbps, 16.4kbps and 24.4kbps the decision to choose either ACELP or an MDCT-based technology is not based on
the decision of the speech/music classifier asit is done for other bitrates, but on a specific technology selector described
below.

The technology selector is based on two estimates of the segmental SNR, one estimate corresponding to the transform-
based technology (described in subclause 5.1.14.1.1), another estimate corresponding to the ACEL P technology
(described in subclause 5.1.14.1.2). Based on these two estimates and on a hysteresis mechanism, a decision is taken
(described in subclause 5.1.14.1.3).

5.1.14.1.1 Segmental SNR estimation of the MDCT-based technology

The segmental SNR estimation of the TCX technology is based on asimplified TCX encoder. The input audio signal is
first filtered using a LTP filter, then windowed and transformed using aMDCT, the MDCT spectrum is then shaped
using weighted LPC, aglobal gain isthen estimated, and finally the segmental SNR is derived from the global gain. All
these steps are described in detail in the following clauses.

5114111 Long term prediction (LTP) filtering

The LTP filter parameters (pitch lag and gain) are first estimated. The LTP parameters are not only used for filtering the
audio input signal for estimating the segmental SNR of the transform-based technology. The LTP parameters are al'so
encoded into the bitstream in case the TCX coding mode is selected, such that the TCX LTP postfilter described in
subclause 6.9.2.2 can use them. Note that the LTP filter parameter estimation is also performed at 48kbps, 96kbps and
128kbps even though the parameters are not used to filter the audio input signal in this case.
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A pitch lag with fractional sample resolution is determined, using the open-loop pitch lag T([Dlg and an interpolated
autocorrelation. The LTP pitch lag has a minimum value of pyyi,, , @ maximum value of pp,,, and afractional pitch
resolution p,es. Additionaly, two thresholds pyq and pyg, areused. If the pitch lag islessthan py 5, thefull

fractional precision p;e isused. If the pitch lag is greater than py 4, no fractional lag is used. For pitch lagsin

between, half of the fractional precision p,es isused. These parameters depend on the bitrate and are given in the table
below.

Table 20: LTP parameters vs bitrate

Bitrate Bandwidth | =" s;ggpling LTP framelength Ni1p | Pres | Pmin | Pmax | Pfr1 | Pir2
9.6kbps | NB,WB,SWB |  12.8kHz 256 4 | 20 | 231 | 154 | 121
16;[‘)';;"4 NB 12.8kHz 256 4 | 29 | 231 | 154 | 121
1612‘[1)_;:'4 WB, SWB, FB 16kHz 320 6 | 36 | 289 | 165 | 36
48Kkbps | WB, SWB, FB 25 6kHz 512 4 | 58 | 463 | 164 | 58

9&;@8 WB, SWB, FB 32kHz 640 6 | 72 | 577 | 75 | T2

First the parameter 6 isinitialized depending on the fractional pitch resolution:

8 f =6
s={> " Pre=" (391)
16 if pres =4
Then the search range for the pitch lag is determined as follows:
. J
tmin = mm[max(TélE Y pmin]a Pmax _5+1j
. (392)
max = Max| min IS + 5 1, Pmax | Pmin +

For the search range, autocorrelation of the weighted input signal S, (including the look-ahead part) is computed (note

that at 48kbps, 96kbps and 128kbps, the weighted input signal is not available, so the non-weighted input signal is used
instead), extended by 4 additional samplesin both directions required for subsequent interpolation filtering:

NTCX -1

Cld)=" D snli)sn(i—d)d = (tmin —4)--{tmax +4)- (393)
i=0

Within the search range, the index and value of the maximum correlation are determined:

CL1p = Cltmin)
ditp = tmin

for d =tyin--tmax . (394)
if (C(d)>C_1p)then
Cirp =C(d)
dirp =d

The maximum correlation value is normalized as follows:
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CrLrp
CLTP,norm = . (395)
Nrex -1 Nrcx -1
sh2 (i) Sp (i —dmax ) [+0.1
i=0 i=0

The fractional precision of the transmitted pitch lag is determined by theinitial pitch lag d| 1p , the maximum fractional
resolution pye, and thethresholds pgq and pgo.

1 , ifdip < pgr2
s={2 , if (dirp > pra)a(dire < Pya)- (396)
Pres » If dipp 2 Pgr

For determining fractional pitch lag the autocorrelation C isinterpolated around the maximum value by FIR filtering:

inter6_1 , if peg=6
int =

interd_1 , if peg=4 (397
3
Crrp,n (f)= Zhnt (ipres + f)C(dL1p —i)+ hin (i + 1) pres — f)C(dy7p +i+1). (398)
i-0
f=is | i=[—b+1}.(b—1]. (399)
s s

Theinteger and fractional parts of the refined pitchlag (d; tp and f 1p ) are then determined by searching the
maximum of the interpolated correlation:

_ 0 i dire =tmin
Imin =

_pl‘_eS+1 , ese
S

Crnax = CLTP,int (i mins)
fLrp =iminS

for | :imin...(Lf—lj

if (CLTP,int (is)> Cmax)then
Crax =CL1Pjint (is) . (400)
fLrp =is

if (f_1p <0)then
fLrp = fLTP + Pres
dirp =di7p -1

For transmission in the bitstream, the pitch lag is encoded to an integer index 1| 1p |59 (that can be encoded with 9 bits)
asfollows:
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(dL7p — Pmin )Pres + fLTP , ifdirp < P2
Pres fLrp .
ILTPjag = (dore - pfrZ)T"‘(pfrz — Prin JPres + 5 , if (dLTP > piro)aldire < pre)-(40D)

(dLTP - pfr1)+(pfr1 pfrZ) res (pfrZ pmin)pres , it dip 2P

2
Thedecisionif LTP isactivated is taken according to the following condition:

if (bitrate < 48Kbps) » (mode=TCX 20) A (C\1p,normCLEhyin > 0.25)  (TFM 1 < 35))v

(iitrate> 48kbps) » (mode=TCX10)  (max(CL1p, norm Cl(_%ﬂ])orm)> 05 (MEC_1p <35))v
( (bitrate> 48kbps) A (CLTP,norm > 0-44) A (Lcelp(l-z - CLTP,norm) <dip )) v . (402)
((bitrate> 48Kops) A (mode=TCX 20) A (CL1p norm > 0-44) A (TFM 1p < 6) v (TFM 1p < 7) A (MEC_1p < 22))
then
LTR,, =1
else
LTR,, =0

with the temporal flatness measure TFM | 1p and the maximum energy change MEC, 1p are computed as described in
clause 5.1.8.

If LTPisactivated, the predicted signal sp¢q is computed from theinput signal s (including the lookahead part) by

interpolating the past input signal using a polyphase FIR filter. The polyphase index of the filter is determined by the
fractional pitch lag:

i_)J~die -1, if figp =0
a _dLTP_Z , €lse

. : (403)
f _{0 s if fLTF’ =0
Pres— fLTp  else
. interG_Ztch(f) , ?f Pres =6 404)
interd_2tex2(f) , if pes=4
3
Spred (N tht )sli + j+n)n=0..Ntcx —1. (405)
j=0
TheLTPgan g, 1p iscomputed from the input and predicted signals:
Nrcx -1
Z S(n)s pred (n)
~ j=0
= ) 406
9P =N 1 ) (406)
Z (Spred (n))
j=0

For transmission in the bitstream, the gain is quantized to an integer index | 1p gain (that can be encoded with 2 bits)

| L7p,gain = Min([ 4G 1p —0.5]3). (407)
The quantized gain g tp iScomputed as:
gLtp = 0.15625(1 | 7p,gain +1)- (408)

If the quantized gain is lessthan zero, LTP is deactivated:
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if (I L7p,gain < 0)then LTPy, =0. (409)
If LTPisnot active, the LTP parameters are set as follows:

if (LTP,, =0)then
dip = Ntcx
fLTP = O . (410)
gure =0
Spred (N)=0, N=0..Nycx -1
The LTP filtered signal isthen computed, except at 48kbps, 96kbps and 128kbps. The LTP filtered signal is computed
by multiplying the predicted signal with the LTP gain and subtracting it from the input signal. To smooth parameter

changes, a zero input response is added for a 5ms transition period. If LTP was not active in the previous frame, alinear
fade-in is applied to the gain over a 5ms transition period.

If LTP was active in the previous frame, the zero input response z is computed:

3
Zpred (=D N (D)s(i+n) , n=-m.-1. (412)
=0
z(n)=syrp(n)-s(n)+ gitpZprea(n) . N=-m..-1. (412)

The zero input response is then computed by LP synthesis filtering with zero input, and applying alinear fade-out to the
second half of the transition region:

z(n)= —Z a(j)z(n-j)n=0...63. (413)
j=1
z(n)= min( 64-n ,1]z(n),n =0...63. (414
32
z(n)=0,n=64..Nycx —1. (415)

with the LP coefficients are obtained by converting the mid-frame L SP vector of the current frame g4 ; using the
algorithm described in subclause 5.1.9.7. Finally the LTP filtered signal is computed:

o e~ (prev) _
s(n)—min| — 1 S n) if =0
s.rp(n)= ") (64 ngTp prea (V)11 9L n=0..Nrex ~1. (416)

s(n)— gL 1P Spred (N)+ 2(n) ifg (J%rﬁv) #0
5.1.141.1.2 Windowing and MDCT

The LTPfiltered signal s; tp iswindowed using a sine-based window whose shape depends on the previous mode. If
the past frame was encoded with a MDCT-based coding mode, the window is defined as

N-L

w(n)=0, for n:—T,...,—l. (417)

. I\ o
w(n)_smHn+EjZ},for n=0,.,L-1. (418)
w(n)=1, for n=L,..,N-1. (419)
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vv(n):sinKn+%—N+Lj%]for n=N,.,N+L-1. (420)
w(n)=0, for n= N+L,...,3N2+L : (421)

If the past frame was encoded with the ACELP coding mode, the window is defined as

w(n)=0, for n=—%+%,...,—1. (422)

w(n)=1, for n=0,..,N-1. (423)

n)=sin n+1—N+L z ,for n=N,..,N+L-1. 424
2 2L

w(n)=0, for n= N+L,...,%+%. (425)

with L=112, N =256 at 12.8kHz, and L =140, N =320 at 16kHz. Thetota length of the window is 2N (40ms)
when the past frame was encoded with aMDCT-based coding mode and 5N /2 (50ms) when the past frame was
encoded with the ACELP coding mode.

The windowed LTP-filtered signal is transformed with aMDCT using time domain aiasing (TDA) and a discrete
cosine transform (DCT) 1V as described in subclause 5.3.2.2, producing the MDCT coefficients X(i )with

i =0,..,Ltcx =1, Lycx is N when the past frame was encoded with a MDCT-based coding mode and Lycy is
5N /4 when the past frame was encoded with the ACELP coding mode.

5.1.14.1.1.3 MDCT spectrum shaping

The mid-frame L SP vector of the current frame g, q; isconverted into LP filter coefficients Apcx (z) usingthe
algorithm described in clause 5.1.9.7. The LP filter coefficients Arcy (z) are then weighted as described in clause

5.1.10.1, producing weighted LP filter coefficients Arcy ()= Avex (z/ 71)with 7, =0.92at 12.8kHz and y; =0.94at

16kHz. The weighted L P filter coefficients are then transformed into the frequency domain as described in subclause
5.3.3.2.3.2. The obtained LPC gains are finally applied to the MDCT coefficients as described in subclause 5.3.3.2.3.3,

producing the LPC shaped MDCT coefficients X(i).

When the encoded bandwidth is NB, the MDCT coefficients corresponding to the frequencies above 4kHz are set to

zeros: X(1)=0, i = 0,...,&%—1.

5.1.14.1.1.4 Global gain estimation

A global gain gtcyx isestimated similarly to the first step described in subclause 5.3.3.2.8.1.1. The energy of each
block of 4 coefficientsis first computed:

3
E[K] = 9+10 Ioglo{0.01+ Z X 2[4k + i]} . (426)
i=0

A bisection search is performed with afinal resolution of 0.125dB:

Initialization: Set fac = offset = 128 and target = 500 if NB, target = 850 otherwise
Iteration: Do the following block of operations 10 times

1- fac=fac/2

2- offset = offset — fac
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Lyex /41 .
. ) E[k] - offset if E[K]—offset > 0.3
2- ener = i], whered[i] = .
iZo: ali] al] {O otherwise

3- if(ener>target) then offset= offset+fac

If offset<=32, then offset= -128.
The gain isthen given by:

5.1.14.1.1.5 Segmental SNR estimation of the MDCT-based technology

The estimated TCX SNR in one subframe is given by

63
3 [sn(n)? +10°°
n=0

Sfrex =— .
64grcx Orex V2

12Lrex

(427)

Finally, the estimated segmental SNR of the whole encoded TCX frame ssnrcy is obtained by converting the per-
subframe SNRs snrrcy into dB and averaging them over all subframes.

5.1.14.1.2 Segmental SNR estimation of the ACELP technology

The segmental SNR estimation of the ACELP technology is based on the estimated SNR of the adaptive-codebook and
the estimated SNR of the innovative-codebook. Thisis described in detail in the following clauses.

5.1.14.1.2.1 SNR estimation of the adaptive-codebook

Aninteger pitch-lag per subframe d;,; isderived from the refined open-loop pitch lags d ¢ (seeclause 5.1.10.9).

When the sampling-rate is 12.8kHz, the number of subframe is four, and the integer pitch lags are simply equal to the
refined open-loop pitch lags rounded to the nearest integer.

When the sampling-rate is 16kHz, the number of subframe isfive. The refined open-loop pitch lags are first scaled by a
factor of 1.25, then they are rounded to the nearest integer and finally the four obtained integer pitch lags are mapped to
the five subframes. Thefirst integer pitch-lag is mapped to the first subframe, the second integer pitch-lag is mapped to
the second subframe, the third integer pitch-lag is mapped to the third and fourth subframes, and the fourth integer
pitch-lag is mapped to the fifth subframe.

A gain isthen computed for each subframe

63
Z Sh(n)sp (n—dip;)
n=0

9=—4 . (428)
Z Sh (N =it Jsn (N = iy ) +107°
n=0
The estimated SNR of the adaptive-codebook is then computed for each subframe
63
Z [sh,(n)]2 +107®
S aga = 50 : (429)
Z [sh (n)— gsp (n—dijny )] +1207°
n=0
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5.1.14.1.2.2 SNR estimation of the innovative-codebook

The estimated SNR of the innovative-codebook snrj,, is assumed to be a constant, which depends on the encoded
bandwidth and on the bitrate. snr;,,, =0.15 at 9.6kbps NB, snrj,,, = 0.059 at 9.6kbpsWB and snrj,, = 0.092 at 16.4
and 24.4kbps WB and SWB.

5.1.14.1.2.3 Segmental SNR estimation of ACELP

The estimated SNR of one ACELP encoded subframe is then computed by combining the adaptive-codebook SNR and
the innovative-codebook SNR.

SNlgce = SMadaSMino - (430)

Finally, the estimated segmental SNR of the whole encoded ACELP frame ssnr . is obtained by converting the per-
subframe SNRs snr .. into dB and averaging them over all subframes.

5.1.14.1.3 Hysteresis and final decision
The ACELP technology is selected if

SSNM ge +dSST > SNy - (431)

otherwise the MDCT-based technology is selected.

dssnr adds hysteresisin the decision, in order to avoid switching back and forth too often between the two coding
technologies. dssnr is computed as described below (dssnr is0 by default). Further, in 12.8 kHz core (i.e., 9.6 kbps
and 13.2 kbps), the dssnr is updated as shown in equation (433a).

if (Ssnrace > SSfrex )/\

(SSNMce < SSNFTex +2) A

((TFM (&) L TFM < 3.25)v (stabfac = 1))/\ . (432)
(num_acelp_ frames < 6)

then

dssnr = -2

if (Ssnrace < SNy ) A

(8SNMace > SSNFrex —2)A

(TFM (P&) LTFM > 3.25)A . (433)
(num_acelp_ frames > 6)

then

dssnr =2

if (s _core=12800) A (offset < 74) A (nonstat > 5) A

(sSNryee >=ssnfrex —4) A (num_acelp _ frames>=1) A
((Ls > Lyyy) A (mean(voicing) > 0.3)) v

(((num_acelp_ frames>=6) A (Lg > Ly —1.5)))

(fqu =0) A (vad _ flag)

then

dssnr =4

(433a)

where offset isdescribed in clause5.1.14.1.1.4, and Lg, L,,, fgy aredescribed in clause 5.1.13.6, and nonstat is
described in 5.1.11.2.1.
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if (SNR T < 35)

then

if (vad _ flag =1)v (dtx_on = 1))
then )
dssnr = dssnr + 2

else

dssnr = dssnr — 2

(434)

with TFM isthe temporal flatness measure described in clause 5.1.8, stabfac is a stability factor described in
subclause 6.1.1.3.2 but using the unquantized L SF parameters estimated at 12.8kHz, num_acelp _ framesisthe
number of consecutive previous ACELP frames (if the previous frame was not ACELP, num_acelp _ frames=0),
NR, 7 isthelong-term SNR as described in clause 5.1.12, vad _ flag isthe SAD decision as described in clause
5.1.12, and dtx _on indicates whether DTX isenabled or not.

5.1.14.2 TCX/HQ MDCT technology selection at 13.2 and 16.4 kbps

The selection between TCX and HQ MDCT (Low Rate HQ) technology at 13.2 kbps (NB, WB and SWB) and 16.4
kbps (WB and SWB) is done on a frame-by-frame basis and is based on the following measures.

Voicing measures

Spectral noise floor

SAD decision

High-band energy

High-band sparseness (with hysteresis)

The boundaries of frequency bands for the purposes of the TCX/HQ technology selection is set according to the
following table.

Table 21: Boundaries of frequency bands for TCX/HQ MDCT (Low Rate HQ) selection

Band Low band High band Low band FFT High band FFT
width CLDFB CLDFB b eeT buEET
bLcLors bycLors
NB 8 10 LFFT 14 LFFT *5/16
WB 12 20 LepT *3/8 Lepr/2
LFFT /2 for
SWB 16 40 sparseness, Lepr /2
LeeT *3/8 otherwise

Voicing measure V is defined as the average of pitch gain CL%]rm of the former half-frame and Cr[,l(])rm of the latter half-
frame defined in (81),

V= % (Cr[l%]rm + Cr[llgrm) : (435)

Sparseness measure S is defined as
S=1.-2-p/ b|_[:|:'|' ) (436)
where pisanumber of bins which attain following condition within low band:

E > max(E_q, E1,3.0,109(10) - (E;ot —MDCT_SW_SIG_PEAK_THR)) , (437)
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where E; isan averaged energy of all spectrum bands.

High energy measure Eyyig, is defined in terms of CLDFB energy as

1 Bromr -1
J Z E; +0.0001 . (438)

Enigh = 10010 [
j=bLome

(bHcLore —bLcLpre)

Flag indicating the sparseness for high bands, f; gparse = TRUE when
N peak < (brrrt —birrr) - HI_SPARSE_THR , (439)
where N peqyc isanumber of FFT binswithin by gy and byppr —1 which attain
Ej 2 Eyo +109(10)-MDCT_SW_SI G_LINE_THR . (440)
Otherwise, fy gparse =FALSE.
Flag indicating the sparseness for high bands with hysteresis, fi; gparse Hys= TRUE when
N peak < ((OwprT —bLper ) - HI_SPARSE_THR/HYST_FAC) . (441)
Otherwise, fyy sparse HYs=FALSE.

Additionally, fyy sparse iSset TRUE when following is satisfied:

prev_fiy sparse > 08 & fiy sparse & &(min(C%m, c.cl > voiCING THR) . (442)

E fi00r 1S the averaged energy only for the local minima of the spectrum. With the notation of 5.1.11.2.5, it is defined as:

E foor = D Ege imin () (443)

Nmin
Correlation map sum, mg,,, isdefinedin5.1.11.2.5.

Indication of possible switching, fg,ii, =TRUE when previous core was not Transform coding, or followings are
satisfied.
(prev_Epign <=HI_ENER LO_THR]|
(Enigh <=HI_ENER_LO THR)||
(prev_core==HQ& &(total _brate==13200|| , (444)
fH oaese &&prev_fy opape 20& &prev_ iy opapee <1))|
( prev_core== TCX & &(I fH _SPARSE & & prev_ fH _SPARSE > 0))

where prev_ fy gy and prev_fy oarse are frygy and fyy oparse at the previous frames. Note that
prev_ fyy  oparse isinteger from -1 to 2, while others are all Boolean.

Indication of preference for TCX, frcx = TRUE when followings are satisfied:

(Eiot — Efioor = SIG_HI_LEVEL_THR)& &
((Mgym 2 COR_THR) |

(V > VOICING_THR) || (S= SPARSENESS_THR)) & &
((Evigh < HI_ENER_LO_THR) || (fy_ sparse))

(445)
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Indication of preference for HQ MDCT, fyo = TRUE when followings are satisfied:

(Etot —Efioor <SIG_LO_LEVEL_THR)||

((Mgym <COR_THR-HYST_FAC) & &
(V <VOICING _THR-HYST_FAC)& & , (446)
(S<SPARSENESS THR-HYST_FAQ)|

(total _brate=13200& &! frcx & &transient _ frame)

where transient_frame is the output of the time-domain transient detector (see 5.1.8). For 16.4 kbps, frcy issetto
FALSE and fyg to TRUE when transient_frame is detected.

Based on the above definitions and thresholds listed in the table below, switching between HQ and MDCT based TCX
is carried out as follows. Switching between HQ and TCX can only occur when fg,jicn 1S TRUE. Inthiscase, TCX is

used if frcx is TRUE, or otherwise HQ isused if frcy is TRUE. Inany other case, the same kind of transform

coding is applied asin the previous frame. If the previous frame was not coded by transform coding, HQ is used for the
low rate (13.2 kbps) and TCX for the high rate (16.4 kbps).

In case input signal is noisy speech (noisy_speech flag==TRUE & & vadflag== FALSE) , transition from TCX to HQ is
prohibited at 16.4 kbps.

prev_ fy  oparse isresetto Oif fiy oparee iSFALSE, otherwiseit isincremented by one (with a maximum
alowed value of 2)

prev_Epign and prev_ fiy oparee arereset to FALSE and -1, respectively, upon encoder initialization or when a
non-transform-coded frame is encountered.

Table 22: List of thresholds used in TCX/HQ MDCT (Low Rate HQ) selection

Parameter Meaning 13.2 kbps | 16.4 kbps
SIG_LO_LEVEL_THR Low level signal 22.5 23.5
SIG_HI_LEVEL_THR High level signal 28.0 19.0

COR_THR correlation 80.0 62.5

VOICING_THR voicing 0.6 0.4
SPARSENESS_THR sparseness 0.65 0.4
HI_ENER_LO_THR High energy low limit 9.5 125
HYST_FAC Hysteresis control 0.8 0.8
MDCT_SW_SIG_LINE_THR Significant Spectrum 2.85 2.85
MDCT_SW_SIG_LINE_THR Significant peak 36.0 36.0

5.1.14.3 TCX/HQ MDCT technology selection at 24.4 and 32 kbps

The decision between using the TCX technology or the HQ MDCT (high rate HQ) technology at 24.4 kbps and 32 kbps
for SWB signals is based on the average energy values and peak-to-average ratios of different sub-bands, furthermore,

the average energy values and peak-to-average ratios are calculated by the CLDFB band energy analysis Ec(k) ,

spectral analysis X (k) and the bit-rate.
First, the average energy of three CLDFB sub-bands: 0~3.2kHz, 3.2~6.4kHz and 6.4~9.6kHz Egqn (i), i =012 are
calculated according to
. [ . .
Egain (1) :Zk=0 Ec(k+8i)/8  i=012 (447)
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Second, the spectral peak peak(i) and spectral average avrg(i), i =01 of the FFT sub-bands: 1~2.6kHz and
4.8~6.4kHz are calculated according to

peak(0) = max(X (20), X (21),..., X (20+31))
31

avrg(0) = Zk:o X (20+K)

peak(1) = max(X (96), X (97),..., X (96+31))

avrg(l) = Ziio X (96+K)

(448)

At 24.4kbps, the CLDFB sub-band (4.8~9.6kHz) average energy Egsin (3) , and the CLDFB sub-band (400-3.2kHz)

average energy Eg,in(4) are also calculated according to

Egain(3) = Zi()ﬁc (k+12)/12
Egain(4) =8 (Egain(0)—Ec(0)/8)/7

(449)

The pesk energy peakg; and average energy avrgg; of the CLDFB sub-band (8~10kHz) are also calculated according
to

peakgq = max(Ec (20), Ec (21),...,Ec (20+4))

4 _ (450)
avrggg = Zk:o Ec (20+K)

To identify the MDCT coding mode, three conditions are identified:
Condition I:

if Egain(3) >0.8- Egain(4) AND

2.56- peak(0) -avrg(l) > peak(l)- avrg(0) AND

peak(0) - avrg(l) < 5.12- peak(l) - avrg(0)) (451)
then Conditionl =1
else Conditionl =0

Condition I1:

if Egain(3)>0.4- Eggin(4) AND 32- peak(1) <1.5-avrg(l) AND 5- peakgy <1.5-avrggg

. » (452)
then Conditionll =1else Conditionll =0

Condition [11:

if ((2.56- peak(0)-avrg(l) < peak(l)-avrg(0) AND 32- peak(l) >1.5-avrg(1)) OR
(peak(0)-avrg(l) > 2.56- peak(1) -avrg(0) AND 32- peak(l) <1.5-avrg(1))

then Conditionlll =1

elseConditionlll =0

(453)

The primary classifier decision Dypctq @ 24.4kbpsis formed according to

if (conditionl OR conditionll OR conditionlll)
then DMDCTl = 3, |e %Iect HQ' MDCT (454)
ese DMDCTl =1,i.e.select TCX

At 32kbps, further spectral analysisis needed. First, a noise-floor envelope Xy (k) and a peak envelope X, (k) are
calculated as
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X ot (0)=|X Q)

5 (455)
Xt (K)= ot X (K=1) + (1 s )|X(k)| , k=1..Lger -1

and

X, (0)=|X ()

5 (456)
Xp(K)=apX p(k=D+1-ap)X(K)",  k=1. Lger -1

respectively, where the smoothing factors ¢ and o, depend on the instantaneous magnitude spectrum

0.9578, [X(K)|* > Xps (k-1)
O = , (457)
0.6472, |X(K)|" < Xy (k=1

0.4223, [X(K)* > X (k1)
ay = X (458)
0.8029, |X(K)|” < Xp(k—1)

The noise-floor energy E and the peak envelope energy E, are formed by averaging the noise-floor and peak
envelopes, respectively. That is,

1 Lepr -1
En = Xpt (K) (459)
" Leer Zk:o "
1 Lrrr—1
Ep =1 D Xp(k) (460)

Spectral peaks areidentified in two steps. First, al k for which |X(k)|2 > 0.64- X (k) holds true are marked as peak

candidates. Second, for each sequence of consecutivek , the largest spectral magnitude is kept as a peak representative
for that sequence. Peak sparseness measure Sisformed by averaging the peak distances among the peak
representatives, with S=0if lessthan 2 peaks are identified. Two decision variables are formed

isclean = E,, /Epy >147.87276

) (461)
issparse=S>12

The pesk energy peakg, and average energy avrgg, of the CLDFB sub-band at10~12 kHz are calculated according to

peakg, = max(E¢ (25), Ec (26),..., Ec (25+4))

awrggs, = Zi:o Ec(25+K) (462
Three conditions are then checked.
Condition I:
if (Egain(2) >1.2- Egain(1)) then Conditionl =1 else Conditionl =0 (463)
Condition I1:

if Egain(2) > 0.8 Egsin(1) AND 5- peakg, >2.0-avrge, then Conditionll =1 elseConditionll =0 (464)

Condition I11:

if 2.25- peak(0)-avrg(l) < peak() - avrg(0) OR peak(0)-avrg(d) > 2.25- peak(l) - avrg(0))

then Conditionlll =1 else ConditionlIl =0 (465)
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The primary classifier decision Dypct4 @t 32kbpsis formed according to

if ((isclean@issparse) OR conditionl OR conditionll OR conditionlll)
then Dypct1 =3, i.e. select HQ MDCT technnology (466)
else Dypcry =1i.e.select TCX technology

To increase the classifier stability for both 24.4kbps and 32kbps, the primary classifier decision DypctqiS|0ow-pass
filtered from frame to frame.

= —[1]
Dyiocrt = 0-2Dyipers + 08Dk (467)

Finally, hysteresisis applied such that the classifier decision from the previous frameis only changed if the decision
passes the switching range [1.1,1.6]
if (ELh(0) > 0.5 Egyin(0) AND EL1 (0) < 2.0- Egyn (0) AND

(Efain(D > 0.5 Egajn (1) AND Efgih (1) < 2.0- Eqgin (D)

gain gain
fina _ ~[-1]
then Dyper = Duper (468)

= 1] = final
eseif DMDCTl > Dl[\/lD]CT & &DMDCTl >1.6 then Dl\/llgaCT =3

dseif BMDCTl <1.1 then D,\f/:ge(lzl:-l— =1
If none of these conditions are met, the previous classifier is kept, i.e. D,{,}B%T = D[,\;é]CT .and the buffers are updated as
follows
—rq _
DIE/ID]CTl =Dmper1

[-1] _ N final
DMDCT_DMDCT

ELI @) = Egain(@)

gain

ELh (0) = Eguin(0)

(469)

5.1.144 TD/Multi-mode FD BWE technology selection at 13.2 kbps and 32 kbps

Theinput WB or SWB signal is divided into low band signal and high band signal (wideband input) or super higher
band signal (super wideband input). Firstly, the low band signal is classified based on the characteristics of the low band
signal and coded by the L P-based approach or the transform-domain approach.

The selection between TD BWE and multi-mode FD BWE technology of super higher band signal or high band signal
at 13.2 kbps (WB and SWB) and 32 kbps (SWB) is performed based on the characteristic of the input signal and coding
modes of the low band signal. Except for MDCT mode, if the input signal is classified as music signal, the high band
signal or the super higher band signal is encoded by multi-mode FD BWE;if the input signal is classified as speech
signal, the high band signal or the super higher band signal is encoded by TD BWE. In the case that the low band
signal is classified as |C mode, the high band signal or the super higher band signal is also encoded by multi-mode FD
BWE.

If the decision in the first stage of the speech/music classifier fg,, =1, i.e. theinput signal is classified as music signal,
or the decision in the first stage of the speech/music classifier fg,; = 0and the decision in the second stage of the

speech/music classifier fg,, =1, or thelow band signal is classified as I|C mode, the high band or the super higher

band signal is encoded by multi-mode FD BWE, otherwise, the high band or super higher band signal is encoded by TD
BWE. It is noted that, when the flag of the super wideband noisy speech fyy gag =1, the super higher band is

encoded by TD BWE. It is the same TD/multi-mode FD BWE technology selection for FB inputs.
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5.2 LP-based Coding

In general terms, speech dominated content is encoded using Analysis-by-Synthesis Linear Prediction (LP) paradigm.
At some low bitrates configurations, the LP-based coding is used also for generic audio. On the other hand, LP
prediction is not used above 64 kb/s. The LP-based coding consists in encoding the LP excitation signal and the speech
spectral envelope, represented by the LP filter coefficients. Depending on the particular characteristics of a speech
frames, different flavours of the excitation coding are used to encode voiced or unvoiced speech frames, audio frames,
inactive frames etc.

Theinternal sampling rate of the LP-based coding is rather independent of the input signal sampling rate. Instead, it
depends on the encoded bitrate to optimize coding efficiency. In the EVS, there are two different internal sampling rates
used — 12.8 kHz is used up to 13.2 kb/sinclusively, and 16 kHz sampling rate is used for higher bitrates. It means that
up to 13.2 kb/s, the LP-based encoding coversfirst 6.4 kHz of the input signal while from 16.4 kb/s and up the LP-
based encoding covers 8 kHz of the input. For NB signals, the sampling rate is always 12.8 kHz.

For other than NB signals, the upper bandwidth (not covered with the L P-based coding) is then encoded using
bandwidth extension (BWE) technologies, ranging from blind BWE at the lowest bitrates, parametric BWES optimized
to different content at higher bitrates, up to full encoding of the upper bandwidth spectrum at the highest bitrate (64
kb/s).

The basic block for the LP excitation coding is a subframe. The size of the subframe in samplesisindependent of the
internal sampling rate. It equalsto 64 samples. It meansthat at 12.8 kHz internal sampling rate, EV'S uses 4 subframes
of 5 mswhile at 16 kHz internal sampling rate, EV S uses 5 subframes of 4 ms.

5.2.1 Perceptual weighting

The encoding parameters, such as adaptive codebook delay and gain, algebraic codebook index and gain are searched
by minimizing the error between the input signal and the synthesized signal in a perceptually weighted domain.
Perceptual weighting is performed by filtering the signal through a perceptual weighting filter, derived from the LP
filter coefficients. The perceptually is similar to the weighting also used in open-loop pitch analysis. However, an
adaptive perceptua weighting is used in case of LP-based excitation coding.

The traditional perceptual weighting filter W(z)= A(z/y;)/A(z/y,) hasinherent limitationsin modelling the formant

structure and the required spectral tilt concurrently. The spectral tilt is more pronounced in wideband signals due to the
wide dynamic range between low and high frequencies. A solution to this problemisto introduce a pre-emphasis filter
at the input and enhance the high frequency content in case of wideband signals. The LP filter coefficients are then
found by means of LP analysis on the pre-emphasized signal. Subsequently, they are used to form a perceptual
weighting filter. Itstransfer function is the same as the LP filter transfer function but with the denominator having fixed
coefficients (similar to the pre-emphasis filter). In this way, the weighting in formant regions is decoupled from the
spectral tilt as shown below. Finally, the pre emphasized signal is filtered through the perceptual filter to obtain a
perceptually weighted signal, which is used further.

The perceptual weighting filter has the following form

W(2)= Az 71)H de-ampn (2) = A2/ 1)/ 11— 1272 (470)
where
H (2= ; (471)
de—-emph (1_ ,31271)

and fisequa to 0.68.

Because A(z) iscomputed based on the pre-emphasized signal s¢(n), thetilt of thefilter 1/ A(z/y; ) isless

pronounced compared to the case when A(z) is computed based on the original signal (as the pre-emphasized signal

itself exhibits less spectral tilt than the original wideband signal). Since de-emphasisis performed in the decoder, it can
be shown that the quantization error spectrum is shaped by a filter having a transfer function
1/W(2)H ge_empn(2) =1/ A(z/ 1) . Thus, the spectrum of the quantization error is shaped by a filter whose transfer
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functionis 3/ A(z/7,) , with A(z) computed based on the pre-emphasized signal. The perceptual weighting is performed

on aframe basis while the LP filter coefficients are calculated on a subframe basis using the principle of LSP
interpolation, described in subclause 5.1.9.6. For a subframe of size L = 64, the weighted speech is given by

6
sh(n)=spre(n)+Za1- 7 Spre(n—i)+ B sn(n-1), n=0,...,L-1 (472)
i=1

5.2.2 LP filter coding and interpolation

5.2.2.1 LSF quantization

5.2.2.1.1 LSF weighting function

For frame-end L SF quantization, the weighting given by equation (481) is defined by combining the magnitude
weighting, frequency weighting, IHM and squared IHM.

Asshownin figure 19, since the spectral analysis and LP analysis use similar temporal sections, the FFT spectrum of
the second analysis window can be reused to find the best weighting function for the frame-end L SF quantizer.

Ist analysis window 2nd analysis window

v

» »
Ll P

A

previous frame cunrent frame ngxt frame
Relative positions of thespectral analysis windpws

1st analysis window 2nd analysis window
/g/ﬂ—) ————— —— o — Y
\ \

. [ [ [ [n !

I e o o o o o oo o oo e o oo
i » d » »
Y LY L) »

previous frame current frame next frame

Relative positionsand length of the L P analysiswindows

Figure 19: LSF weighting computation with FFT spectrum
Figure 20 is a block diagram of a spectral analysis module that determines a weighting function. The spectral analysis

computation is performed by a pre-processing module and the output is alinear scale spectrum magnitude which is
obtained by FFT.
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Figure 20: Block diagram of LSF weighting computation

In the Normalization block, the LSFs are normalized to arange of 0to K -1. The LSFs generally span the range of 0 to
7 . For a12.8 kHz internal sampling frequency, K is 128 and for a 16 kHz internal sampling frequency, K is 160.

The Find magnitude weighting for each normalized L SF block determines the magnitude weighting function W, (n)
using the spectrum analysis information and the normalized L SF.

The magnitude weighting function is determined using the magnitude of the spectral bins corresponding to the
frequency of the normalized L SFs and the additional two magnitudes of the neighbouring spectral bins (+1 and -1 of the
spectral bin corresponding to the frequency of the normalized L SFs) around the spectral bin.

The spectral magnitude is obtained by a 128-point FFT and its bandwidth corresponds to the range of 0 to 6400 Hz. If
the internal sampling frequency is16 kHz, the number of spectral magnitudes is extended to 160. Because the spectrum
magnitude for the range of 6400 to 8000 Hz is missing, the spectrum magnitude for this range will be generated by the
input spectrum. More specifically, the average value of the last 32 spectrum magnitudes which correspond to the
bandwidth of 4800 to 6400 Hz are repeated to fill in the missing spectrum.

The final magnitude function determines the weighting function of each magnitude associated with a spectral envelope
by extracting the maximum magnitude among the three spectral bins.

W (n) = (,/wf (n)- Min)+2 for n=0,...,M-1 (473)

where Min is the minimum value of w; (n) and
w; (n) =10log(Emax (M), for n=0,...,M-1 (474)
where M =16 and the E 5, (n) isthe maximum magnitude among the three spectral binsfor each LSF.

In the Find frequency weighting for each normalized L SF block, the frequency weighting function W, (n) is determined
by using frequency information from the normalized L SF.

The function determines the weighting function of each frequency using the predetermined weighting graph which is
selected by using the input bandwidth and coding mode. There are two predetermined weighting graphs, as shown in
figure 21, which are determined by perceptual characteristics such as Bark scale and a formant distribution of the input
signal.

The function corresponding to graph (a) in figure 21 is as follows.
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Sin{n-. fn(n)

12 j
05+ ———~=, for f,,(n) =[0,5],
W (n) = 12 (475)
, for f,(n)=[6,127] for WB and [6,159] for WB16kHz

121

The function corresponding to graph (b) in figure 21 is as follows.

(7[' fn(n)J
0.5++, for f,(n)=[05],
W, (n) =41.0, for f,,(n)=[6,20], (476)

1
, for f(n) =[21127] for WB and [21,159] for WB16kHz.
A0 (1) =[21127] [21159]
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Figure 21: Frequency weighting functions

Next, the FFT weighting function W; (n) is determined by combining the magnitude weighting function and the
frequency weighting function. Computing the FFT weighting function Ws (n) for frame-end LSF quantization is

performed as follows:

W5 (n) =Wy (n)-W,(n), n=0,...,M-1 (477)

The FFT weighting function uses different types of frequency and magnitude weighting functions depending on
frequency bandwidth (NB, WB or WB16 kHz) and coding modes (UC or others such asVC, GC, AC, ICand TC).

Along with the FFT weightings W, , another weighting function called the inverse harmonic mean (IHM) is computed

and defined as:
1 1

+ , n=0,..,M-1 (478)
Isf, —Isf , Isf, ., —Isf,

VVIHM (n) =

The LSFs Isf , are normalized between 0 and 77 , where the first and the last weighting coefficients are calculated with
this pseudo LSFs Isf; = 0and Isf,, = 7. M isthe order 16 of the LP model.
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IHM approximates the spectral sensitivity of L SFs by measuring how close adjacent L SFs come. If two L SF parameters
are close together the signal spectrum has a peak near that frequency. Hence a L SF that is close to one of its neighbours
has a high scalar sensitivity and should be given a high weight. The sensitivity of close neighbours LSF is even
enhanced by computing the squared of IHM:

W2 () =W, (N)- Wiy, (), n=0,...M-1 (479)

The three set of weightings, W , W,,,,, , and V\/IHMZ are gathered into an M by 4 matrix as follows:

1 W (0) W2 (0) W; (0)

ot W® W ® WO o)
1 VVIHM(M _1) VV,HMZ(M _1) Wf(M _1)

The set of weightings are combined linearly by multiplying the matrix E by a constant column vector P of dimension
M:

W=E.P (481)

The vector P isdifferent for NB, WB/SWB at internal sampling rate 12.8 kHz and WB/SWB at internal sampling rate
16 kHz. The vectors P are derived off-line over atraining data by minimizing the distance of the linear combination W
and the weightings derived mathematically based on Gardner and Rao method, weightings near-optimal  but too
complex for being computed on-line compared to an heuristic approach.

5.2.2.1.2 Bit allocation

The frame-end L SF quantization codebooks and bit allocations depend on the selected coding mode. In addition,
different codebooks are used for NB, WB and WB 16kHz modes. This means there is a separate, optimized codebook
for each coding mode and for each input bandwidth. In NB mode the L SF vectors are in the range of 0-6400Hz
athough the input signal has content only up to 4kHz. The WB mode corresponds to the mode where the LSF
parameters are estimated in the 0-6400Hz range. The WB2 mode corresponds to the mode where the LSF parameters
are estimated in the 0-8000Hz range and it is used in general for the higher bitrates.

Table 23 shows the bit allocation for frame-end L SF quantization for each coding mode.
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Table 23: Bit allocation for LSF vectors

ACELP core . . . . . .
bitrate (kbps) Inactive | Unvoiced | Voiced | Generic | Transition | Audio

3.6 0 27 16 22 0 0

7.2 22 37 31 29 31 22

8.0 22 40 36 33 34 22

9.6 31 31 31 31 0 0

13.20 31 0 38 38 40 31

16.40 31 0 31 31 0 31

24.40 31 0 31 31 0 31

32.00 41 0 0 41 41 0

64.00 41 0 0 41 41 0

5.2.2.1.3 Predictor allocation

There are three possible cases. In safety net only the mean removed L SF vectors are quantized with the multi stage
guantizer. In MA predictive quantization the MA prediction error is quantized with the MSV Q. In switched safety net
/AR predictive there is a sel ection between quantizing the mean removed L SF vector and the AR prediction error. Table
24 specifies for each coding type and each bandwidth which quantization scheme is used. The valuesin the table
indicate safety net (0), MA prediction (1), and AR prediction combined with safety net (2). Thevalue “-1“ indicates
that the corresponding mode is not used. The coding modes that employ switched safety net/ AR prediction use one bit
to signal which one of the two variantsis used.

Table 24: Predictive mode type for LSF quantizer

Inactive | Unvoiced | Voiced | Generic | Transition | Audio
Narrowband 1 1 2 2 0 2
Wideband <9.6kbps 1 1 2 2 0 2
Wideband 16kHz 1 -1 2 1 0 1
Wideband >=9.6kbps 1 1 2 1 0 1

The predictor values are optimized for al quantizer modes. For a given coding mode and bandwidth, all bitrates use the
same predictor values. In general LSF values for voiced speech are considered quite stable over several consecutive
frames. Consequently the corresponding AR predictor has the highest coefficient values. Other AR predictor
coefficients are dightly lower. For the MA predictor the same value of 1/3 is used everywhere. Thevaueis
significantly lower than for AR coefficients since the quantization error starts oscillating over timeif the MA coefficient
istoo large. The value is experimentally chosen to provide reasonable prediction efficiency, stability and good error
recovery.

5.2.2.1.4 LSF quantizer structure

A safety net, predictive or switched safety-net predictive multi-stage vector quantizer (MSVQ) is used to quantize the
full length frame-end L SF vector for al modes except voiced mode at 16 kHz internal sampling frequency. The last
stage of the MSVQ isamultiple scale lattice vector quantizer (MSLV Q) [22]. For each coding mode number of 1to 4
unstructured VQ stages are used followed by a MSLVQ stage. The number of stages, number of bits per each stage and
the codebook names for each coding mode are detailed in table 25. The codebook names are mentioned to illustrate how
some of the codebooks are reused between modes.
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Table 25: Optimized codebooks and their bit allocation for LSF quantizers

Bits in L
Codin Bits VQ VQ Bits VQ B'S‘tsa' ”e\s’Q
9 safety stages — Codebooks predictive ge: Codebooks
mode net safet mode predictive
y mode
net
Inactive NB - - - 5 5 IAA_ MA1
Unvoiced ) i i 444 UvD_MA1
NB UVvD MA2
. SVNB_SN1 GESVNB_AR1
Voiced NB 8 ar4 SVNB_SN2 6 3+3 GESVNB_AR2
. GETRNB_SN1 GESVNB_AR1
Generic NB 9 5*4 | GETRNB SN2 6 3+3 GESVNB_AR?
Transition 544 GETRNB_SN1 i i )
NB GETRNB_ SN2
Audio NB 4 4 AUNB SN1 0 0 -
Inactive WB - - - 5 5 IAA MA1
Unvoiced UVD_MAL
WB - - - 12 4+4+4 UVD_MA2
UVWB_MA3
. SVWB_SN1 GESVWB_AR1
Voiced WB 8 ar4 SVWB_SN2 6 3+3 GESVWB_AR2
. GETRWB_SN1 GESVWB_AR1
Generic WB 9 5*4 | GETRWB SN2 6 3+3 GESVWB_AR2
Transition 544 GETRWB_SN1 i i )
WB GETRWB_SN2
Audio WB 4 4 AUWB SN1 0 0 -
Inactive
WB?2 - - - 5 5 IAA_MAL
Unvoiced ) i i i i )
WB2
Voiced WB2 - - BC-TCVQ - - BC-TCVQ
Generic
WB2 - - - 5 5 GEWB2_MA1l
Transition TRWB2_SN1
WB2 8 A+4 TRWB2 SN2 - - -
Audio WB2 - - - 5 5 AUWB2 MA1l
CNG 4 4 CNG_SN1 - - -
Generic WB
>= 9.6kbps - - - 5 5 GEWB_MAL1l

The WB2 voiced mode is using BC-TCVQ technology detailed in subclause 5.2.2.1.5.

Overall the optimized VQ codebooks use 14,368 kBytes and the MSLV Q parameters use 9.304 kBytes, including CNG
mode.

The remaining L SF quantizer bits are used for the MSLVQ stage. The quantization in all the stages is done such that it
minimizes a weighted Euclidean distortion. The calculation of the weightsis detailed in subclause 5.2.2.2.1. The search
in the multi-stage quantizer is done such that at most 2 candidates are kept per stage. For each candidate obtained in the
search in the unstructured optimized VQ, aresidua LSF vector isformed by subtracting from the L SF vector the
codevectors obtained in each unstructured VQ stage. If there is one optimized VQ stage two residual L SF vectors are
obtained, if there are two optimized VQ stages, 4 candidates are obtained and so on.

Each residual L SF vector is split into two 8-dimensional sub vectors. Each sub vector is coded as follows. The lattice
codebook obtained through the reunion of three Dg" lattice truncations differently scaled. Each lattice truncation has a
different number of leader classes. The leader classes contained in the lattice truncations are given in table 26.

ETSI



3GPP TS 26.445 version 13.2.0 Release 13 142 ETSI TS 126 445 v13.2.0 (2016-08)

Table 26: Lattice leader class vectors

Leader Leader

class Leader class vector class Leader class vector

index index
0 1.0, 1.0, 0.0, 0.0, 0.0, 0.0,0.0,0.0 25 3.0,1.0,1.0,1.0,1.0,1.0,0.0,0.0
1 0.5, 0.5, 0.5, 0.5, 0.5,0.5,0.5, 0.5 26 3.0, 2.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0
2 1.0,1.0,1.0, 1.0, 0.0, 0.0, 0.0, 0.0, 27 15,15,15,15,1.5,1.5,0.5, 0.5
3 2.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0 28 25,15,15,15,0.5,0.5,0.5,0.5
4 1.5,05,05,0.5,05,0.5,0.5,05 29 2.5,25,0.5,0.5,05,0.5, 05,05
5 1.0,1.0,1.0,1.0,1.0,1.0,0.0,0.0 30 3.5,05,0.5,05,05,0.5, 05,05
6 2.0,1.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0 31 2.0,2.0,2.0,1.0,1.0,1.0,1.0,0.0
7 1.5,1.5,0.5,0.5,05,0.5,0.5,05 32 2.0,2.0, 2.0, 2.0,0.0,0.0,0.0,0.0
8 1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0 33 3.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0
9 2.0,1.0,1.0,1.0,1.0,0.0,0.0,0.0 34 3.0,2.0,1.0,1.0,1.0,0.0,0.0,0.0
10 2.0, 2.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0 35 4.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0
11 1.5,15,15,0.5,0.5,0.5,0.5,0.5 36 15,15,15,15,15,1.5,1.5,0.5
12 2.5,0.5,05,0.5,05,05,05,05 37 25,15,15,15,15,0.5,0.5,0.5
13 2.0,1.0,1.0,1.0,1.0,1.0,1.0,0.0 38 25,25,15,05,05,0.5 05,05
14 2.0,2.0,1.0,1.0,0.0,0.0,0.0,0.0 39 3.5,15,0.5,0.5,05,0.5 05,05
15 3.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0 40 2.0,2.0,2.0,2.0,1.0,1.0,0.0,0.0
16 15,15,15,15,0.5,0.5,0.5, 0.5 41 3.0,2.0,1.0,1.0,1.0,1.0,1.0,0.0
17 2.5,15,0.5,0.5,0.5,0.5,05,0.5 42 3.0, 2.0, 2.0, 1.0, 0.0, 0.0, 0.0, 0.0
18 2.0,2.0,1.0,1.0,1.0,1.0,0.0,0.0 43 3.0, 3.0, 0.0, 0.0, 0.0,0.0,0.0,0.0
19 2.0,2.0, 2.0,0.0,0.0,0.0,0.0,0.0 44 4.0,1.0,1.0,0.0,0.0,0.0,0.0,0.0
20 3.0,1.0,1.0,1.0,0.0,0.0,0.0,0.0 45 15,15,15,15,15,1.5,15,1.5
21 15,15,15,15,1.5,0.5,0.5, 0.5 46 25,15,15,15,15,15,0.5,0.5
22 25,15,15,05,05,05,05,05 47 25,25,15,15,05,05,0.5,0.5
23 2.0,2.0,1.0,1.0,1.0,1.0,1.0,1.0 48 3.5,15,15,05,05,0.5,05,0.5
24 2.0,2.0,2.0,1.0,1.0,0.0,0.0,0.0 49

Given the hitrate available for the | attice codebook, the codebook is thus defined by a set of three integers representing
the number of leader vectors for each truncation and three positive real number representing the scale for each lattice
truncation. For instance a multiple scale lattice structure is defined by the number of leaders (20, 14, 5, 16, 10, 0) and
the scales (1.057, 1.794, 2.896, 1.154, 1.860, 0.0). It means that the first subvector is quantized with a structure having
three lattice truncations having 20, 14, and 5 leader classes respectively, which are scaled with the scales 1.057, 1.794,
2.896, respectively. The second subvector has only two truncations having 16 and 10 leader classes respectively. The
truncations are ordered such that, for each subvector, their number of leader classesis descendingly ordered.

The difference in number of bits between the total number of bits for L SF end encoding, the prediction bit if needed and
the number of bits used for unstructured VQ is used for the MSLV Q stage. The quantization in all the stages is done
such that it minimizes a weighted Euclidean distortion. The calculation of the weightsis detailed in subclause 5.2.2.1.1.

Suppose X isthe current LSF 8-dimensional sub vector and w its corresponding weight vector. The vector X is
normalized, i.e. component wise multiplied with the inverse of the off line estimated standard deviation. The resulting
vector X isfurther sorted in descending order based on the absolute value of its components and the weights vector is

arranged following the same order. Let X' be the vector of descendingly sorted absolute valuesof X and W' the
correspondingly sorted weights vector. The weighted distance to the best codevector of each leader class corresponds
to:

8 8 8
”x'—sjlk"W :Zx‘2 (.)wo)-zstwo)x(|)|k(|)+sjzz\/\r(|)||§(|) (482)

i=1 i=1 i=1
where |, isthe leader vector corresponding to class K and S; isthe scale of the truncation ] - Each lattice codebook

has at most 3 truncations with their corresponding scales. Each truncation has a given number of leader vector classes.
The sum of cardinalities of the classes for the truncations forming the codebook for the first L SF subvector and for the
second subvector are within the number of bits for the considered operating point given by the overall bitrate and
bandwidth. Computing in the transformed input space the second and the third terms from equation (482) directly gives

arelative measure of goodness for the best codevector from the leader class K and truncation | which may be
considered as a potential codevector for the truncation | and the leader class K .
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8 8
dig =-25; > WXl () +s? > wiIZ() (483)
i=1

i=1

The part of equation (483) that isindependent of the scale is calculated only once for all the leader classes from the first
truncation, which is the one having the highest number of leader classes. When adding the last term to the first sum of

equation (483) the product X' (8)I, (8) is considered with negative sign if the parity constraint of the leader K is not
obeyed by the signs of the vector X . The contribution of the scale valuesis considered only afterwardsin order to
obtain the value dy; . The leader class vector K and the truncation j having the smallest dkj correspond to the

codevector of the current input vector. The inverse permutation of the sorting operation on the input vector applied on
the winning leader vector |k gives the lattice codevector after applying also the corresponding signs. If the parity of

leader vector |k isOthe signsareidentical to the signs of the input vector. If the parity is 1 the signs are similar to the

signs of the input vector with the constraint that the number of negative componentsis even. If the parity is -1 the signs
are similar with signs of the input vector with the constraint that the number of negative componentsis odd. The final
codevector is obtained after multiplication with the scale s; and with the inverse of the component-wise off-line

computed standard deviation. The standard deviations are individually estimated for each coding mode and bandwidth.

The candidate quantized L SF vectors are obtained by adding each lattice quantized residual to the corresponding
candidates from the upper stages. The obtained candidates are increasingly sorted. For each sorted candidate the
weighted Euclidean distortion with respect to the original L SF vector is calculated. The candidate that minimizes this
distortion is selected as codevector to be encoded. The indexes corresponding to the first unstructured optimized VQ
codebooks together with the index in the lattice codebook are written in the bitstream. The index for the lattice
codebook is obtained as described in subclause 5.2.2.1.4.2.

For the CNG mode, using atota of 29 bits for the L SF quantization, the multiple scale | attice codebook structureis
specific to each of the 16 codevectors obtained in the first stage. In addition based on the value of the last component of
the 16 dimensional L SF vector only part of the first stage codebook is searched. If the last component of x islarger
than 6350 then the search is done only for the first 6 codevectors of the first stage and the L SF vector corresponds to
internal sampling frequency of 16kHz, otherwise the search is performed within the last 10 codevectors of the first
stage.

5.22.14.1 Selection between safety net and predictive mode

For the modes where switched safety-net prediction is alowed the selection between the two is done as follows. For
frame error concealment reasons safety net isimposed, and variable force_sf setto 1, under the following conditions:

- first three ACELP frames after an HQ frame

- in voiced class signals, if the frame erasure mode L SF estimate of the next frame based on the current frameisat a
distance from the current frame L SF vector larger than 0.25. The distance, or stability factor, is calculated as:

sf =1.25— 256 D (484)
400000 frame_len

where frame_len is the frame length of the current frame and D is the Euclidean distance between the current frame

L SF vector and the FER estimate for the next frame. Inthis case force_sf calculated at the current frameis stored in

memory for use at the subsequent frame, thereby forcing the safety net decision for the subsequent frame when
force_sf isequal to 1.

- some cases of rate switching
Safety net usage is decided by the following code line:
if ( force_sf || Err[0] < abs_threshold || Err[0]*(*streaklimit) < 1.05 * Err[1])

Thus the safety net mode is selected if force_sf isenabled or if for the quantized safety net codevector the quantization
distortion (weighted Euclidean distance) is smaller than abs_threshold of 41000 for NB or 45000 for WB frames. For
these relatively low error values the quantization is aready transparent to original LSF values and it makes sense from
the error recovery point of view to use safety-net as often as possible. Finally the safety net quantized error is compared
to the predictively quantized error, with scaling of 1.05 to prefer safety net usage as well using * streaklimit multiplying
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factor that is adaptive to the number of consecutive predictive frames. The *streaklimit factor gets smaller, when the
streak of continuous predictive frames gets longer. Thisis done in order to restrict the very long usage streaks of
predictive frames for frame-erasure conceal ment reasons. For voiced speech longer predictive streaks are alowed than
for other speech types. In voiced mode streak limiting starts after 6 frames, in other modes after 3 frames.

5.2.2.1.4.2 Indexing of the lattice codevector

The indexes of each one of the two multiple scale lattice codevectors is composed of the following entities:

- scaleindexes jq, jo for the two 8-dimensional subvectors

- leader classindex, kq,ks for the two 8-dimensional subvectors

- leader permutation index, 14,1, unsigned permutation index

- signindex with parity constraint, | 4,14,

- scale offset Og(jj).i =12 the number of codevectors corresponding to the truncations with smaller scale indexes

- leader offset O, (k;j),i =1,2 the number of codevectors corresponding to leader classes with smaller leader indexes

- mo(K;) , i=1,2 cardinality of unsigned leader class, i.e. number of unsigned permutations in the class, shown in
table 27.

- N, isthe number of codevectors for the second subvector
The index for each subvector is calculated using
Ii =Os(ji)+0| (k|)+(| Si”O(ki )+ | Ii) fori=12 (485)

Theindexes|,; and |4 are obtained using the position encoding based on counting the binomial coefficients and the sign
encoding described in [26].

Table 27: Cardinality of unsigned leader vector permutations

Leader T Leader T Leader vector P
vector index 0 vector index 0 index 0
0 28 17 56 34 1120
1 1 18 420 35 8
2 70 19 56 36 8
3 8 20 280 37 280
4 8 21 56 38 168
5 28 22 168 39 56
6 168 23 28 40 420
7 28 24 560 41 336
8 1 25 168 42 840
9 280 26 336 43 28
10 28 27 28 44 168
11 56 28 280 45 1
12 8 29 28 46 168
13 56 30 8 47 420
14 420 31 280 48 168
15 56 32 70
16 70 33 8

The binomial encoding used for calculating |,; and 1, uses the fact that the cardinality of an unsigned leader class with
distinct values v, ..., V,,.1, €ach having the number of occurrencesky, ... k.1 isgiven by:
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(S ()52
Koo K1 K, K, K.,

The distinct values for each leader class vector and the number of each value in each leader class vector are given in the
following table:

Table 28: Leader vector distinct values, their number of occurrences, and leader vector parities

Leader Number of | Parity Leader Number of Parity

class Distinct values | occurrences class Distinct values occurrences

index index
0 1,0, 2,6 0 25 3.0,1.0,0.0 1,52 0
1 0.5 8 1 26 3.0,2.0,1.0,0.0 1,1,15 0
2 1,0 4.4 0 27 15,05 6,2 1
3 2,0 1,7 0 28 2.5,15,0.5, 1,3,4 -1
4 15,05 1,7 -1 29 2.5,0.5 2,6 1
5 1.0, 0.0 6,2 0 30 3.5, 0.5, 1,7 -1
6 2.0,1.0, 0.0, 1,2,5 0 31 2.0,1.0,0.0 3,4,1 0
7 1.5, 0.5 2,6 1 32 2.0,0.0 4.4 0
8 1.0 8 0 33 3.0,1.0 1,7 0
9 2.0,1.0,0.0 1,4,3 0 34 3.0,2.0,1.0,0.0 1,133 0
10 2.0,0.0 2,6 0 35 4.0, 0.0, 1,7 0
11 15,05 3,5 -1 36 15,05 7,1 -1
12 2.5,05 1,7 1 37 25,1505 1,4,3 1
13 2.0,1.0,0.0 1,6,1 0 38 2.5,15,0.5 2,15 -1
14 2.0,1.0,0.0 2,24 0 39 3.5,15,05 1,16 1
15 3.0,1.0,0.0 1,1,6 0 40 2.0,1.0,0.0 4272 0
16 15,05 4.4 1 41 3.0,2.0,1.0,0.0 1,151 0
17 25,1505 1,1,6 -1 42 3.0,2.0,1.0,0.0 1,214 0
18 2.0,1.0,0 24,2 0 43 3.0,0.0 2,6 0
19 2.0,0.0 3,5 0 44 4.0,1.0,0.0 1,25 0
20 3.0, 1.0, 0.0, 1,3,4 0 45 1.5 8 1
21 15,05 5,3 -1 46 25,1505 1,5,2 -1
22 25,15, 05 1,2,5 1 47 25,1505 2,2,4 1
23 2.0,1.0 2,6 0 48 3.5,15,05 1,25 -1
24 2.0,1.0,0.0 3,2,3 0 49

Theindex for the two multiple scale lattice codevectors corresponding to the two residual L SF subvectors are combined
inasingle index, I, which iswritten in the bitstream.

|=N2|1+|2. (487)
5.2.2.1.5 LSFQ for voiced coding mode at 16 kHz internal sampling frequency : BC-TCVQ
5.2.2.151 Block-constrained trellis coded vector quantization (BC-TCVQ)

The VC mode operating at 16 kHz internal sampling frequency has two decoding rates: 31 bits per frame and 40 bits per
frame. The VC mode is quantized by a 16-state and 8 stage block-constrained trellis coded vector quantization (BC-
TCVQ) scheme.

Trellis coded vector quantization (TCVQ) [42] generalizes trellis coded quantization (TCQ) to allow vector codebooks
and branch labels. The main feature of TCVQ is the partitioning of an expanded set of VQ symbolsinto subsets and the

labelling of the trellis branches with these subsets. TCVQ is based on a rate-1/2 convolutional code, which has N =2V
trellis states and two branches entering/leaving each trellis state. Given a block of m source vectors, the Viterbi
algorithm (VA) is used to find the minimum distortion path. This encoding procedure allows the best trellis path to

begin in any of N initial states and end in any of N terminal states. In TCVQ, the codebook has 2(RFRIL yector
codewords. R is referred to as “codebook expansion factor” (in bits per dimension) since the codebook has 2R times

as many codewords as anomina rate- R VQ. The encoding is accomplished in the following two steps.
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Step 1. For each input vector, find the closest codeword and corresponding distortion in each subset.

Step 2. Let the branch metric for a branch labelled with subset S be the distortion found in step 1 and use the VA to find
the minimum distortion path through the trellis.

BC-TCVQ isalow-complexity approach that requires exactly one bit per source sample to specify the trellis path.
Figure 22 shows the concept of ‘block constrained’ and illustrates the search process of the Viterbi algorithm with a 4-
state and 8 stages trellis structure, which selects ‘00’ and ‘10’ asinitia states. When theinitial stateis ‘00, the terminal
state is selected to be one of ‘00’ or ‘01’ and when theinitial stateis ‘10, theterminal stateis selected to be one of ‘10’
or ‘11'. Asan example, the survival path from theinitial stage with state ‘00’ to the stages (NS—log, 4) with state
‘00" is shown by adotted line. In this case, the only two possible trellis paths for the last two stages are toward states
‘00" and ‘01’. This example uses one bit for the initial state and one bit for the terminal state. If the terminal stateis
decided, the path information for the last two stagesis not needed.

1 m-log,4 m
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4-state
, o
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>
=
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Figure 22: Block constrained concept in 4-state and 8 stages trellis structure for BC-TCVQ encoding

For any 0< k <wv, consider a BC-TCVQ structure that allows 2K initial trellis states and exactly 2V termind trellis
states for each allowed initial trellis state. A single VA encoding, starting from the allowed initial trellis states, proceeds
in the norma way up to the vector stage m—Kk . It takes k bits to specify the initial state, and m— k bits to specify the
path to vector stage m— k. A unique terminating path, possibly dependent on the initial trellis state, is pre-specified for
each trellis state at vector stage m— k through vector stage m. Regardless of the value of k, the encoding complexity
isonly a single VA search of the trellis, and exactly m bits are required to specify an initial trellis state and a path
through thetrellis.

The BC-TCVQ for VC mode at a 16kHz internal sampling frequency utilizes 16-state ( N =16) and 8-stage ( NS =8)
TCVQ with 2-dimensional (L =2) vector. LSF subvectors with two elements are alocated to each stage. Table 29
shows the initial states and terminal states for 16-state BC-TCVQ. In this case the parameters k and v are 2 and 4,
respectively. Four bits are used for both the initial state and termina state.

Table 29: Initial state and terminal state for 16-state BC-TCVQ

Initial state | Terminal state
0 0,1,2,3
4 4,5 6,7
8 8,9, 10,11
12 12,13, 14, 15
5.2.2.15.2 Bit Allocations and codebook size for BC-TCVQ

The bit allocations for the LSF quantizer at 31 and 40 bits/frame are summarized in tables 30 and 31.
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Table 30: Bit allocation for the LSF quantizer at 31 bits/frame

Parameters

Bit allocation

Path information

(Initial states + path + final states)

2+4+2

BC-TCVQ
Subset codewords

4 hits X 2 (Stages 1 to 2)
3 bits x 2 (Stages 3to 4)
2 hits X 4 (Stages 5 to 8)

Scheme selection

1

Total

31

Table 31: Bit allocation for the LSF quantizer at 40 bits/frame

Bit allocations

states)

2+4+2

4 hits X 2 (Stages 1 to 2)
3 bits x 2 (Stages 3 to 4)
2 bits X 4 (Stages 5 to 8)

Parameters
Path information
(Initial states + path + final
BC-TCVQ
Subset codewords
Sy/e] Subset codewords

5 (1% vector with dim.=8)
4 (2™ vector with dim.=8)

Scheme selection

1

Total

40

31 bit LSF quantizer uses BC-TCVQ and the 40 bit L SF quantizer uses both BC-TCVQ and SV Q.

The following table summarizes the codebook size for BC-TCVQ and SV Q. The overall codebook sizeis 2,432 words.
In addition, there are severa tables for BC-TCVQ such as intra-prediction coefficients (56 words), scale information

(32 words) and branch information (192 words). The total codebook sizeis 2,712 words.

Table 32: Codebook size for BC-TCVQ and SVQ

st 2" rd th th th h ih Total per
1™ stage stage 3" stage|4" stage|5 stage|6 stage|7 stage|8 stage frame
Bits for BC-
TCVQ 4 4 3 3 2 2 2 2
subcodebook
Scalars for 256 256 128 128 64 64 64 64 1,024
Predictive
Scalars for
Safety-net 256 256 128 128 64 64 64 64 1,024
Bits for SVQ 5 4
subcodebook
Scalars 256 128 384
Total 2,432
5.2.2.1.5.3 Quantization scheme selection

The quantization scheme for the VC mode consists of Safety-net and Predictive schemes. The quantization schemeis

selected in an open-loop manner as shown in the figures 23 and 24. The scheme selection is done by calculating the
prediction error of unquantized L SFs.

The prediction error ( E, ) of the k th frame is obtained from the inter-frame prediction contribution p (i ) , the
wei ghting function Weng (i), and a mean-removed unquantized LSF z, (i) as
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M-1
Bl = ) Weng ({2 () = Pic())? (488)
i=0
where
P (D) = p(i) 21 () , for i=0,...,.M (489)

and p(i)isthe selected AR prediction coefficients for VC mode and 2, _4(i) isthe mean-removed quantized L SF of the
previous frameand M isthe LPC order.

When E, isbigger than athreshold, it implies the tendency of the current frame to be non-stationary. Then the safety-

net scheme is a better choice. Otherwise the predictive scheme is selected. In addition, the streak limit (streaklimit)
prevents the consecutive selection of the predictive scheme.

The quantization scheme selection is shown by the following pseudo-code.
IT Ex > streaklimit * op_loop_thr
safety _net = 1;

else
safety_net = 0O;

where E isthe prediction error of the kth frame and the open-loop threshold (op_loop_thr) is 3,784,536.3.

If the safety-net flag (safety_net) is set to 1, the safety-net scheme is selected, and if the safety-net flag (safety _net) is
set to 0, the predictive scheme is selected. The scheme selection is encoded using a single bit.

5.2.2.154 31 bit LSF quantization by the predictive BC-TCVQ with safety-net
Figure 23 shows the predictive BC-TCVQ with safety-net for an encoding rate of 31 bits.

Z _|_t 1gc-Tev| - Z
‘;/\ (30bits) ?
18t Intra-frame
Prediction
Safety-net
scheme
LSZf & Scheme _7<
N Selection (1bit) R
A ~
z f
m Predictive ’@\ >
scheme ~
r t t r
m

2nd BC-TCVQ
_’@4’@?_’ (30bits) *?

2nd Intra-frame |
Prediction

Inter-frame
Prediction

Figure 23: Block diagram of the predictive BC-TCVQ with safety-net for an encoding rate of
3lbits/frame

The operation of the 31 bit LSF quantizer is described as follows. If the safety-net scheme is selected, the mean-
removed LSF vector, z, (i), is quantized by the 1st BC-TCVQ and 1st intra-frame prediction with 30 bits. If the

ETSI



3GPP TS 26.445 version 13.2.0 Release 13 149 ETSI TS 126 445 v13.2.0 (2016-08)

predictive scheme is selected, the prediction error, r, (i) , which is the difference between the mean-removed LSF

vector z (i) and the prediction vector py (i) isquantized by the 2nd BC-TCVQ and 2nd intra-frame prediction with 30
bits.

An optimal index for each stage of BC-TCVQ is obtained by searching for an index which minimizes E, . (p) of
equation (490).

L . 2
Ewerr(p):ZWend(Z(j—1)+i)(tk(2(j—1)+i)—clp(i)) ,for p=1,..., Pjand j=1,..., M /2 (490)
i=0

p
C.
where P; is the number of codevectors in the j th sub-codebook, I is the pth codevector of j th the subcodebook,

Weng (i) isaweighting function, and t =[t} (0),tg (D),...,tg (M /2-1)].

Intra-frame correlation typically remains in the inter-frame AR prediction error vectors. The presence of significant
intra-frame correlation motivates the introduction of an intra-predictive coding scheme for the AR prediction error
vector, as shown in figure 23, in order to increase the coding gain. The intra-frame prediction uses the quantized
elements of the previous stage. The difference between z, (i) and its prediction is then quantized. The prediction is

formed for each trellis node using the output codevectors specified by the survivor path associated with the particular
node.

The prediction coefficients used for the intra-frame prediction is predefined by the codebook training process. The
prediction coefficients are two-by-two matrices for the 2-dimensional vector. The intra-frame prediction process of BC-
TCVQisasfollows. The prediction residual vector, t (i) , which isthe input of the 1st BC-TCVQ, is computed as

ty (0) =7, (0)
t (i) =2z (i) —Z (i), for i =1,..., M /2-1 (491)
where

7 @)=A;2(i-1),fori=1,..., M/2-1 (492)

where Z (i) is the estimation of z (i), (i —1) is the quantized vector of z. (i —1), and Ai is the prediction matrix
with 2X 2 which is computed as

A; =Rp[Ri17™ fori=1,..., M /2-1, (493)
where
Rb; =[z(i)z' (i-1)] and R}, = \_z(i -0z —1)j (494)
and M isthe LPC order.
Then
2. ()=t (i) + Z (), for i =0,..., M /2-1. (495)

The prediction residudl, ty (i) , is quantized by the 1st BC-TCVQ. The 1st BC-TCVQ and the 1st intra-frame prediction
are repeated to quantize zy (i) . Table 33 represents the designed prediction coefficients A; for the BC-TCVQ inthe
safety-net scheme.
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Table 33: Intra-frame prediction coefficients for the BC-TCVQ in the safety-net scheme

Coefficient Number | Coefficient Value
—0.452324 0.808759

A1 [—0.524298 0.305544}
0.009663 0.606028

Az {—0.013208 0.421114
A 0.144877 0.673495
3 {0.080963 0.580317}
A 0.208225 0.633144
4 [0.215958 0.584520}
A 0.050822 0.767842
5 {0.076879 0.416693}
A 0.005058 0.550614
6 {—0.006786 0.296984}
A —0.023860 0.611144
7 {—0.162706 0.576228}

For the predictive scheme, ry (i) isquantized by the 2nd BC-TCV Q and the 2nd intra-frame prediction. An optimal
index for each stage of BC-TCVQ is obtained by searching for an index which minimizes E,, (p) inequation (490).

The intra-frame prediction uses the same process with different prediction coefficients as that of the safety-net scheme.

Then

fi (i) =t () + T (i) , for i=0,...,M/2-1.

(496)

The prediction residudl, t, (i) , is quantized by the 2nd BC-TCVQ. The 2nd BC-TCVQ and the 2nd intra-frame
prediction are repeated to quantize. Table 34 represents the designed prediction coefficients A; for the BC-TCVQ in

the predictive scheme.

Table 34: Intra-frame prediction coefficients for the BC-TCVQ in the predictive scheme

5.2.2.1.55

Coefficient Number | Coefficient Value
—0.292479 0.676331

A [— 0.422648 0.217490}
A 0.048957 0.5004761
2 {0.087301 0.287286}
A [0.199481 0.502784]
3 10.106762 0.420907|
A [0.240459 0.440504]
4 0.214255 0.396496)
A [0.193161 0.494850)]
5 10.158690 0.306771]
A [0.093435 0.370662]
6 10.065526 0.148231]
[ 0.037417 0.336906]

A7 | —0.024246 0.187298)|

40 bit LSF quantization using the predictive BC-TCVQ/SVQ with safety-net

Figure 24 shows the predictive BC-TCV Q/split-VQ(SV Q) with safety-net for an encoding rate of 40 bits. Both 31 bit
L SF quantizer and 40 bit L SF quantizer use the same codebook for BC-TCV Q.
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Figure 24: Block diagram of the predictive BC-TCVQ/SVQ with safety-net for an encoding rate of 40
bits/frame

In the LSF quantization for an encoding rate of 40 bit/frame, the difference between the mean-removed L SF and its BC-
TCVQ output is quantized by the 3rd and 4th SVQ, as shown in figure 24. The scheme selection, 1st and 2nd BC-
TCVQ, and 1st and 2nd intra-frame prediction blocks of the 40 bit L SF quantizer are exactly same as those of the 31 bit
L SF quantizer. Both L SF quantizers use same codebooks for the BC-TCVQ.

If the current coding mode in the scheme selection block is selected as the predictive scheme, the prediction error r is
derived by subtracting p from the mean-removed LSF z . It is quantized by the 2nd BC-TCVQ and the 2nd intra-frame

prediction. The residual signal r, is obtained by subtracting ; from r . The residua signal r, is then split into two

sub-vectors of dimensions 8 and 8, and is quantized using the 4th SVQ. Since the low band is perceptually more
important than the high band, five bits are allocated to the 1st 8-dimensional VQ and four bits are alocated to the 2nd 8-
dimensional VQ. r, is quantized by the 4th SVQ to produce f». I is then obtained by adding 7, to ;. Finaly the

predictive scheme output Z isderived by adding p to 7 .

If the current coding mode is selected as the safety-net scheme, the mean-removed LSF z is quantized by the 1st BC-
TCVQ and the 1st intra-frame prediction. The residual signal z, is extracted by subtracting z,from z, and it is
quantized by the 3rd SVQ to produce Z, . The 3rd SVQ is exactly same as the 4th SVQ. That is, both SVQ quantizers

use same codebooks. Because the input distribution of the 3rd SVQ is different from that of the 4th SVQ, scaling
factors are used to compensate the difference. Scaling factors are computed by considering the distribution of both
residual signals z, and r,. To minimize the computational complexity inin an actua implementation, the input signal

z, of the 3rd SVQ is divided by the scaling factor, and the resulting signal is quantized by the 3rd SVQ. The quantized
signa Z, of the 3rd SVQ is obtained by multiplying the quantized output with the scaling factor. Table 35 shows the

scaling factors for the quantization and de-quantization. Finaly, the quantized mean-removed LSF Z is derived by
adding z, to ;.
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Table 35: Scaling factor for the SVQ

Dimension 0 1 2 3 4 5 6 7
Inverse scale factor | 5/55 | 5434 | 05553 | 05742 | 05800 | 05725 | 06209 | 0.6062
for quantization
Scalefactor forde- | 4 ga07 | 18404 | 1.8000 | 1.7416 | 1.7240 | 1.7467 | 1.6106 | 1.6497
guantization

Dimension 8 9 10 11 12 13 14 15
Inverse scale factor

for quantization 0.6369 0.6432 0.6351 0.6173 0.6397 0.6562 0.6331 0.6404
Scale factor for de-
guantization

1.5702 1.5548 1.5745 1.6199 1.5633 1.5239 1.5796 1.5615

5.2.2.1.6 Mid-frame LSF quantizer

For a more accurate representation of the spectral envelope during signal transitions, the encoder quantizes mid-frame

L SF coefficients. In contrast to the frame-end L SF vector, the mid-frame LSF vector is not quantized directly. Instead, a
weighting factor is searched in a codebook to cal culate a weighted average between the quantized L SF vectors of the
current and the previous frames. Only 2-6 bits are required depending on the bitrate and the coding mode (see Table
35a).

Table 35a: Bit allocation in mid-frame LSF quantization

Bitrate [bps] IC UC VC GC TC AC
7200 2 5 4 5 5 2
8000 2 5 4 5 5 2
9600 2 5 4 5 0 0
13200 2 0 5 5 5 2
16400 4 0 5 5 0 0
24400 5 0 5 5 0 0
32000 5 0 0 5 5 5
64000 5 0 0 5 5 5

Before searching the codebook, the unquantized mid-frame L SF vector is weighted with the L SF weighting function
defined in Equation (481). For simplicity, the following description will be provided by using L SP vectors instead of
L SF vectors. These two vectors are related by the following simple relation q(k) = cos(w(k)) where q(K) is the kth LSP

coefficient and w(K) is kth LSF coefficient. The mid-frame LSP weighting can be expressed using the following formula
Quwmid (K) =W(K)qpig (k) , for k=0,...,M-1. (4968)

where qyiq (k) isthekth unquantized LSP coefficient and W (k) is kth weighting factor of the function defined in

Equation (481). Note, that this is not the weighting factor which is quantized. This weighting is based on the FFT
spectrum where more weight is put on perceptually important part of the spectrum and less weight el sewhere.

The weighting factor to be quantized is a vector of size M that is searched in a closed-loop fashion such that the error
between the quantized mid-frame LSP coefficients and this weighted representation is minimized in a mean-square
sense. That is

M -1 >
Emda = ) i (9~ 0= Fria (902, 00+ i (huena (0]

v (496b)

where gyeng (K) is kth quantized weighted end-frame L SP coefficient and f,;4 isthe mid-frame weighting vector
taken from the codebook. To save computation complexity, both operations are combined. That is
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M-1

Eng = > Wi 09amia 0~ fia 0D 0+ Fia (Ve (O

et (496¢)

Once the winning weighting factor is found, the quantized L SP vector is reordered to maintain a stable LP filter. After
the quantization, the end-frame and the mid-frame L SF vectors are used to determine the quantized LP parametersin
each subframe. Thisis done in the same way as for unquantized LP parameters (see Equation (58) in Clause 5.1.96).

5.2.3 Excitation coding

The excitation signal coding depends on the coding mode. In general it can be stated that in the absence of DTX/CNG
operation, the excitation signal is coded per subframes of 64 samples. This meansthat it is encoded four times per frame
in case of 12.8 kHz internal sampling rate and five times per frame in case of 16 kHz internal sampling rate. The
exception isthe GSC coding where longer subframes can be used to encode some components of the excitation signal,
especialy at lower bitrates.

The excitation coding will be described in the following subclauses, separately for each coding mode. The description
of excitation coding starts with the GC and VC modes. For the UC, TC, and GSC modes, it will be described in
subsequent subclauses with references to this subclause.

5.2.3.1 Excitation coding in the GC, VC and high rate IC/UC modes

The GC,VC and high rate IC/UC modes are very similar and are described together. The VC modeis used in stable
voiced segments where the pitch is evolving smoothly within an allowed range as described in subclause 5.1.13.2. Thus,
the major difference between the VC and GC modes is that more bits are assigned to the algebraic codebook and less to
the adaptive codebook in case of the VC mode as the pitch is not allowed to evolve rapidly in the VC mode. The high-
rate |C and UC modes are similar and are used for signalling inactive frames where only a background noise is detected,
and unvoiced frames, respectively. The two modes differ from GC mode mainly by their specific gain coding codebook.
The GC mode is then used in frames not assigned to a specific coding mode during the signal classification procedure
and isaimed at coding generic speech and audio frames. The principle of excitation coding is shown in a schematic
diagram in figure 25. The individual blocks and operations are described in detail in the following subclauses.
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Figure 25: Schematic diagram of the excitation coding in GC and VC mode

5.2.3.1.1 Computation of the LP residual signal

To keep the processing flow similar for all coding modes, the LP residual signal is computed for the whole frame in the
first processed subframe of each frame, asthisis needed in the TC mode. For each subframe, the LP residual is given by

16
r(n):spre(n)+2éispre(n—i), n=0,...,63 (497)
i=1
where spre(n) is the pre-emphasized input signal, defined in subclause 5.1.4 and §; are the quantized LP filter
coefficients, described in subclause 5.2.2.1.

In DTX operation the computed LP residual signa r(n) is attenuated by multiplying an attenuation factor att for all
input bandwidths except NB. The attenuation factor is calculated as

att = i 1 (497a)
1+ 3 bursthogp

where burstho,; as determined in subclause 5.6.2.1.1 isupper limited by HO_HIST_SIZE, flr = 0.6 if the
bandwidth is not WB or the |atest bitrate used for actively encoded frames Rigtest active iSlarger than 16.4 kbps.

Otherwise flr isdetermined from a hangover attenuation table as defined in Table 35b. flr is only updated in the first

SID frame after an active signal period if two criteria are both fulfilled. The first criterion is satisfied if AMR-WB 10O
mode is used or the bandwidth=WB. The second criterion is met if the number of consecutive active framesin the latest
active signal segment was at least MIN_ACT_CNG_UPD = 20 number of frames or if the current SID isthe very first

encoded SID frame. The attenuation factor att isfinally lower limited to flr .

Table 35b: Attenuation floor

Latest active bitrate [kbps] flr
Riatest _active < 7-2 0.5370318
12 < Rlatest_active <80 0.6165950
8.0 < RIatast_active <96 0.6839116
9.6 < Rigtest _active <132 0.7079458
132 < Riatest _active <164 0.7079458
5.2.3.1.2 Target signhal computation

The target signal for adaptive codebook search is usually computed by subtracting a zero-input response of the weighted
synthesis filter W(z)H (z)= A(z/71)H ge—empn(2) / A(z) from the weighted pre-emphasized input signal. Thisis
performed on a subframe basis. An equivalent procedure for computing the target signal, which is used in this codec, is
filtering of the residual signal, r(n), through the combination of the synthesis filter H(z)=1/ A(z) and the weighting
filterW(z) = A2/ 71)H de—empn (2) . After determining the excitation signal for agiven subframe, theinitial states of these

filters are updated by filtering the difference between the LP residual signal and the excitation signal. The memory
update of these filtersis explained in subclause 5.2.3.1.8. The residual signal, r(n), which is needed for finding the
target vector, is aso used in the adaptive codebook search to extend the past excitation buffer. This simplifiesthe
adaptive codebook search procedure for delays less than the subframe size of 64 as will be explained in the next
subclause. The target signal in a given subframe is denoted as x(n).
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5.2.3.1.3 Impulse response computation

The impulse response, h(n), of the weighted synthesis filter

W(2)H(2)= Al 11)Hde-empn(2)/ Al2) (498)

is computed for each subframe. Note that h(n)is not the impulse response of the filter H(z), but of the filter W(z)H(z).

In the equation above, A(z) , isthe quantized L P filter, the coefficients of which are &; (see subclause 5.2.2.1). This
impul se response is needed for the search of adaptive and algebraic codebooks. The impul se response h(n) is computed
by filtering the vector of coefficients of the filter A(z/ 7/1) , extended by zeros, through the two filters:

1/'8‘(2) and Hde—emph(z)-
5.2.3.1.4 Adaptive codebook

5.2.3.14.1 Adaptive codebook search

The adaptive codebook search consists of performing a closed-loop pitch search, and then computing the adaptive
codevector, v(n) , by interpolating the past excitation at the selected fractional pitch lag. The adaptive codebook

parameters (or pitch parameters) are the closed-loop pitch, Te , and the pitch gain, g, (adaptive codebook gain),

calculated for each subframe. In the search stage, the excitation signal is extended by the LP residual signal to simplify
the closed-loop search. The adaptive codebook search is performed on a subframe basis. The bit allocation is different
for the different modes.

In the first and third subframes of a GC, UC or IC frame, the fractional pitch lag is searched with aresolution in the
range [34, 91%%], and with integer sample resolution in the range [92, 231]depending on the bit-rate and coding mode.
Closed-loop pitch analysisis performed around the open-loop pitch estimates. Always bounded by the minimum and

maximum pitch period limits, the range [ d[O]—S, d[o] +7] is searched in the first subframe, while the range [ d[l] -8,
d [ +7] is searched in the third subframe. The pitch period quantization limits are summarized in table 36.

Table 36: Pitch period quantization limits

Rates Sampling rate IC/UC VC GC
(kbps) of the limits
(kHz)
7.2 12.8 n.a. [17; 231] [34; 231]
8.0 12.8 n.a. [17; 231] [20; 231]
9.6 12.8 n.a. [29; 231] [29; 231]
13.2 12.8 n.a. [17; 231] [20; 231]
16.4 16 n.a. [36; 289] [36; 289]
24.4 16 n.a. [36; 289] [36; 289]
32 16 [21; 289] n.a. [21; 289]
64 16 [21; 289] n.a. [21; 289]

For the second and fourth subframes, a pitch resolution depending on the bit-rate and coding mode is used and the
closed-loop pitch analysisis performed around the closed-loop pitch estimates, selected in the preceding (first or third)
subframe. If the closed-loop pitch fraction in the preceding subframeis 0, the pitch is searched in the range [ T, -8,

T, +7%4], whereT, = LTC[E]JiSthe integer part of the fractional pitch lag of the preceding subframe (p is either O, to

denote the first subframe, or 3 to denote the third subframe). If the fraction of the pitch in the previous subframeis
>1/2, the pitch is searched in therange [ T) —7, T, +8%4. The pitch delay is encoded as follows. In the first and third

subframe, absolute values of the closed-loop pitch lags are encoded. In the third and fourth subframe, only relative
values with respect to the absolute ones are encoded.

In the VC mode, the closed-loop pitch lag is encoded absolutely in the first subframe and relatively in the following 3
subframes. If the fraction of the closed-loop pitch of the preceding subframe is 0, the pitch is searched in the interval
[T, 4, T, +3¥4. If the fraction of the closed-loop pitch lag in the preceding subframeis >1/2, the pitch is searched in

therange [T, =3, T, +4%4.
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The closed-loop pitch search is performed by minimizing a mean-squared weighted error between the target signal and
the past filtered excitation (past excitation, convolved with h(n)). Thisis achieved by maximizing the following

correlation

n
CoL = n=0 (499)

where x(n) isthe target signal and y, (n) is the past filtered excitation at delay k. Note that negative indices refer to the
past signal. Note also that the search range is limited around the open loop pitch lags, as explained earlier. The
convolution of the past excitation signal with h(n) is computed only for the first delay in the searched range. For other
delays, it is updated using the recursive relation

Yi(n)=yi_1(n-1)+u(-k)h(n), n=o0,...,63 (500)

where u(n), n=—(231+17),...,63, isthe excitation buffer. Note that in the search stage, the samplesu(n), n=0,...,63,
are unknown and they are needed for pitch delays less than 64. To simplify the search, the LP residual signal, r(n), is
copied to u(n)for n=0,...,63, in order to make the relation in equation (500) valid for all delays. If the optimum

integer pitch lag isin the range [34, 91], the fractions around that integer value are tested. The fractional pitch searchis
performed by interpolating the normalized correlation of equation (499) and searching for its maximum. The
interpolation is performed using an FIR filter for interpolating the term in equation (499) using a Hamming windowed
sinc function truncated at £17 . The filter hasits cut off frequency (-3 dB) at 5050 Hz and —6 dB at 5760 Hz in the
down-sampled domain, which means that the interpolation filter exhibits low-pass frequency response. Note that the
fraction is not searched if the selected best integer pitch coincides with the lower end of the searched interval.

Once the fraction is determined, the initial adaptive codevector, V' (n) , iIscomputed by interpolating the past excitation
signal uk(n)at the given phase (fraction). In the following text, the fractional pitch lags (not the fractions) in al

subframes will be denoted asd [fir] , where theindex i = 0,1,2,3denotes the subframe.

In order to enhance the coding performance, a low-pass filter can be applied to the adaptive codevector. Thisis

important since the periodicity doesn’t necessarily extend over the whole spectrum. The low passfilter is of the form
bipr (z)=a+b-z 1 +a-z72. Thus, the adaptive codevector is given by

1
v(n)= Z bipe (+V(n+i),  n=0,...,63 (501)
i=—1
where by pr =1{0.18,0.64, 0.18} for srey, =12800 for rates at and above 32kbps and by pr =10.21,0.48,0.21}
otherwise.

An adaptive selection is possible by sending 1 bit per sub-frame. There are then two possibilities to generate the
excitation, the adaptive codebook v(n), v(n) =Vv'(n) inthefirst path, or itslow pass-filtered version as described above

in the second path. The path which resultsin minimum energy of the target signal x(n) is selected for the filtered
adaptive codebook vector.

Alternatively, the first or the second path can be used without any adaptive selection. Table 37 summarizes the strategy
for the different combinations.

ETSI



3GPP TS 26.445 version 13.2.0 Release 13 157 ETSI TS 126 445 v13.2.0 (2016-08)

Table 37: Adaptive codebook filtering configuration

Rates IC/UC VC GC
(kbps)
7.2 n.a. Non-filtered LP filtered
8.0 n.a. Non-filtered LP filtered
9.6 n.a. Non-filtered LP filtered
13.2 n.a. Adaptive selection | Adaptive selection
16.4 LP-filtered Adaptive selection LP filtered
24.4 LP-filtered Adaptive selection LP filtered
32 n.a. n.a. Adaptive selection
64 n.a. n.a. Adaptive selection
5.2.3.1.4.2 Computation of adaptive codevector gain

The adaptive codevector gain (pitch gain) isthen found by

=n=0 congtrained by 0< g, <12 (502)

where y(n)=v(n)* h(n) isthe filtered adaptive codevector (zero-state response of W(z)H (z)tov(n)).

To avoid instability in case of channel errors, g, islimited by 0.95, if the pitch gains of the previous subframes have
been close to 1 and the LP filters of the previous subframes have been close to being unstable (highly resonant).
The instability elimination method tests two conditions. resonance condition using the LP spectral parameters

(minimum distance between adjacent L SFs), and gain condition by testing for high valued pitch gainsin the previous
frames. The method works as follows. First, a minimum distance between adjacent L SFsis computed as...

At 9.6, 16.4 and 24.4 kbps, the gain is further constrained. It is done for helping the recovery after the loss of a previous
frame.

gp =min(g,.0.8 ”5397) (503)
3 yinlyin)
n=0
5.2.3.1.5 Algebraic codebook
5.23.151 Adaptive pre-filter

An important feature of this codebook isthat it is a dynamic codebook, whereby the algebraic codevectors are filtered
through an adaptive pre-filter F(z) . The transfer function of the adaptive pre-filter variesin timein relation to

parameters representative of spectral characteristics of the signal. The pre-filter is used to shape the frequency
characteristics of the excitation signal to damp frequencies perceptually annoying to the human ear. Here, a pre-filter

relevant to WB signalsis used which consists of two parts: a periodicity enhancement part 1/ (1— 0.8527" ) and atilt part
(1— ﬁlz_l). That is,

~1
FOg)-1=Az (504)

The periodicity enhancement part of the filter colours the spectrum by damping inter-harmonic frequencies, which are
annoying to the human ear in case of voiced signals. T isthe integer part of the closed-loop pitch lag in agiven
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subframe (representing the fine spectral structure of the speech signal) rounded to the ceiling, i.e., ‘ d Er] ‘ where i denotes
the subframe.

The factor S, of thetilt part of the pre-filter is related to the voicing of the previous subframe. At 16.4 and 24.4 kbpsitis
bounded by [0.28, 0.56] and it computed as

0.28el-1
v ¢

Otherwiseit is bounded by [0.0, 0.5] and is given by

[-1]
0.5EL
b= E\[l_—l]E([:_—ﬂ (506)

where E\[,_l] and Eg_l] are the energies of the scaled pitch codevector and the scaled algebrai c codevector of the previous

subframe, respectively. Therole of thetilt part is to reduce the excitation energy at low frequenciesin case of voiced
frames.

Depending on bitrates, coding mode and the estimated level of background noise, the adaptive pre-filter also includes a
filter based on the spectral envelope, which colours the spectrum by damping frequencies between the formant regions.
The final form of the adaptive prefilter F(z)is given by

- £ ) () Az/m)
F(z)=F ()A(m) (507)

where 7p =0.75and 77, = 0.9if siegp =12800Hz and 77, = 0.8and 77, = 0.92if srgp =16000 Hz.

The codebook search is performed in the algebraic domain by combining the pre-filter, F(z), with the weighted
synthesis filter prior to the codebook search. Thus, the impul se response h(n)of the weighted synthesis filter must be
modified to include the pre-filter F(z). That is, h(n) < h(n)* f (n), where f(n)istheimpulse response of the pre-
filter.

5.2.3.1.5.2 Overview of Algebraic codebooks used in EVS

Depending on the bitrate and rendered bandwidth, algebraic codebooks of different sizes are used in the EV S codec.
The following tables summarize the codebooks used in each subframe at different bitrates of the EVS codec

Table 38: NB Algebraic codebook configurations (bits/subframe)

Rate IC uc VC GC
(kbps)
7.2 n.a. n.a. 12/12/12/20 12/12/12/20
8.0 n.a. n.a. 12/20/12/20 12/20/12/20
9.6 30/32/32/32 30/32/32/32 28/28/28/28 24/26/24/26
13.2 n.a. n.a. 36/43/36/43 36/36/36/43
16.4 56/58/56/58 56/58/56/58 56/56/56/58 55/56/55/56
24.4 96/98/96/98 96/98/96/98 96/96/96/98 94/96/96/96
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Table 39: WB Algebraic codebook configurations (bits/subframe)

Rate IC ucC VC GC VC-FEC GC-FEC GSC
(kbps)

7.2 n.a. n.a. 12/12/12/20 12/12/12/20 n.a. n.a. n.a.
8.0 n.a. n.a. 12/20/12/20 12/20/12/20 n.a. n.a. n.a.
9.6 28/28/28/28 28/28/28/28 26/26/26/28 20/26/24/24 n.a. n.a. n.a.
13.2 n.a. n.a. 28/36/36/36 28/36/28/36 n.a. n.a. n.a.

(TD BWE) (TD BWE)
36/36/36/43 36/36/36/36
(FD BWE) (FD BWE)
16.4 43/43/43/43/43 43/43/43/43/43 40/43/43/43/43 40/43/40/43/43 n.a. n.a. n.a.
24.4 75/75/75/75/75 75/75/75/75/75 73/75/73/75/75 73/73/73/75/73 73/73/73/73/75 | 70/75/73/73/73 n.a.
32 12/12/12/12/12 n.a. n.a. 36/36/36/36/36 n.a. n.a. n.a.
64 12/12/12/12/12 n.a. n.a. 36/36/36/36/36 n.a. n.a. n.a.
Table 40: SWB Algebraic codebook configurations (bits/subframe)
Rate IC ucC VC GC VC-FEC GC-FEC GSC
(kbps)

9.6 24/26/24/26 24/26/24/26 20/26/24/24 20/20/20/20 n.a. n.a. n.a.
13.2 n.a. n.a. 28/36/28/36 28/28/28/36 n.a. n.a. n.a.
16.4 36/36/36/36/36 36/36/36/36/36 | 34/36/36/36/36 | 34/36/34/36/36 n.a. n.a. n.a.
24.4 62/65/62/65/62 62/65/62/65/62 | 62/62/62/65/62 | 62/62/62/62/62 62/62/62/62/62 | 61/61/62/61/62 | n.a.

32 12/12/12/12/12 n.a. n.a. 36/28/28/36/36 n.a. n.a. n.a.

64 12/12/12/12/12 n.a. n.a. 36/36/36/36/36 n.a. n.a. n.a.

Table 41: FB Algebraic codebook configurations (bits/subframe)
Rate IC ucC VC GC VC-FEC GC-FEC
(kbps)

16.4 36/36/36/36/36 36/36/36/36/36 | 34/36/36/34/36 | 34/34/36/34/36 n.a. n.a.

24.4 62/62/65/62/65 62/62/65/62/65 | 62/62/62/62/62 | 62/62/62/62/62 61/62/61/62/62 61/61/61/61/61

32 12/12/12/12/12 n.a. n.a. 36/28/28/36/36 n.a. n.a.

64 12/12/12/12/12 n.a. n.a. 36/36/36/36/36 n.a. n.a.

VC-FEC and GC-FEC are specific configurations for which 4 bits are reserved to transmit LPC-based information

exploited by the decoder in case of error of the previous frame.

5.2.3.1.5.3

Codebook structure and pulse indexing of the 7-bit codebook

In the 7-bit codebook, the algebraic vector contains only 1 non-zero pulse at one of 64 positions. The pulse positionis
encoded with 6 bits and the sign of the pulse is encoded with 1 bit. This gives atotal of 7 bits for the algebraic code.
The signindex hereis set to 1 for positive signs and O for negative signs.

5.2.3.1.54

Codebook structure and pulse indexing of the 12-bit codebook

In the 12-bit codebook, the algebraic vector contains only 2 non-zero pulses. The 64 positionsin a subframe are divided
into 2 tracks, where each track contains one pulse, as shown in table 42.

Table 42: Potential positions of individual pulses in the 12-bit algebraic codebook

Track Pulse Positions
1 0 0,2,4,6,8,10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32, 34,
36, 38, 40, 42, 44, 46, 48, 50, 52, 54, 56, 58, 60, 62
2 1 1,3,5,7,9, 11, 13, 15, 17, 19, 21, 23, 25, 27, 29, 31, 33, 35,
37, 39, 41, 43, 45, 47, 49, 51, 53, 55, 57, 59, 61, 63

Each pulse position in one track is encoded with 5 bits and the sign of the pulsein the track is encoded with 1 bit. This
givesatota of 12 hitsfor the algebraic code. The signindex hereis set to O for positive signs and 1 for negative signs.

The index of the signed pulseis given by
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| = p+s~2'vI (508)

where p isthepositionindex, s isthesignindex, and M =5 isthe number of bits per track. For example, a pulse at
position 31 has aposition index of 31/2 = 15 and it belongs to the track with index 1 (second track).

5.2.3.1.55 Codebook structure and pulse indexing of the 20-bit and larger codebooks

In the 20-bit or larger codebooks, the codevector contains 4 non-zero pulses. All pulses can have the amplitudes +1 or —
1. The 64 positions in a subframe are divided into 4 tracks, where each track contains one pulse, as shown in table 43.

Table 43: Potential positions of individual pulses in the 20-bit algebraic codebook

Track Pulse Positions
1 0 0, 4, 8, 12, 16, 20, 24, 28, 32 36, 40, 44, 48, 52, 56, 60
2 1 1,5,9, 13,17, 21, 25, 29, 33, 37, 41, 45, 49, 53, 57, 61
3 2 2, 6, 10, 14, 18, 22, 26, 30, 34, 38, 42, 46, 50, 54, 58, 62
4 3 3,7,11, 15, 19, 23, 27, 31, 35, 39, 43, 47, 51, 55, 59, 63

Each pulse position in one track is encoded with 4 bits and the sign of the pulse in the track is encoded with 1 bit. This
gives atotal of 20 bitsfor the algebraic code.

5.2.3.1.5.6 Pulse indexing of the algebraic codebook

The objective isto enumerate all possible constellations of pulsesin avector ¢ which corresponds to one track of
length L within asub-frame. That is, vector ¢ has signed integer values such that itsnorm-1is | x )= p , whereby we

say that ¢ contains p pulses.

We can then partition the vector ¢ into two parts, ¢ = [ol,cz] such that the partitionsare of length Ly and L, =L-14
and contain p; and p, = p— Py pulsesrespectively. The number of different constellations for the original vector ¢
can then be determined by the recursive formulae:

P
f(p,L)=> f(p,L)f(P—pyL,), P>0L>1
=0
i f(pl)=2, p>1 (509)
f(o,L)=1 L>0.

For computational efficiency, the values of this function can be pre-calculated and placed in atable.

Above equation gives the number of possible statesfor given p and L . We can then enumerate a specific state, where
¢, and ¢, have 7, and 7, = p—m; pulsesrespectively. The number of states that have less pulsesthan 7z in partition
¢ is
m-1
s(c.¢,) = f(p,L)f(p—piL-L). (510)

p=0

We can then define that overall state has s(c)> s(¢;,¢, ) , whereby the overall state can be encoded with the recursion

sc)=s(c,,c,)+sl)+ f(p, Ly )s(c,) (511)

where the boundary conditions are
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0, L=21c(1)=0

The state can be decoded by the algorithm

1. Set p, =1 and choose partitioning length L; =1 and L, >1.
2. Cdculate s(cj,c,) with p;.
3.1f s(c)< s(¢,c,p) then 73 = py —1. Otherwise, set p;:= p;+1 and goto 2.

The states of the partitions s(c,) and s(c;) can then be calculated from the integer and reminder parts of the fraction

W. We can then recursively determine the state of each position in the vector C until a partition has
P, b1
Ly =1, whereby

o) [+m, fors(e)=0 (513)

-7, fors(o)=1.

Observe that both the number of states f (p,L) aswell asthe state s(c) are integer numbers which can become larger
than 32 bits. We must therefore employ arithmetic operations which support long integers throughout the algorithm.

5.2.3.1.5.7 Pulse indexing of the 43-bit codebook
The joint indexing encoding procedure of three pulses on two tracksis described as follows:

For 3 pulses on atrack, the occurrence probability of 3 different pulse positions on atrack is the highest, and the
occurrence probability of 2 different pulse positions on atrack is the second highest, and even the pulses have a higher
occurrence probability on the left position of the track than on the right position of the track because the algebraic
codebooks need to compensate for the boundary leap of adaptive codebooks between two neighbour sub-frame. So the
case of the first pulse with lower position order will be encoded with a smaller index value and the case of more
different pulse positions with higher occurrence probability will aso be encoded with a smaller index value. Theruleis
same in case of more than 3 pulses on atrack. This rule can be used to save bit in the multi-track joint indexing
encoding.

1. Firstly, the pulse information for each track isindexed as follows: (here we suppose that Q(Q =3) pulsesare

assigned for each track, and the total quantity of positions on thetrack is M )
1) Anayse the statistics about the positions of the Q pulsesto be encoded on atrack and obtain pulse distribution

on the track, it includes: quantity (namely pos_num= N ) of pulse positions with pulsesin it, the pulse
position distribution which includes pulse position vector: P(N) ={ p(0), p(),..., p(N -1}, N isthe quantity
of pulse positions, p(i) isthei™ pulse positions with pulsein it on the track, and quantity of pulsesin each
pulse position with pulse in it which includes pulse number vector SU (N) ={su(0), su(),...,su(N -1},

su(0) + su(@) +---+su(N -1 =Q, where Q isthe number of pulses per track, su(i) isthe number of pulsesin
position p(i), and pulse sign vector S(N) ={s(0), (1)....,s(N -1}, s(i) isthei™ signin position p(i). If
there are pulses having the same positions (pul ses with the same positions have the same signs), they are
merged into one pulse and the number of pulses for each pulse position as well as the pulse sign is saved. Pulse

position are sorted in ascend order, the pulse sign is aso adjusted based on the order of pulse position.
2) Computethe offset index 1;(N) according to the quantity of pulse positions, the offset index is saved in a

table and used in both encoder and decoder sides. Each offset index in the table indicate a unique number of
pulse positionsin the track, in case Q = N , the offset index only indicate a pulse distribution of pulse positions

onthetrack P(N),incase Q> N, the offset index indicate many SU(N) which have a same pulse
distribution of pulse positions on the track P(N) .
3) Compute the pulse- position index |,(N) according to the pulse distribution of pulse positions on the track

(0< IZ(N)<C,\’)|l ). The I5(N) only indicate a pulse distribution of pulse positions on the track P(N) among
all the pulse distribution of 17(N) . Permuting serial numbers of the positions P(N) ={ p(0), p(),..., p(N -1}
and all possible values of P(N) are ordered from a smaller value to a greater value
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p(0) < p(M <---< p(N-1), N refersto the quantity of positions with pulsesinit, M isthetotal quantity of
positions on the track. Compute |1,(N) by using the permutation method as follows:

N-1
12(N)=C ~Cl_po) + D_[CH “hn1y-1~Ch iy}, O<12(N) <C}i, 0< p(0)< p(1) <+ < p(N -1) <15(514)
n=1

wherein p(n) represents aposition serial number of an n™ position that has pulsesoniit, ne [ON-1],
p(0)e[0O,M —N], p(n)e[p(n-)+L,M —N+n], p(0)< p(D) <---< p(N —1) . For 43bit mode, 3 pulseson a
track, M =16, O<N <3.

1(N)=Ci% - Cit_ p©) * Ch_ p(0) ~ Ch p@ + Cis- p) ~ Cls (2 (515)

Compute the pulse-number index 13(N) according to the quantity of pulsesin each pulse position as follows:
I3(N) isdetermined according to SU(N) which represents the quantity of pulsesin each position with
pulses. In order to determine correspondence between SU(N) and 13(N) through algebraic calculation, a
calculation method of the third index 13(N) is provided below:

For atrack, situations that atrack with N pulse positionsand Q pulses are mapped to situationsthat a N
positionstrack have Q— N pulses, where Q represents the total number of pulses that are required to be
encoded and on the track. For example, in the condition of 6-pulse 4-position (Q =6, N =4) situations,

QJU(N) is{1, 2, 1, 2}, 1 issubtracted from the number of pulsesin each position (because each position has at
least one pulse) to obtain {0, 1, O, 1}, that is, information of SU(N) is mapped to a 2-pulse 4-position (Q =2,
M =4) encoding situation. Figure 26 gives an example of the mapping for 13(N).

i
i

012345 7 8 9101112131415\\

0123456789101112131415\ i Map . .
..I....'.....I./’
Track Length:4 position

0123458678 898101112131415 /l encode plise : 2 pulse
P

01234567 8 9101112131415

Figure 26: Example of mapping for I3(N)

According to set order, al possible distribution situationsof Q— N pulseson N positions are arrayed, and an
arrayed serial number is used as the index 1 3(N) indicating the number of pulses on a position that has pul se.

A calculation formulareflecting the foregoing calculation method is:
AN-1

13(N) = Cppr — Cpbr_q(0) + Z[Céyffh—q(h—l) ~CAPT h-q(hy] (516)
h=1

wherein AN =Q- N, PPT =Q-1, q(h) represents a position serial number of an (h + 1) pulse,
he[0,AN-1], q(h)e[0,N-1], q(0) <qg(D) <...<£g(AN -1), and } indicates summation.
Compute the pulse-signindex | 4 (N) based onthe N pulse sign information.
The pulse sign represented by s(i) may be a positive value or a negative value. A ssimple coding mode is
generally applied, s(i) =0 represents apositive pulse and s(i) =1 represents a negative pulse.
Generate the global index | . Combine theindices 1,(N), 15(N), I3(N) and 1,4(N) to get the global index
| asfollows:
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I =13(N)+1,5x2N +14(N)ISN<M, I e[O,W-1] (517)

3= 13(N)XCf) +15(N) (518)
Here W isthe upper range of | which is also the number of total permutations of Q pulses.

2. Combine the index of the two 3-pulse tracks together which is encoded asin step 1, suppose the indexes of the two
tracksare Ind; and Ind, respectively, Ind; € [O,W; —1] and Ind, € [O,W, —1], then the Joint_index is as below:

Joint_index = Ind; *W, + Ind, (519)

3. Encode the joint index Joint_index . (Suppose encode with 25 bits). In order to reduce the number of bits used for

pulse indexing, athreshold THR isset at 3611648 for 3-pulses, according to the the pulse number, combination of the
occurrence probability and the number of bits that may be saved. If the joint index Joint_index issmaller than THR,

24 bits will be used to encode the joint index Joint_index . If the joint index Joint_index is bigger than or equal to
THR, THR will be added into the joint index Joint_index and 25 bits will be used to encode the joint index
Joint_index . This procedure is described as below:

If (Joint_index<THR)

{
Joint_index is encoded with 24 bits.
3
Else
{
Joint_index = Joint_index+ THR
Joint_index is encoded with 25 bits.
}

For two pulses on the other track, the index for each track is encoded just as pulse indexing of the 20-bit codebook, but
thereis no joint indexing procedure, then the index for each track is transmitted one by one.

5.2.3.1.5.8 Multi-track joint coding of pulse indexing

The codebook for more than three pulses on a track have idle space in difference ratio, joint encoding for more than two
tracks may enable idle codebook spaces in single-track encoding to be combined, and once combined idle spaces are
sufficient, one actual encoding bit may be reduced. If several encoding indexes are directly combined, the final
encoding length may be very large, or even may exceed the bit width (such as 64 bits) generally used for operating, so a
general solution isto split each encoding index into two part and only all the high part is combined together in order to
avoid directly combining.

The method is described as follows: the value range of the original index Ind, isdivided into severa intervalsby a
factor SLF;, correspondingly the original index Ind; is split into two indexes Ind;g and Ind;; by the factor SLF;, the
length of each interval is not greater than SLF;, SLF; isapositiveinteger, Ind;q denotesaserial number of an interval
to which Ind; belongs, and Ind; denotesaserial number of Ind, intheinterval to which Ind; belongs

(apparently, Indy; < SLF; ), and: Ind; < Indigx SLF +Indyq;

The most economical case of splitting is performed as following:
Indg = Int(Ind; / SLF; ), where Int() denotes rounding down to an integer, and
Indy; = Ind; %SLF; , where % denotes taking a remainder.

If acombined index needs to achieve better effect of saving encoding bits, it is needed to select a split index that retains
the space characteristics of Ind; as much as possible, and therefore, for the track t providing a split index to participate
in combination,

if SLF = 2Kt itis appropriate to select Indy, to participate in combination, and
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if SLF; = Int(Ind; pmax /2K ), itisappropriate to select Indy; to participate in combination.
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Figure 27: The split factor selection and the corresponding codebook space section

Each track may adopt different SLF; , according to the pulse number on it

Table 44: the parameters for multi-track joint coding

, Codebook space Hi Bit effective re-back bits
pulse | bits - : : : :
Dec Hex Va'ue b”:s range ratio 8b|t 16b|t 24b|t
1 5 32
2 9 512 200 1 1 2 1.00 0
3 13 5472 1560 A8 8 172 0.6875 3
4 16 44032 ACO00 AC 9 345 0.67578125 1 9
5 19 285088 459A0 8B 8 140 0.546875 5
6 21 1549824 17A600 BD 8 190 0.7421875 3
7 23 7288544 6F36E0Q DE 8 223 0.875 1 9
8 25 30316544 | 1CE9800 | 1CE 9 463 0.904297 8
9 27 | 113461024 | 6C34720 | 6C3 11 1732 0.845704 8

Multi-track joint coding processing is described as following:

Calculate an encoding index Ind; of each track, (subscript t denotes the t" track), split Ind; into two split indexes

hi; and track; _low according to a set factor SLF; combine asplitindex hi; of each track to generate a combined index
hig pt . The combined index hig py issplit into recombined indexes h; according to the re-back bits length, and each
recombined index h; and an un-combined split index track; _low of a corresponding track are respectively combined,
then obtain the final recombined index final _index; with fixed length 8,16 or 24 bits.

For 4 track in a sub-frame, the algebraic codebook 94bit(8777)~108hit(9999) use 24 bits mode joint en/decoding, the
algebraic codebook 62hit(4444)~92bit(7777) use 16 bits mode joint en/decoding, the algebraic codebook
40bit(3222)~61bit(4443) use 8 bits mode joint en/decoding.

All the encoding steps are described as following:

1

2)

3

4)

5)

Get the parameter from table 44 according to the pulse number of each track, include theindex bits;,

Hi _ Bit _bits;, Hi _Bit _range;, re—back _ bits; . And get the 8/16/24 mode &l so according to the pulse
number of all track.

Theindex Ind, of track, issplitinto hi, and track, low, the SLF; is 28~ _BIt_bIS) "anq jength of
hi; is Hi _Bit _hits;, length of track; _low is (bits; — Hi _ Bit _bits; ),

Combinethehig and hiy into hig pg asfollowing:

hiSLPO = hlo x Hi _ Bit _range, + hll (520)

Split the low part of hig pgand get the hy, and thelength of hg is re—back _ bitsy ,which get from table 44
instep 1, the hy and track,_low are combineinto a final _indexywith the length of 8,16 or 24 bits.
The high part hig pgy Of hig pg continue combining with the next hi, as following:

hig py = hig pon x Hi _Bit _range, +hi, (521)
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6) Split thelow part of hig py and get the by, and thelength of hy is re—back _ bits; ,which get from table 44
instep 1, the hy and track, _low are combineinto a final _index; with the length of 8,16 or 24 bits.
7) Thehighpart hig pyy of hig py continue combining with the next hi as following:
hig pp =hig piy X Hi _Bit _ranges + hiz (522)

8) Split thelow part of hig p,and get the h,, and the length of h, is re—back _ bits, ,which get from table 44
instep 1, the h, and track,_low are combineinto a final _index, with the length of 8,16 or 24 bits.

9) Thehighpart hig poy Of hig pqissplitinto two parts. The low part of hig poy iSused asthe hy, and the
length of h3 is re—back _ bitsy whichis obtained from table 44 in step 1, the hz and track;_low are
combined into a final _indexzwith the length of 8,16 or 24 bits.

10) Finaly, the high part track_hi of hig poy together with final _indexg, final _index;, final _index, and

final _indexs are the outputs of multi-track joint coding and stored into the stream in 16 bits unit.

I track0 | I track1 track2 track3 |

| | |
! ! !
hio | | tracko_tow |— [hi1 | tracki_low | hi2 | | track2_low hi3 || track3 low

¥
I ' |—> :_hOl track0_low
24/16/8bit

Th2 x )-.

I : |_, :51 |1rack1 low

24/16/8bit

Ih2 track2_|OwW | si—

" 24716/80it

i track_hi i :Fsltrack:’:_low ::

nbifs_4track-4x24/16/8bit  24/16/8bit

Figure 28: Schematic diagram of 4-track joint coding

5.2.3.1.5.9 The search criterion at lower bitrates

The algebraic codebook is searched by minimizing the error between an updated target signal and a scaled filtered
algebraic codevector. The updated target signal is given by

x1(n)=x(n)-gpy(n),  n=0,...63 (523)

where y(n)=v(n)* h(n)isthe filtered adaptive codevector and g, isthe unquantized adaptive codebook gain. Thus, the
updated target signal is obtained by subtracting the adaptive contribution from the initial target signal, x(n) .

Let amatrix H be defined as alower triangular Toeplitz convolution matrix with the main diagonal h(O) and lower
diagonals h(1),...,h(63), and d = HTx,; (also known as the backward filtered target vector) be the correlation between

the updated signal x;;(n)and the impulse response h(n). Furthermore, let ® =HTH be the matrix of correlations of
h(n). Here, h(n)is the impulse response of the combination of the synthesis filter, the weighting filter and the pre-filter
F(z)which includes along-term filter.

The elements of the vector d(n)are computed by
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63

d(n)=>) xali)i-n), n=0..63 (524)

i=n

and the elements of the symmetric matrix @ are computed by
oli, j)=Zh(n—i)h(n— i) i=0...63 j=i,..63 (525)

Let ¢, thek-th algebraic codevector. The algebraic codebook is searched by maximizing the following criterion:

Q = (X;I.I—1|'|Ck)2 — (dTCk)2 — (Rk)2 (526)

ctHTHe, cfaoc,  Ex
The vector d(n) and the matrix @ are usually computed prior to the codebook search.

The algebraic structure of the codebooks allows for very fast search procedures since the algebraic codevector, The
algebraic structure of the codebooks allows for very fast search procedures since the algebraic codevector, ¢, (n) ,

contains only a few non-zero pulses. The correlation in the numerator of equation (526) is given by

R= Y sd(m) (527)

i=0
where m isthe position of thei-th pulse, 5 isitsamplitude (sign), and N isthe number of pulses. The energy in the
denominator of equation (526) is given by

Np-1

E= ) olm,m +22 stm m;) (528)
i=0

i=0 j=i+1

For saving the search load along with a better search result in the 12-bit codebook, the pulse amplitudes are
predetermined based on a high-pass filtered d(n) . The high-pass filter is athree-tap MA (moving-average)-type filter,
and itsfilter coefficientsare{ -0.35, 1.0, -0.35}. The sign of apulsein aposition n is set to negative when the high-
pass filtered d(n) is negative, otherwise the sign is set to positive. To simplify the search, d(n) and ®(k,h) are
modified to incorporate the predetermined signs.

5.2.3.1.5.10 The search criterion at higher bitrates

The following search criterion is used for bit rates at and above 16.4 kbps. It allows limiting the increase of complexity
for high number of pulses.

Let N bethe sub-frame length, and let matrices H and C , respectively, denotethe N x N lower triangular Toeplitz
convolution matrix and the (N + K —1)x N full-size convolution matrix, both defined for the filter h(n) . Here, h(n) is
thelength K impulse response of the combination of the synthesis filter, the weighting filter and the pre-filter

F (2) which includes along-term filter. The target residual is q = H‘lxll and @ = C' C isthe autocorrelation matrix
of filter h(n) .

The elements of the autocorrelation matrix can be calculated by
@(k,h)=g(k - h:Zh h(n—k+h), n=0,...,N-1 (529)

and the target residual by
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a(n) = xq1(n) - Zn: h(k)g(n-k), n=0,..,N-1. (530)

d(n)=> ¢(n-Kak), n=0,..,N-1. (531)

Let ¢, bethe K" algebraic codevector. The algebraic codebook is searched by maximizing the following criterion:

Q= (a" e, f _ e f _R (532)

CkT (I)Ck CkT (I)Ck Ek

5.2.3.1.6 Combined algebraic codebook

In general the computational complexity of the algebraic codebook increases with the codebook size. In order to keep
the complexity reasonable while providing better performance and scalability at high EVS ACELP bit-rates, an efficient
combined algebraic codebook structure is employed. The combined algebraic codebook combines usually a frequency-
domain coding in afirst stage followed by atime-domain ACELP codebook in a second stage.

The frequency-domain coding of the first stage, denoted as a pre-quantizer in figure 29, uses a Discrete Cosine
Transform (DCT) as the frequency representation and an Algebraic Vector Quantizer (AV Q) (see subclause 5.2.3.1.6.9)
to quantize the frequency-domain coefficients of the DCT. The pre-quantizer parameters are set at the encoder in such a
way that the ACELP codebook (second stage of the combined algebraic codebook) is applied to an excitation residual
with more regular spectral dynamics than the pitch residual.

enc

s(n) sw(n)

™ “prequantizer | — W
! pre-emphasi sed
: ain(n) : input signal
: l : O-input , W@

AL
| Fo(2 |
I I
I y Gnd@ | !
| | ,VMW M) | W)
| DCT | -_|:_.-"|
: Ona(®) :_ past excitation

ind\

e
| AVQ Qd(k)= iDCT Ga(n). VR, a | W2
I

AL 1

. k
algebraic | % c(n
codebook ‘b ") - FAWD)

brv A ' <1

I O-state

min{ lerror (n)[%}
Figure 29: Schematic diagram of the ACELP encoder using a combined algebraic codebook in GC
mode at high bit-rates

At the encoder, the first stage, or pre-quantizer, operates as follows. In a given subframe (aligned to the subframe of the
ACELP codebook in the second stage) the excitation residua ¢;,(n) after applying the adaptive codebook is computed
as
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Gin(n) =r(N)—gp-v(n) (533)

where r(n) isthe target vector in residual domain. Further, v(n) is the adaptive codevector and g, the adaptive
codevector gain.

The excitation residual ¢ (n) after applying the adaptive codebook is de-emphasized with afilter F,(2) . A difference
equation for such ade-emphasisfilter F,(2) isgiven by

Gin,d (M) = Gin(N) + & Gin g (N-1) (534)
where g, 4(n) isthe de-emphasized residual and coefficient &z =0.3 controlsthe level of de-emphasis.

Further aDCT is applied to the de-emphasized excitation residua ¢, 4 (n) using a rectangular non-overlapping
window. Depending on the bit rate, all blocks or only some blocks of DCT coefficients Q;, (k) usually

corresponding to lower frequencies are quantized using the AV Q encoder. The other (not quantized) DCT coefficients
Qg (k) areset to 0 (not quantized). To obtain the excitation residual for the second (ACELP) stage of the combined

algebraic codebook, the quantized DCT coefficients Q (k) are inverse transformed, and then a pre-emphasis filter
1/Fp(2) isapplied to obtain the time-domain contribution from the pre-quantizer g(n) . The pre-emphasisfilter has the
inverse transfer function of the de-emphasisfilter F(2) .

5.2.3.16.1 Quantization

The AVQ encoder produces quantized transform-domain DCT coefficients Qg (k) . The indices of the quantized and
coded DCT coefficients from the AVQ encoder are transmitted as a pre-quantizer parameters to the decoder.

In every sub-frame, a bit-budget alocated to the AVQ is composed as a sum of afixed bit-budget and a floating number
of bits. Depending on the used AV Q sub-quantizers of the encoder, the AV Q usually does not consume al of the
allocated hits, leaving a variable number of bits available in each sub-frame. These bits are floating bits employed in the
following sub-frame. The floating number of bitsis equal to 0 in the first sub-frame and the floating bits resulting from
the AVQ in the last sub-frame in a given frame remain unused when coding WB signals or are re-used in coding of
upper band (see subclause 5.2.6.3).

5.2.3.1.6.2 Computation of pre-quantizer gain

Once the pre-quantizer contribution is computed, the pre-quantizer gain is obtained as

N-1
D Qina(Qu (k)

gq =+ (535)

Qg (K)Qq (k)
0

k=

where Q, 4(k) arethe AVQ input frequency coefficients and Qq (k) the AVQ output (quantized) frequency

coefficients where k=0,...,K —1 isthe transform-domain coefficient index and K = 64 being the number of DCT
transform coefficients.

5.2.3.1.6.3 Quantization of pre-quantizer gain

The pre-quantizer gain gq is quantized as follows. First, the gain is normalized by the predicted innovation energy
Epred asfollows:

9q (536)
pred

gq,norm =
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where the predicted innovation energy E oy isobtained as described in subclause 5.2.3.1.7.1.

Then the normalized gain gq norm IS quantized by a scalar quantizer in alogarithmic domain and finally de-normalized

resulting in a quantized pre-quantizer gain. Specifically 6-bit scalar quantizer is used whereby the quantization levels
are uniformly distributed in the log domain. The index of the quantized pre-quantizer gain is transmitted as a pre-
guantizer parameter to the decoder.

5.2.3.1.64 Refinement of target vector

The pre-quantizer contribution q(n) isused to refine the original target vector for adaptive codebook search x(n) as
Xypat (M) = X(N) — g, - W(n) , (537)

and to refine the adaptive codebook gain using equation (502) with X4 (N) used instead of x(n) . When the pre-
quantizer is used, the computation of the target vector for algebraic codebook search x;4(n) isdoneusing

¥q1(n) = X(N) = gq - W(N) = gp ypat - Y(N) (538)

where w(n) isthefiltered pre-quantizer contribution, i.e. the zero-state response of the weighted synthesis filter to the
pre-quantizer contribution q(n) .

Similarly, the target vector in residual domain r(n) is updated for the algebraic codebook search (the second-stage of
the combined algebraic codebook) as

Fupat (M) = 1(N) = gg - A(N) = G, ypatt - V(N) - (539)

5.2.3.1.6.5 Combined algebraic codebook in GC mode

In the EV S codec, the combined algebraic codebook structure as from figure 29 is used at bit-rates of 32 kbps and 64
kbps. In both cases the algebraic codebook search uses 36-bit codebooks and the rest of the bit-budget is employed by
the AV Q to quantize the pre-quantizer coefficients.

At 32 kbps, the available fixed bit-budget for the AVQ (116, 115, 115, 115, 155 bits for every of five subframes) is
sometimes too low to properly encode all input signal frames. Consequently in GC mode at 32kbps, the DCT and iDCT
stages of pre-quantizer computation are omitted when the input signal is not classified as a harmonic one. The
classification is based on a harmonicity counter harm_acelp updated every frame in the pre-processing module. If in

agiven frame the harmonicity counter harm_acelp < 2 the frameis classified as non-harmonic and the AVQ is
applied directly on the time-domain signal ¢, 4(n) and similarly producing directly the time-domain signal g4 (n) in
figure 29.

5.2.3.1.6.6 Combined algebraic codebook in TC mode

The combined algebraic codebook structureis used also in TC mode at 32kbps and 64kbps. In this mode the algebraic
codebook from figure 29 is replaced by glottal shape codebook but the structure of the pre-quantizer remains the same
asin the GC mode. In TC mode @32kbps, the DCT and iDCT stages of the pre-quantizer are always employed.
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Figure 30: Schematic diagram of the ACELP encoder using a combined algebraic codebook in IC
mode at high bit-rates

5.2.3.1.6.7 Combined algebraic codebook in IC mode

Depending on the input signal characteristics, the ACELP encoder using a combined algebraic codebook from figure 29
isfurther adaptively changed. Specifically in coding of inactive speech segments, the order of the combined algebraic
codebook stages is changed. |.e. the modified combined a gebraic codebook combines a time-domain ACEL P codebook
in afirst stage followed by a frequency-domain de-quantizer coding in a second stage as shown in figure 30. The first
stage algebraic codebook employs very small codebooks, specifically 12 bits per subframe.

At the encoder, the de-quantizer in |C mode operates as follows. In a given subframe, the target signal xz(n) after
subtracting the scaled filtered adaptive excitation and the scaled filtered algebraic excitation is computed as

x3(n) = x(N) —gp - Y(N) - gc - Z(n) . (540)

Thetarget signal in speech domain x3(n) isfiltered through the inverse of the weighted synthesis filter with zero states
resulting in the target in residua domain u;,(n) .

Similarly to the combined algebraic codebook in GC mode, the signal u;,(n) isfirst de-emphasized with afilter Fo(2)
to enhance the low frequencies. A DCT is applied to the de-emphasized signal U, 4(n) using rectangular non-
overlapping window. Usually al blocks of DCT coefficients U, 4 (k) are quantized using the AVQ encoder. The
quantized DCT coefficients U4 (k) in some bands can be however set to zero.

The quantized DCT coefficients Uy (k) are further inverse transformed using iDCT, and then a pre-emphasis filter
1/Fp(2) isapplied to obtain the time-domain contribution from the frequency-domain quantizer u(n) where the pre-

emphasis filter has the inverse transfer function of the de-emphasis filter F(2) .
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5.2.3.1.6.8 Computation and quantization of de-quantizer gain

Once the de-quantizer contribution is computed, the de-quantizer gain is obtained as

N-1
D Uina(Ua®)
dg =43 (541)

N-1
D Ug(kUg(K)

k=0

where Uj, 4 (k) arethe AVQ input transform-domain coefficientsand U (k) are the AVQ output (quantized)
transform-domain coefficients.

The de-quantizer gain g is quantized using the normalization by the algebraic codebook gain g, . Specifically a 6-bit
scalar quantizer is used whereby the quantization levels are uniformly distributed in the linear domain. The indice of the
quantized de-quantizer gain gq istransmitted as a de-quantizer parameter to the decoder.

When coding the inactive signal segments the adaptive codebook excitation contribution is limited to avoid a strong
periodicity in the synthesis. In practice alimiter is applied in the adaptive codebook search to constrain the adaptive
codebook gainby 0< g, <0.65.

5.2.3.1.6.9 AVQ quantization with split multi-rate lattice VQ

Prior to the AVQ quantization, the time domain or transform-domain 64 coefficients, here denoted as S'(k) , are split

into 8 consecutive sub-bands of 8 coefficients each. The sub-bands are quantized with an 8-dimensional multi-rate
algebraic vector quantizer. The AV Q codebooks are subsets of the Gosset lattice, referred to as the REg lattice.

5.2.3.1.6.9.1 Multi-rate AVQ with the Gosset Lattice REg

5.2.3.1.6.9.1.1 Gosset Lattice REg

The Gosset lattice REg is defined as the following union:
REg = 2Dg U {2Dg + (1L1111,1,1,1)} (542)

where Dg isthe 8-dimensional |attice composed of all points with integers components with the constraint that the sum
of the 8 componentsis even. The lattice 2Dg issimply the Dg lattice scaled by 2. Thisimplies that the sum of the
components of alattice point in 2Dg is an integer multiple of 4. Therefore, the 8 components of a REg lattice point
have the same parity (either all even or all odd) and their sum isa multiple of 4.

All pointsin the lattice REg lie on concentric spheres of radius ,/8n; , n; being the codebook number in sub-band j .

Each lattice point on a given sphere can be generated by permuting the coordinates of reference points called “leaders’.
There are very few leaders on a sphere compared to the total number of lattice points which lie on the sphere.

5.2.3.1.6.9.1.2 Multi-rate codebooks in Gosset Lattice RE8

To form a vector codebook at a given rate, only lattice pointsinside a sphere in 8 dimensions of a given radius are
taken. Codebooks of different bit rates can be constructed by including only spheres up to a given radius. Multi-rate
codebooks are formed by taking subsets of |attice points inside spheres of different radii.

5.2.3.1.6.9.1.2.1 Base codebooks

First, base codebooks are designed. A base codebook contains all lattice points from a given set of spheresup to a
number n; . Four base codebooks , noted Qy, Q> , Q3, and Q4 , are used. There are 36 non-null absolute |eaders plus

the zero leader (the origin): Table 46 gives the list of these leaders and indicates to which codebook aleader belongs.
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Q. Qy, Qz, and Q, are constructed with respectively 0, 8, 12, and 16 bits. Hence codebook an requires 4n; bitsto
index any point in that codebook.
5.2.3.1.6.9.1.2.2 Voronoi extensions

From a base codebook Cayq (i-€. acodebook containing all lattice points from a given set of spheres up to a number

nj ), an extended codebook can be generated by multiplying the elements of Cayq by afactor M Y and adding a
second-stage codebook called the Voronoi extension. This construction is given by

=M.z .

Ci=Mj-zj+v; (543)
where M}’ isthe scaling factor, z; isapoint in abase codebook Cayq and v isapointinthe Voronoi extension.
The extension is computed in such away that any point c; from equation (543) isalso alattice pointin REg. The
scaling factor M7 isapower of 2 (M} = 2'1), where ri’ iscalled the Voronoi extension order.

Such extended codebooks include lattice points that extend further out from the origin than the base codebook. When a
given lattice point ¢; isnot included in abase codebook Cayg (Qp, Q2, Q3 or Q4), the so-called Voronoi extension

isapplied, using the Q3 or Q, base codebook part.

Giving the available bit-budget in particular layers, the maximum Voronoi extension order is rJ-V =2 . Therefore, for Qg

or Q4 two extension ordersare used: r =1or2 (M} =2or4).

When rj" =0, thereisno Voronoi extension, and only a base codebook is used.

5.2.3.1.6.9.1.2.3 Codebook rates

There are 8 codebooks: the first 4 are base codebooks without Voronoi extension and the last four with Voronoi
extension. The codebook number n; isencoded as aunary code with n; "1" bits and aterminating "0". Table 45 gives

for each of the 8 codebooks, its base codebook, its VVoronoi extension order ( rJ-V =0 indicates that there is not VVoronoi
extension), and its unary code.

Table 45: Multi-rate codebooks in REg lattice

Codebook _ _ N
number n; Base Codebook | Voronoi extension order I’j Unary code for n;

0 Qo 0 0

2 Q2 0 10

3 Qs 0 110

4 Qs 0 1110

) Qs 1 11110

6 Qs 1 111110

7 Qs 2 1111110

8 Qs 2 11111110

For the base codebook Qp, (nj =0), thereis only one point in the codebook and 1 bit is used to transmit the unary
code corresponding to n; .

For the other three base codebooks an (nj =23, 0r4) without Voronoi extension:

- nj bitsare used to transmit the unary code corresponding to nj ,
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- 4n; bitsarerequired to index apoint in an
- thus 5n; bitsare used in total.
For codebooks with VVoronoi extension (nj > 4):

- nj bitsare used to transmit the unary code corresponding to the base codebook number Qs (respectively Qg ) if

n; iseven (respectively odd) and the Voronoi extension order r}’ islif nj <7, or2 otherwise),

- 12 bits (respectively 16 bits) are required to index the point z; in the base codebook Q3 (respectively Q)

8rJy bits are required to index the 8-dimensional point v; inthe Voronoi extension of order r}’
- thus, 5n; bitsareused intotal.

In the codebook number encoding, a simple bit overflow check is performed: in case when the last AVQ coded sub-
band of the spectrum S'(k) is quantized, nj >0 and only 5n; —1 bitsare available for the quantization, the

terminating "0" in the codebook number coding is not encoded. At the decoder, the same bit overflow check enables the
right decoding of the codebook number in this sub-band.

5.2.3.1.6.9.2 Quantization with REg lattice

In lattice quantization, the operation of finding the nearest neighbour of the input spectrum S'(k) among all codebook
points is reduced to afew simple operations, involving rounding the components of spectrum S'(k) and verifying afew

constraints. Hence, no exhaustive search is carried out as in stochastic quantization, which uses stored tables. Once the
best lattice codebook point is determined, further calculations are also necessary to compute the index that will be sent
to the decoder. The larger the components of the input spectrum S'(k) , the more bits will be required to encode the

index of its nearest neighbour in the lattice codebook. Hence, to remain within a pre-defined bit-budget, a gain-shape
approach has to be used, where the input spectrum isfirst scaled down by the AVQ gain, then each 8-dimensional block
of spectrum coefficientsis quantized in the lattice and finally scaled up again to produce the quantized spectrum.

52316921 AVQganestimation

Prior to the quantization (nearest neighbour search and indexation of the nearest neighbour), the input spectrum has to
be scaled down to ensure that the total bit consumption will remain within the available bit-budget.

A first estimation of thetotal bit-budget nbits without scaling (i.e. with an AVQ gain equalsto 1) is performed:

nbits = Z R (544)
j
where R; isafirst estimate of the bit budget to encode the sub-band j given by:
Ej
with E; being the energy (with alower limit set to 2) of each sub-band S'(8j):

7
Ej= max{z, [S@8j+ i)]ZJ (546)
=0

This gain estimation is performed in an iterative procedure described below.

Let NB_BITS be the number of bits available for the quantization process and NB_SBANDS the number of 8-
dimensional sub-bands to be quantized:
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Initialization:
fac = 128,
offset = 0,
nbitsme = 0.95 (NB_BITS—NB_SBANDS)
fori=1:10
offset = offset + fac
NB_SBANDS

nbits = Z max(O, Rj - offset)
=1
if nbits < nbits,,, then
offset = offset —fac
fac=fac/2
After the 10th iteration, the AVQ gain is equal to 10exp(0.1offset - 1og;¢(2)) and is used to obtain the scaled spectrum

Sorm(K) :

Shorm(K) = S'(k)/[10exp(0.1- offset - 1oy (2))] (547)

5.2.3.1.6.9.2.2 Nearest neighbour search

The search of the nearest neighbour in the lattice REg is equivalent to searching for the nearest neighbour in the lattice
2Dg and for the nearest neighbour in the lattice 2Dg +(1,1,1,1,111,1) , and finally selecting among those two lattice
points the closest to S;,o,m(8])) ) asits quantized version S(8j).

Based on the definition of REg, the following fast algorithm is used to search the nearest neighbour of an 8-
dimensiona sub-band S;,,,,(8j) among all lattice pointsin REg:

Search of the nearest neighbour yy; in 2Dg of Sorm(8]) :

Compute z; = 0.5 S;orm(8]) -

Round each component of z; to the nearest integer to generate z’j .
Compute yqj = 22].

Calculate thesum S of the 8 componentsof yy; .

if S isnot aninteger multiple of 4, then modify its | th component as follows:
()= yij(1)-2, if zj(1)=yy;(1)<0,
yit= yyj(1)+2, otherwise.
where | :arg(max(|zj (1) = ya; (i)| ))
Search of the nearest neighbour y5; in 2Dg +(11111111) of Sjoy(8)):

Compute zj = 0.5 (Sporm(8j) —1.0) where 1.0 denotes an 8-dimensional vector with all

ones.
Round each component of z; to the nearest integer to generate z’j .

Compute yy; = 27].
Calculate the sum Sof the 8 components of ;.

if Sisnot an integer multiple of 4 then modify its1™ component as follows:
()= y2i(1)=2,if zj(1)=yz;(1)<0,
Yaitt)= y2j(1)+2, otherwise.

Ith

where | = arg(max(|zj (- Y2j(i)| ))

Compute y,j =y5j +1.0.
Select between y;; and y,; asthe closest point é’(8j) in REg t0 Sporm(8j) :
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yij. if ej>ey,
Y2j, Otherwise.

§(8j)={

where g j = (S,norm(8j) —VYij )2 and & = (S’norm(8j) —Y2j )2

5.2.3.1.6.9.3 Indexation

The quantized scaled sub-band é’(8j) of Shorm(8])) isapoint cj inaREg lattice codebook, an index for each ¢; has
to be computed and later inserted into the bitstream.

Thisindex is actually composed of three parts:

1) acodebook number n; ;

2) avector index I, which uniquely identifies alattice vector in a base codebook Cayq ;

3) andif n; >4, an 8-dimensional Voronoi extension index I‘J-’ that is used to extend the base codebook when the
selected point in the lattice is not in a base codebook Cayq -

The calculation of an index for agiven point c; inthe REg lattice is performed as follows:

Firgt, it is verified whether c; isin abase codebook Cayq by identifying its sphere and its leader:

— if ¢j isinabase codebook, the index used to encode c; isthus the codebook number n; plustheindex I; of the
lattice point ¢; in an .

Otherwise, the parameters of the Voronoi extension (see equation (543)) have to determined: the scaling factor M,, the
base codebook Cayvq (Q3 or Q4), thepoint z; in this base codebook, and the point v inthe Voronoi extension.

Then, the index used to encode is composed of the codebook number n; (nj >4) plustheindex | ; of thelattice point

z; inthe base codebook Cayq (Qs Or Q4 ), and theindex I‘j’ of v; intheVoronoi extension.

5.2.3.1.6.9.3.1 Indexing a codebook number

As explained in subclause 5.2.3.1.6.9.1.2.3 — Codebook rates, the codebook index nj isunary encoded with n; bits
except for n; =0 that is coded with one bit (see table 45).

5.2.3.1.6.9.3.2 Indexing of codevector in base codebook

Theindex I; indicates the rank of codevector z; inj-th sub-band, i.e., the permutation to be applied to a specific leader
to obtain z; . Theindex computation is done in several steps, as follows:

1) Theinput codevector z; isdecomposed into asign vector s, and an absolute vector y, following atwo-path
procedure.

2) Thesign vector is encoded, the associated index bitsggn(Sp) and the number of non-zero componentsin z; are
obtained. More details are given in subsequent subclauses.

3) The absolute vector is encoded using a multi-level permutation-based index encoding method, and the associated
index rank(yo) is obtained.

4) The absolute vector index rank(yg) and the signindex bitsggn(Sp) are added together in order to obtain the input
vector rank: rank(z;) .

ETSI



3GPP TS 26.445 version 13.2.0 Release 13 176 ETSI TS 126 445 v13.2.0 (2016-08)

rank(z;) = rank(yo)- 299 (o) bitsggn (So) (548)
5) Finaly, the offset leadyrset () isadded to therank. Theindex I isobtained by

I} =leadyfeet (2 ) + rank(z;) (549)

The indexing of codevector in base codebook is done in two steps. First the sign vector is encoded.

The number of bits required for encoding the sign vector elementsis equal to the number of non-zero elementsin the
codevector. "1" represents a negative sign and "0" apositive sign. Aslattice REg quantization is used, the sum of all

the elementsin a codevector is an integer multiple of 4. If there is any change of sign in the non-zero element, the sum
may not be a multiple of 4 anymore, in that case, the last element sign in the sign vector will be omitted. For example,
the sign vector of the input vector (-1, -1, 1,1, 1, 1, -1, -1) in leader 1 (see table 46) has seven bitsand itsvalue is
0x1100001.

In the second step the absol ute vector and its position vector is encoded

The encoding method for the absolute vector works as follows. The absolute vector is first decomposed into ML
levels. The highest-level vector Ly isthe original absolute vector. The n valuefor L, isinitialized to zero. Then:

1) First theintermediate absolute value vector of L, is obtained by removing the most frequent element as given in the
decomposition order column of table 46 from the original absolute vector of Ly . Sequentially the remaining elements
are built into a new absolute vector for L, ; it has aposition order related to the level L original absolute vector. All
position valuesg; of the remainder elements are used to build a position vector (dg, Ay, A2, Om 1) Of Ly .

The relationship between the original absolute vector of Lyand the new absolute vector of L, is that: the original
absolute vector of Lyisthe upper-level vector of the new absolute vector of L, , and the new absolute vector of L, is the
lower-level vector of the original absolute vector of Ly .The relationship between any two neighbour level absolute
vector isthe same. The detail relationship is described as following:

_________________________________________

The position vector

The element position

_________________________________________

The original absolute vector of L
(upper level vector)

One type of the element “0” is removed ! 2, 4, 6,
N Ng v
The new absolute vector of L, ( 2 4, 6 )

(lower level vector) _ - __ 7 .l ...l

Figure 31: Example processing of first level for K5 =20.

2) Then the position vector (qg,d;,92.---s qml_l) of the new absolute vector of L, related to the original absolute

vector of Ly isindexed based on a permutation and combination function, the indexing result being called the middle
index | g1 For the new absolute vector in Ly , the position vector indexing is computed as follows:

i<my

o _cM_ch m—i _cm-i
'mid1 = Con, Cnb—qo+zl:(cnb—qi_1 Cmb_Qi) (550
i=
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 final = final 'C,r% +mid1 (551)

where | 4 iSinitialized to zero before the first step at the beginning of the procedure, my isthe dimension of the
original absolute vector of Ly, my isthe dimension of the new absolute vector of L, .

If there is more than one type of element in the new absol ute vector, the new absol ute vector, named the upper-level
vector, will be encoded using the multi-level permutation-based index encoding method as following step:

3) Increment thenvalue. Atlevel L, 0< L, < ML, theintermediate absolute value vector is obtained by

removing the most frequent element as given in the decomposition order column of table 46 from the upper-level
vector. Sequentially the remaining elements are built into a new absolute vector for the current level; it has a position
order related to thelevel L,,_; absolute vector. All position values of the remainder elements are used to build a

position vector.

4) The position vector of the current lower-level vector related to its upper-level vector isindexed based on a
permutation and combination function, the indexing result being called the middle index |4 , . For the absolute vector

in the current lower level, the position vector indexing is computed as follows:

i<m,

_c™ _cM (mn—i_mn—i)
hmia.n =Cry), =Cony 1o ¥ Zl:Cmn_l—qi_l - (552)
=
| final = | final 'Cnn;il"'ln"id,n (553)

The elements dg,q;,0,... arethe element valuesinthe L,, level position vector ranged from left to right according to
their level, m,_; isthe dimension of the upper-level absolute vector, my, isthe dimension of the current-level absolute

ol
————, q,m=1234.8;,and g>m. All
m(p-0q)! | i

the values for Ca“ can be stored in asimple table in order to avoid calculation of factorials. The L,,_; level final-index,

vector, Cy' represents the permutation and combination formula Cg' =

| final » IS multiplied by the possible index value number, Cr':” L inthe current level and is added to theindex, | g p .

in the current level, to obtain the final index, | ing , Of the current level.

5) Repeat steps 3 and 4 until there is only one type of element left in the current absolute vector. The | 5 for the

lowest level isthe rank of the absolute vector called rank(yg) . Table 46 isasample extracted from the 36 leader table
case. The leaders are indexed by K . The decomposition order corresponds to the level order. The decomposition order

column gives the order in which the element will be removed from the higher level. The last column gives the three
class parameters, the first one is the number of sign bits, S, the second one is the number of decomposition levels and

equals the number of element typesin the leader, V., from the third one to the last one they represent the absolute

vector dimension in each lower level except the highest level, my,m,,my (note that the dimension for the highest level
iseight, but isnot listed in table 46).
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Table 46: List of leaders in base codebooks an with their decomposition order and set parameter of

multi-level permutation-based encoding

Ky Leader Decomposition S, Ve, Qo Q2 Qs Q4
order
my, My, M
{0,0,0,0,0,0,0,0} X

0 {1,1,1,1,1,1,1,1} {1} 7.1} X X

1 {2,2,0,0,0,0,0,0} {0,2} {2,2,2} X X

2 {2,2,2,2,0,0,0,0} {0,2} {4,2,4} X

3 {31,1,1,1,1,1,1} {1,3} {7,2,1} X

4 {4,0,0,0,0,0,0,0} {0,4} {1,2,1} X X

5 {2,2,2,2,2,2,0,0} {2,0} {6,2,2} X
6 {3,3,1,1,1,1,1,1} {1,3} {7,2,2} X
7 {4,2,2,0,0,0,0,0} {0,2,4} {3,3,3,1} X

8 {2,2,2,2,2,2,2,2} {2} {8,1} X
9 {3,3,3,1,1,1,1,1} {1,3} {7,2,3} X
10 {4,2,2,2,2,0,0,0} {2,0,4} {5,3,4,1} X
11 {4,4,0,0,0,0,0,0} {0,4} {2,2,2} X

12 {5,1,1,1,1,1,1,1} {1,5} {7,2,1} X
13 {3,3,3,3,1,1,1,1} {1,3} {7,2,4} X
14 {4,2,2,2,2,2,2,0} {2,0,4} {7,3,2,1} X
15 {4,4,2,2,0,0,0,0} {0,2,4} {4,3,4,2} X
16 {5,3,1,1,1,1,1,1} {1,3,5} {7,3,2,1} X
17 {6,2,0,0,0,0,0,0} {0,2,6} {2,3,2,1} X

18 {4,4,4,0,0,0,0,0} {0,4} {3,2,3} X
19 {6,2,2,2,0,0,0,0} {0,2,6} {4,3,4,1} X
20 {6,4,2,0,0,0,0,0} {0,2,4,6} {3,4,3,2,1} X
21 {7,1,1,1,1,1,1,1} a7 {7,2,1} X
22 {8,0,0,0,0,0,0,0} {0,8} {1,2,1} X
23 {6,6,0,0,0,0,0,0} {0,6} {2,2,2} X
24 {8,2,2,0,0,0,0,0} {0,2,8} {3,3,3,1} X
25 {8,4,0,0,0,0,0,0} {0,4, 8} {2,3,2,1} X
26 {9,1,1,1,1,1,1,1} {1,9 {7,2,1} X
27 {10,2,0,0,0,0,0,0} {0,2,10} {2,3,2,1} X
28 {8,8,0,0,0,0,0,0} {0,8} {2,2,2} X
29 {10,6,0,0,0,0,0,0} {0,6,10} {2,3,2,1} X
30 {12,0,0,0,0,0,0,0} {0,12} {1,2,1} X
31 {12,4,0,0,0,0,0,0} {0,4,12} {2,3,2,1} X
32 | {10,10,0,0,0,0,0,0} {0,10} {2,2,2} X
33 {14,2,0,0,0,0,0,0} {0,2,14} {2,3,2,1} X
34 {12,8,0,0,0,0,0,0} {0,8,12} {2,3,2,1} X
35 {16,0,0,0,0,0,0,0} {0,16} {1,2,1} X

The last value of the decomposition order for the leader K, =20 is stored separately because this |eader is the only one
with 4 different values, the second dimension of the decomposition order being thus reduced from 4 to 3.

Figure 32 gives an encoding example for the leader K, =20.
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Figure 32: Example processing for K; =20.

For example, in case the input vector is{0,—2,0,0,4,0,6,0}, the absolute input vector will be {0,2,0,0,4,0,6,0}, its
associated |eader can be found for K, = 20K,. The set of decomposition order is{0,2,4,6} . For the highest level L,

element "0" is removed first from the absolute vector. Thefirst level L; absolute vector is{2,4,6}, its position vector is
{1,4,6}. The second element which will be removed is"2", the second level L, absolute vector is{4,6}, its position
vector is{1,2}. The third element which will be removed is"4", thethird level L absolute vector is {6}, its position
vector is{1}.

The absol ute vectors that have only two different values, out of which the most frequent is zero, are treated separately in
aless complex procedure combining the encoding of the position vector with the sign encoding. These vectors have
generally higher probability of occurrence. Example of such vectors are those derived for instance from the leaders:
(2,2,0,0,0,0,0,0), (2,2,2,2,0,0,0,0). For these vectorsthereisasingle level for the creation of the index and the first level
remaining elements are the non-null components which are the significant elements for the sign encoding. The
determination of the remaining elements and the creation of the sign index can be done thus in asingle loop.

5.2.3.1.6.94 Voronoi extension determination and indexing

If the nearest neighbour c; isnot in the base codebook, then the Voronoi extension has to be determined through the
following steps.

v
(@)  SettheVoronoi extension order rJ-V =1 and the scaling factor M ]’ =2,

(b)  Compute the Voronoi index 1Y of thelattice point c; that depends on the extension order r’ and the scaling
i ] i

factor M ]’ The Voronoi index is computed via component-wise modulo operations such that I‘J-’ depends only
on therelative position of ¢; inascaled and translated Voronoi region:

1 = modM]y(ch_l) (554)

where G isthe REg generator matrix. Hence, the Voronoi index I‘j’ isavector of integers with each component

in[O,MY-1].
(c)  Compute the Voronoi codevector v from the Voronoi index I‘J-’. The Voronoi codevector is obtained as

Vi=Yy1j—M ¥y (555)
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where ¥5; isthe nearest neighbour of y,; ininfinite REg (see subclause 5.2.3.1.6.9.2.2 for search details) and yq;
and y,; aredefined as

(556)

P NN DNDNDDNDNDND D
R O O O O oON O
P O O O ON O O
P O O O N O O O
P O O N O O O O
P O N O O O O O
P N O O O O O O
R O O O O O O O

and
Ya; = ly1j ~1200,000001)/ MY (557)

(d) Compute the difference vector wj =c; —v; . Thisdifference vector w; always belongsto the scaled lattice
MY - REg. Compute z; =W / MY, i.e. apply the inverse scaling to the difference vector w . The codevector

z; belongsto thelattice REg since w; belongsto M}’~RE8 lattice.

(e  Verify whether z; isinthe base codebook Cpyq (i-€.in Q3 or Qq).

If z; isnotin C, increment the extension order rJy by 1, multiply the scaling factor M‘j’ by 2, and go back to
sub-step (b).

v
Otherwisg, if z; isin C, then the Voronoi extension order rJ-V has been found and the scaling factor M}’ =2 is
sufficiently large to encode the index of ¢; .

5.2.3.1.6.9.3 Insertion of AVQ parameters into the bitstream
The parameters of the AVQ in each sub-band j consist of the codebook number nj , the vector index in base codebook

I'; and the 8-dimensional Voronoi index I‘J-’. The codebook numbers n; arein the set of integers{0, 2,3, 4, 5,6, 7, 8}
and the size of its unary code representation is n; bits with the exception of Q, that requires 1 bit and a possible
overflow in the last AVQ coded sub-band. The size of each index | and 1Y isgiven by 4n; bitsand 8r]’ hits,
respectively.

The AVQ parameters n;, 1, | ‘J’ , are written sequentially in groups corresponding to the same sub-band into the
corresponding bitstream as

[(olol ) (Ml4l7)...] . (558)
Note that if the lattice point in the block j isin the base codebook C , the Voronoi extension is not searched and

consequently theindex | ‘J’ is not written into the bitstream in this group.

The actual bit-budget needed to encode AVQ parametersin current frame varies from sub-frame to sub-frame. The
difference of bits between the allocated bits and actually spent bits are unused bits that can be employed in the
subsequent sub-frame or high-rate higher band coding.
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5.2.3.1.7 Gain quantization

5.2.3.1.7.1 Memory-less quantization of the gains

The adaptive codebook gain (pitch gain) and the algebraic codebook gain are quantized jointly in each subframe, using
a 5-bit vector quantizer. While the adaptive codebook gain is quantized directly, the algebraic codebook gainis
quantized indirectly, using a predicted energy of algebraic codevector. Note that, in this case, the prediction does not
use any past information which limits the effect of frame-erasure propagation.

First, energy of residual signal in dB is calculated in each subframe as
' 1 &
Elll = 10109 aiZ(;rz(i) . fori=0123 (559)

where i denotes the subframe and r(n)isthe residual signal, defined in subclause 5.2.3.1.1. Then, average residual
signal energy is calculated for the whole frame as

3
E =025 Ell (560)
i=0

which is further modified by subtracting an estimate of the adaptive codebook contribution. That is
Ei= Er - 0-5(Cn%]rm + CL]E]er) (561)

where Cr[]%]rm and Cr[,lgrm , are as defined in subclause 5.1.10.4, are the normalized correlations of the first and the
second half-frames, respectively. The result of equation (561), E; , serves asa prediction of the algebraic codevector

energy and is quantized with 3 bits once per frame. The quantized value of the predicted algebraic codevector energy is
defined as

7
Kind = TZiQ|Ei — Epook (K

Ei = Epook (ing)

(562)

where Epoox(k),k =0,...,2" isthe n-bit codebook for the predicted algebraic codevector energy and kinq is theindex
minimizing the criterion above. The bit alocation n is bit-rate and mode dependant and is given in Table 47

Table 47: Predictor energy codebook bit allocation

Rate VC GC TC IC/UC
(kbps)
7.2 n.a. n.a. 4 n.a.
8 n.a. n.a. 4 n.a.
9.6 3 3 n.a. n.a.
13.2 5 4 4 n.a.
16.4 3 3 n.a. 3
24.4 3 3 n.a. 3
32 n.a. 5 5 5
64 n.a. 5 5 5

Now, let E. denote the algebraic codebook excitation energy in dB in a given subframe, which is given by

1 63
E, :1OIog(aZcz(n)J (563)
n=0

In the equation above, c(n) isthe filtered algebraic codevector, found in subclause 5.2.3.1.5.
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Using the predicted algebraic codevector energy and the calculated algebraic codebook excitation energy, we may
estimate the algebraic codebook gain as

o= 100'05(éi -E) (564)

A correction factor between the true algebraic codebook gain, g, , and the estimated one, g, isgiven by

=9/,
=% (565

The pitch gain, g, , and correction factor y arejointly vector-quantized using a n-bit codebook, where n is dependent on
the bit-rate and coding mode as shown in Table 48

Table 48: Gain codebook bit allocation per subframe

Rate VC GC UcCl/IC
(kbps)
7.2 716/6/6 6/6/6/6 n.a.
8 8/7/6/6 8/7/6/6 n.a.
9.6 5/5/5/5 5/5/5/5 n.a.
13.2 6/6/6/6 6/6/6/6 n.a.
16.4 717171717 1771717 6/6/6/6/6
24.4 71771717 1771717 6/6/6/6/6
32 6/6/6/6/6 6/6/6/6/6 6/6/6/6/6
64 12/12/12/12/12 12/12/12/12/12 6/6/6/6/6

The gain codebook search is performed by minimizing a mean-squared weighted error between the original and the
reconstructed signal, which is given by

E=x x+ g%yTy + gngz -29 pry - ZngTz+ 29 ngyTz (566)

where X isthe target vector, y isthe filtered adaptive codevector, and z is the filtered algebraic codevector. The
guantized value of the pitch gain is denoted as g p and the quantized value of the algebraic codebook gain is denoted as

dc =7 9c , where 7 isthe quantized value of the factor y.

Furthermore, if pitch gain clipping is detected (as described in subclause 5.2.3.1.4.2), the last 13 entriesin the codebook
are skipped in the quantization procedure since the pitch gain in these entries is higher than 1.

5.2.3.1.7.2 Memory-less joint gain coding at lowest bit-rates

For the lowest bitrates of 7.2 and 8.0 kbps, slightly different memory-less joint gain coding scheme is used. Thisis due
to the fact that there are not enough bits to cover the dynamic range of the target vector for algebraic search.

In the first subframe of the current frame, the estimated (predicted) gain of algebraic codebook is given by
gE:%] — 1O%+qCT—|Oglo(JEC) (567)

where CT isasignal classification parameter (the coding mode), selected for the current frame in the pre-processing
part, and E. isthe energy of the filtered algebraic codevector, calculated in equation (563). The inner term inside the
logarithm corresponds to the gain of innovation vector. The constants a; and a; are found by means of MSE
minimization on alarge signal database. The only parameter in the equation above is the coding mode CT which is
constant for all subframes of the current frame. The superscript [0] denotes the first subframe of the current frame. The
estimation process for the first subframe is schematically depicted in the figure below.
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Figure 33: Schematic description of the calculation process of algebraic gain in the first subframe

All subframes following the first subframes use slightly different estimation scheme. The differenceisin the fact that in
these subframes, the quantized gains of both the adaptive and the algebraic codebook from previous subframe(s) are
used as auxiliary estimation parameters to increase the efficiency. The estimated value of the algebraic codebook gain
in kth subframe, k>0 is given by

k . Kk .
o BrBCTHY b 1000(0f )+ Y b b
gty =10 = = (568)
where k=1,2,3. Note, that the terms in the first and in the second sum of the exponent, there are quantized gains of
algebraic and adaptive excitation of previous subframes, respectively. Note that the term including the gain of

innovation vector logo(,/E.) isnot subtracted. The reason isin the use of the quantized values of past algebraic

codebook gains which are already close enough to the optimal gain and thusit is not necessary to subtract this gain
again. The estimation constants by, ...,ba: 1 are found again through MSE minimization on alarge signal database. The
gain estimation process for the second and the following subframesis schematically depicted in the figure below.
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Figure 34: Schematic description of the calculation process of algebraic gain in the following
subframes

The gain quantization is done both at the encoder and at the decoder by searching the gain codebook and eval uating the
MM SE between the target signal and the filtered adaptive codeword. In each subframe, the codebook is searched
completely, i.e. for g=0,..,Q-1 where Q is the number of codebook entries. It is possible to limit the searching rangein
case g, is mandated to lie below certain threshold. To allow reducing the search range, the codebook entries are sorted
in ascending order according to the value of gp..

The gain quantization is performed by cal culating the following MM SE criterion for each codebook entry
E =Co@% +010p +C2[fgco]2+C3?bco+C4Qp}bco+C5 (569)

where the constants ¢, ¢y, C;, C3 €4 and cs are calculated as

CO:yTy, ol:xTy, CZZZTZ, c3:xTz, c4:yTz, c5:xTx (570)

inwhich x(i) is the target signal, y(i) is the filtered adaptive excitation signal and z(i) is the filtered algebraic excitation
signal. The codevector leading to the lowest energy is chosen as the winning codevector and its entries correspond to
the quantized val ues of g, and y.

Before the gain quantization processit is assumed that both the filtered adaptive and innovation codewords are already
known. The gain quantization at the encoder is performed by searching the designed gain codebook in the MM SE
sense. Each entry in the gain codebook consists of two values: the quantized gain of the adaptive part and the correction
factor y for the algebraic part of the excitation. The estimation of the algebraic gain excitation is done beforehand and

the resulting geo is used to multiply the correction factor selected from the codebook. In each subframe the gain
codebook is searched completely, i.e. for g=0,..,Q-1. It is possible to limit the search range if the quantized gain of the
adaptive part of the excitation is mandated to be below certain threshold. To allow for reducing the search range, the
codebook entries are sorted in ascending order according to the value of g,. The gain quantization processis
schematically depicted in the figure below.
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Figure 35: Schematic diagram of the gain quantization process in the encoder

The gain quantization is performed by minimizing the energy of the error signal (i) The error energy is given by
E=e'e=(x-gpy-0c2)' (X—9py—0c2) (571)

By replacing g. by 9.9 We obtain

E=cs+ Q%Co —209,0 + 72950‘32 —2)9¢0C3 + 29 p¥9coCa (572)

The constants ¢, ¢, C,, Cs, €4 and ¢s and the estimated gain g are computed before the search of the gain codebook.
The error energy E is calculated for each codebook entry. The codevector [ g, ; 7] leading to the lowest error energy is

selected as the winning codevector and its entries correspond to the quantized values of g, and y. The quantized value of
the fixed codebook gain isthen calculated as

Jc = 9c07 (573)

In the decoder, the received index is used to retrieve the values of the quantized gain of the adaptive excitation and the
guantized correction factor of the estimated gain of the algebraic excitation. The estimated gain for the algebraic part of
the excitation is done in the same way as in the encoder.

5.2.3.1.7.3 Scalar gain coding at highest bit-rates

At the bit-rate of 64kbps and at the last subframe of TC7 and TC1g5 (see later in subclause 5.2.3.2.2), the adaptive
codebook gain (pitch gain) and the algebraic codebook gain are quantized using a scalar quantizers. The adaptive
codebook gain is quantized using a uniform scalar quantizer according to MM SE criterion in the range between

[0; 1.22]. In contrast the quantized algebraic codebook gain is obtained as a product of a correction factor ¥ and the
estimated algebraic codebook gain g , see equation 565, where the correction factor is quantized in log domain in the

range between [0.02; 5.0].
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At 64 kbps, both the adaptive codebook gain and the algebraic codebook gain are quantized by means of 6 bits each. In
the last subframe of TC configurations TC7 and TCy45, they are quantized by means of 6-8 bits depending on the bit-
rate.

5.2.3.1.8 Update of filter memories

An update of the states of the synthesis and weighting filtersis needed in order to compute the target signal in the next
subframe.

After the two gains have been quantized, the excitation signal, u’(n) , inthe present subframeis found by
u'(n)=gpv(n)+dccn),  n=0,..63 (574)

where Qp and g, are the quantized adaptive and al gebraic codebook gains, respectively, v(n) is the adaptive codevector
(interpolated, low-pass filtered past excitation), and c(n) is the algebraic codevector (including pre-filtering). The states
of the filters can be updated by filtering the signal r(n)—u’(n) (difference between the residual signal and the excitation
signal) through the filters 1/ A(z) and A(z/71)H ge_empn(2) and saving the states of the filters. Thiswould require 3
stages of filtering. A simpler approach, which requires only one filtering, is as follows. The local synthesis signal
(without excitation post-processing) from layer 1, § (n)is computed by filtering the excitation signal through1/ A(z).
The output of the filter due to theinput r(n)—u’(n)is equivalent to x(n) = s(n)—§(n). So, the states of the synthesis
filter1/ A(z) are given by x,(n), n=48,...,63.

The updating of the states of the filter A(z/y1)H ge—empn(2) can be done by filtering the error signal  (n)through this
filter to find the perceptually weighted error X ,(n). However, the signal xq ,,(n) can be equivalently found by

x,w(n)=x(n)-§p y(n)-Gc n) (575)

where x(n)is the adaptive codebook search target signal, y(n)isthe filtered adaptive codebook vector, and z(n)isthe
filtered algebraic codebook vector. Since the signals x(n), y(n), and z(n)are available, the states of the weighting
filter are updated by computing xlw(n) asin equation 575 for n=48,...,63. This saves two stages of filtering.

5.2.3.2 Excitation coding in TC mode

The principle of excitation coding in TC mode is shown on a schematic diagram in Figure 36. The individual blocks and
operations are described in detail in the following clauses.

5.2.3.2.1 Glottal pulse codebook search

The TC mode improves the robustness of the codec to frame erasures. It also encodes frames with an outdated past
excitation buffer, e.g. after switching from HQ core frame.

The TC mode in the current frame is selected based on the classification algorithm described in subclause 5.1.13. The
increased robustness, or the excitation building when the past excitation is outdated, is achieved by replacing the
adaptive codebook (inter-frame long-term prediction) with a codebook of glottal impul se shapes (glottal -shape
codebook) [19], which isindependent from past excitation. The glottal-shape codebook consists of quantized
normalized shapes of the truncated glottal impulses placed at specific positions. The codebook search consists of both
the selection of the best shape and the best position.

To select the best codevector, the mean-squared error between the target signal, x(n) (the same target signal as used for
the adaptive codebook search described in subclause 5.2.3.1.2), and the contribution signal, y(n), is minimized for all

candidate glottal-shape codevectors. The glottal-shape codebook search has been designed in a similar way as the
algebraic codebook search, described in subclause 5.2.3.1.5.9. In this approach, each glottal shape is represented as an
impulse response of a shaping filter G(z) . Thisimpulse response can be integrated in the impul se response of the
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weighted synthesis filter W(z)H (z) prior to the search of the optimum impulse position. The searched codevectors can

then be represented by vectors containing only one non-zero element corresponding to candidate impul se positions, and
they can be searched very efficiently. Once selected, the position codevector is convolved with the impul se response of
the shaping filter. This procedure needs to be repeated for all the candidate shapes and the best shape-position
combination will form the excitation signal.
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Figure 36: Schematic diagram of the excitation coding in TC mode

In the following, all vectors are supposed to be column vectors. Let p,- be a position codevector with one non-zero
element at apositionk”, and g, the corresponding glottal-shape codevector with index k’ representing the centre of

the glottal shape. Index k’ischosen from the range [0, 63], where 64 is the subframe length. Note that, due to the non-
causal nature of the shaping filter, itsimpulse response is truncated for positions in the beginning and at the end of the
subframe. The glottal shape codevector g, can be expressed in a matrix form as ¢, = Gpy , where G isaToeplitz
matrix representing the glottal impul se shape. Similarly to the algebraic codebook search, we can write

Sk'z(XTy)z - (xTHay f _ x"Hop f _ xzpief - (dgpk')z (576)
y'y akH'Haw pRGTHTHGpw prZ'Zpw pr®gpy

where H isalower triangular Toeplitz convolution matrix of the weighted synthesis filter. The rows of a convolution
matrix 2" correspond to the filtered shifted version of the glottal impulse shape or its truncated representation.

ETSI



3GPP TS 26.445 version 13.2.0 Release 13 188 ETSI TS 126 445 v13.2.0 (2016-08)

Because of the fact that the position codevector p has only one non-zero sample, the computation of the criterion
(576) isvery smple and can be expressed as

S =—F"5 (577)

Asit can be seen from criterion (577), only the diagonal of the correlation matrix @4 from criterion (576) needs to be
computed.

The codebook consists of 8 prototype glottal impulse shapes of length L =17 samples placed at al subframe positions.
Note that, since L is shorter than the subframe length, the remaining samples in the subframe are set to zero.

In general, the coding efficiency of the glottal-shape codebook islower than the efficiency of the long-term prediction,
and more bits are generally needed to assure good synthesized speech quality.

However, the glottal-shape codebook does not need to be used in al subframes. First, thereis no reason to use this
codebook in subframes that do not contain any significant glottal impulse in the residual signal. Second, the glottal -
shape codebook search isimportant only in the first pitch period in aframe. The following pitch periods can be encoded
using the more efficient standard adaptive codebook search asit does not use the excitation of the past frame anymore.
To satisfy the constant bit-rate requirement, the glottal -shape codebook is used in the EV S codec only in one of the four
subframesin aframe. Thisleadsto a highly structured coding mode where the bit allocation is dependent on the
position of thefirst glottal impulse and the pitch period. The subframe where the glottal-shape codebook isused is
chosen as the subframe with the maximum sample in the residual signal in the range [O,TOID + 2J, where T, isthe open-

loop pitch period estimated over the first half of the frame. The other subframes are processed as described in subclause
52322

Criterion (577) istypically used in the algebraic codebook search by pre-computing the backward filtered target vector
dg and the correlation matrix @ . Given the non-causal nature of the filter G(z), the matrix Z isnot triangular and

Toeplitz anymore, and this approach cannot be efficiently applied for the first Ly2= 8 positions in the glottal-shape
codebook search.

Let z, bethe (k’+1)th row of the matrix Z" ,where ZT =GTHT is computed in two steps to minimize the
computational complexity. In the first step, the first Lyo+1rows of this matrix Z " are calculated that correspond to the

positions k’ from the range [0, LI/ZJ. In the second step, the criterion (577) is used in asimilar way asin the algebraic

codebook search for the remaining part of Z' (the last 64— Ly, —1rows of the matrix ZT).

In the first step, the convolution between the glottal-shape codebook entry for position k”= 0 and the impul se response
h(n)isfirst computed using

zo(n)=Zn:g(n—i)h(i) for n=0,...,63 (578)

i=0

where we take advantage of the fact that the filter G(z) hasonly Ly, +1non-zero coefficients.

Next, the convolution zl(n) between the glottal-shape codebook entry for the position k’=1and the impulse response
h(n)is computed, reusing the values of z(n). For the following rows, the recursion is reused, resulting in

7¢(0)=g(-K)h(0),

z/(nN)=2z¢_4(n-1)+g(-k)h(n)  forn=1,...,63 (579)

The recursion (579) is repeated for all k"< Ly

Now, the criterion (577) can be computed for all positions k’from the range [0, LJ/ZJin the form
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i=0

63 2
(z 2l )]
J=ni0

— (580)

Z z¢(i)z (i)
i=0
In the second step, we take advantage of the fact that rows Ly>+1...,.63 of the matrix Z " are built usi ng the

coefficients of the convolution that are already computed as described by recursion (579) for k' = Ly2- That is, each
row corresponds to the previous row shifted to the right by 1 with a zero added at the beginning

z¢(0)=0,
(581)
z¢(n)=2z¢_4(n-1)  forn=1...63

and thisisrepeated for k" from the range [LJ/Z +l...,63].

Next, the target vector dy and the diagonal of the matrix ® 4 need to be computed. First, we evaluate the numerator and
the denominator of the criterion (577) for the last position k' =63

L1/2
dg(63)= ) x(63- Ly +i)2. 5 0) (582)
i=0
and
Ly
04 (6363)= 7, (i) 2, () (583)

i=0

For the remaining positions, the numerator is computed using equation (582), but with the summation index changed. In
the computation of the denominator, some of the previously computed values can be reused. For example, for the
position k’ =62, the denominator of criterion (577) is computed using

04(62,62) = 04(6363)+ 2., (Lyz +1) 2, vo (Ly2 +1) (584)
Similarly, we can continue to compute the numerator and the denominator of criterion (577) for all positions k' > Lyz.

The search continues using the previoudly described procedure for al other glottal impulse shapes and the codevector
corresponding to the best combination of glottal-shape and position is selected. To maintain the complexity low, the
computation described above is further reduced by limiting the position search to 4 samples around the maximum
absolute value of the residual signal.

The last parameter to be determined is the gain of the glottal-shape codebook excitation. The gain is quantized in two
steps. First, aroughly quantized gain of the glottal-shape codevector, g,,, isfound. Then, after both the first-stage
contribution (glottal -shape codevector) and the second-stage contribution (al gebraic codevector) of the excitation signal
are found, the gain g, of the first-stage contribution signal is jointly quantized with the second-stage contribution gain,
gc - Thisis done using the memory-less gain vector quantization, as described in subclause 5.2.3.1.7.1. The found
glottal shape codevector gy/(n) isthus the position codevector p,-(n) filtered through the shaping filter G(z)that
represents the best found glottal shape. When scaling the glottal-shape codevector qk»(n)with the signed quantized
gain §,,, we finally obtain the first stage excitation codevector, v(n).

The glottal-shape gain g, is quantized using a quantization table as follows. First, an unquantized gain in the current
glottal-shape subframe is found as
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x(n)y(n)
gy = — =0 (585)

001+ Y y(n)y(n)
n=0

where N isthe subframe length, x(n)isthe target signal and y(n)is the glottal-shape codevector gy (n)filtered

through the weighted synthesis filterW(z)/ A(z) . Further, the sign of the glottal-shape gain is set to 0 if gy, <Oand 1
otherwise, and written to the bitstream. Finally, the glottal-shape gain quantization index | gy isfound as the maximum

value of |y that satisfies t(l gm) < |gm| , Wwhere t isthe glottal-shape gain quantization table of dimension 8. The signed
quantized glottal-shape gain §,,, isthus found as g, = t(l gm)and its value is quantized using 4 bits (1 bit for sign, 3 bits
for the value).

It should be noted that the closed-loop pitch period, Ty, does not need to be transmitted anymore in a subframe which
uses the glottal -shape codebook search with the exception of subframes containing more than one glottal impulse, i.e.,
when (kK" +Tg) < 64+ Ly 2 . There are situations where the pitch period of the input signal is shorter than the subframe

length and, in this case, we have to transmit its value. Given the pitch period length limitations and the subframe length,
a subframe cannot contain more than two impulses. In the situation that the glottal-shape codevector contains two
impulses, an adaptive codebook search isused in a part of the subframe. Thefirst Ty samples of the glottal -shape
codevector qk»(n) are built using the glottal-shape codebook search and then the other samples in the subframe are built
using the adaptive search as shown in Figure 37.

L lottal-shape .
1500 g P
codebook search adaptive search

1000 — | —=

500 | N

g ppm——ry |
1o 0

_500 | | | | | |

0 k' To N-1

—_— 7

Figure 37: Glottal-shape codevector with two impulses construction

The described procedure is used even if the second glottal impul se appears in one of the first Ly2 positions of the next
subframe. In this situation, only a few samples (less than Ly2 +1) of the glottal shape are used at the end of the current

subframe. This approach has a limitation because the pitch period value transmitted in these situationsis limited to
To <N, if itisbigger, it is not transmitted.

In order to enhance the coding performance, a low-passfilter is applied to the first stage excitation signal v(n). Inal

subframes after the glottal-shape codebook subframe, the low-pass filtered first stage excitation is found as described in
subclause 5.2.3.1.4.2.

5.2.3.2.2 TC frame configurations

5.2.3.2.2.1 TC frame configurations at 12.8 kHz internal sampling

At bit-rates with 12.8 kHz internal sampling rate the glottal-shape codebook is used in one out of four subframes. The
other subframesin a TC frame (not encoded with the use of the glottal-shape codebook) are processed as follows. If the
subframe with glottal-shape codebook search is not the first subframe in the frame, the excitation signal in preceding
subframes is encoded using the algebraic CEL P codebook only, this means that the first stage contribution signal is
zero. If the glottal-shape codebook subframe is not the last subframe in the frame, the following subframes are
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processed by the standard CELP coding (i.e., using the adaptive and the algebraic codebook search). Thus, the first
stage excitation signal is the scaled glottal-shape codevector, the adaptive codevector or the zero codevector.

In order to further increase encoding efficiency and to optimize bit allocation, different processing is used in particular
subframes of a TC frame dependent on the pitch period. When the first subframe is chosen as a TC subframe, the
subframe with the 2nd glottal impulse in the LP residual signal is determined. This determination is based on the pitch
period value and the following four situations then can appear. In the first situation, the 2nd glottal impulseisin the 1st
subframe, and the 2nd, 3rd and 4th subframes are processed using the standard CEL P coding (adaptive and algebraic
codebook search). In the second situation, the 2nd glottal impulse isin the 2nd subframe, and the 2nd, 3rd and 4th
subframes are processed using the standard CELP coding again. In the third case, the 2nd glottal impulseisin the 3rd
subframe. The 2nd subframe is processed using algebraic codebook search only asthere is no glottal impulse in the 2nd
subframe of the LP residual signal to be searched for using the adaptive codebook. The 3rd and 4th subframes are
processed using the standard CELP coding. In the last (fourth) case, the 2nd glottal impulse isin the 4th subframe (or in
the next frame), the 2nd and 3rd subframes are processed using the algebraic codebook search only, and the 4th
subframe is processed using the standard CELP coding. Table 49 shows all possible coding configurationsin the EVS
codec at 12.8 kHz internal sampling rate.

The TC configuration is transmitted in the bit-stream using a Huffman-style coding and its bit sequence is show in the
Table 49 in the column bitstream.

Table 49: TC configurations used in the EVS codec at 12.8 kHz internal sampling rate

Type of codebook used (GS = glottal-
Codin Positions of the first (and the shape,
confi urainon Bitstream second, if relevant) glottal Ada = adaptive, Alg = algebraic)
9 impulse(s) in the frame 1st 2nd 3rd 4th
subfr. subfr. subfr. subfr.
GS + Ada + Ada + Ada +
TC1 1 IA AI I I I Alg Alg Alg Alg
GS + Ada + Ada + Ada +
TC2 0101 I II I II I I I
| | | | | Alg Alg Alg Alg
GS + Ada + Ada +
TC3 0100 I II I I II I I Al
| | | | | Alg 9 Alg Alg
GS + Ada +
TC4 011 I A I I I A I Al Al
T T T | Alg g 9 Alg
GS + Ada + Ada +
TC5 001 I I II I I I Al
| | | | | 9 Alg Alg Alg
GS + Ada +
TC6 0001 I I I II I I Al Al
I S g 9 Alg Alg
GS +
TC7 0000 I I I I II I Alg Alg Alg
I N Alg
5.2.3.2.2.2 TC frame configurations at 16 kHz internal sampling

At bit-rates with 16 kHz internal sampling rate the glottal-shape codebook is used in one out of five subframes. If the
subframe with glottal -shape codebook search is not the first subframe in the frame, the excitation signal in preceding
subframes is encoded using the algebraic CEL P codebook only. If the glottal-shape codebook subframe is not the last
subframe in the frame, the following subframes are processed by the standard CELP coding.

Asthe bit-rates with 16 kHz internal sampling rate are with high bit-budget, the number of TC configurationsis reduced
compared to the 12.8 kHz internal sampling rate. Table 50 shows all possible coding configurationsin the EV'S codec at
16 kHz internal sampling rate
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Table 50: TC configurations used in the EVS codec at 16 kHz internal sampling rate

Type of codebook used
. . . . . (GS = glottal-shape,
con(?iOduTa%ion Bitstream PRSIIENS O th;grfsr;g]lgttal Tfple im Ada = adaptive, Alg = algebraic)
9 st | 2nd | 3rd | 4th | 5th
subfr. | subfr. | subfr. | subfr. | subfr.
GS+ | Ada+ | Ada+ | Ada+ | Ada+
TCi6l 00 I A I I I I I
16 | | | | | | Alg Alg Alg Alg Alg
GS+ | Ada+ | Ada+ | Ada+
TC162 01 I I /\ I I I I Al
. [ S S A — ° | Ag | Ag | Ag | A
GS+ | Ada+ | Ada+
TC163 10 | | | /\ | | | Al Al
N I I S N N g 9 | Ng | Ag | Alg
GS + | Ada+
TCi64 110 | | | | A | | Alg Alg Alg
I A N N — Ag | Ald
A GS +
TC165 111 I I I I I I Alg Alg Alg Alg Alg
5.2.3.24 Pitch period and gain coding in the TC mode

When using the TC, it is not necessary to transmit the pitch period for certain subframes. Further, it is not necessary to
transmit both pitch gain, g, and the algebraic codebook gain, g, for subframes where there is no important glottal

impulse, and only the algebraic codebook contribution is computed (the first stage excitation is the zero vector).

In subframes, where the glottal-shape, or adaptive, search is used, the first stage excitation gain (pitch gain), g, and

the second stage excitation gain (algebraic gain), g, , are quantized at bit-rates < 32 kbps using the memory-less vector
gain quantization described in subclause 5.2.3.1.7.1. At 64 kbps bit-rate, gains are scalar quantized as described in
subclause 5.2.3.1.7.3. In glottal-shape subframes, the first stage gain, g, isfound in the same manner as described in

subclause 5.2.3.1.4.2.

When only an algebraic gain is quantized in the current frame (the first stage excitation is the zero vector), the following
scalar quantization processis used. First, an optimal algebraic gain in the current subframe is found as

gc =—%5 (586)

where N isthe subframe length, x(n)isthetarget signal and z(n)is the algebraic codevector c(n)filtered through the

weighted synthesis filter W(z)/ A(z) with the pre-filter F(z). The predictive algebraic energy calculated once per frame
is employed as described in subclause 5.2.3.1.7. Further the algebraic codebook gain, g, and the correction factor, ¥,
are given by equations (564) and (565), respectively. Finally, the correction factor quantization index, 1, , isfound as

the maximum value of | y that satisfies

Q¢ < 9¢ (587)

X (t(ly+12)+t(ly)j

where tisthe algebraic gain quantization table of dimension 8. The correction factor y is quantized with 3 bits using
the quantization tablet and the quantized algebraic gain is obtained by

dc :t(ly)- ¢ (588)

Thefollowingisalist of al TC configurations corresponding to Table 49 and Table 50.
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Configuration TC1

In this configuration, two first glottal impul ses appear in the first subframe that is processed using the glottal-
shape codebook search. This means that the pitch period value in the 1st subframe can have the maximum value
less than the subframe length, i.e., 34 < Ty < N . Here, Tyis the closed-loop pitch period and N the subframe
length. With the Y2 sample resolution it can be coded with 6 bits. The pitch periods in the next subframes are
found using — depending on the bit-rate — a 5- or 6-bit delta search with a fractional resolution.

Configuration TC2

When configuration TC2 is used, the first subframe is processed using the glottal-shape codebook search. The
pitch period is not needed and all following subframes are processed using the adaptive codebook search.
Because we know that the 2nd subframe contains the second glottal impulse, the pitch period maximum value
holds Ty < 2.N —1. This maximum value can be further reduced thanks to the knowledge of the glottal impulse

position value k”. The pitch period value in the 2nd subframe is then coded using 7 bits with afractional
resolution in the whole range of [min(N —k’,34),2.N —1—k’]. In the 3rd and 4th subframes, a delta search using
6 bitsisused with afractional resolution.

Configuration TC3

When configuration TC3 is used, the first subframe is processed using the glottal-shape codebook search with no
use of the pitch value again. But because the 2nd subframe of the LP residual signal contains no glottal impulse
and the adaptive search is useless, the first stage contribution signal is replaced by zeros in the 2nd subframe.
The adaptive codebook parameters (To and g,) are not transmitted in the 2nd subframe. The first stage

contribution signal in the 3rd subframe is constructed using the adaptive codebook search with the pitch period
maximum value (3.N —1—k’)and the minimum value (2.N —1-k’), thus only a 7-bit coding of the pitch value

with fractional resolution in al range is needed. The 4th subframe is processed using the adaptive search with —
depending on the bit-rate — a 5- or 6-bit delta search coding of the pitch period value.

In the 2nd subframe, only the algebraic codebook gain, gc, is transmitted. Consequently, only 3 bits are needed
for gain quantization in this subframe as described at the beginning of this subclause.

Configuration TC4

When configuration TC4 is used, the first subframe is processed using the glottal-shape codebook search. Again,
the pitch period does not need to be transmitted. But because the LP residual signal contains no glottal impulse
in the 2nd and also in the 3rd subframe, the adaptive search is useless for both these subframes. Again, the first
stage excitation signal in these subframesis replaced by zeros. The pitch period value is transmitted only in the
4th subframe by means of 7 bits and its minimum valueis (3.N - k’) .The maximum value of the pitch period is

limited by the T,o = 231 value only. It does not matter if the second glottal impulse will appear in the 4th
subframe or not (the second glottal impulse can be present in the next frame if k" + T = N).

Note that the absolute value of the pitch period is necessary at the decoder for the frame conceal ment; therefore,
it istransmitted also in the situation when the second glottal impul se appears in the next frame. When aframe
m preceding the TC frame m+1is missing, the correct knowledge of the pitch period value from the frames
m-1 and m+1 helpsto reconstruct the missing part of the synthesis signal in the frame m successfully.

The algebraic codebook gain, g, , is quantized with 3 bitsin the 2nd subframe and 3rd subframe.

Configuration TC5
When the first glottal impulse appearsin the 2nd subframe, the pitch period is transmitted only for the 3rd and
4th subframe. 3" subframe, the pitch value is coded using 9-bit absolute search while in the 4™ subframe using —

depending on the bit-rate — 5- or 6- bits delta search. In this case, only algebraic codebook parameters are
transmitted in the 1st subframe (with the algebraic codebook gain, g, , quantized with 3 bits).

Configuration TC6

When the first glottal impulse appearsin the 3rd subframe, the pitch period does not need to be transmitted for
the TC technique. In this case, only algebraic codebook parameters are transmitted in the 1st and 2nd subframe
with the algebraic codebook gain, g, , quantized with 3 bitsin both subframes. Nevertheless, the pitch period is
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transmitted in the 4th subframe by means of 9 bit absolute search coding for the reason of better frame erasure
concealment in the frame after the TC frame. Also, the pitch period is transmitted for the 3rd subframe by means
of 5 hit absolute search coding although it is not usually necessary.

Configuration TC7

When the first glottal impulse appears in the 4th subframe, the pitch period value information is not usually used
in this subframe. However, its value is necessary for the frame conceal ment at the decoder (thisvalueis used for
the missing frame reconstruction when the frame preceding or following the TC frame is missing) or in case of
strong onsets at the frame-end and very short pitch period. Thus, the pitch value is transmitted only in the 4th
subframe by means of 9-bit absolute search coding and only algebraic codebook parameters are transmitted in
the first three subframes (the gain pitch, g, isnot essential). The algebraic codebook gain, g, is quantized

with 3 hitsin the 1%, 2™ and 3rd subframes. The scalar gain quantization is employed only at the 4th subframe in
this configuration to encode the gain pitch and the algebraic codebook gain.

Configuration TCy6l

In this configuration, one or two first glottal impul ses appear in the first subframe that is processed using the
glottal-shape codebook search. This means that the pitch period value in the 1st subframe can have the maximum
value less than the subframe length N ,i.e., 42<Ty < N and it iscoded with 6 bits. Then the pitch period in the
2nd subframe is found using 8-bit absolute search on theinterval 42 < Ty <2* N . Finally the pitch period in the
3 subframe is coded using 10-bit absolute search and in the 4™ and 5™ subframe using 6-bit delta search.

The gain pitch and the algebrai c codebook gain are coded in all subframes using 6-bit VQ at 32 kbps resp. 12-bit
SQ at 64 kbps.

Configuration TC;2

The first glottal impulse appears in the 2nd subframe and the pitch period is transmitted for the 3", 4™ and 5th
subframe. In the 3" subframe, the pitch value is coded using 10-bit absolute search while in the 4" and 5™
subframe using 6- bits delta search. The pitch period is transmitted also in the 2™ subframe by means of 6 bits
and serves in case when two first glottal impul ses appearsin the second subframe.

The gain pitch and the algebraic codebook gain are coded in the 2™, 3, 4™ and 5th subframe using 6-bit VQ at
32 kbps resp. 12-bit SQ at 64 kbps. The algebraic codebook gain, g, , is quantized in the 1st subframe with 3 bits

at 32 kbpsresp. 6 bits at 64 kbps
Configuration TCy63

Thefirst glottal impulse appears in the 3rd subframe. In this case, only algebraic codebook parameters are
transmitted in the 1st and 2nd subframe with the algebraic codebook gain, g, , quantized in both subframes with

3 bitsat 32 kbpsresp. 6 bits at 64 kbps. Then the pitch period is coded by means of 10-bit absolute search in the
3 subframe and by means of 6-bit delta search in the 4™ and 5" subframe.

The gain pitch and the algebraic codebook gain are coded in the 3, 4" and 5th subframe using 6-bit VQ at 32
kbps resp. 12-bit SQ at 64 kbps.

Configuration TCye4

Thefirst glottal impulse appearsin the 4th subframe. In this case, only algebraic codebook parameters are
transmitted in the 1%, 2nd and 3" subframe with the algebraic codebook gain, 0c , qQuantized in all these

subframes with 3 bits at 32kbps resp. 6 bits at 64kbps. Then the pitch period is coded by means of 10-bit
absolute search in the 4™ subframe and by means of 6-bit delta search in the 5™ subframe.

The gain pitch and the algebraic codebook gain are coded in the 4™ and 5th subframe using 6-bit VQ at 32 kbps
resp. 12-hit SQ at 64 kbps.

Configuration TC1¢5

When the first glottal impulse appearsin the 5th subframe, the pitch period value information is not usually used in this
subframe. However, its value is necessary for the frame concealment at the decoder (this valueis used for the missing
frame reconstruction when the frame preceding or following the TC frame is missing) or in case of strong onsets at the
frame-end and very short pitch period. Thus, the pitch value is transmitted only in the 5th subframe by means of 10-bit
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absol ute search coding and only a gebraic codebook parameters are transmitted in the first four subframes. The
algebraic codebook gain, g, isquantized in the 1%, 2" and 3rd subframes with 3 bits at 32kbps and 6 bits at 64 kbps.

The gain pitch and the algebraic codebook gain are coded only in 5th subframe using a scalar gain quantizer.
5.2.3.25 Update of filter memories

In TC mode, the memories of the synthesis and weighting filter are updated as described in subclause 5.2.3.1.8. Note
that signalsin equation (574) are the first stage excitation signal v(n) (i.e., the glottal-shape codevector, the low-pass

filtered adaptive codevector, or the zero codevector) and the algebraic codevector c(n) (including pre-filtering).

5.2.3.3 Excitation coding in UC mode at low rates

The principle of excitation coding in UC mode is shown in a schematic diagram in Figure 38. The individual operations
are described in detail in the following clauses.

pre-emphasized
input signal » @)

+
O-input ———> VAV(Z) >
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D 1,1(n) x(n)
__ "
: +
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— 2
—
P2 1p2(n) 0-state

x1,w(7)

Figure 38: Schematic diagram of the excitation coding in UC mode

5.2.3.3.1 Structure of the Gaussian codebook

In UC mode, a Gaussian codebook is used for representing the excitation. To simplify the search and reduce the
codebook memory requirement, an efficient structure is used whereby the excitation codevector is derived by the
addition of 2 signed vectors taken from a table containing 64 Gaussian vectors of dimension 64 (the subframe size). Let
t; denote the i th 64-dimensional Gaussian vector in the table. Then, a codevector is constructed by

C=stp +Sptp, (589)

where s and s, arethesigns, equal to—1or 1, and p;and p,aretheindices of the Gaussian vectors from the table. In

order to reduce the table memory, a shift-by-2 table is used, thus only 64 + 63 x 2 = 190 values are needed to represent
the 64 vectors of dimension 64.

To encode the codebook index, one has to encode 2 signs, s;and s, , and two indices, p,and p,. Thevauesof p,and
p, arein the range [0,63], so they need 6 bits each, and the signs need 1 bit each. However, 1 bit can be saved since the
order of the vectors v; and v j is not important. For example, choosing vy asthe first vector and v s asthe second

vector is equivalent to choosing v asthe first vector and vy as the second vector. Thus, similar to the case of

encoding two pulsesin atrack, only one bit is needed for both signs. The ordering of the vector indicesis such that the
other sign information can be easily deduced. This gives atotal of 13 bits. To better explain this procedure, let us
assume that the two vectors have theindices p;and p,with signindices o, and o, respectively (o =0if thesignis

positiveand o =1if the sign is negative). The codevector index is given by
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| =01 +2x(p;x6+ py) (590)

If p, < pythen o1 =05, otherwise o, isdifferent from oy . Thus, when constructing the codeword (index of
codevector), if the two signs are equal then the smaller index isassigned to p; and the larger index to p,, otherwise the
larger index is assigned to p; and the smaller index to ps,.

5.2.3.3.2 Correction of the Gaussian codebook spectral tilt

In UC mode, the Gaussian codebook spectral tilt is corrected by a modification factor, which is encoded using 3 bits per
subframe. First, thetilt of the target vector x(n)is computed as

63
="y (591)

>

i=1

. x(i)x(i —2)
[x()F

and thetilt of the filtered Gaussian codebook y(n)is computed as

189
D vli)y(i-1)

_i=1
=" (592)

N0;

i=1

The filtered Gaussian codebook, y(n), istheinitial Gaussian codebook, t(n), convolved with the weighted filter, h(n).
Note that vector t(n) represents the whole codebook, i.e., n=0,...,189.

The spectral tilt modification factor is found by

1-e7 . g%
5= % (593)
2. &j; + &ilt
and the integer quantization index is found by
l5=[166] (594)

where the operator |_ . J returns the integer part of afloating point number. The integer quantization index islimited to
[0, 7].
Finaly, the quantized spectral tilt modification factor is used to adapt the tilt of the initial Gaussian codebook. That is

t'(n)=t(n) for n=0,
_Stlh— 595
t'(n)zt(”)5—{(2”1) for n=1...,189 (5%9)
1+¢6
where the quantized spectral tilt modification factor isfound as
a |
5=-2 596
T (596)

In the following, the adapted Gaussian codebook t'(n),n=0,...,189, is searched to obtain the best two codevectors and
signs which form the final codevector, c(n), of dimension 64. In the following, we assume t(n) « t'(n).
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5.2.3.3.3 Search of the Gaussian codebook

The goal of the search procedureisto find theindices p; and p, of the two best random vectors and their
corresponding signs, s, and s, . Thisis achieved by maximizing the following search criterion

2 2 2
ot

where x(n)isthe target vector and z = Hcis the filtered final codevector. Note that in the numerator of the search
criterion, the dot product between x(n)and z(n), n=0,...,63, is equivalent to the dot product between d(n)and c(n),
where d = H xis the backward filtered target vector which is also the correlation between d(n)and the impulse
response h(n). The elements of the vector d(n)are found by

63
d(n)=x(n)* h(- n)=Zx(i)h(i -n) for n=1,...,63 (598)

i=n

Since d(n)isindependent of the codevector c(n), it is computed only once, which simplifies the computation of the
numerator for different codevectors.

After computing the vector d(n), a predetermination process is used to identify K out of the 64 random vectorsin the

random table, so that the search processis then confined to those K vectors. The predetermination is performed by
testing the numerator of the search criterion Q, for the K vectors which have the largest absolute dot product (or

squared dot product) between d(n)and vi(n), i =0,...,63. That is, the dot products y; that are given by

63
X= Z d(n)vi(n) (599)
n=0

are computed for all random vectors v; (n)and the indices of the K vectors which result in the K largest val ues of
|;{i | areretained. These indices are stored in the index vector my, i =0,...,K —1. To further simplify the search, the sign

information corresponding to each predetermined vector is also preset. The sign corresponding to each predetermined
vector isgiven by thesign of y; for that vector. These preset signs are stored in the sign vector 5, i =0,...,K-1.

The codebook search is now confined to the pre-determined K vectors with their corresponding signs. Here, the value
K =8isused, thus the search is reduced to finding the best 2 vectors among 8 random vectors instead of finding them

among 64 random vectors. This reduces the number of tested vector combinations from 64x65/2 = 2080to
8x9/2=36.

Once the most promising K vectors and their corresponding signs are predetermined, the search proceeds with the
selection of 2 vectors among those K vectors which maximize the search criterion Q.

Wefirst start by computing and storing the filtered vectors w, j=0,...,K —1corresponding to the K predetermined

vectors. This can be performed by convolving the predetermined vectors with the impul se response of the weighted
synthesisfilter, h(n). The sign information is also included in the filtered vectors. That is

Wj(n):sttmj(i)h(n—i) for n=0,...,63, j=0,...,K -1 (600)

e =wiwj=> wi(n) for j=0,...,K-1 (601)

and its dot product with the target vector
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63
pi=x"wj =Y w;(n)xn) for j=0,...,K -1 (602)
n=0

Notethat p;jand &; correspond to the numerator and denominator of the search criterion due to each predetermined

vector. The search proceeds now with the selection of 2 vectors among the K predetermined vectors by maximizing the
search criterion Q . Note that the final codevector is given in equation (589).

The filtered codevector z(n)is given by
z=Hc=gHtp +sHtp =wp +wp, (603)

Note that the predetermined signs are included in the filtered predetermined vectors w ; . The search criterionin
equation (597) can be expressed as

Q:(xTz)ZZ (xTwplexTwpz)2 _ (ppl+pp2)2
T T

zZ Z (Wpl+Wp2) (W

(604)

T
p1+sz) gpl+gp2+2wplwp2

The vectors w j and the values of p; and ¢; are computed before starting the codebook search. The search is performed

in two nested loops for all possible positions p; and p, that maximize the search criterion Q . Only the dot products
between the different vectors w j need to be computed inside the loop.

At the end of the two nested |oops, the optimum vector indices p;and p,will be known. The two indices and the

corresponding signs are then encoded as described above. The gain of the final Gaussian codevector is computed based
on a combination of waveform matching and energy matching. The gainis given by

gc =0.69,, +0.49, (605)

where g, isthe gain that matches the waveforms of the vectors x(n)and z(n)and is given by g,, =x"z/z" zand ggis

the gain that matches the energies of the vectors x(n)and z(n)and isgiven by g, =+/x'z/z"z . Here, x(n)isthe target
vector and z(n)isthe filtered codevector ¢(n), n=0,...,63.

5.2.3.34 Quantization of the Gaussian codevector gain

In UC mode, the adaptive codebook is not used and only the Gaussian codevector gain needs to be quantized. The
Gaussian codevector gainin dB is given by

938 = 20l0g(g, ) (606)

isuniformly quantized between Iy, and T4, With the step size given by
Tax — I
5 — ( max mi n% (607)

where L isthe number of quantization levels. The quantization index k is given by the integer part of

Finally, the quantized gain in dB is given by
4% = kx 5+ (609)

and the quantized gain is given by
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~d
§, = 108¢° /20 (610)

In every subframe, 7 hits are used to quantize the gain. Thus, L =128and the quantization step is 6 =1.71875dB with
the quantization boundariesTy;,, = —30and I}, =190 . The quantized gain, g, isfinally used to form the total

excitation in the UC mode by multiplying each sample of the codevector, c(n), by g -

5.2.3.35 Other parameters in UC mode

In UC mode, the SAD and noisiness parameters are encoded to modify the excitation vector in stationary inactive
segments. The noisiness parameter is required for an anti-swirling technique used in the decoder for enhancing the
background noise representation during inactive speech.

The noisiness parameter is defined as the ratio between low- and high-order LP residual variances:

2
Og2
y=—

> (611)
Oel16

where cfé > and oﬁm denote the LP residual variances for second-order and 16th-order LP filters, respectively. The LP

residual variances are readily obtained as a by-product of the Levinson-Durbin procedure, described in subclause
5.1.94.

The noisiness parameter is normalized to the interval [0, 1] within which it islinearly quantized with 32 levels. That is
p= V‘-(V -1) 32J (612)

where u isanormalization factor, which is different for WB and NB signals. For WB signals, ¢ =2, otherwise
#=05.

5.2.3.3.6 Update of filter memories

In UC mode, the memories of the synthesis and weighting filter are updated as described in subclause 5.2.3.1.8. Note
that the excitation component v(n) ismissing in equation (574) for UC mode.

5.2.3.4 Excitation coding in IC and UC modes at 9.6 kbps

At 9.6 kbps, the IC and UC modes are coded with a hybrid coding embedding two stages of innovative codebooks, the

algebraic pulse codebook and a Gaussian noise-like excitation. Since the long term prediction gain is expected to be
very low for such frames, the adaptive codebook is not used. The principle is depicted in figure 39
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Figure 39: Schematic diagram of the excitation coding in UC and IC modes at 9.6 kbps

5.2.34.1 Algebraic codebook

523411 Adaptive pre-filter

For UC mode, the adaptive pre-filter is performed similarly asin subclause 5.2.3.1.5.1. Additional the pre-filter F (z) is
amended with a phase scrambling filter as follows:

-1
F2)=F(2)- (22 (613)
1+0.7z"
For NB I1C mode, the filter is designed as follows:
F2)=FO(z) Azm) (614)
AZ/n)

where F(©) is defined in subclause 5.2.3.1.5.1 with T =64, /3, isalso defined in subclause 5.2.3.1.5.1, and
m= 0.75and no = 0.9.

For WB IC mode, F(z) isdefined as.

-1
F(2)= (1—(f-€18;b_-T}/)z (615)
~0.857

where T =64, a=0.5, b=0.25and y representsthetilt of following filter:
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Thetilt is computed as:

63
fOn-1fD(n
y=-» ( o Akl (617)
o (F)2(n)
B isbounded by [0.25 0.5] and given isby:
B 0.25/
V C

where E\[,’ll and Eé’l] are the energies of the scaled pitch codevector and the scaled algebraic codevector of the previous
subframe, respectively.

5.2.3.4.2 Gaussian noise generation

The Gaussian noise excitation is a second excitation added to the first innovative excitation from the algebraic
codebook. This second contribution is only computed and added in WB.

The Gaussian noise excitation is produced by calling three times a random generator with a uniform distribution
between -1 and +1. It follows the Central Limit Theorem.

2
c2(n) = z rand(n) (619)
i=0

The Gaussian noisy excitation c2(n) is spectrally shaped by applying the pre-filter F(z) defined in subclause
5.2.3.4.1.1.

5.2.3.4.3 Gain coding

For NB only one gain has to be quantized, the gain of the algebraic codebook g, . It is quantized using a 6-bit
quantizer.

For WB, thetwo gains g. and g., are quantized jointly in each subframe, using a 7-bit vector quantizer.

In both cases the optimal algebraic codeword gain is computed as follows:

ge=10 (620)

n=0

In the equation above, z(n) isthe algebraic codevector c(n) filtered through the weighted synthesis filter W(z)/ A(z)
with the pre-filter F(z).isthe filtered algebraic codevector.

The algebraic codebook excitation energy in dB, E., isalso computed as follows:

1 63
Ec = 10Iog[a Z cz(n)] (621)
n=0

5.2.3.431 Innovative codebook gain coding (NB)

The algebraic codevector gain in dB is given by

928 = 20l0g(g,) (622)
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isuniformly quantized between -30 dB and 90dB with the step size of 1.9dB. The quantization index k isgiven by the
integer part of

dB
k= {%EQC’L?’OW.SJ (623)

Finally, the quantized gain in dB is given by

g% =kx1.9-30 (624)
and the quantized gain is given by

dc :1O(QSB*EC)/20 (625)
5.2.3.4.3.2 Joint gain coding (WB)

The algebraic codebook gain is quantized indirectly, using a predicted energy of agebraic codevector. The energy of
residua signal in dB is calculated.

Then, average residual signal energy is calculated for the whole frame and serves as a prediction of the algebraic
codevector energy. It is quantized on 4 bits once per frame. The quantized value of the predicted algebraic codevector
energy is defined as

15 _
King = Min[E" ~ Epooi (K

E; = Epook (King)

where Epoox (k),k =0,...,15isthe 4-bit codebook for the predicted algebraic codevector energy and kjpg isthe index
minimizing the criterion above.

(626)

Using the predicted algebraic codevector energy, we may estimate the algebraic codebook gain as
g = 10005lE -E¢) (627)

A correction factor between the true algebraic codebook gain, g, and the estimated one, g , isgiven by

~9/,

The correction factor y isuniformly quantized on 5 bits between -20 dB and 20dB with the step size of 1.25dB. The
quantization index k is given by the integer part of

k= V1+—2250 + 0.5J (629)
Finally, the quantized gain in dB is given by
g% =kx1.25- 20— E; +E; (630)
and the quantized gain is given by
6o =100/ (631)

The gain of Gaussian noise excitation is quantized on 2 bits. Unlike the algebraic codeword gain, the Gaussian noise
excitation gain is optimized in order to minimize the energy mismatch between the target signal and reconstructed
signal. The following criterion is minimized:
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63 63
minC- Y XM= (¢ - 2 + Gez - 22()° (632)
92| o n=0

where C isan attenuation factor set to 1 for clean speech, where high dynamic of energy is perceptually important and
set to 0.8 for noisy speech where the noise excitation is made more conservative for avoiding fluctuation in the output
energy between unvoiced and non-unvoiced frames

The quantized gain is expressed as follows where the index k2 of the optimal gain is sent on 2 hits:

63
> e m)

o = (0.25k2+0.25) - G 2;0— (633)
z\/czz(n)
n=0
5.2.3.4.4 Memory update

The update of the filter memoriesis performed as described in subclause 5.2.3.1.8 except that there is no adaptive
codebook contribution. The Gaussian noise excitation is not taken into account for the update and for computing the
next subframe signal target.

5.2.35 Excitation coding in GSC mode

In the GSC mode, the excitation is encoded using mixed time-domain/frequency-domain coding technique. This mode
isaimed at encoding generic audio signals at low bit rates without introducing more delay than the ACELP structure
requires. The GSC modeis used only at 12.8 kHz internal sampling rate, and the excitation could be encoded with 4
subframes, 2 subframes, or 1 subframe per frame depending on the bit rate or the signal type.

Figure 40 is a schematic block diagram showing the general concept of coding the excitation in the GSC mode. The
speech/music selector is used to choose between coding the excitation signal in the GSC mode or the other ACELP
modes described above. The selector mainly consists of the speech music classification (as described in subclause
5.1.13.5), where GSC is used in case music signals are detected. A further detector (as described in subclause
5.1.13.5.3) is used to verify if a detected music contains a temporal attack. In such a case the time domain transient
coding mode is used to code only the attack.

When encoding in the GSC mode, the time-domain excitation contribution is first computed. In case of 4 subframes, the
time-domain excitation consists of both adaptive codebook and fixed codebook asin ordinary ACELP. Incase 1 or 2
subframes are used, the time-domain excitation consists only of the adaptive codebook contribution. Then the time-
domain contribution and residual signal are both converted to the transform domain (using DCT). The transform-
domain signals are used to determine a cut-off frequency (the upper band still containing significant pitch contribution).
The time-domain excitation contribution is then filtered by removing the frequency content above the cut-off frequency.
The filtered time-domain contribution in the frequency domain is subtracted from the frequency-domain residual signal,
and difference signal is quantized in the frequency domain using PV Q. The quantized difference signal is then added to
the filtered transformed time-domain excitation contribution, and the resulting signal is converted back to the time
domain to obtain the total excitation signal.

The GSC mode is used for encoding audio signals at 7.2, and 13.2 kbit/s for WB inputs. It is also used to encode
unvoiced active speech and some audio signal at 13.2 kbit/sin case of SWB inputs. Further, the GSC mode is used to
encode inactive signalsin case of NB, WB, SWB, and FB signals (in case DTX is off) at 7.2, 8 and 13.2kbit/s.
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Figure 40: GSC encoder overview
5.2.35.1 Determining the subframe length

The subframe length, or number of subframes per frame, is determined depending on the bit rate and nature of encoded
signal. In case of SWB unvoiced mode at 13.2 kbit.s, 4 subframes are used. For NB and WB signals at 13.2 kbit/s, 2
subframes are used in case of inactive signals or when the high frequency dynamic range flag Fy¢ iSO, where Fr; isan

indicator when set to 1 isindicates the presence of high frequency spectral correlation and is computed in subclause
5.1.11.2.6. Otherwise 1 subframeis used (audio signal where long-time support is needed to get better frequency
resolution).

For the bit rates of 7.2 and 8 kbit/s, 1 subframe is always used (NB, WB, and SWB audio signals and inactive speech
signals). The number of subframe information is encoded at 13.2 kbpswith 1 bit.

5.2.3.5.2 Computing time-domain excitation contribution

For the SWB unvoiced mode at 13.2 kbit/s, 4 subframes are used and the excitation is computed similar to ACELP
Generic coding mode using both adaptive and fixed codebooks (see subclause 5.2.3.1). The signal is encoded using
GENERIC coding type at 7.2 kbit/s, and the remaining bits are used to encode the frequency domain contribution. The
target signal for FCB search is computed without low-pass filtering of ACB excitation.

In other modes where 1 or 2 subframes are used the time-domain excitation contributions consists only of the adaptive
codebook contribution. Thisis determined using ordinary closed-loop pitch search asin subclause 5.2.3.1.4.1.

When only 1 or 2 subframe are used, for example at 7.2 and 8 kbit/s rates, the adaptive codebook excitation and pitch
gain quantization use the AUDIO coding type. The pitch found is quantized using 10 bits for the first subframe and 6 bit
for the following subframe, if any. In these case, he pitch gain is quantized using a 4 bits vector quantizer.

The total excitation isfinally constructed based on both ACB and FCB at 13.2 UC mode or only ACB contribution for
other modes using atotal between 14 and 24 bitsin case of 1 or 2 subframe up to 106 bits for the 4 subframe case..
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5.2.3.5.3 Frequency transform of residual and time-domain excitation contribution

In the frequency-domain coding of the mixed time-domain / frequency-domain GSC mode, the residual signal and the
time-domain excitation contribution are transformed to frequency domain. The time-to-frequency transformis
performed using a 256-point Type IV discrete cosine transform (DCT,y) giving a resolution of 25 Hz at the internal
sampling frequency of 12.8 kHz.

The DCTyy, Y(K), of asignal x(n) of length L isdefined by the following equation:

L1 1 L
y(k) :gx(n)co{(n+zj(k+zj%} k=0,..,L-1 (634)

Here L =256 and x(n) refersto either residual signal r(n) or time-domain excitation contribution u(n) with DCT
output y(k) corresponding to frequency transformed signals f, (k) and f (k) , respectively.

5.2.3.5.3.1 eDCT for DCT,y,

The efficient eDCT is built upon a discrete cosine transform type IV (DCT,y) but the eDCT requires less storage and
has lower complexity.

The DCT,y formulain above subclause can be rewritten as:

{y(zq):Re{z(q)} . q=01..L/2-1 (635)
y(L-1-20) =~ Im{Z(a)]
where the values Z(q)are given by
L/2-1
Z(q) =Wg>- WA {z( D) -Wff’”} wPhL, gq=01...,L/2-1 (636)
p=0

.27
NS 2t . . 2«
and z(p)=x(2p)+ jx(L-1-2p), p=01,...,L/2-1,and Wy =e N ZCOS(W)_an(W)'

Hence, the eDCT is computed using a Fast Fourier Transform (FFT) of L/2 points on the pre-rotated data z(p) :

A complex DFT with length L/2 isapplied to the rotated data z(p) :

L/2-1
r(k):z Z(p)WLp/k2 k=0,---,L/2-1 (637)

k=0
Here, when L/2=3200r 160, asimple power-2 DFT is not suitable, so it isimplemented with the following low
complexity 2-dimensional (VZ =PxQ) DFT, where P=64(L/2=320) or 32(L/2=160) and Q=5 are coprime
factors.
To reduce complexity, an address table is introduced. It can be calculated by:

I(np,mp) = (Ky -+ Kz -np)modL/2 =0, P-1 np=0,--,Q-1 (638)
where K;, K, are coprime and satisfy the condition (K4 - K5) mod (L/2) =0.

Here, K; =65 K, =256 (P =64) or 96 (P =32) . The addresstable | isstored for low complexity 2-dimentional
DFT, and is used to indicate which samples are used for P -point DFT or Q -point DFT following:

a) Applying P -point DFT to z(p) for Q times based on the addresstable | .

Theinput datato thei-th (i =0,...,Q—-1) P -point DFT isfound by seeking their addresses stored in the address table

| . For thei-th P -point DFT, the addresses of the input dataare the P continuous elements starting from the
i-P's elementintable | . For every time of P -point DFT, the resulting data need to be applied a circular shift

with astep of ¢;, where ¢; isthere-ordered index, which satisfies (ol-((Klz/Q) mod P))mod P=1.
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The output of step a) is.

w(k) = DFT _P(z(I +iP))¢, i=0,-,Q-1 (639)
For thei-th (i =0,...,Q —1) P -point DFT, the addresses of the input data arethe P continuous elements starting
from I[Pi], and the results are circular shifted with ¢; =5. Hereis an example of circular shift, the original vector
is Z=[7y 7 7, 73 74] , the new vector with 2 circular shiftis Z=[z; z, 24 7 z3] .

b) Applying Q-point DFT to w(k) for P times based on the address table | .

The input datato thei-th (i = 0,..., P —1) Q -point DFT isfound by seeking their addresses stored in the address
table | . For thei-th Q -point DFT, the addresses of the input data are the Q elements starting from the i-th element
intable | , each of which separated by a step of P . For every time of Q -point DFT, the resulting data need to be
applied acircular shift with astep of C,. C, isthe re-ordered index, which satisfies

(c;- (K2 /P)mod Q)) mod Q =1.
The output of step b) is:
r(k)=DFT _Q(W(I +i))q, i=0,--,P-1 (640)
For thei-th (i =0,...,P —1) Q -point DFT, the addresses of the input data are the Q continuous elements starting from

I[i], each of which is separated by astep of P, and the results are circular shifted with c, =4 (P=64) or 2(P=32) .
Finally, the coefficients are output according to the stored address corresponding to the addresstable | .

5.2.354 Computing energy dynamics of transformed residual and quantization of noise
level

The DCT of theresidual isdivided into 16 bands (0 to 15) of length 16 bins. For bands 7 to 14, the energy dynamic per
band is computed as the square of the maximum value divided by the average va ue per band, scaled by a factor 10.
Then the average value D, over the 8 band (from 7 to 14) is computed.

A long-term dynamic Dy; isupdated as

0.2D}; +0.8D4y, when Dy > D
It :{ t av av t (641)

0.6D); +0.4Dyy, otherwise
Dy; isquantized with 8 levelsin the rage 50-82 (50, 54, 58, 62, 66, 70, 74, 78) with quantization index ip from0to 7.

The noise level is computed as Njo, =15-ip

For the bit rates of 7.2 and 8 kbit/s, the noise level islow limited to 12. Thus only values 12, 13, 14, 15 are permitted
and N,q, isquantized with 2 bits). For UC SWB mode at 13.2 kbit/s N,q, isset to 15, otherwise N, isquantized

with 3 bits (values 8 to 15).

5.2.3.5.6 Find and encode the cut-off frequency

The cut-off frequency consists of the last band with significant pitch contribution (the frequency after which coding
improvement brought by the time-domain excitation contribution becomes too low to be valuable). Finding the cut-off
frequency starts by computing the normalized cross-correlation for each frequency band between the frequency-
transformed LP residual f, (k) and the frequency-transformed time-domain excitation contribution f (k) . The 256-

sample DCT spectrum is divided into the 16 bands with the following number of frequency bins per band
By (i) ={8816,16,16,16,16,16,16,16,16,16,16,16,16,32} (642)

with cumulative frequency bins per band
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Cpgp (i) ={0,816,32,48,64,80,96,112,128,144,160,176,192,208,224} (643)
The last frequency L included in each of the 16 frequency bands are defined in Hz as:
L¢ (i) = {175,375, 775,1175,1575,1975, 2375, 2775,3175,3575,3975, 4375, 4775,51 75,5575, 6375} (644)

The normalized correlation per band is defined as

Cap(1)+By (i)
PIRAOINO

Cc (I) — 1=Cay (i) (645)

JS1, st )

C Cap()+Bp(i) _ . . Co Cro()+By(i) , . .
Where S;. (.)_ijc%(i) f () f, () and Sy (i) = ijcsb(i) £, (i) fu ()
The cross-correlation vector is then smoothed between the different frequency bands using the following relation
— 2-(min(0.5,-C.(0)+ - C; (1)) -0.5), fori=0
Ceali)=1,. ¢ . _ _ _ (646)
-(Min(0.5,a-C.(I)+B-C.(i+D)+ f-C.(i—1)-0.5), forl<i<12

where =095, §=(1-a) and f=5/2

The average of the smoothed cross-correlation vector is computed over the first 13 bands (representing 5575 Hz). Itis
then limited to a minimum value of 0.5 normalised between 0 and 1.
A first estimate of the cut-off frequency is obtained by finding the last frequency of afrequency band L which

minimizes the difference between the last frequency of afrequency band L; and the normalized average 6C2 of the
smoothed cross-correlation vector multiplied by the width of the spectrum of the input sound signal. That is

imin =min(Ls () - Ce2(Fs/2)), for 0<i<12 (647)
and the first estimate of the cut-off frequency is given by
fier =Lt (imin) (648)
where Fg=12800 Hz.

At 7.2 and 8 khit/s, where the normalized average C_:Cz isnever realy high, or to artificially increase the value of fic,
to give alittle more weight to the time domain contribution, the value of c_:C2 is upscaled with afactor of 2.

The 8" pitch harmonic is computed from the minimum or lowest pitch lag value of the time-domain excitation
contribution of all sub-frames, and the frequency band containing the 8" harmonic is determined. The final cut-off
frequency is given by the higher value between the first estimate of the cut-off frequency fi4 and thelast frequency of

the frequency band in which the 8" harmonic islocated Ly (ig) .

The cut-off frequency is quantized with a maximum of 4 bits using the values {0, 1175, 1575, 1975, 2775, 3175, 3575,
3975, 4375, 4775, 5175, 5575, 6375} .

Some hangover is added to stabilize the decision and prevent the cut-off frequency to switch between O (meaning no
temporal contribution) and something el se too often. First for the temporal contribution to be allowed, the average

normalized correlation Cporyp and the long-term correlation Cporp 8 computed in subclause 5.1.13.5.3, the long term
average pitch gain of the GSC temporal contribution G, and the last value of the cut-off frequency are compared to

some threshold to decideiif it is alowed to remove al the temporal contribution (cut-off frequency would be 0). In
addition a hangover logic is used to diminish any undesired switching to a complete frequency model where the cut-off
frequency would be 0.
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For the lowest bitrate, 7.2 and 8.0 kbit/s, only 1 bit is used to send the cut-off frequency information when the coding
mode is INACTIVE otherwise, the cut-off frequency is considered as greater than O (meaning the temporal contribution
is used) and the length of the contribution is deduced from the pitch information. At 13 kbps, 4 bits are used to send the
cut-off frequency alowing all the possible cut-off frequency values.

Once the cut-off frequency is determined, the transform of the time-domain excitation contribution is filtered in the
frequency domain by zeroing the frequency bins situated above the cut-off frequency supplemented with a smooth
transition region. The transition region is situated above the cut-off frequency and below the zeroed bins, and it allows
for asmooth spectral transition between the unchanged spectrum below f;. and the zeroed binsin higher frequencies.

5.2.3.5.7 Band energy computation and quantization

Thefiltered time-domain contribution in the frequency domain f,'(k) issubtracted from the frequency-domain
residual signal f, (k) , and the resulting difference signal in the frequency domain f 4 (k) is quantized with the PV Q.
Before the quantization is done, some gains per frequency band By, , as defined above, are computed and quantized
using a split VQ. First the gain per band on the difference signal G,y iscomputed as:

logig for 0<i<2
Gy (i)=110g10 for2<i <15 (649)
10919 for i =15

where Cgand By are defined in subclause 5.2.3.5.6.

In case of NB content, only the first 10 bands are quantized using a split VQ. For other bandwidth, the number of band
guantized depends on the bitrate. At low bit rate only 12 bands are quantized, being the band 0 to 8 plus the bands 10,
12 and 14. The band 9, 11, 13 and 15 being interpolated based on the quantized bands 8, 10, 12, and 14. The codebook
used for the vector quantization are different depending of the bitrate and the bandwidth of the input signal giving a
total 4 different set of codebooks.

In al cases, prior to the vector quantitation of the bands, the average gain of all the bands is subtract from the bands and

vector quantized as well using 6 bits. In total between 21 and 26 bits are used to get the gain per band quantized ébd
depending of the bitrate.

5.2.3.5.8 PVQ Bit allocation

The PVQ isacoding technic that is flexible in its bit allocation. To decide where bits should be allocated inside the
difference spectrum to quantize, some parameters are analyse as the bitrate, the cut-off frequency f; , the noise

level Njq, , the coding mode (INACTIVE, AUDIO or active UC), the bit budget available and the bandwidth.

First, only a subset of bands will be sent to the PVQ for quantization. The minimum number of band is5 out of 16. To
determine the number of band, afirst criteriaisthe bit rate, a second criteriais the cut-off frequency and another criteria
isnoise level. When the number of band is decided, a minimum amount of bit is spread over the number of band
decided with an emphasis on the low frequencies. If some bits remain after the minimum bit allocation, then the
remaining bits are split among the bands. When the number of bands and its bit allocation are found, the bands are
picked from theinitial spectrum of the difference signal f (k) based on the quantized gain of this band. The 5 first

bands are always sent to the PV Q, the choice of the other bands on the energy associated to that band and the high
frequency flag indicator Fyy .
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5.2.3.5.9 Quantization of difference signal

Once the bit allocation the number of band to quantize and their position in the spectrum is defined, a new vector is
concatenated containing all the chosen bands. The values are then passed to the PV Q for quantization to obtain the
quantized difference spectrum f 4 (k) . The PV Q quantization scheme is described in subclause 5.3.4.2.7.

5.2.3.5.10 Spectral dynamic and noise filling

After the quantization by the PV Q, some band are empty and many more bins are zeroed due to the low inherent to the
GSC technology available. To make the frequency model as robust as possible on speech like content, the spectral
dynamic is revised and some noise filling is added to the difference spectrum.

For INACTIVE content below 13.2 kbit/s, the quantized spectrum above 1.6kHz is multiplied by afactor of 0.15. For
INACTIVE content at 13.2 kHz, the quantized spectrum above 2.0kHz is multiplied by a factor of 0.25. Otherwise the
scaling factor for the spectral dynamic S¢gy and the frequency bin where the scaling of the spectral dynamic Fig is

applied is computed as follow:

(14_ Nlev)
Sy =—' &/ _p4g 650
fsd 10 (650)
and
Figg =112+ (14— Njo, )* 16 (651)

Furthermore, for frequencies above 3.2 kHz, the spectral dynamic is limited to an amplitude of +1 for bitrate below 13.2
kbit/s and to + 1.5 otherwise.

This scaling is then applied to the quantized difference spectrum fd (k) , to obtain its scaled version fds(k) .

A noisefilling is then applied to the whole difference spectrum. The noise level added is based on the bitrate, the coding
mode and the spectral dynamic N, to obtain the scaled difference spectrum with noise f asn (K) on which the gain will

be applied on.
5.2.35.11 Quantized gain addition, temporal and frequency contributions combination

Once dynamic of the quantized difference spectrum has been scaled and the noise fill has be performed, the gain of each
bands is computed exactly as in subclause 5.2.3.5.7 to get gain of the quantized spectrum G4, . The gain per band to

apply G, (i) consists as:
Gali)= 10(Gan(i -Gz 1) (652)

Thisgain is applied to both the scaled difference spectrum with noise fdsn (k) and the scaled difference

spectrum f as (K) and both vectors are added to the temporal contribution to get two different spectral representation of
the quantized excitation in the frequency domain, one with noisefill f,"(i) and the other without f,," (i) asshown
below.

f,"() = ')+ fdsna)-Ga(kXi:CBb(kHBo(k) e (653)

and

fug" )= 100+ Tas®-Galk] e (654)
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5.2.3.5.12 Specifics for wideband 8kbps

The available bits are allocated to the bands of the frequency excitation signal according to the bit allocation agorithm
as described in subclause 5.2.3.5.8, where the frequency excitation signal is the output of DCT)y, as described in
subclause 5.2.3.5.3. If theindex |high pit Of the highest frequency band with bit allocation is more than a given

threshold, the bit alocation for the frequency excitation bands will be adjusted: Decrease the number of the allocated
bits of the bands with more bits, and increase the number of the allocated bits of the band I g, pit and the bands near

to Ihigh it - And then, encode the frequency excitation signal with the allocated bits, where the given threshold is
determined by the available bits and the resolution of the frequency excitation signal.

The details are described as follows:
1) Allocate most of the available bits to the 5 lower frequency bands by the pre-determined bit allocation table;

2) Allocate the remaining bits to those bands excluding the lower frequency 5 bands which have the largest band
energy, if there are remaining bits after the first step;

3) Searchtheindex Ingn pit Of the highest frequency band with bit allocation.

If theindex Ihign pit Of the highest frequency band with bit allocation is more than a given thresholdTry = 7, the bit
alocation for the frequency excitation bands will be adjusted:

1) Allocate bitsto some more bands whose index is above Ihgn pit - The number of the newly bit allocated

bands Ny, isdetermined by the noise level N,q, and the coding mode.

2) For the newly bit alocated bands, allocate 5 bits to each band. If the number of the newly bit allocated
bands Ny <2, allocate 1 more bit to each band whose index starts from 4 to I hign it + Nexr -

3) Thetotal number of newly allocated bits ey iS 5 Neyir + Thigh_bit + Nextr —4- Rexr iS Obtained by decreasing
the number of the bits alocated to the 4 lower frequency bands.

Otherwise, the original number of allocated bits to each band is not changed.
Finally, quantize and encode the frequency excitation signal according to the allocated bits.

Then, reconstruct the frequency excitation signal based on the quantized parameters. The reconstructed frequency
excitation signal is corresponding to the decoded frequency excitation signal in decoder.
For the reconstructed frequency excitation signal, if theindex ljag pin Of the highest frequency band with bit

allocation is more than a given threshold, or there is the temporal contribution in the reconstructed frequency excitation
signal, the frequency excitation signal above Cgy (Ihign bit) Will be reconstructed by the reconstructed frequency

excitation signal; otherwise, the frequency excitation signal above Cgy (! ﬁigh_bit)will be reconstructed by noise filling.

The detailed descriptions are as follows:

When the coding mode of previous frame is AC mode, if the last sub-band index of bit allocation I, pinislarger than

Tr, =8 or there isthe temporal contribution in the reconstructed frequency excitation signal, the BWE flag Fgyg is set
to 1. It should be noted that the BWE flag Fgyg isinitialized to 0 and calculated for every frame. ljag pinisthen
refined by:

(655)

| maX(ljag_pinA0) if Fppe =1
125010 7 (1 as_pinsl5) Otherwise

If Fewe =1, the frequency excitation signal below Cpgp (1155 pin) Will be reconstructed as described in subclause
5.2.3.5.11, and the frequency excitation signal above Cpgp (115 bin) Will be reconstructed as follows:
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fq(255—-K) = fp"(159-K)  0<k<255—(16-1 a5 pin—1) (656)

And then the frequency excitation signal fd (255-k) 0<k<255- (16- last_bin —1) is scaled by the quantized gains
to obtain the scaled frequency excitation signal ;" (255-k) 0<k <255— (16- last_bin —1).

When the energy ratio between the current frame and the previous frame isin the range (0.5, 2), for any band with index
rangeis[4, 9], if the band is bit allocated in the current frame or in the previous frame, the coefficients in the band are
smoothed by weighting the coefficients of the current frame and the previous frame.

For the scaled frequency excitation signal above Cpy, (11ast _pin) » €stimate the position of the formant by LSF

parameters. If the magnitudes of the coefficients near to the formant are larger than a threshold, the magnitudes are
decreased to improve the perceptual quality.

Otherwise, If Fgye =0, the un-quantized coefficients, i.e. un-decoded coefficients at the decoder side will be
reconstructed by noise filling as described in subclause 5.2.3.5.10.

5.2.3.5.13 Inverse DCT

After the gain has been applied and the combination in the frequency domain done, both frequency representations of
the coded excitation are convert back to time domain using the exact same DCT asin subclause 5.2.3.5.3. The inverse
transform is performed to get the quantized excitation G(n) which is the temporal representation of f,,"(i) and

U, (n) which is the temporal representation of f,,"(i). G(n) will be used to update the TDBWE while (5 (n) isused to
update the internal CEL P state as the adaptive codebook memory.

5.2.35.14 Remove pre-echo in case of onset detection

Compute the energy of the excitation L](n) over each 4 samples using a 4-sample sliding window, and find the more

energetic section to determine a possible attack (onset). If the attack is larger than the previous frame energy plus 6 dB,
the algorithm finds the energy before the attack (excluding the section where the attack has been detected) and it scales
it to the level of the previous frame energy plus 6dB.
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5.2.4 Bass post-filter gain quantization

At 16.4 and 24.4 kbps, the bass post-filter gain is quantized on 2 bits. First the signal is reconstructed as defined in
subclause 6.1.3. The bass post-filter is applied and the enhancement signal, r(n) is computed as described in subclause

6.1.4.2.

The residual signal isthen low passfiltered in time domain by a convolution with the impulse response hy,(n) , impulse

response simulating the filtering done in CDLFB at the decoder side. Moreover the signal is adjusted by an estimated
gain o corresponding to the attenuation factor of the anti-harmonic components. It is estimated as follows;

Se(n) =—a-r(n)*hp(n) (657)

The optimal gain adjustment is computed as:

63
D (s - &) - se(n)
o, =10 (658)
D (s(m-§m)°
n=0

The optimal gain adjustment is quantized on 2 bits as follows:
k =min(3max(0,[2- &, +0.5) (659)

The quantization is adjusted in case the delta SNR provided by the estimated gain is detected as positive:

63
L Z(s(n+64i)—§(n+64i))2
ASﬂI’a = z IOglO 63 n=0 (660)
=0 (s(n+ 64) - §(n+ 641) + 56(n))?
n=0

Theindex k is then modified in the following way:
k =max(Lk) if Asnr, >0 (661)
The again adjustment is decoded as follows

&, = max(0.5-k,0.125) - o (662)

5.2.5 Source Controlled VBR Coding

5.25.1 Principles of VBR Coding

VBR coding [20] [21] describes a method that assigns different number of bits to a speech frame in the coded domain
depending on the characteristics of the input speech signal. This method is often called source-controlled coding as well.
Typically, a source-controlled coder encodes speech at different bit rates depending on how the current frame is
classified, e.g., voiced, unvoiced, transient, or silence. Note that DTX operation can be combined with VBR codersin
the same way as with Fixed Rate (FR) coders; the VBR operation is related to active speech segments.

The speech signal contains a varying amount of information across time, due to the way the human speech production
system operates. Stationary voiced and unvoiced segments are good candidates to be encoded at lower bit-rates with
minimal impact to voice quality. Transient speech contains information which is normally not well correlated to the past
signal, and therefore hard to predict from the past. As aresult, they are typically encoded at the higher bit-rates.
Therefore it is reasonable to quantize each of the types of signals using only the necessary amount of bits, which hasto
be varied for maximal efficiency while at the same time minimizing the impact to voice quality.
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The VBR solution provides narrowband and wideband coding using the bit rates 2.8, 7.2 and 8.0 kbps and produces an
average hit rate at 5.9 kbps.

The Average Data Rate (ADR) control mechanism in subclause 5.2.5.5 relies on properties of the human speech
production system, which do not apply well across different types of music signals. In such cases, the ADR for VBR
mode starts approaching the most frequently used peak rate of 7.2 kbps. Due to the finer bit allocation, in comparison to
Fixed Rate (FR) coding, VBR offers the advantage of a better speech quality at the same average active bit rate than FR
coding at the given bit rate. The benefits of VBR can be exploited if the transmission network supports the transmission
of speech frames (packets) of variable size, such asin LTE and UMTS networks.

5.25.2 EVS VBR Encoder Coding Modes and Bit-Rates

The signal classification algorithm described in subclause 5.1.13 forms the basis for coding mode selection in the VBR
encoder. In addition to the coding modes described in subclause 5.1.13, the VBR encoder introduces two low bit-rate
(2.8 kbps) coding modes called PPP (Prototype Pitch Period) for voiced speech and NELP (Noise Excited Linear
Prediction) for unvoiced speech. The Transition Coding (TC) mode uses 8 kbps and al other coding modes operate at
7.2 kbps. The VBR mode targets an average hit-rate of 5.9 kbps by adjusting the proportion of the low bit-rate (2.8 kbps)
and high bit-rate (7.2, 8 kbps) frames for optimal voice quality.

Next, we describe the VBR specific algorithmic modules and the average rate control mechanism.
5.25.3 Prototype-Pitch-Period (PPP) Encoding

5.25.3.1 PPP Algorithm

It was the perceptual importance of the periodicity in voiced speech that motivated the development of the (Prototype
Pitch Period) PPP coding technique. PPP exploits the fact that pitch-cycle waveformsin a voiced segment do not
change quickly in aframe. This suggests that we do not have to transmit every pitch-cycle to the decoder; instead, we
could transmit just a representative prototype pitch period. At the decoder, the non-transmitted pitch-cycle waveforms
could then be derived by means of interpolation. In this way, very low bit-rate coding can be achieved while
maintaining high quality reconstructed voiced speech. Figure 41 illustrates an example of how the pitch-cycle
waveforms are extracted and interpolated. We will refer these pitch-cycle waveforms as Prototype Pitch Periods
(abbreviated as PPPs).

Original | | |
| | |

| | | |

| | | |
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Figure 41: lllustration of principles of PPP coding [20]
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The quantization of PPP is carried out in frequency domain. Hence the time-domain signal is converted to a discrete-
Fourier series (DFS), whose amplitudes and phases are independently quanti zed.

Figure 42 presents a high-level schematic diagram of PPP coding scheme. Front-end processing including LPC analysis
is same for this scheme. The LSP quantization scheme for the PPP mode is the same as that of the Voiced Coding (VC)
mode.
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Figure 42: Block diagram of PPP coding scheme [20]

After computing the residual signal, a PPP is extracted from the residual signal on aframe-wise basis. The length of the
PPP is determined by the lag estimate supplied by the pitch estimator. Special attention needs to be paid to the
boundaries of the PPP during the extraction process. Since each PPP will undergo circular rotation in the alignment
process (as will be seen later), the energy around the PPP boundaries needs to be minimized to prevent discontinuities
after circular rotation (where the left side of the PPP meets the right side). Such minimization can be accomplished by
dlightly jittering the location of the extraction. After the extraction, the PPP of the current frame needs to be time-
aligned with the PPP extracted from the previous frame. Specifically, the current PPP is circularly shifted until it hasthe
maximum cross-correl ation with the previous PPP. The alignment process serves two purposes. Firstly, it facilitates
PPP quantization especialy in low-bit-rate predictive quantization schemes, and secondly it facilitates the construction
of the whole frame of excitation in the synthesis procedure which will be discussed next. The aligned PPPs are then
guantized and transmitted to the decoder. To create a full-frame of excitation from the current and previous PPPs, we
need to compute an instantaneous phase track which is designed carefully so as to achieve maximum time-synchrony
with the original residual signal. For this purpose, a cubic phase track can be employed along with four boundary
conditions:

(1) theinitial lag value,
(2) theinitial phase offset,
(3) thefinal lag value and
(4) the final phase offset.

Having created the entire frame of quantized residual, the decoder concludes its operation with LPC synthesis filter and
memory updates.

5.25.3.2 Amplitude Quantization

The DFS amplitude is first normalized by two scaling factors at the encoder — one for the low band and one for the high
band. The two resulting scaling factors are vector-quantized in the logarithmic domain and transmitted to the decoder.
The normalized spectrum is non-uniformly-downsampled/averaged to transform a variable dimension vector (pitch lag
dependent) to afixed dimension vector. The Equivalent Rectangular Bandwidth (ERB) auditory scale is used for the
downsampling/averaging process which helps to model the frequency-dependent frequency resolution of the human
auditory system and removes perceptually irrelevant information in the spectra. The downsampled spectrum is split into
alow band and high band spectra, each of which is separately quantized. At the decoder, the low and the high band
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spectra are first reconstructed from the bit-stream transmitted from the encoder. The two spectra are then combined and
sent to anon-uniform spectral upsampler. Afterwards, the scaling factors recovered from the bit-stream are used to
denormalize the upsampled spectrum to reconstruct the quantized spectrum. Both the scaling factors and the spectraare
quantized differentially to ensure minimal bit consumption.

5.2.5.3.3 Phase Quantization

The phase spectrum of the current PPP can be readily derived by combining the phase spectrum of the previous PPP

and the contributions from a simplified pitch contour derived from the previous and current frame pitch lags. Finally,
the number of samples needed to align the pitch pulse of the quantized PPP with that of the original residual signal is
computed and sent to the decoder. This helps with closed loop pitch search in the subsequent ACELP frame.

5.25.4 Noise-Excited-Linear-Prediction (NELP) Encoding

The objective of NELP coding is to accurately capture unvoiced segments of speech using a minimal number of bits per
frame. Front-end processing including LPC analysisis same for this scheme. The L SP quantization scheme for the
NELP mode is the same as that of the Unvoiced Coding (UC) mode. The resulting residual signal isthen divided into
smaller sub-frames whose gains are computed and quantized. The quantized gains are applied to a randomly generated
sparse excitation which is then shaped by a set of bandpass filters. The spectral characteristics of the shaped excitation
are analyzed and compared to the spectral characteristics of the original residual signal. Based on thisanalysis, afilter is
chosen to further shape the spectral characteristics of the excitation to achieve optimal performance.

5.255 Average Data Rate (ADR) Control for the EVS VBR mode

This section describes an ADR control mechanism which ensures the compliance of ADR requirements under awide
variety of language and noise type mix. The average rate control is done by a combination of threshold changes and the
change of the high rate and low rate frame selection pattern. A set of thresholds referred to as bump-up thresholds play
akey rolein the rate control algorithm. When coding PPP frames, the encoder runs a set of checksto verify whether the
given frameis suited for PPP mode of coding. If the set of checksfail the PPP coding module decides the given frameis
not suitable for PPP coding and the frame is coded as a high rate frame (H-frame). Thisregjection isreferred to asa
“bump-up”. There are two types of bump-ups used in the PPP coding module.

1. Open loop bump-ups. Bump-up is performed before the prototype pitch period wave form is coded. For example
if the pitch lag difference between the current and previous frame is more than a certain threshold, the PPP
coding module decides that the current frame is not suitable for PPP coding.

2. Closed-loop bump-ups: Thisis done after the prototype pitch period waveform is coded. For example if the
energy ratio of the prototype pitch waveform before and after the quantization is not within a certain set of
thresholds, the PPP coding modul e abandons the PPP mode of coding and subsequently that frame is coded
using high rate coding. In general the close loop bump-ups make sure the PPP coding isin good quality.

The PPP coding module decides the current speech frame as clean speech or noisy speech by comparing the current
frame’'s SNR against athreshold. This threshold is referred to as the clean and noisy speech threshold (TH ) which is
localized to the PPP coding module. If the SNR of the current frame is more than TH then the current frameis
classified as a clean speech frame or as a noisy speech frame otherwise. For each of the two cases (clean and noisy)
there are two sets of bump up thresholds, resulting four sets of bump up thresholds collectively. For clean speech the
two bump up threshold sets consist of astrict set TcL1 (astrict set of bump up thresholds resulting more bump ups) and
arelaxed set TcL2 (arelaxed set of bump up thresholds resulting less bump ups). Similarly there are two similar bump
up threshold sets available for noisy speech TN1 and Tn2. Clean speech bump up threshold sets are more stricter
compared to corresponding noisy speech bump up threshold sets ( TCL1 creates more bump ups compared to TN1 and
similarly TcL2 creates more bump ups compared to TN2).

ADR Control mechanism is introduced based on multiple steps depending on long term ADR, short term ADR (ADR
during last 600 frames) and the target rate. Following rate control mechanisms are picked based on the long term and
short term average rates to achieve the desired average rate.

a. Change the threshold (TH ) which classifies the speech as clean or noisy. Increasing TH classifies more frames
as noisy speech and reduces the number frames classified as clean. At thispoint TcL1 and Tn1 threshold sets are
used for bump ups. However by classifying more frames as noisy speech, more frames will use the threshold set
Tna1 thus lesser number of bump ups will occur.
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b. Usealow rate (L) and high rate (H) frame pattern which generates more low rate frames. For example we can
set the default pattern to LHH and change the pattern to LLH to obtain more L frames, which reduces the ADR.

c. Userelaxed PPP bump up threshold sets ( TcL2 and Tn2) for both clean and noisy speech. This reduces the
number of bump ups thus more L frames are generated. In item (&) we increased the threshold (TH ) which
classifies the speech frames as clean or noisy without relaxing the corresponding PPP bump up thresholds (used
TcL1l and TN1).

d. Impact the open loop voicing and un-voicing decisions to reduce the rate by increasing PPP and NELP frames.

e. Apart from rate reduction mechanisms, the algorithm utilizes a speech quality improvement strategy if the global
rateislessthan the target rate by a specific margin. To achieve that a percentage of the L framesare sent toH
frames to improve the speech quality.

The objective of the ADR control algorithm is to keep the average data rate of the VBR mode at 5.9 kbps and not to
exceed it by 5%. The target rate is set by the algorithm (e.g. 5.9 kbps) and short term and long term average rates are
computed to control different actions given in items (a) through (€) above.

The average rate during last N frames or the short term average rate ( R gt N frames = a@verage of last 600 active frames)

is used to compute the long term average rate asfollows. RLT(n) is updated after every N active frames. The value o
is selected as 0.98.

Rut(n)= Rt (n—-1)+ 1 )R ast N frames (663)

The rate control is done in multiple steps. If the long term average rate RLT islarger than the target rate, the clean and
noise decision threshold TH (in above (a)) isincreased in steps. If the RLT cannot be reduced with the maximum TH
value, the encoder will use the LLH pattern to generate more quarter rate PPP frames. If the Rt is not reduced below
the target rate, bump up thresholds are relaxed (item (c) above). Finally the open loop voiced and unvoiced decisions
are relaxed such that the number of PPP and NELP frames will be increased to control the average rate.

Once the RLT isreduced below the target rate, the rate control mechanisms are relaxed gradually. First the open loop
decision thresholds are restored to the values before the aggressive rate control. The next step isto revert to the lesser
aggressive bump up thresholds (TcLiand TN1). If the long term average rateis still well under the target rate, frame
selection pattern LLH is reverted back to LHH and then the noise decision threshold TH is gradually reduced to its
default value.

If the long term averagerate RLT iswell under control and below a minimum target rate Riarget — 4ol2 SPEECh quality

improvement algorithm in (€) is exercised by converting some of the low rate PPP frames (L frames) into high rate H
frames.

Figure 43 shows the flow chart of the average rate control based on this method. Table 51 contains the summary of the
terms used in the flowchart in figure 43.
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Table 51: Summary of the terms used in the flowchart

Symbol Description
LLH mode Set to 1 if the LLH pattern is used. Set to 0 if LHH pattern is used
TH max Maximum value for the clean and noisy speech decision threshold
Relax BMP_TH Set to 1 if the relaxed bump up thresholds is used. Set to 0 otherwise
Rm Long term average data rate
Rtaget Target average date rate
A1 Rate tolerance 1. (e.g. set to 0.1 kbps for a target rate of 6.1 kbps target rate)
Atol2 Rate tolerance 1. (e.g. set to 0.05 kbps for a target rate of 6.1 kbps target rate)
Ath1 Set size to increase the TH ( value for the clean and noisy speech decision threshold)
Ath2 Set size to decrease the TH (value for the clean and noisy speech decision threshold)
Relax OL Set to 1 if open loop voicing/unvoicing decisions are changed to have more PPP and NELP frames.

Set to 0 otherwise.
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Figure 43: Average rate control in Variable Bit-Rate Coding
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5.2.6 Coding of upper band for LP-based Coding Modes

5.26.1 Bandwidth extension in time domain

The time-domain bandwidth extension (TBE) module codes the signal content beyond the range of frequenciesthat are
coded by the low band core encoder. The inaccuracies in the representation of the spectral and the temporal information
content at higher frequencies in a speech signal are masked more easily than contents at lower frequencies.
Consequently, TBE manages to encode the spectral regions beyond what is coded by the core encoder in speech signals
with far fewer bits than what is used by the core encoder.

The TBE agorithmis used for coding the high band of clean and noisy speech signals when the low band is coded
using the ACELP core. The input time domain signal of current frame is divided into two parts. the low band signal and
the super higher band (SHB) signal for SWB signal or the higher band (HB) signal for WB signal. While the SWB TBE
encoding of upper band (6.4 to 14.4 kHz or 8 to 16 kHz) is supported at bitrates 9.6 kbps, 13.2 kbps, 16.4 kbps, 24.4
kbps, and 32 kbps; the WB TBE encoding of upper band (6 to 8 kHz) is supported at 9.6 kbps and 13.2 kbps.
Specificaly, at 13.2 kbps and 32 kbps the SWB TBE algorithm is employed as the bandwidth extension algorithm when
the speech/music classifier determines that the current frame of signal is active speech or when GSC coding is selected
to encode super wideband noisy speech. Similarly, at 9.6 kbps, 16.4 kbps and 24.4 kbps the TBE algorithm is used to
perform bandwidth extension for all ACELP frames. The ACELP/MDCT core coder selection at 9.6 kbps, 16.4 kbps
and 24.4 kbps is based on an open-loop decision as described in subclause 5.1.14.1.

In coding the higher frequency bands that extend beyond the narrowband frequency range, bandwidth extension
techniques exploit the inherent relationship between the signal structuresin these bands. Since the fine signal structure
in the higher bands are closely related to that in the lower band, explicit coding of the fine structure of the high band is
avoided. Instead, the fine structure is extrapolated from the low band. The high level architecture of the TBE encoder is
shown in figure 44 below. The front end processing to generate the high band target signal in figure 44, isreplaced by a
simple flip-and-decimate-by-4 operation in the WB TBE framework.
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Figure 44: Time Domain Bandwidth Extension Encoder. Blocks in dashed lines are activated only at
higher bit rates (24.4 kb/s or higher)
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5.26.1.1 High band target signal generation

The input speech signal, s,,(n) , that is sampled at either 32 kHz or 48 kHz sampling frequency, is processed through

the QMF analysis filter bank. This processing step is performed as part of the common processing step as described in
subclause 5.1. The output of the QMF analysisfilter bank, Xcr(t,k) and X (t,k) arethereal and imaginary sub-

band values, respectively, t isthe sub-band timeindex with 0<t <15 and k is sub-band frequency band index with
0<k<Lc. Thenumber of sub-bands, Lc = Fs/800Hz, where Fsisthe samplerate of the input signal, sjn, (n) . For

example, for a SWB 32 kHz sampled input, L. = 40, and for a FB 48 kHz sampled input, L. = 60 sub-bands.

The spectral flip and down mix module extracts the high band components from the input speech signal. The high band
target signal contains the high frequency components of the input signal that are to be represented by the time domain
bandwidth extension encoder. The frequency range of the high band depends on the coding bandwidth of the low band
ACELP core. When the low band ACELP core codes up to a maximum bandwidth of 6.4 kHz, then the high band target
signal, Syg(n), containsinput signal components in the 6.4 -- 14.4 kHz band. When the low band ACELP core codes
up to a maximum bandwidth of 8 kHz, then the high band target signal containsinput signal componentsin the 8 -- 16
kHz band. In the high band target signal, Spg(n) , the input signal components are arranged in a flipped and down-
mixed format such that the O frequency value in the SWB high band target signal corresponds to the maximum
frequency in the above mentioned bandwidth. The process of deriving the SWB high band target signal is shown
pictorialy in figure 45.
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>
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Frequency Frequency

Figure 45: Generation of high band target signal for SWB TBE

Similarly, the WB high band target signal containing signal components from 6 to 8 kHz is generated as shown in figure
46. In particular, asimple flip-and-decimate-by-4 operation is performed to extract the 6 to 8 kHz high band from the
16 kHz sampled WB input signal. In case of fixed point operation, the input signal is scaled dynamically based on the
spectral tilt of the input signal prior to performing the flip-and-decimate-by-4 operation. This adjustment of the scaling
is done such that for signals with low energy in the high band (indicated by having a spectral tilt >= 0.95), no headroom
isprovided prior to decimation to avoid any loss of precision after decimation, and for signals with relatively higher
energy in the high band (indicated by having a spectral tilt < 0.95), a headroom of 3 bitsis provided prior to decimation
to avoid any saturation in the decimation operation.

ETSI



ETSI TS 126 445 V13.2.0 (2016-08)

3GPP TS 26.445 version 13.2.0 Release 13 221
4 A
. High Band Target Signal for
Input speech signal 6.4 kHz WB core bandwidth
) )
o o
S =
= =
a a
£ £
< <
> >
0 6 8 KHz 0 2 8 KHz

Frequency Frequency

Figure 46: Generation of high band target signal for WB TBE

The process of deriving the SWB high band target signal using the complex low-delay filter bank (CLDFB) analysisis
described below. Thereal, Xcr(t,K), and imaginary, X (t,k) , CLDFB coefficients are first flipped as follows:

Xcr(tK) =—(-)™ X cg(t,M —k)

Xar (LK) = (D™ X (t,M —k) (664)

for0<t<Llc, 0sk<M-m

The values mand M are dependent on the maximum bandwidth coded by the ACELP core as shown in table 52. The
flipped coefficients, XCR (t,k) and )20 (t, k) are used to generate the high band target signal using the CLDFB
synthesis as described in subclause 6.9.3.

Table 52: Maximum and minimum frequencies for spectral flipping and downmix

| ACELP core M High band target signal
| Low band core sample rate | Low band coded bandwidth m band

@12.8 kHz core 6.4 kHz 14 | 34 6.4-14.4 kHz

@ 16 kHz core 8 kHz 19 | 39 8-16 kHz

@12.8 kHz core 6.4 kHz - - 6-8 kHz (WB)

5.2.6.1.2 TBE LP analysis

TBE linear prediction analysisis performed on a 33.75ms high band signal that includes the current 20ms SHB target
frame with 5ms of past samples and 8.75ms of ook ahead samples. The SWB high band target signal Syg(n) is
generated using the CLDFB synthesis filter bank described in subclause 6.9.3. Twenty milliseconds of the high band
target signal is used to populate the shb_old_speech buffer from sample 220 to sample 539 as shown in figure 47 . Both
the WB TBE and SWB TBE LP analysis follow similar steps as described below except that the buffer lengthsin SWB
TBE and WB TBE are different reflecting the effective upper band coding bandwidth. Certain stepsthat are relevant at
low bit rates and only for WB TBE and not for SWB TBE LP analysis are specified where applicable.
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n+54 High-band target signal n+374
after delay compensation |

High band LPC analysis frame (33.75 ms) |
n n+540

Figure 47: SWB Highband target signal buffers

Thefirst 220 samplesin the shb_old_speech buffer are filled from the memory shb_old_speech_mem. The
shb_old_speech_mem is updated as

shb_old speech mem[n]=shb_old speech[n+320] for 0<n< 219 (665)

For linear prediction analysis, a 540 sample LPC analysis frame is derived from the shb_old_speech buffer. A single
analysis window Wgyg(n),0 < n< 539, is used to calculate 10 auto correlation coefficients. The window function is as
shown in figure 48

TBE LP anlaysis window

300
Number of samples

Figure 48. SWB TBE analysis window

The autocorrelation coefficients rCSHB (k) is calculated according to

L-1

rSB (k)= Zsﬁ"B(n)x sSHB(n-k), k=0,...,10 (666)
n=k

A bandwidth expansion is applied to the autocorrel ation coefficients by multiplying the coefficients by the expansion
function:

iSB (k)= r&B (k)xwac(k), k=0,...,10 (667)
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The bandwidth expanded autocorrel ation coefficients are used to obtain LP filter coefficients, akSHB k=1,...,11, by
solving the following set of equations using the Levinson-Durbin agorithm.

10

Zaf”B B k)= S8 (i), i=1..11 (668)

k=1
It should be noted that &> =
5.2.6.1.3 Quantization of linear prediction parameters
First a spectral bandwidth expansion operation is performed on the LPC coefficients by multiplying aEHB with
bandwidth expansion weights bewkSHB

B = 3B xpewd™®, k=2,...11 (669)
The bewlf“ ® coefficients are given in table 53:
Table 53: LPC bandwidth expansion coefficients
k
2 3 4 5 6 7 8 9 10 11

0.975 0.950625 0.926859375 0.903687891 0.881095693 0.859068301 0.837591593f 0.816651804 0.796235509

0.776329621

The bandwidth expansion of LP coefficientsis performed in WB TBE LP analysis and low bitrate SWB TBE analysis

for bit rates below 13.2 kbps. The bandwidth expanded LP coefficients éks"B k=1,..

frequencies pEHB,k =1...,10

S—|B

The LSP weights w are calculated from the line spectral frequencies pE‘HB

(,,)

.,11 are converted to line spectra

B
= 250x facx (670)
81(k)x 5, (k)
And based on the spacing between adjacent L SF parameters, J; and d,
SHB
k=1
K Pk (671)
k)= {kaHB —pf_"lB otherwise
SHB _ _SHB
- k=10
5-(k Pk+1 — Pk 672
2lk)= { 05-p3B k=10 (672

where fac=1.1if k =4or5 and fac=1.0, otherwise.

5.2.6.1.3.1 LSF quantization

WB TBE L SF quantization uses a single stage vector quantizer that utilizes 2 bits and 8 bits for L SF quantization,
respectively, at 9.6 kbps and at 13.2 kbps. For low bit rate SWB L SF quantization at 9.6 kbps and primary frame

encoding in channel aware mode at 13.2 kbps (see subclause 5.8.3.1), a simple 8-bit 10-dimensional single stage vector

guantizer is used. In SWB TBE encoding, for bit rates at and above 13.2 kbps, the 10 dimensional L SF

B

vector , k=1,...10isencoded in a SQ and extrapolation procedure. The low-frequency irst five
pEH k Oi ded inaSQ and | ati edure. The low-f half (first five LSF

coefficents pSHB,
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That isthe first two coefficents are quantized with four bits each, with the CB from table 54, while the remaining three
coefficients are quantized with three bits each with reconstruction values in table 55.

Table 54: Four bit CB for LSF quantization

Index Value

0000 | 0.01798018
0001 | 0.02359377
0010 | 0.02790103
0011 | 0.03181538
0100 | 0.03579450
0101 | 0.03974377
0110 | 0.04364637
0111 | 0.04754591
1000 | 0.05181858
1001 | 0.05624165
1010 | 0.06022101
1011 | 0.06419064
1100 | 0.06889389
1101 | 0.07539274
1110 | 0.08504436
1111 | 0.10014875

Table 55: Three bit CB for LSF quantization

Index Value
000 | 0.02070812
001 | 0.02978384
010 | 0.03800822
011 | 0.04548685
100 | 0.05307309
101 | 0.06137543
110 0.07216742
111 | 0.09013262

The output of the SQ is five quantized coefficients [)kSHB, k=1...,5, which are also used as an input to extrapolation
of the remaining five coefficients.

The high-frequency half (last five LSF coefficents kaHB, k=6,...,10) are calculated as weighted averaging of the

guantized low-frequency part of the LSF vector and selected optimal grid points. First the already quantized coefficents
are flipped arround a quantized mirroring frequency, which separates the low-frequency part from the high-frequency
part of the L SF vector. Then the the fipped coefficients are adjusted by an optimal frequency grid codebook, which is
obtained in a closed-loop search procedure.

The transmitted mirroring frequency ™M is obtained as quantized difference between the first extrapolated and last
quantized coefficient, added to the last coded position

= (pSHB ASHB) ~SHB

m=Q\pg ~ —p5 )+ ps (673)

The quantization is performed with two bit SQ with reconstruction points{0.01436178, 0.02111641, 0.02735687,
0.03712105} .

The quanized five low-frequency L SF coefficents ,[)EHB, k=1,...5 areflipped arround the mirroring frequency m, to

form a set of flipped coefficients pEHB
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o =2m-pFe,  k=1..5 (674)

Then the flipped coefficients are further scaled according to

~SHB  -SHB -

D) XO.S—m) _SHB i =

~ + f m>0.25

kaHB _ = P1 i > (675)

pB otherwise

Theflip and scaled coefficients ﬁkSHB are adjusted with one of four grid vectors. The pre-stored set of four grid vectors

gi, i=1..,4fromtable56, isfirst re-scaled to fit into the interval between the last quantized L SF [)55"'5 and
maximum grid point value 0.5

gi’k:gi’k(O.S—ﬁéSHB)+/35s'lB i=1..4 k=1..5 (676)

Table 56: CB with LSF grid points

grid 1 grid 2 grid 3 grid 4
0.15998503 | 0.15614473 | 0.14185823 | 0.15416561
0.31215086 | 0.30697672 | 0.26648724 | 0.27238427

0.47349756 | 0.45619822 | 0.39740108 | 0.39376780
0.66540429 | 0.62493785 | 0.55685745 | 0.59287916
0.84043882 | 0.77798001 | 0.74688616 | 0.86613986

Then smoothed coefficients /73'("5 are obtained by weighed averaging of the re-scaled grid sets @i,k and re-scaled
flipped coefficients g B
ke =(1- A )P B+ 4G i i=L.4 k=1..5 (677)

where 4, are pre-defined weights 1={0.2, 0.35, 0.5, 0.75, 0.8}

Different grid vectors g; form different sets of smoothed coefficients @TB . The optimal grid is selected as the one
that produces smoothed coefficients ,Bﬁ:'B closest, in the mean-squared-error sense, to the actual high-frequency

coefficients kaHB, k=1..5

jOPt = arg_min{i (ﬂ?;s —kaHB)Z} (678)
k=1

The CB indices for the five low-frequency coefficients, mirroring frequency index, and the index of the optimal grid are
transmitted to the decoder.

The quantized L SF parameters ,[)kSHB are checked for inter-L SF spacing. First, the spacing between adjacent LSFsis
determined

pSHe k=0
51(k)=1 05-p'B k=10 (679)
pEHB - pfj'lB otherwise

If 8;(k) < 0.0234952, then the quantized L SFs are adjusted as follows

If k=0, then
pB = 5B _ 5 (k)+0.0234952 .
If k=10, then
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Al = pHB 4+ 5(k)-0.0234952
Otherwise,

ol = /Bks“lB +0.5x (68, (k)—0.0234952)
P8 = pHB _0.5x(8y(k) - 0.0234952)

5.2.6.1.4 Interpolation of LSF coefficients
The quantized L SF parameters ,kaH are converted into LSPs o-SHB
B _ cod2rx B (680)

The interpolation between the L SPs of the current frame, 6'|(SHB , and that of the previous frame 6prev|§HB is performed

to aset of 4 interpolated LSPs, G0 2 (j)for j =1,...4 asfollows:

G B(j)=1C(j)xbprevit™® +1C,(j )x 68 fork =1,...10and j =1....4 (681)

Theinterpolated L SPs are then converted back to L SFs. This process gives 4 sets of interpolated

LSFs 5B (j)for j =1,...4 . Further the LSFs are converted into LP coefficients 2212 (j),k =1,...,11and j =1,.4.

Note aSHB(J ) 1 for @l j. The conversion from the interpolated L SFsto LP coefficientsis done similar to the process

employed in the core coding modules.
5.26.14.1 LSP Interpolation at 13.2 kbps and 16.4 kbps

L SP interpolation is employed to smooth the SWB TBE L SP parameters at 13.2 kbps and 16.4 kbps. When the bit rate
of operation is 13.2 kbps or 16.4 kbps, the similarity of signal characteristics of the current frame and the previous
frame are analysed to determine whether they meet the Preset Modification Conditions (PMCs) or not. The PMCs
denote if the PMCs are met, then afirst set of correction weights are determined from the Linear Spectral Frequency
(LSF) differences of the current frame and the L SF differences of the previous frame. Otherwise a second set of
correction weights are set with constant values that lie in the range 0.0 to 1.0. The LSPs are then interpolated using the
appropriate set of correction weights. The PM Cs are used to determine whether the signal characteristic of the current
frame and the previous frame is close or not.

The PMCs are determined by first converting the linear prediction coefficients (LPCs) to reflection coefficients (RCS)
as follows using a backwards Levinson Durbin recursion. For a given N-th order LPC vector LPCy =11, a,?,'l'B, aNN ]

the Nth reflection coefficient value is derived using the equality refl (N) = —aﬁﬂ,B , itisthen possible to calculate the

lower order LPC vectors LPCy _y,..., LPC, using the following recursion.

refl(p) = app op

F:1—refl(p) p=N,N-1...2 (682)
SHB
a refl(p)a

agHE |c|):m_ (p)Fpp M l<=m< p

which yields the reflection coefficient vector [refl (), refl (2),..refl (N)] .
A spectral tilt parameter tilt _ para isthen calculated from the first reflection coefficient refl (1) asfollows:
tilt _ para=6.6956* (1.0+ refl (1)) * (1.0+ refl (1)) — 3.8714* (1.0 + refl (1)) +1.3041 (683)
The PMCs are then determined from the spectral tilts of the current frame and the previous frame aong with the coding

types of the current and the previous frames. In the case that the current frameis atransition frame, the PMCs are by
default not met.

In order to determine that the current frame is not a transition frame requires the following steps:
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1) Determining whether there is a change from africative frame to a non-fricative frame. Specifically, if thetilt of the
previous frame is greater than atilt threshold value of 5.0 and the coder type of the frame isatransient, or thetilt
of the previous frame is greater than atilt threshold value of 5.0 and the tilt of the current frame is smaller than a
tilt threshold value of 1.0 then the frameis atransition frame.

2) Determining whether there is a change from a non-fricative frame to africative frame. Specifically, if thetilt of the
previous frame is smaller than atilt threshold value of 3.0 and the coder type of the previous frameis equal to one
of the four types of VOICED, GENERIC, TRANSITION or AUDIO, and thetilt of the current frameis greater
than atilt threshold value of 5.0 then again the frameis atransition frame

3) Thecurrent frameis not atransition frame if both 1) and 2) are not met, and then the PMCs are met.
When the PMCs are met, the first set of correction weights are defined as follows
pl?:g/v_diff / Pks,'gl%_diff , pl<s,l-r|12w_diff < pks,'g%_diff
wy[K] = , k=0,..9 (684)

HB SHB HB HB
Piold _diff | Pnew _diff»  Pkonew_diff >= Piold _diff

wherethe piay it k=0....9 and pdoy g .k =0.,...9 are defined as

0.5, k=0
pl?}'\gm_diff = Picnew — Picitnews  k=1...8 (685)
0.5, k=9
0.5, k=0
P _diff = Pidd — Pitod.  k=1..8 (686)
0.5, k=9

where the pfﬁ&w, k =0....,9 arethe LSFs difference of the current frame and the pfﬂ% ,k=0,...9 arethe LSFs
difference of the previous frame.

When the PMCs are not met, the second set of correction weightsis used and these are set to 0.5 asfollows:

wy(k)=05  k=0.,..9 (687)

k), PMCsaremet
k:{wl() SAeMe k20,9 (688)

W2(k),  otherwise

The correction weights w(k),k =0,...,9 are finally used in the interpol ation between the L SPs of the current frame and
the LSPs of the previous frame, it is described as follows:

S = (1-w(k))* Sprevid™® +w(j)* Gournd®, k=0,...9 (689

where 6prev;§HB ,k=0,...,9 arethe LSPs of the previous frame, 6currkSHB, k =0,...,.9 arethe LSPs of the current frame,

6B k=0,.9arethe interpolated L SPs. The interpolated L SPs are used to encode the current frame.

The interpolated L SPs are then converted back to LSFs, further the LSFs are converted into LP coefficients.

5.2.6.1.4.2 LSP Interpolation at 24.4 kbps and 32 kbps

The interpolation between the L SPs of the current frame, 6'kSHB , and that of the previous frame 6prev|fHB is performed

to yield aset of 4 interpolated LSPs, 5B (j)for j =1,...4 asfollows:
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G B(j)=1C(j)xbprevit™® +1C,(j )x 628 fork =1,...10and j =1....4 (690)

Table 57: LSP interpolation factors IC1 and IC2 over four sets

LSP set,j | IC1 | IC2
Set 1l 0.7 | 0.3
Set 2 04 | 0.6

Set 3 0.1 ] 0.9
Set4 0 1.0

Theinterpolated L SPs are then converted back to L SFs. This process gives 4 sets of interpolated
LSFs 5B (j)for j =1,...4 . Further the L SFs are converted into LP coefficientsag 2 (j),k =1,...,11and j =1,..4. Note

aB(j)=1 forall j.
5.2.6.1.5 Target and residual energy calculation and quantization

At 24.4 kb/s and 32 kb/s, energy parameters from the high band target frame and an LPC residual calculated from the
target signal and the interpolated L P coefficients, 51348 ( ] ) , are calculated and transmitted to the decoder.

. . . . . T
For calculation of the energy parameters, the signal in the high band target frame (see figure 47), denoted as aBr (n)
isused. The 4 energy parameters are calculated according to:

jx80-1
A(j)=0.003125x Z [S,E%f (n)]2 (691)
n=(j—1)x80

3
The sum of energy parameters, Z 0é‘(j) , iIsquantized using 6 bitsin SWB TBE at 24.4 kbps and 32 kbps. A
J:

residual signal I;e (N) iscalculated from S\ (N) using theinterpolated LP coefficients& © ( ] ) . For j=1, ...4
and n=0,...79,

jx80-1 10
M+ (i-0x80)= > | ST (n)- zak%(nxs%%n—k)] (692)
n=(j-1)x80 k=1

The residual signal isthen used to calculate the residual energy parameters, tes(j), j =1,...5

jx64-1

Z 0 (693)

n=(j-1)x64

Theresidual energy parameters are then normalized. First the maximum residual energy parameter is calculated
MaXes = MaX(Shes(j)) - Then hes(j) isnormalized to get 8,o(j) as per

l;res(j ) = f%m%m (694)

Each &ra(j) isthen scalar quantized using a 3 bit uniform quantizer with the lowest quantization point as 0.125 and
uniform quantization steps of 0.125.
5.2.6.1.6 Generation of the upsampled version of the lowband excitation

An upsampled version of the low band excitation signal is derived from the ACELP core as show in figure 49 below.
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€1 (n) € (n) +
ACELP fixed codebook N ! GRS Scale
o by a factor > >
excitation B by g
+ +

\4

Scale BP
. Scale < Z
Random Noise ——| by g,
by Vs
ACELP adaptive codebook

contribution
Figure 49: Generating the upsampled version of the lowband excitation

For each ACELP core coding subframe, i, arandom noise scaled by afactor voice factor, Vf; isfirst added to the fixed

codebook excitation that is generated by the ACELP core encoder. The voice factor is determined using the subframe
maximum normalized correlation parameter, S, that isderived during the ACELP encoding. First the 5 factorsare

combined to generate Vf; .

Vf; =0.34+05x 4 +(0.5-0.34)x 32 (695)
Vf; calculated above islimited to a maximum of 1 and a minimum of 0.

£1(n) = code(n)+Vf; xrandom(n) for 0 < n < 256 if the ACELP core encodes a maximum of 6.4 KHz or 0< n<320 if
the ACELP core encodes a maximum bandwidth of 8 KHz.

The resampled output is scaled by the ACELP fixed codebook gain and added to a delayed version of itself.
en)= g, x&,(n)+g, xe(n- AP) (696)

where g. is the subframe ACELP fixed codebook gain, g, is the subframe ACEL P adaptive codebook gain and P isthe
open loop pitch lag.

5.2.6.1.7 Non-Linear Excitation Generation

The excitation signal g(n) is processed through a non-linear function in order to extend the pitch harmonics in the low
band signal into the high band. The non-linear processing is applied to aframe of &(n) in two stages; the first stage
works on the first half subframe (160 samples) of £(n) and the second stage works on the second half subframe. The
non-linear processing steps for the two stages are described below. In the first stage ny =0,n, =160, and in the second
stage, m =160,n, =320.

First, the maximum amplitude sample &5« and itslocation relative to the first sample in the stage i, are
determined.

emax = Max((&(n)) and e = argmax(e(n)) -y form <n<n, (697)
Based on the value of £y, , the scale factor sf is determined.

0.67 .
o = a” Emax >1

0.67if £y <1

(698)

The scalefactor Sf and the previous scale factor parameter from the memory Sf prey o€ then used to determine the
parameter scale step SS.

1 if S ey <O
(699)

J otherwise

ETSI



3GPP TS 26.445 version 13.2.0 Release 13 230 ETSI TS 126 445 V13.2.0 (2016-08)

If sfprey <O, then sfy, =ss

The output of the non-linear processing £y, (n) is derived as per

2 .
f >
e ( )={ e (xfprey  if e(n)20 for; <n<n, (700)

—e?(n)xf ey if £(n)<0

If the current frame is VOICED frame and sum of voice factors over the subframesis less than athreshold, ths, then
the sign reversal when g(n) <0 isnot performed. The threshold, ths = 0.70 when there are five subframes per frame
and ths = 0.78 when there are four subframes per frame.

The previous scale factor parameter is updated recursively for all j <i gy according to

for(J=ni; j< nz; j++)

i (G <inax)
Sfprev = Sfprev X $
end

end

5.2.6.1.8 Spectral flip of non-linear excitation in time domain

The non-linear excitation gy (n) is spectrally flipped so that the high band portion of the excitation is modulated down
to the low frequency region. This spectral flip is accomplished in time domain

€ flipped (N)=(=1)"en (n), forn=0,...319 (701)

5.2.6.1.9 Down-sample using all-pass filters

sﬂipped(n) isthen decimated using a pair of all passfiltersto obtain an 8 kHz bandwidth (16 kHz sampled) excitation

signd ey (n). Thisis done by filtering the even samples of &¢jippeq(n) by an all passfilter whose transfer function is

-1 -1 -1
H _ a0’1 +Z a.ll +Z a2’1 +Z 702
dl~= 1 1 1 ( )
1+ag42 1+a47 l+ay,2

And the odd samples of £ fjippeq(n) by an all pass filter whose transfer function is given by

-1 -1 -1
a0Y2+Z a2+Z a2’2+Z
Hyo= - | (703)
1+ ap 2Z 1+ a1 2Z

1+ a1’22‘1
The 16 kHz sampled excitation signal &g, (n) forn=0,...159 are obtained by averaging the outputs of the above filter.

given by

These filter coefficients are specified in below.

Table 58: All-pass filter coefficients for decimation by a factor of 2

All pass coefficients
ao1 | 0.06056541924291
ai1 | 0.42943401549235
az1 [ 0.80873048306552
ap> | 0.22063024829630

a1z [ 0.63593943961708
az2 [ 0.94151583095682
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5.2.6.1.10 Adaptive spectral whitening

Due to the nonlinear processing applied to obtain the excitation signal &, (n), the spectrum of this excitation is no
longer flat. In order to flatten the spectrum of the excitation signal &1, (n), 4™ order linear prediction coefficients are
estimated from &;g(n). The spectrum of ;¢ (n) isthen flattened by inverse filtering &6, (n) using the linear
prediction filter.

Thefirst step in the adaptive whitening processis to estimate the autocorrelation of the excitation signal

L-1
rodB (k)= Zglﬁk(n)xgmk(n- k), k=0,...,4andn=0,...159 (704)
n=k

A bandwidth expansion is applied to the autocorrel ation coefficients by multiplying the coefficients by the expansion
function:

B (k) = rgHB (k)x wac(k), k=0.,...,4 (705)
The bandwidth expanded autocorrelation coefficients are used to obtain LP filter coefficients, a}NHT k=1...,5 by

solving the following set of equations using the Levinson-Durbin algorithm as described in section.

4
zak""‘*Txfesx'gB(i—k)z—feSx';B(i), i=1..4 (706)
k=1

It must be noted that ay"H" =1.

The whitened excitation signal gyt (n) isobtained from g, (n) by inversefiltering

4

ewnt (n)= g6 (N)- Z art! ey (n—k) (707)
k=1

4 samples of 516k(n) from the previous frame are used as memory for the above filtering operation.

For bit rates 24.4 kb/s and 32 kb/s, the whitened excitation is further modulated (in a two-stage gain shape modulation)
by the normalized residual energy parameter &res(j ) . In other words, for bitrates 24.4 kb/s and 32 kb/s,

et (1 ~2)x 64+ 1) = eprr (=1 B4+ n)xc Iy () (708)
for(j—1)x64<n< jx64and j=1,...5

5.2.6.1.11 Envelope modulated noise mixing

To the whitened excitation, a random noise vector whose amplitude has been modulated by the envelope of the
whitened excitation is mixed using a mixing ratio that is dependent on the extent of voicing in the low band.
First, eabs(n)=|eyur (n) iscalculated and then the envelope of the envelope of the whitened excitation signal
st (n) is calculated by smoothing eabs(n)

envNE(n) = o4 x eabs(n)+ ar, x envNE(n—1) (709)

In SWB mode, the factors ¢y and o, are calculated using the voicing factors, Vf; for subframes i =1,...4, which
calculated by parameters which determined from the low band ACELP encoder. The voicing factors denote voicing
extend of the high band signal since the fine signal structure in the higher bands are closely related to that in the lower

band. The average of the 4 voicing factors, Vf = 0.25><Z L 4\/fi , iscalculated and modified as

Vf =1.09875-0.49875xVf . Thisis then confined to values between 0.6 and 0.999. Then ¢y and o, are estimated as
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oq =1-Vf (710)
0 =V (711)
However, for bit rates 16.4 kb/s and 24.4 kb/s and if TBE was not used in the previous frame, ¢4 and o, are set to
oy =02 (712)
o, =-0.8 (713)
and for n=0, envNE(n-1) is substituted by an approximated value envNE ey, approx 8S
19

1
envNE =— ) eabs(n 714
prev,approx 20 nz_(:) s(n) ( )

In WB mode, the factors o4 and o, areinitialized to ¢4 = 0.05 and o, = —0.96. However, if the bitrate is 9.6kb/s, they
areresetto oy = 0.2 and v, = -0.8if the low band coder type isvoiced orVf > 0.35, or to ¢4 =0.01and v, =—-0.99 if

the low band coder typeis unvoiced orVf < 0.2. In SWB mode, for bit rates 24.4 kbps and 32 kbps, the mix factors are
estimated based on both the low band voice factor, Vf; , and the high band closed-loop estimation, where

VE; =Vf, * HB _adjust_ fac, i=1234,5

The HB_adjust _ fac mix factor is estimated based on the high band residual signal, rﬁan (n), transformed low band
excitation, &, (n), and the modul ated white noise excitation rn, (n).

A vector of random numbers, rnd(n) of length 160 is then modulated by envNE(n) to generate rnyy(n) as
Myt (N) = rnd(n)x envNE(n) (715)

The whitened excitation is then de-emphasized with 4 = 0.68 which isthe pre-emphasised effect since the used
spectrum is flipped.

My (1) = My (0)+ X Ny (n=1) (716)

If the lowband coder type is unvoiced, the excitation rn, (n) isfirst rescaled to match the energy level of the whitened
excitation syt (n)

Myt (N) = scalex rnyy, (n) (717)
where
SR
scale= 310 (718)
Do M (n)?

And then pre-emphasised with x =0.68 to generate the final excitation which is the de-emphasised effect since the used
spectrum is flipped.

£1(n) = rmgpe (n) = 2 x gy (N-1) (719)
If the lowband coder type was not un-voiced, the final excitation is calculated as
€1(n)= a1 X €y () + 05 X TNy () (720)

For bit rates less than 24.4 kb/s, the mixing parameters ¢4 and o are estimated for other low band coder types as,
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o = (VF, 4 (721)
o <l
o = —15 (722)
2
Zi zo(mwht (n))

For bit rates 24.4 kb/s and 32 kb/s, the mixing parameters ¢, a,are estimated for other low band coder types as
follows:

o = |/ (Vf; )x(1.0-0.15x fac ormant) (723)

az J 7 e () L0V, 1< {LO- 0.1 Ty ) (723

> (M (n)?
where the parameter facomgnt 1S defined in equation (731).

£1(n) isthen de-emphasised to generate the final excitation.
5.2.6.1.12 Spectral shaping of the noise added excitation

The excitation signal &; ( n) isthen put through the high band LPC synthesisfilter that is derived from the quantized
LPC coefficients (see subclause 5.2.4.1.3).

For bitrates below 24.4 kb/s, a single LPC synthesis filter ?a“kSHB ,k=1,...11 isused and the shaped excitation signal
se(n) is generated as

1
sg(n):el(n)—Z'zikSHB xse(n—k) (724)
k=1

For bitrates at and above 24.4 kb/s the LPC synthesisfilter is applied to the excitation signal gl(n) in four subframes
based on

se(n+(j —1)x80) =g (n+(] —1)><80)—25|(SHB(j)>< se(n+(j-1)x80-k)

=i (725)

for j=1...,4

In particular, for bit rates at and above 24.4 kbps, first a memory-less synthesisis performed (with past LP filter
memories set to zero) and the energy of the synthesized high band is matched to that of the original signal. In the
subsequent step, the scaled or energy compensated excitation signal as shown below, £(n), isused to perform

synthsesis in the second step.

3
> 4li)
j=0

memoryless filtered shb synthesisenergy

&1(n)=£1(n

5.2.6.1.13 Post processing of the shaped excitation

The shaped excitation se(n) is the synthesized high band signal which is generated by passing the excitation signal
£1(n) through the LPC synthesisfilter. The excitation signal &;(n) is determined by the low band model parameters
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and the coefficients of the LPC synthesis filter are determined by the high band model parameters. A short-term post-
filter is applied to the synthesized high band signal to obtain a short-term post-filtered signal. Comparing with the shape
of the spectral envelope of the synthesized high frequency band signal, the shape of the short-term post-filtered signal is
closer to the shape of the spectral envelope of the high-frequency band signal. The short-term post-filter is a pole-zero
filter, the coefficients of the pole-zero filter are set by the set of high band model parameters. It is described as follows:

2) H,(2) l—alﬂz_l—azﬁzz‘z—...—a,\,, pMzM
f = = ’
He(Z2) 1-ogyzt-app?z 2. —oyyM 2z

O<f<y<l M=11 (726)

H¢(2)=H¢(2)/ o (727)

H ¢ (2) isderived from the quantized L PC coefficients (see subclause 5.2.6.1.3) with the factors £ and y controlling
the degree of the short-term post-filtering. The factors # and y are calculated according to:

(728)

£ =0.65-0.15* facormant
¥ =0.65+0.15* fac torrrant

where fac o mant 1S Parameter that jointly controls envelope shape and excitation noisiness. It is based on the spectral

tilt, determined by the LPC coefficient a5

faC formary = 0.5* aS“B‘ +0.5* facP® (729)

where facPax  isthe past value of fac forman; -
factormant = Max(min( fac ¢ormant —11.0),0.0) (730)
faCiormant =1.0—0.5* fac tormant (731)

Thegainterm g; iscalculated from the truncated impulse response h¢ (n) of thefilter H ¢ (z) and is given by:

19
g1 =Y. Ihs ()] (732)
n=0

The shaped excitation se(n) isdivided into four subframesse(n+ (j —1)* 80), j =1,2,3,4, and each subframe
se(n+(j—-1)*80), j =1,2,34isfiltered through H,(2)/ g+ , and then filtered with the synthesisfilter 1/H4(2) to
produce the short-term post-filtered signal ser (n+(j—1)*80), j =1,2,34.

After filtering the synthesized high band signal using the pole-zero filter, filter H;(z) then compensates for thetilt in

the pole-zero filter H (z) andisgiven by:

Hy(z)=1- uzt (733)

Hi(z)=H(2)/ g, (734)

where u is set to default constant value or adaptively calculated according to the high band coding parameters and the

synthesized high band signal. The calculation processis as follows. = ¥ kl' isatilt factor, with kl' being the first
reflection coefficient calculated from h;¢ (n) by:
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19-i
ki:-rhl and (i) th e (j +i) (735)

I"h O
A gainterm g :1—|7/tki| is applied to compensate for the decreasing effect of g; in H ¢ (2) . It has been shown that

the product filter H f (z)ﬁt(z) hasagain closeto unity.  is set according to the sign of ki. If ki is positive, % =0.65,
otherwise, % = 0.85.

The short-term post-filtered signal ser (n+(j —1)*80), j =1,2,3,4is passed through the tilt compensation filter I-A|t (2
resulting in the post-filtered speech signal ser’(n+ (j —1)* 80), j =1,2,3,4

Adaptive Gain Control (AGC) is applied to compensate for any gain difference between the synthesized speech
signal se(n+(j—1*80), j =1,2,34 and the post-filtered signal ser’(n+(j —1)*80), j =1,2,3,4. The gain scaling factor

¥ « for each subframe is calculated by:

79
Z(Sg(i * 80+ n))2
ree(i) = "= (736)

D (ser'(m)?
n=0

and the post processed shaped excitation sg'(n +(j -1 *80), j=1234 isgiven by:

sé(n+(j—1)*80) = S (N)ser (n+(j—1)*80), n=0,...,79,j =1,2,34 (737)
where f4.(n) isupdated in sample-by-sample basis and given by:

Psc(N)=of(N-1)+(1- )y (738)
and where o isan AGC factor with value of 0.85.

In order to smooth the evolution of the post-processed spectrally shaped highband excitation signal across frame
boundaries, the look-ahead and the overlap samples are scaled based on the ratio of the current frame’s energy in the
overlap region and the previous frame’s energy in the overlap region. The scale factor computation is performed as
shown in equation (1579) in subclause 6.1.5.1.12.

The tenth-order LPC synthesis performed as described according to subclause 5.2.6.1.12 uses a memory of ten samples,
thusthereisat least an energy propagation over ten samples from the previous frame into the current frame. When
calculating the energy scaling to be applied to the current frame, the first 10 samples of the current frame are considered
as apart of previous frame energy. If the voicing factor Vf, is greater than 0.75, the numerator in equation (1579) is

attenuated by 0.25. The spectrally shaped high band signal is then modified by the scale factor as shown in equation
(1580) in Clause 6.1.5.1.12.

5.2.6.1.14 Estimation of temporal gain shape parameters

There are different initialization estimation of temporal gain shape for the WB mode and the SWB mode.
5.2.6.1.14.1 Initialization estimation of temporal gain shape for WB mode

The subframe energiesin the target signal and the shaped excitation signal are calculated as follows:

Asymmetric windows are applied to the first and the eighth subframes,
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Prar (1) =§4: (ST (n)*swin(2*n+2))? +Zgl (T8 (*D*+ §l (ST§ (n)*swin(2+10-n-1))?
n=5

n=0 n=10 (739)
4 9 19
Pae =2 (SE(N)*swin(2*n+2)%+ Y (s£(n)*1)?+ Y (sé(n)* swin(2*10-n-1))?
n=0 n=5 n=10

9 14
Prarg)=2. (Stig (7*10+n)*swin(n+1))*+ " (S (7*10+n)* swin(3+10-2* n-2))*
n=0 n=10 (740)

9 14
Psre(e) =2 (SE(T¥10+n)* swin(n+1)) 2+ > (s8(7%10+n)* swin(3*10-2* n-2))?
n=0 n=10

And symmetric windows are applied to the subframes from the second to the seventh.

9 19
Prar(y = O (ST (J*10+n)* swin(n+D)? + > (S[F (j*10+n)* swin(2:10-n-1))%, j=2,..7 (741)
n=0 n=10

9 19 (742)
Pare(y =2 (SE([¥10+n)* swin(n+1)?+ > (s£(j*10+n)*swin(210-n-1))%, j=2,....7
n=0 n=10

Four high band gain shapes are then calculated by combining pairs of subframe energies as follows

* (7 _ + % (1 .
os(j) = Prar (2*(j-1+1) T Prar(2*(j-1)+2) j=1234 (743)
PEER*(j-D+D) T PhE2*(j-1)+2)

The asymmetric windows are determined by the number of look head samples and the number of subframes. The
asymmetric window and the symmetric windows are described as follows, the number of look head samplesis 5, and
the length of the non-symmetrical window and the symmetrical window are both 20.

look head
5 5 10 10 10 10 5 5
| !
Asymmetric window symmetric window

Figure 50: Asymmetric window and symmetric window

Thevariable swin(n) for n=0,...,10istabulated in table 59 below:

ETSI



3GPP TS 26.445 version 13.2.0 Release 13 237 ETSI TS 126 445 V13.2.0 (2016-08)

Table 59: Window for highband gain shape calculation

Index Value
0.0
0.15643448
0.30901700
0.45399052
0.58778524
0.70710677
0.80901700
0.89100653
0.95105654
0.98768836
1.0

o

O[N] ]|W|IN|F

[EnY
o

5.2.6.1.14.2 Initialization estimation of temporal gain shape for SWB mode

The high band target frame (see subclause 5.2.6.1.1), S[& (n) and the shaped excitation se(n) are used to calculate 4

temporal gain shape parameters, gs(j), for j =1,...4. The gain shape parameters are calculated using an overlap of
20 samples from the previous frame to avoid transition artifacts during the reconstruction at the decoder.

os(j)= M(j,)forjﬂ,..A (744)
9ee(i)

where the subframe energies in the target high band signal and the shaped excitation signal are calculated as

99
orar (i) = Z(sLan (n+(] —1)><80—20))2><swin(n), for j=1...4 (745)
n=0

and

99
oge(i)= Z(se(n+ (j—1)x80—20))> x swin(n), for j =1,...4 (746)
n=0

The window function swin(n) isawindow signal is given by

win(n)  n=0...20
swin(n)= 1.0 n=21.79 (747)
win(100-n) n=80..99

The variable win(n) for n=0,...20 istabulated in table 60 below.
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Table 60: Window for highband gain shape calculation

Index Value

0 0.0

1 0.006156
2 0.024472
3 0.054497
4 0.095492
5 0.146447
6 0.206107
7 0.273005
8 0.345492
9 0.421783
10 0.5

11 0.578217
12 0.654508
13 0.726995
14 0.793893
15 0.853553
16 0.904508
17 0.945503
18 0.975528
19 0.993844
20 1.0

5.2.6.1.14.3 Additional processing of temporal gain shape
Additionally, the gain shape values are normalized such that
os(j)=——9sU) (748)

ZizlgS(j)

The 4™ subframe gain shape value from the last subframe OSprev 1S Used to smooth the Gain Shape parameter evolution.
A variable fb iscalculated as

o) |, \ ( osli) j
fb=0.4/|1+0.5x%| | 749
e 09( gspre\/]—i—jz:; * gS(J _1) (749)

4
If the sum of the voicing factors Z 0Vfi > 0.8, then the gain shape parameters are smoothed as follows:
1=

gs(1) = fbox gsprey+(1— fh)x gs(l) (750)
gs(j)= fbx gs(j —1)+(1— fb)x gs(j), for j = 2,...4 (751)

The gain shape parameters vector corresponding to a given frame are transformed into the log domain and vector
quantized. The quantized gain shape parameters are denoted gsy(j)forj=1...4

5.2.6.1.15 Estimation of frame gain parameters

In addition to the gain shape parameter, an overall frame gain parameter GF is calculated. First the spectrally shaped
excitation is scaled by the gain shape parameters.
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4
Segealed(N—20)= z 95q(j)x swiny(n—(j —1)x80)x se(n— 20)forn=0,...359 (752)
=1

Samples with negative indices are obtained from the previous frame and

swin(n) 0<n<100

753
0 otherwise (753)

smnl(n)={

The energies of the segqeq ad SJ& for the entire duration of the frame and the overlaps s calculated using a

window:

360

prar = (ST (0 20)f xswiy ) (754)
n=0
360

Psn = ) (se(n—20))? x swiny (n) (755)
n=0

where the negative samples are obtained from previous frames, and the window function swiry(n) is given by

win(n) 0<n<20
swiry(n)= 1.0 20<n<339 (756)
win(360—n) 340<n<359

where win(n) is defined in table 60.

If the high band target energy as calculated in Equation (754) is saturated, then the target signal, SL?; is scaled based

on the number of subframes that are saturated (from clause 5.2.6.1.14.2). Then the high band target energy is
recal culated using the scaled target signal using Equation (754). Subsequently, the gain frame GF in Equation (757) is
compensated for the scaling performed on the target signal.

The overall frame gain parameter GF iscalculated as

GF = | Prar (757)
PshE

The parameter GF is attenuated if the quantization of the gain shape parameter is poor. First the power-off-the-peak
value for ungquantized and quantized gain shape parametersis calculated:

4
Tynq = > os(j)® (758)

i=1
izargmax{gs(j), for j=1..4}

Tq= Z gsq(i)? (759)
i=1
i;targmax{gsq (j), forj :],..4}

If 7y >2.0x7nq , then the gain shape parameter quantization is deemed poorly quantized and the gain frame parameter

is attenuated as follows in order to avoid perceptually annoying artifactsin the reconstructed speech signal at the
decoder.

2X Zyng

GF =GF x (760)

g

ETSI



3GPP TS 26.445 version 13.2.0 Release 13 240 ETSI TS 126 445 V13.2.0 (2016-08)

Further, the GF parameter is smoothed if the current frame is determined to be similar in spectral characteristicsto the
previous frames. To determine similarity in spectral characteristics, the fast and slow evolution rates, FER and SER
and the minimum LSP spacing &y, are determined as follows:

SER= Z(p ~Ispg (k) and FER = Z(pk spre(k)f (761)

where 15pg(k) = 0.7x15pg(k — 1)+ 0.3x o2 andlspee (k) = 0.3x15pse(k —1)+ 0.7x p B and S, = min(5,(k))
and 5, (k)= pg Bwhenk=1and & (k)= p'® — piE otherwise.

A smoothed version of oy, using the 8y, values from the previous framesis also determined:

Osmoothed = 0-4X Spin +0.3X Ipin (z‘l)+ 0.2X Oyyin (2‘2)+ 0.1X Opin (2‘3) (762)

If the minimum L SP spacing and smoothed L SP spacing satisy a spacing critierion (€.9., dnin < 0.008, dgmoothed < 0.005)
indicating an artifact generating condition, the high band target is filtered using the high band LP to attenuate the coding
artifacts before estimating the gain shape and gain frame parameters.

If the SER and the FER values are smaller than 0.001, then the gain frame parameter GF is smoothed between the
previous and the current frame.

GF =0.5x (GF +GF ey ) (763)

AISO, if Sgmoothed < 0-0024, then an additional attenuation of the GF is performed: GF = (GF )®8. Also, if the current
frame's GF >3.0xGF ¢, , then GF is modified as per

GF =GF x(0.8+0.5x fh) (764)
where fb iscalculated as described in subclause 5.2.6.1.15.

For the WB mode and if the bitrate is 9.6 kb/s, the gain frame parameter GF is further adapted, based on the average of
the 4 voicing factors, Vf =0.25x Z Vf; , as GF =0.5xGF , if the low band coder type is voiced, and as

i=1.4

GF =0.75x GF , if the low band coder typeis not voiced, but Vf >0.35.

The gain frame parameter GF is scalar quantized in the log domain using 5 bits. The lowest quantization point is
chosen to be -1.0 and the quantization steps are set to be 0.15.

5.2.6.1.16 Estimation of TEC/TFA envelope parameters

The Tempora Envelope Coding (TEC) and the Temporal Flatness Adjuster (TFA) shape the temporal envelope of the
high frequency band signal generated by the TBE. They are enabled as the post processing of the TBE at 16.4 and 24.4
kbps with the output sampling frequencies higher than 8000 Hz.

The TEC isfor getting better shapes of onsets at the decoder by using the temporal envelope of the low frequency band
and the transmitted information on the temporal envelope of the high frequency band. The information indicates the two
different shapes, oneis “steep onset” and the other is “gentle onset”. The TEC has two modes for accommodating those
shapes of the onsets, “no smoothing mode” is for steep onsets and “smoothing mode” is for gentle onsets. Thus, the
transmitted information represents the mode of TEC to be used at the decoder as well as the shape of the onset. At the
decoder, the information is used to calculate the temporal envelope of the high frequency band.

The TFA flattens the temporal envelope of the high frequency band according to the transmitted information on the
flatness of the temporal envelope of the input signal.

5.2.6.1.16.1 Estimation of TEC parameters

The TEC parameter tec _ flag to be transmitted to the decoder is estimated as follows, which is the information on the
temporal envelope of the high frequency band and indicates the activation and the used mode of the TEC at the decoder.
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The temporal envelope of the low frequency band of the input signal is defined as the mean of the temporal envelopes
of three sub-bands in the low frequency band (sub-low-frequency-bands) in the CLDFB domain. The temporal envelope

of the m-th sub-low-frequency-band env,sm (i) iscalculated by

Kum
envis™ (i) =10log;q m D Ec(ik| fori=0..15 (765)
M m

where Ec(i,k) isthe energy inthe CLDFB domain described in subclause 5.1.2.2 and, k| , and k, , are the lower

and upper limits of the CLDFB sub-band of the m-th sub-low-frequency-band. And then, the temporal envelope of the
low frequency band env (i) iscalculated by

2
env, (i) :%Zenwsm(i) fori =0,...15 (766)

m=0

The temporal envelope of the high frequency band of the input signal envy, (i) is calculated in the CLDFB domain.

envi, (i) =10logyo| ————— ZEC (k)| fori=0,.15 (767)

k—k

where Ec(i,k) isthe energy in the CLDFB domain described in subclause 5.1.2.2 and, k, and k, are the lower and
upper limits of the CLDFB sub-band in the frequency range of the TBE.

The shape of the onset is detected by these temporal envelopes of the high and low frequency bands. A steep onset is
detected and the no smoothing mode is selected when tec_ mode=1. And, a gentle onset is detected and the smoothing

mode is selected when tec mode=0.

1, vy >800andv; >720and Z (env}, —env; ) <100
i=0

tec_mode= (768)

0, otherwise
where vy, and v, arethevariances of e, and g respectively.

When tec_mode=1, the maximum values of the temporal envelopes of the high and low frequency bands and their
positions are detected:

MaXgnyh = ENVh (MaX_POSenyh) = i:(r)naxw(th (i) (769)
MaXgny = €NV; (MaX_POSgny; ) = i:(r)nax15(env| () (770)

And then, the local minimum and maximum values of the temporal envel ope of the high frequency band at the position
i, are detected and the difference between the local maximum and minimum valuesis calcul ated:

Imexen(@) = max (evn(p)
IMiNgy i) = mgx ’(envh(j))’ fori=0,...,15 (771)
I=

Aiff) a1 min () = IM8Xeyy (i) ~ IMingnyp (), fori=0,...,15 (772)

The maximum of the difference diff| 5 | min (1) and its position are detected:

MaXgitt | max_I min = diff| max_1 min (MaX_ POSgiff | max_1 min) = i:g“aXlS(difﬂ max_| min () (773)
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Using the parameters above, tec  flagisset as

) abs(max _ poSgnyn —MaX _ PoSeny ) < 2and MaXits | mex_| min > 20and
abs(maX_ POSdiff I max_I min — MaX_ POSenyn )< 2

tec_ flag = (774)
0 otherwise

When tec_mode = 0, the smoothed temporal envelope of the low frequency band is calculated

5
enVj gn i) =1.5894><Zsc(j)~env| (-j) fori=0,.15 (775)
i=0
where
s<=[0.3662 0.1078 0.1194 01289 0.1365 0.1412)] (776)

And then, the correlation coefficient corrgyp, between g ¢, (i) and e, (i) iscaculated. Further, the ratio between the
variances of § ¢y (i) and ey, (i) is calculated:

Vh
rvar = (77
Ism,h v 0 ( )

Using these parameters, tec_ flag isset as

1 corrngmp =0.8795and 0.3694 < rvarigy, < 2.0288

tec_ flag=
- ag {0 otherwise

(778)

5.2.6.1.16.2 Estimation of TFA parameters

The parameter tfa_ flag to be transmitted to the decoder is estimated as follows, which represents the flatness of the
temporal envelope of the high frequency band as well as the activation of the TFA at the decoder.

The flatness measure fl 4,14 Of the temporal envelope of the signal in the high band target frame SL""Br (n) is
calculated as:
1
15 16
H eNVehbhTar 0]
flsptar =— (779)
1 .
ot 16 ; eNVghpTar (1)

20(i+1)-1

o SHB(M? i=01..,15ad where g5 =102,

where eVt (i) = Z

In addition to the flatness measure, the mean of the pitch lags my;y54 and the mean of the open-loop pitch gains of the

half frames myygqin are calculated. Finally, depending to the last core mode, the parameter tfa_ flag is estimated by the
parameters above:

in the case that the last core mode is not TCX 20,

1 fl shbTar > 0.7and mpmag >100and mpitgain > 0.7

tta_flag = {0 otherwise

(780)
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in the case that the last core mode is TCX 20,

1 Al > 0.5and Mytgain < 0.7
tfa_ flag = shbTar pitgain (781)
0 otherwise
5.2.6.1.16.3 Set the transmitted parameter for TEC and TFA

The TEC and TFA parameters are jointly coded by 2 bits and then transmitted to the decoder together with the other
TBE information:

00 tfa_flag=0andtec_flag=0
01 tfa_flag=1

tec_tfa_bits= —nad (782)
10 tfa_ flag=0andtec_ flag =1

11 tfa_flag=0andtec_ flag=2

5.2.6.1.17 Estimation of full-band frame energy parameters

The full-band TBE algorithm is used for coding the full band. Since the fine signal structure in the full bands are closely
related to that in the high band and low band, the full band of the signal are coded by using only 4 bits together with the
information from the low band and the high band. A synthesized full band signal is obtained by coding the high band
and predicting spectrum from the high band, the synthesized full band signal is then de-emphasized with ugg whichis

determined by the characteristic factors derived from coding the low band signal. A band passed full band signal is
obtained by band-pass filtering the input signal. The energy ratio is calculated by comparing the energy calculated from
the de-emphasized synthesized full band signal with the energy calculated from the band passed full band signal.
Finaly the parameters including the characteristic factors, high band coding information and the energy ratio are
transmitted to the decoder.

The synthesized full band signal is obtained as follow: A vector of random numbersrnd(n), n=0,..319 of length 320
passes through the LPC synthesis filter, the spectrum of rnd(n), n=0,..319 isused asthe predicted spectrum from the

high band and the coefficients of the LPC synthesis filter are derived from the quantized L PC coefficients (see
subclause 5.2.6.1.3).

sepg(n)=rnd(n)- i ag B xsepg(n—k),n=0...319 (783)
k=1
Then the synthesized full band signal sepg(n),n=0,...319is de-emphasized as follows:
The spectrum of sepg(n),n=0,...319 are moving corrected described as follows:
sépg(n) = sepg(n)xcos_fb_exc(mod(n/32)) (784)

Thevariables cos_fb__exc(n), for n=0,...31are the parameters of spectrum moving correction tabulated in Table 61
below:

ETSI



3GPP TS 26.445 version 13.2.0 Release 13 244 ETSI TS 126 445 V13.2.0 (2016-08)

Table 61: Parameters of spectrum moving correction

Index Value Index Value
0 9.536743164062500e-007 16 -9.536743164062500e-007
1 9.353497034680913e-007 17 -9.353497034680913e-007
2 8.810801546133007e-007 18 -8.810801546133007e-007
3 7.929511980364623e-007 19 -7.929511411930434e-007
4 7.929511980364623e-007 20 -6.743495077898842e-007
5 5.298330165715015e-007 21 -5.298329597280826e-007
6 3.649553264040151e-007 22 -3.649552411388868e-007
7 1.860525884467279e-007 23 -1.860525173924543e-007
8 0.000000000000000e+000 24 0.000000000000000e+000
9 -1.860526737118562e-007 25 1.860527589769845e-007
10 -3.649554116691434e-007 26 3.649554969342717e-007
11 -5.298331302583392e-007 27 5.298331871017581e-007
12 -6.743496214767220e-007 28 6.743496783201408e-007
13 -7.929512548798812e-007 29 7.929513117233000e-007
14 -8.810802114567196e-007 32 8.810802683001384e-007
15 -9.353497603115102e-007 31 9.353497603115102e-007

And then flip the spectrum of ségg(n),n=0,...319 to get serg(n),n=0,...319
sekg(n)= (=)t sépg(n),n=0.,...,319 (785)
The signal sefg(n),n=0,...319 is then de-emphasized with xpg described as follows:
sefg(n) = serg(n)- g x sepg(n-1) (786)

The de-emphasized factor upg isdetermined by the characteristic factors of the signal such as “voicing factors’,

“gpectral tilt”, “ short-term average energy”, “short-term average zero crossing rate”. The calculation of de-emphasized
factor urg using the voicing factors is described as follows:

Urg = Max((0.68—Vf 3),0.48) (787)
i=4
025% 3 VA rate=132kbps
Vf = =1 (788)

5
0.2* ZVfi rate = 16.4kbps, 24.4kbps,32kbps
i=1

where Vf; isthe voicing factor of the ith subframe.

The signal sefg(n),n=0,...,319is modulated by the gain shape values gs(j), j = 0,1,2,3 (see subclause 5.2.6.1.14) and
the overall frame gain parameter GF (see subclause 5.2.6.1.15).

sépg(n) = sefg(n)* GF * gs(16* n/320),n=0,...,319 (789)
The energy of ségg(n),n=0,...319 isdescribed asfollows:

319
9on =D sérp(n)* ség(n) (790)
n=0
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The original input signal s(n) n=0,...959 pass through the band-pass filter to get the band passed full band
signal §(n),n=0,...959, and then calculate the energy ¢, of §(n),n=0,...959 from 16 kHz to 20 kHz. The energy ratio
is calculated as follows:

Pratio = Pori (791)

syn
Pratio_q = |09(§’a“° (792)
@ratio_q = max(0,min(15, @40 _q)) (793)

The energy ratio (ﬁraﬁo_q is then transmitted to the decoder using 4 bits.

5.2.6.2 Multi-mode FD Bandwidth Extension Coding

Theinput signal of current frame is divided into two parts. the low band signal and the super higher band (SHB) signal
for SWB signal or the higher band (HB) signal for WB signal. The low band signal of the input signal is coded by LP
coding modes, and the SHB or HB signal of the input signal is coded by the multi-mode FD bandwidth extension (BWE)
algorithm. A classification decision process of the SHB or HB signal of input signal isfirst performed. Then, the multi-
mode BWE agorithm for L P-based coding modes uses a combination of adaptive spectral envelope and time envelope
coding for super wideband extension, and spectral envelope coding for wideband extension, according to the result of
the classification decision process. The coded bitstream of low band signal, the adaptive coded bitstream of SHB or HB
signal as well asthe result of the classification decision process of current input signal are output. Table 62 describes

the multi-mode FD BWE at the different bitrates of operation. Theoretically, the delay of the synthesized output signal
can be determined adaptively in the range of [max(D4, D,), D; + D5] according to the delay of the core coding

agorithm D; and the delay of the multi-mode bandwidth extension algorithm D, . To achieve lowest delay for
bandwidth extension coding, the super higher band (SHB) signal isdelayed by D, — D, . Here D, islarger than D, .
Then, the achieved lowest delay of the multi-mode bandwidth extensionis D, in encoder side.

Table 62: Multi-mode FD BWE at different bitrates

Bitrate [kbps] | Bandwidth Multi-mode FD BWE
72,8 WB Blind, HARMONIC/NORMAL
WB Guided, HARMONIC/NORMAL
13.2 . Guided,
TRANSIENT/HARMONIC/NORMAL/NOISE
32 Guided,
SWB/FB TRANSIENT/HARMONIC/NORMAL/NOISE

5.2.6.2.1 SWB/FB Multi-mode FD Bandwidth Extension

For frames declared as TRANSIENT (TS) frames or as non-TRANSIENT, abit budget of 31 bitsis alocated to the
SWB Multi-mode FD Bandwidth Extension. If the super higher band (SHB) signal of the input in the previous frame or
in the current frame is detected as TRANSIENT, then the current frame is also classified as TRANSIENT. Non-
TRANSIENT frames can be further classified asHARMONIC (HM), NORMAL (NM) or NOISE (NS) depending upon
the frequency fluctuation that is detected. Two bits of the bit budget are allocated to the signal class. In case of a
TRANSIENT frame, the remaining 29 bits are allocated to encode four spectral envelopes and four time envelopes. For
other cases, i.e. non-TRANSIENT frames, the remaining 29 bits are allocated to encode fourteen spectral envelopes,
and no time envelope is encoded. For FD BWE encoding, the 320 MDCT coefficients of the SHB signal,

Xm sus(k), k=0,...,319, are coded. In the case of the FB mode, the encoding a gorithm from 8kHz to 15.5kHz is

the same as the SWB mode. To encode 15.5kHz to 20kHz, the spectral energies of from 11 kHz to 15.5 kHz and from
15.5 kHz to 20 kHz are calculated, and then the ratio of the two energiesis coded using 4 bits after being quantized.
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5.2.6.2.1.1 Windowing and time-to-frequency transformation

The input high-pass filtered signal syp(n) is delayed by D; — D, samples and windowed to obtain the windowed input
signal X(n) asshown in figure 51, where D; — D, isequal to:

102 13.2Kbps

794
98 32kbps (794)

Dl_DZ ={

D1-D2

M-1 frame M frame M+1 frame

Figure 51: Windowing of the input high-pass filtered signal

A 640-point length MDCT ontop of X(n), n=0,,...,639is used for SWB FD BWE. Refer to subclause 5.3.2.

5.2.6.2.1.2 Transient detection

Theinput time-domain SHB signal sSHB(n) of current frame, sampled at 16kHz, isfirst high-pass filtered; the high-pass
filter serves as a precaution against low frequency components adversely affecting the processing. A first order IR filter

1
is used, and it is given by: HHp(z)=%121) (799)
1-0.4931z"

The output of the high-passfilter sgy5 p(n) is obtained according to:

Ssip_Hp(N) = 0.4931sp(n—1)+0.74465g,5(n)—0.74465g,5(n—-1)  for n=0,...,L-1 (796)
where L =320 denotesthe 20ms frame length at 16kHz. The high-pass filtered signal sSHB_HP(n) is divided into four
sub-frames; each corresponding to 5 ms or 80 samples.

The energy of each sub-frame, EI™, is computed according to:

(m+1)L/4-1

glml _ Z(SSHB_HP(H))Z for m=0,...,3 (797)
n=mL/4

For each sub-frame, the signal’ s long term energy, E[Lff‘r] , isupdated according to the following equation:

EM = (1- o) e[ 4 ol for m=0,....3 (798)
In the above equation, the forgetting factor a isset to 0.25, and the convention isthat for the first sub-frame,

el-Y - Bl fromthe previous frame. It should be noted that when the current frame and the previous frame apply
LT LT
different BWE agorithms, or the core configurations are different, then the signals’ long term energy E[L‘Tl] is caculated

as E|[_}1] = ZZiO(SHP(n))Z '
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The memory state of the high-passfilter, H () and Eﬁ are saved for the next frame's processing. For each sub-frame
m, a comparison between the short term energy E[™ and the short term energy of previous sub-frame glm-1l or the

long term energy E|[_f$—1] is performed to detect whether the current frame is TRANSIENT or not. A transient is detected

whenever the energy ratio is above a certain threshold which is larger than 1. Formally, atransient is detected
whenever:

el s pelm-al (799)
where p isthe energy ratio threshold and issetto p =10 for INACTIVE framesand p =13.5 otherwise.

It should be noted that if the previous frame did not use SWB Multi-mode FD BWE then the current frame is not
classified as atransient frame. In general, the time-frequency transform is applied on a 40ms frame; therefore, a
transient affects two consecutive frames. To overcome this, a hangover for a detected transient is applied. A transient
detected at a certain frame also triggers atransient in the next frame.

The output of the transient detector isaflag, denoted IsTransient . The flag is set to the logical value TRUE if a
transient is detected or FALSE otherwise.

In addition, the parameters of spectral tilt and frame class for the current frame are also used for further refinement of
the transient decision.

The spectral tilt of the low frequency signal sj»g 16(n) iscalculated by:

tilt_bwe=r;/\/ry (800)
where, roand r; are calculated by:
255
fro = Z 128 16(N) - S128_16(N) (801)
n=0

nisinitialized to[s2g_16(1) ~S128_16(0), and if
(s128 16(M —s128 16(N-1))-(s128 16(N-1) —S125 16(N—2))<0, 2<N< 256, 1 is adjusted by adding

‘%2.8_16(”) —Sppg 16(N —1)‘ :

The spectral tilt and class of the current frame are checked against threshold values, and the high frequency
TRANSIENT signal classification of the current frame is adjusted. Formally, when IsTransient is TRUE, and tilt>8 ,
the IsTransient signal classificationis set to FALSE, and also the hangover is set to 0.

Another flag, IsTransient LF , isused to indicate whether atransient is present in the low frequency signal S[L",J] of the

current frame. It is calculated as follows: When the condition E[L”,Q] > 5.5E[Lr2_1], m=0,...,.3is satisfied, then the

IsTransient _ LF flag isset to logical TRUE; and it is set to FALSE otherwise.

64m+63 2
Here, El[_r,';] = Zn:gm (SLP (n)) ,m=0,...,3, and the convention is that for the first sub-frame, g[31 = g2l from the
previous frame.

5.2.6.2.1.3 Freguency domain classification and coding

In frames that are classified as containing transients, thevalue of F,__ isset (F, =TRANSIENT). For frames

without transients, a frequency sharpness parameter is computed to reflect the spectral fluctuation of the frequency
coefficients in the super high band signal and those frames are categorized in one of three classes:

a HARMONIC: when frequency sharpnessis high.
b) NOISE: when frequency sharpnessis low.
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¢) NORMAL: when frequency sharpness is moderate.

The 288 MDCT coefficientsin the 6400-13600 Hz frequency range, Xy ¢ (k),k =0....287 aresplitinto nine

sharpness bands (32 coefficients per band). The frequency sharpness, /r(j ) , isthen defined as the ratio of the peak
magnitude to the average magnitude in a sharpnessband |

31. i |
_ Asarp (i) Y, o0
. j+31 . k=32 - .
K(1)=1 D, X _c ()= Avarp i) j=0..8 (802
0, otherwise

where the maximum magnitude of spectral coefficients in a sharpness band, denoted Asharp(j ), isgiven by

j)= max X k j=0,..8 803
Agerpl]) k=32j,...32j+31 M—C(X : (803)

. ) 319
Then, six parameters are calculated; the global gain, ggjqp = zk:o(x'\" _SHB(k))z , the

, and three further sharpness

8 .
average Ay == > [Xu_c (K. the Sy = Z(j)‘s—lz > o P00 _c (9] A,
j=

parameters are determined; the maximum sharpness, g , the sharpness band counter, Cgap, , and the noise band

counter, Cpoise -

The maximum sharpness, &y, , in al sharpness bands is computed as:

Kmax = Jir(‘)ax 8(A9‘1arp(j )) (804)

The counter Cghapp is computed from the nine frequency sharpness parameters, /c(j ) , and from the nine maximum
magnitudes, Agqqrp(j), asfollows: Initialized to zero, Cyyqrp isincremented by onefor each j, j=0,...,8,
if x(j)>4.5and Agrarp(j)>8.

The counter ¢, iScomputed from the nine frequency sharpness parameters « j ) as follows: Initialized to zero, Cpgige
isincremented by onefor each j, j =0,...,8if «{(j)islessthan 3.

The class of non-TRANSIENT framesis determined from the three sharpness parameters, Kmay , Csharp @d Cpojse and

four other parameters; the previous frame saved class, Fc[ﬂé]s Ay, Siar - and theratio of the global gains in the current
and previous frames.

The threshold of the number of harmonicsig,arp and the threshold of the maximum sharpness | g, are set according to

the signal class of previous frame Fc[gi and the mode of previous extension layer Mag gy - When the bandwidth is

changedi.e, M|ag exi # SVB_BWE, the igharp and Ignarp Will be decreased for harmonic mode and increased for
other signal mode:

ool
4, if £ = HARMONIC
. 1 .
8, dseif FII —TRANSIENT} if Miay oq = SWB_BWE
isharp =16, otherwise (805)
it o
2 it £ = HARMONIC Sthervice
8, otherwise
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10 if Mg oq = SVB_BWE
lgap =15 eseif FiL = HARMONIC (806)
20, otherwise

— I Csharp > isharp, 0.5< gg|ob/g[g‘|é]b <1.8 and Kiex > lsharp , the current frame is classified as HARMONIC

Jass = HARMONIC) and the counter for signal classcy,gs iSincremented by one when g isless
than twelve. Otherwise, Cq ,4 iS decremented by one when ¢y, IS larger than zero.

frame (F

— Then, if cyass 2 2, the current frameis also classified as HARMONIC frame ( F . = HARMONIC).

— For other cases, depending on the noise counter Cpgise, Agy» Syar » @nd the spectral tilttilt _bwe ,the current
frameis classified as NORMAL or NOISE:

if Cooise >4, Svar <4.8- Ay, andtilt _bwe <5, the current frame is classified as NOISE frame ( F o= NOISE),

otherwise, the current frame is classified as NORMAL frame ( F = NORMAL).

Two bits are transmitted for SHB signal class coding. Table 63 gives the coded bits for each class.

Table 63: SHB signal class coding

Signal class F Coded bits
NOISE 00
TRANSIENT 01
NORMAL 10
HARMONIC 11

Thesignal class F of the current frame is preserved as Fc[l;iﬂs for the next frame.

class
5.2.6.2.1.4 Sub-band division

The 320 MDCT coefficients ( Kyt = 6 @t 13.2kbpsin the 6150-14150 Hz frequency range, Kqet =80 at 32kbpsin

the 8000-16000 Hz frequency range) are either split into four sub-bands for TRANSIENT frames or fourteen sub-bands
for non-TRANSIENT frames. Table 64 and table 65 define the sub-band boundaries and sizesfor TRANSIENT frames

and non-TRANSIENT frames respectively. The j -th sub-band comprises coefficients Xy, gyg (k) where
b (1)< k <oy (j+1).

Table 64: Sub-band boundaries and number of coefficients per sub-band in TRANSIENT frames

i | bswn(i) | Newber (i)
0 0 76

1| 76 76

2| 152 84

3 236 84

4 320 -
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Table 65: Sub-band boundaries and number of coefficients per sub-band in Non-TRANSIENT frames

i | bsun(i)) | Nswner (i)
0 0 16
1 16 24
2 40 16
3 56 24
4 80 16
5 96 24
6 120 16
7 136 24
8 160 24
9 184 24
10 208 24
11 232 24
12 256 32
13 288 32
14 320 -
5.2.6.2.1.5 Spectral envelope calculation and quantization

The spectral envelope, or the energy of each band, is computed as follows:

1

bsm(j+1)—1(
NSNbCf (J) k=bgyp (j)

If the current frameisa Non-TRANSIENT frame, energy control is performed to prevent too much noise being applied
to the generated spectrum. The energy control adjusts the spectral energy of each band, depending on the different
characteristics between the original high frequency spectrum and the base excitation spectrum.

First a spectral copy is created by mapping the frequencies, depending upon the bandwidth, the ACELP coding modes
and the FD BWE mode as defined in table 66.
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Table 66: Frequency mapping to generate base excitation spectrum in FD BWE

s | Secrpll) | Endgerp() | Sagro() | Endgs ro(l)
WB @ 7.2, 8kbps
All LP-based modes except 0 160 239 240 319
for AUDIO
WB @ 7.2, 8kbps
AUDIO
WEB @ 13.2kbps 0 80 159 240 319
All
swo@ oo |0 | 2 Ze | 2t |58
NORMAL, NOISE
' 2 176 239 502 565
SWB @ 13.2kbps 0 0 239 246 485
HARMONIC 1 128 207 486 565
SW8 @ 32k0ps : Y, 220 415 575
NORMAL, NOISE
' 2 176 239 576 639
SWB @ 32kbps 0 0 239 320 559
HARMONIC 1 128 207 560 639

To generate the base excitation spectrum, the spectral copy is normalized by the sum of its absolute spectral
components; the window size used depends on the signal characteristics.

Xep_srB(K)
Xpase M _sHp(K) = k+|_(n|e$l_) 7] for k = 240+ Kofteet - 559+ Kofreet (808)

Xep_s (1)
I=k-| nlen/ 2]

The tonality measures used for the energy control are then calculated:

1 by (j+1)-1,
Nt (1) 2ty )
-1

Nswbcf (J
N i baup (1+1)
b (dnkz%m X (K]

The ratio between the tonality of the original high frequency spectrum (Tone g (j )) and the tonality of the base

Tong(j) = max| 0.0001, min| 10log 5.993|| for j=0,.13 (809)

excitation spectrum (Tong, gm(j)) is then calculated as follows:

maxl ec ToNee_sm(i) |6 1o (j) < 0.75* Ton (i)
e faCFD(j) _ gam_FD» Tonec_org () ) ec_sim ec_org (810)
1.0, otherwise
for j=0,...,13
where eCgam_pp iS0.35.
The envelope control factor ec_ facgp (j) isthen applied to the envelope frms ()
frms._ sHB ()= frms(1)* ec_ facep (i) for j=0,..13 (811)
Next the spectral envelope is adjusted by subtracting the mean vectors f .« 1eqn Which are shown in table 67.
fr’ms_SHB(j): frms_SHB(j)_ frms_mean(j) for j=0....13 (812)
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Table 67: Mean vectors in FD BWE

j TRANSIENT Non-TRANSIENT
0 27.23 28.62
1 23.81 28.96
2 23.87 28.05
3 19.51 27.97
4 - 26.91
5 - 26.82
6 - 26.35
7 - 25.98
8 - 24.94
9 - 24.03
10 - 22.94
11 - 22.14
12 - 21.23
13 - 20.40

If the current frameisa TRANSIENT frame, the following smoothing processes are applied before the envelope
guantization.

— |If IsTransient_ LF is TRUE, the coder typeis INACTIVE and the transient hangover is equal to one, the flag is set to
1, and the time envelope is adjusted as follows:

frms(i)=0.05f/ms(j) for j=0,..3 (813)
— Otherwise, the adjustment is as follows:

fls(i) for j=01
frms(i)=40.1f /(i) for j=2 (814)
0.05f/g(j) for j=3

If the current frameisaNon-TRANSIENT frame,

frms_ sHB(D = frms_ (1) for j=0,..13 (815)

If the current frame isa TRANSIENT frame, the mean squared error (M SE) criterion is used for the search of the VQ,
inaNon-TRANSIENT frame, the weighted mean squared error (WM SE) is used. The weighting serves to emphasise
the lower frequency bands and is calculated by two methods; one is a deterministic weighting based solely on the
frequency, and the other is aweighting that is calculated based upon the envelope. The first frequency weighting

W, oyp(j)isdefined in table 68 and the second frequency weighting wgyg(j) is calculated as follows:

frms_sp( =, Min (frms_s4p() |
L +1| for j=0,...13 (816)

rex (frms_sHp@) =, 1N (frms_ g8 ()

WSl-IB(j)=Wl_SHB(j)*
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Table 68: Frequency weighting w; gg(j)

i Non-TRANSIENT

0 1.0

1 0.97826087
2 0.957446809
3 0.9375

4 0.918367347

5 0.9

6 0.882352941

7 0.865384615

8 0.849056604

9 0.833333333

10 0.818181818

11 0.803571429

12 0.789473684

13 0.775862069

The SWB spectral envelope is quantized with a multi-stage split VQ using envelope interpolation asin figure 52. In the
first stage, two or three candidates’ ( Nggng , threein TRANSIENT frame, two in Non-TRANSIENT frame) indices are

chosen using the error minimization criterion. The set of candidates with the |east quantization error, taking into account
al quantization steps, is then selected and the selected indices transmitted.

0 1 2 3 0 1 2 3 4 5 6 7 8 9 10|11 )12 | 13
0 2 0 2 4 6 8 10 12
1% stage 7bits/2dim VQ 5bits/ 7dim VQ 1% stage
0 2
7bits/ 3dimVQ 6bits/ 4dim VQ 2nd stage
Interpolatior\/\
errors 0 2 4 6 8 10 12
1 3
Interpolation
errors
21 stage 5hits/ 2dim VQ
1 3 5 7 9 11 13
Shits/ 3dim VQ 6bits/ 4dim VQ 3'd stage

Figure 52: Envelope VQ in a TRANSIENT frame and a Non-TRANSIENT frame

Again during the first stage, valuesin even positions are selected and quantized using VQ with 5 bits for Non-
TRANSIENT frames and 7 bitsfor TRANSIENT frames.

envy(j)= f_rms_SNB(z* j) for j=0,..,6 (Non-TRANSIENT)
for j=01 (TRANSIENT

(817)
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envy(j)= frms_s,\,B(z* i) for j=0,..,6 (Non-TRANSIENT)
for j=01 (TRANSIENT

(818)

InNon-TRANSIENT frames, the candidate indices from the first stage VQ are defined as idXy eny,,1dX;_eny, - The

quantization error erry is calculated and the error is split into err,; and err,, and quantized using 7 bits and 6 bits
respectively, asfollows:

err(j) = frms_su (2% ))—énvy(j) for j=0,...6 (819)
then;

erro(i) = frms_sB(2* 1) —€nvi(j) for j =012 0
errp(i) = frms_gup(2*(j+3)-énvy(j+3)  for j=0123
The candidate indices from the second stage VQ are defined as idxo_e”ﬂ,idxl_err21 and idxo_err22 , idxl_err22 .

The two quantized values érr,;, érry, are then combined:

érroq(j) for j=012

T2 g ] ' 821
2 {9”22(1—3) for j=3456 (821)

At odd positions, an interpolation using boundary valuesis applied for intra-frame prediction and the predicted error is
calculated:

: (Brvy(j) +erra(j) +envi(j +) +érmp(j +1))

f (2* j+D - for j=0,...5
lerrg(j)={ M- 2 (822)
frms_ sHB(2* 1 +D)—(Envi(j)+érmra(j) for j=6
The errors are then split into lerry; and lerrs, and quantized using 5 bits and 6 bits respectively.
lerry(j) =lerrg(j forj =012
3( J_) 3(1_ ) ] 1 ©23)
lerra,(j) =lerrs(j—3) forj=3456

The candidate indices from the third stage VQ are defined asidxg |er,, , 10X jerr,, - IN @ TRANSIENT frame only 2 stages
of quantization are applied. At odd positions, an interpolation using boundary valuesis applied for intra-frame
prediction and the predicted error is calculated and quantized

frms_SHB(Z* J +1)_ (env1(1)+env1(1 +1)

for j=0
2 (824)

fems_shp (2% [+ —énvy(j) for j=1

lerrp(j) =

The candidate indices from the second stage VQ are defined as idXg e, , 10Xy jerr, 10X jerr, -

Thefinal selected set of indices Jlidxem,l,idxerrzl,idxerr21,idx|e”31,idx|e”32} for aNon-Transient frame, or
fideny, iy, | for a Transient frame are then transmitted.

5.2.6.2.1.6 Time envelope calculation and encoding

In case of TRANSIENT frames, ie, the super higher band (SHB) signal of the input in the previous frame is detected as
TRANSIENT and the super higher band (SHB) signal of the input in the current frame is detected as NON-
TRANSIENT, or the super higher band (SHB) signal of the input in the current frame is detected as TRANSIENT, the
time envelopeis also calculated. The time envel ope, which represents the temporal energy of the SHB signdl, is
computed as a set of root mean square (RMS) cal culations from each 80 samples of time-domain SHB signal. This
resultsin four time envel ope coefficients per frame.
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trs(j) = \/8—10220(3%(801 + n))2 j=0,..3 (825)

The time envelope is firstly adjusted by the attenuated value which represents the energy attenuation of the WB signal,
and the attenuated value is cal culated by the original WB signal sy (n) and local synthesized WB signal sq(n) :

R= \/Zii(sg,n(m)z /37 samf (826)

15 Rt,ms(j)  if R<05
trms(1) = < trms (1) ese if R>1 j=0,...,3 (827)
R-trms(]) otherwise

In order to highlight the characteristics of the transient signal, the time envelope of the transient signalsis modified. A
reference sub-frame is first selected from the sub-frames of the input transient signal, which has the maximal amplitude
value of envelope compared with values of the envelopes of the rest sub-frames. Then the time envelope of the reference
sub-frame isincreased whilst at the same time the envel opes of the sub-frames before and after the reference sub-frame are
decreased. Then, the adjusted time envel opes of the SHB signal of the current frame are quantized and coded into the
bitstream. In order to get better transient effect, in sub-frames before and after the reference sub-frame, the difference
between the decreased time envel ope and the maximum time envelope is greater than a preset threshold.

— If the sub-frame index idxn, Which is defined astmg(idXeny) > Strms(i0%eny —1) isless than 4, the time
envelope is adjusted by:

0.5-tyms(j)  for j <idXeny max
t?ms(]) = 1-00'5t;ms(j) for | :idxtenv_max (828)

0.9 trms(j)  for j>idXeny max

whereidXen max = agmaX(tyms(j)) is the sub-frame index with the maximum time envelope . It should be
- j=0,...,3

noted when the sub-frame index j > idXeny max ,and when the condition

3
1 Z trms (K) < trms(i0%eny_max) 1S Stisfied, the adjustment of time envelope of sub-

3- idxtenv_max kzidxtenv_max +1

frame j, j >idXeny max Can be performed.

— For other cases, to obtain the time envelopes of the SHB signal of the current frame used to encode, the
adjustment is as follows:

{t,’fms_temp(j_1)=0-5(t;ms(j_1)+t;ms(j))v if trms (1 =2 > trms (1) for =123 (829)

t1"'ms_temp(j) =0.5(trms (J 1) +trms (1)), if trms (1 =1 <trms(j)
and
trms(1) = 0.9t/ s temp(i)  for j=0,..3 (830)

In addition, when IsTransient _LF is TRUE, the coder type is INACTIVE and the transient hangover is equal to one,
the flag is then set to 1, and the time envelope is adjusted as follows

05t (j) if flag=1

y ) for j=0,...,3 (831)
trms (1) if flag=0

tlc”ms(l):{

Finaly, the valuest, mg(j) = 1092 (&rms + trms(i),0 < j < 3 are further bounded in the range [0,...,15]:
0<ts(j)<15,0<j<3.
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The adjusted time envelopest,(j) are rounded and quantized with four bits using uniform scalar quantization in the
case of TRANSIENT frames.

5.2.6.2.1.7 Bit allocation for FD BWE
Table 69 illustrates the BWE bit allocation for TRANSIENT and Non-TRANSIENT frames.
Table 69: SWB FD BWE bit allocation

si -~ Signal class bits Time envelope Spectral envelope Total bit
Igna class (Fclass) (trms(J)) ( frms(J)) ota s
TRANSIENT 2 16 (=4x4) 13 (=7+6) 31
NON-TRANSIENT 2 0 29 (=5+7+6+5+6) 31
5.2.6.2.2 WB Multi-mode FD Bandwidth Extension

At 13.2kbps, for frame declared as HARMONIC (HM) frame or NORMAL (NM), a bit budget of 6 bitsis allocated to
the WB Multi-mode FD Bandwidth Extension. One bit is allocated to the signal class and five bits are alocated to
encode two spectral envelopes which are calculated by the 80 MDCT coefficients of the higher band (HB) signal,

Xm we (k) k=240,...,319.

At 7.2kbps or 8kbps, it is blind BWE and no bit budget is allocated. In this case, a two-stage blind BWE is used. In the
first stage, the high band frequency generation is the same as the BWE in AMR-WB [9], described in subclauses 6.3.1,
6.3.2.2 and 6.3.3 of [9], and it is added to the ACELP core synthesis. Then the second stage BWE is generated as
described in the following sub-clauses, and it is added to the core synthesis with the first stage BWE. At 5.9 kbps VBR
coding and CNG coding up to 8.0 kbps, the BWE is aso blind with no bit budget allocated, but only the first stage
BWE is used.

5.2.6.2.2.1 Windowing and time-to-frequency transformation

The input high-pass filtered signal sHp(n) is delayed by D; — D, samples and windowed to obtain the windowed input
signal X(n) as shown in figure 51, where D; —D, =36.

320-point length MDCT ontop of X(n), n=01,...,319 isused for WB FD BWE. Refer to subclause 5.3.2.

5.2.6.2.2.2 Frequency domain classification and coding

At 13.2kbps, frequency domain classification is performed. A frequency sharpness parameter is computed to reflect the
spectral fluctuation of the frequency coefficients in the higher band signal and those frames are categorized in one of
two classes:

a HARMONIC: when frequency sharpnessis high.
b) NORMAL: when frequency sharpnessis moderate.

The 96 MDCT coefficientsin the 5600-8000 Hz frequency range Xy wg (k). k = 224,...,319 are split into three

sharpness bands (32 coefficients per band). The frequency sharpness, /((j ) , isthen defined as the ratio of the peak
magnitude to the average magnitude in a sharpnessband |

31. Agarp(i) . NO1224+32)+31 .
()= 3 2w@iEn T (_)' it Zk=224+32j ‘XM_c(k)( #* Aarpi) 12 (@
K= Zk=224+32j‘ M_C X_AS'WPJ j=012 (832
0, otherwise

where the maximum magnitude of spectral coefficientsin a sharpness band, denoted Asharp(j ) , isgiven by

j)= max X k j=012 833
Agarpl]) K=224+32],...,224+32]+31 w_cl )( : (833)
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Then, another two sharpness parameters are determined: the maximum sharpness, &y, , and the sharpness band
counter, Ceharp -

The maximum sharpness, x5 , in al sharpness bands is computed as:

Kmax = JT(?;.,(Z(K(J )) (834)

The counter Cgrp is computed from the three frequency sharpness parameters, x(j), j =04,2, and from the three
maximum magnitudes, Asharp(j), asfollows: Initialized to zero, cqyp isincremented by one for each |

if x{j)>4.5and Agarp(j)>8.
The class of HARMONIC frame is determined from these three sharpness parameters, kay , Csharp and the class of the

; -1
previous frame, FC[I a,ls .

The threshold of the number of harmonics g, and the threshold of the maximum sharpness | 45, are set according

to the class of the previous frame Fc[lgﬂs and the mode of previous extension layer M54 gy

T if FI-J = HARMONIC (&35
P ) otherwise
10, if Mag eq =WB_BWE
|sharp =45, dseif Fi-l = HARMONIC (836)
20, otherwise

Initialize the signal class of the current frame as NORMAL frame ( F

= NORMAL).

If Ceharp > isharp @A Kmax > lsnarp , the current frameis classified as HARMONIC frame ( Fy .=

HARMONIC) and the counter for signal classc . isinitialized to 0, and incremented by one when c 5 iS1€ss
than twelve. Otherwise, c ;4 iS decremented by one when ¢y 54 iS larger than zero.

— If the counter for signal classcy s iSNot lessthan 2, the current frameis also classified as HARMONIC.

One bit is transmitted for HB signal class coding. Table 70 gives the coded bit for each class.

Table 70: HB signal class coding

Signal class F¢iass | Coded bit

NORMAL 0

HARMONIC 1

of the current frame is preserved as FI-U for the next frame.

Thesignal class F class

class
5.2.6.2.2.3 Spectral envelope calculation and quantization

The spectral envelopes are computed from each 40 samples of frequency-domain HB signal. This resultsin two spectral
envelopes per frame.

240+40j+39

frms(j)=4io 3 (xy we®f o j=0a (837)

k=240+40]
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Then envelope control is performed to prevent too much noise being applied to the reconstructed spectrum. First a
spectral copy is created by mapping the frequencies, depending upon the bandwidth, the ACELP coding modes and the
FD BWE mode as defined in table 66.

To generate the base excitationexcitation spectrum, the spectral copy is normalized by the sum of its absolute spectral
components. The parameter of adaptive normalization length Ly, is calculated depending on the original WB MDCT
coefficients:

— The256 WB MDCT coefficientsin the 0-6400 Hz frequency range, Xy wg(k),k=0.....255 are splitinto 16

16j+15‘ ~ 1

sharpness bands (16 coefficients per band). In sharpnessband j, if 19Aqqp(j)> 4Zk216j Xum we(k

and Agyarp (j)>10 , the counter Ciang isincremented by one.

where j =0,...,15, and the maximum magnitude of the spectral coefficientsin a sharpness band,
denoted Aqarp(j), is:

)= max |X k i=0,..15 838
Asharp(]) k:16j,...16j+1J M_V\/B(X J (838)

Parameter C g iSinitialized to 0 and calculated for every frame.

— Thenthe normalization length Lo, 1S obtained:

Lnorm = |_0-5Ln0rm_ pre T 0-5Lnorm_cur J (839)

where the current normalization length Lyorm e i calculated depending on the HB signal class:

|8+ 0.5Cpang | if mode= NORMAL

. (840)
max( 32+ 2Cyang 24)  if mode= HARMONIC

I-norm_cur = (

and the current normalization length is preserved asLygrm _ pre fOr the next frame.

Then the base excitation spectrum is obtained by:

X (k)
Xpase_M \NB(k):—M 1 (841)
-7 frms_norm(k)

where, Xy \we COIOy(k), 240 < k < 320 are the spectral copy coefficients, and the normalized envelope is cal cul ated
by:

k'*'|_(Ln0rm _1)/2J
Xy _ws_copy(l')1 240< Kk < 319~ | Lyorm /2]
jzk_\_l-normlzj
= 2
frms_norm(k) 319 (842)
Z‘XM_WB_copy(i)( 319~ | Ly /2] < k < 320
jzk_\_l-normlzj
The tonality measures used for the energy control are then cal cul ated:
240+40+39
iZ:k—z :r_ X (k)|
Tong(j) = max| 0.0001, min| 10log 40 £=k=240+40] 5.993|| for j=01 (843)

I i "
Hk=240+40j| v (k]
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The ratio between the tonality of the original high frequency spectrum (Tonec_org(j )) and the tonality of the base
excitation spectrum (ToNng: pase(j)) isthen calculated as follows:

Void (844)

Ton, j
ToNes_base() | ¢ ToNge_pase() < 0.75* ToNg_org (1)
Tonec_org (J) (845)

1.0, otherwise

.\ _ |MaX €Cgam FD»
ec_ facgp ()) = gam-—

for j=01
where €Cgam_FD is0.35.
The envelope control factor ec_ facgp (j) isthen applied to the envelope f, .o (j)
frrns_ec(j): frrns(j)*ec_ facep () for j=01 (846)
Then the spectral envelope of log-domain is obtained by:

(i) = Iogz(fm.s_ec(j)/40+grrrs) for j =01 (847)

Finally, the spectral envelopes f_rms(j), j =