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3 Definitions, abbreviations and mathematical 
expressions 

3.1 Definitions 
For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A 
term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1]. 

frame: an array of audio samples spanning 20ms time duration. 

EVS codec: The EVS codec includes two operational modes: EVS Primary operational mode (EVS Primary mode) and 
EVS AMR-WB Inter-Operable modes (EVS AMR-WB IO mode). When using the EVS AMR-WB IO mode the speech 
frames are bitstream interoperable with the AMR-WB codec [9]. Frames generated by an EVS AMR-WB IO mode 
encoder can be decoded by an AMR-WB decoder, without the need for transcoding. Likewise, frames generated by an 
AMR-WB encoder can be decoded by an EVS AMR-WB IO mode decoder, without the need for transcoding. 

EVS Primary mode: Includes 11 bit-rates for fixed-rate or multi-rate operation; 1 average bit-rate for variable bit-rate 
operation; and 1 bit-rate for SID (3GPP TS 26.441 [2]). The EVS Primary mode can encode narrowband, wideband, 
super-wideband and fullband signals. None of these bit-rates are interoperable with the AMR-WB codec. 

EVS AMR-WB IO mode: Includes 9 codec modes and SID. All are bitstream interoperable with the AMR-WB codec 
(3GPP TS 26.171 [37]). 

Operational mode: Used for the EVS codec to distinguish between EVS Primary mode and EVS AMR-WB IO mode. 

3.2 Abbreviations 
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An 
abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 
TR 21.905 [1]. 

ACELP Algebraic Code-Excited Linear Prediction 
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AMR Adaptive Multi Rate (codec) 

AMR-NB Adaptive Multi Rate Narrowband (codec) – Also referred to as AMR 

AMR-WB Adaptive Multi Rate Wideband (codec) 

AR Auto-Regressive 

AVQ Algebraic Vector Quantization 

CELP Code-Excited Linear Prediction 

CLDFB Complex Low Delay Filter Bank 

CMR Codec Mode Request 

CNG Comfort Noise Generator 

DCT Discrete Cosine Transformation 

DFT Discrete Fourier Transform 

DTX Discontinuous Transmission 

EFR Enhanced Full Rate (codec) 

EVS Enhanced Voice Services 

FB Fullband 

FCB Fixed Codebook 

FEC Frame Erasure Concealment 

FFT Fast Fourier Transform 

FIR Finite Impulse Response 

FT Frame Type 

GC Generic Coding 

HF High Frequency 

HP High Pass 

IIR Infinite Impulse Response 

IP Internet Protocol 

ISF Immittance Spectral Frequency 

ISP Immittance Spectral Pair 

ISPP Interleaved Single-Pulse Permutation 

JBM Jitter Buffer Management 

LD Low Delay 

LP Linear Prediction 

LPF Low Pass Filter 

LSB Least Significant Bit 

LSF Line Spectral Frequency 

LSP Line Spectral Pair 



 

ETSI 

ETSI TS 126 445 V12.2.1 (2015-06)173GPP TS 26.445 version 12.2.1 Release 12

LTP Long-Term Prediction 

MA Moving Average 

MDCT Modified Discrete Cosine Transform 

MRLVQ Multi-Rate Lattice Vector Quantization 

MSB Most Significant Bit 

MSVQ Multi-Stage Vector Quantization 

MTSI Multimedia Telephony Service for IMS 

NB Narrowband 

OL Open-Loop 

PCPRS Path-Choose Pulse Replacement Search 

PS Packet Switched 

PSTN Public Switched Telephone Network 

QMF Quadrature Mirror Filter (See also CLDFB) 

SAD Signal Activity Detection 

SDP Session Description Protocol 

SID Silence Insertion Descriptor 

SNR Signal-to-Noise Ratio 

SWB Super Wideband 

TC Transition Coding 

ToC Table of Contents 

UC Unvoiced Coding 

VC Voiced Coding 

VMR-WB Variable Rate Multimode Wideband 

VQ Vector Quantization 

WB Wideband 

WMOPS Weighted Millions of Operations Per Second 

3.3 Mathematical Expressions 
For the purposes of the present document, the following conventions apply to mathematical expressions: 
 

⎣ ⎦x  indicates the largest integer less than or equal to x: ⎣ ⎦ 11.1 = , ⎣ ⎦ 10.1 =  and ⎣ ⎦ 21.1 −=− ; 

⎡ ⎤x  indicates the smallest integer greater than or equal to x: ⎡ ⎤ 21.1 = , ⎡ ⎤ 20.2 =  and ⎡ ⎤ 11.1 −=−  

|x| indicates the absolute value of x: |17| = 17, |–17| = 17; 

min(x0,…xN–1) indicates the minimum of x0,…, xN–1, N being the number of components; 

max(x0,…xN–1) indicates the maximum of x0, …, xN–1; 
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)sgn(x  
⎩
⎨
⎧

−
≥

;otherwise,1

,0 if,1 x
 

AT indicates the transpose of matrix A; 

yx mod  indicates the remainder after dividing x by y: ⎣ ⎦( )yxyxyx /mod −=  ; 

round(x) is traditional rounding: round(x) = ⎣ ⎦5.0||)sgn( +⋅ xx  ; 

exp(x) is equivalent to ex where e is the base of the natural algorithm; 

∑  indicates summation; 

∏  indicates product; 

Unless otherwise specified, log(x) denotes logarithm at base 10 throughout this Recommendation. 

4 General description of the coder 

4.1 Introduction 
The present document is a detailed description of the signal processing algorithms of the Enhanced Voice Services 
coder. The detailed mapping from 20ms input blocks of audio samples in 16 bit uniform PCM format to encoded blocks 
of bits and from encoded blocks of bits to output blocks of reconstructed audio samples is explained. Four sampling 
rates are supported; 8 000, 16 000, 32 000 and 48 000 samples/s and the bit rates for the encoded bit stream of may be 
5.9, 7.2, 8.0, 9.6, 13.2, 16.4, 24.4, 32.0, 48.0, 64.0, 96.0 or 128.0 kbit/s. An AMR-WB Interoperable mode is also 
provided which operates at bit rates for the encoded bit stream of 6.6, 8.85, 12.65, 14.25, 15.85, 18.25, 19.85, 23.05 or 
23.85 kbit/s. 

The procedure of this document is mandatory for implementation in all network entities and User Equipment (UE)s 
supporting the EVS coder. 

The present document does not describe the ANSI-C code of this procedure. In the case of discrepancy between the 
procedure described in the present document and its ANSI-C code specifications contained in [3] the procedure defined 
by the [3] prevails. 

4.2 Input/output sampling rate 
The encoder can accept fullband (FB), superwideband (SWB), wideband (WB) or narrow-band (NB) signals sampled at 
48, 32, 16 or 8 kHz. Similarly, the decoder output can be 48, 32, 16 or 8 kHz, FB, SWB, WB or NB. 

4.3 Codec delay 
The input signal is processed using 20 ms frames. The codec delay depends on the output sampling rate. For WB, SWB 
and FB output (i.e. output sampling rate > 8 kHz) the overall algorithmic delay is 32 ms. It consists of one 20 ms frame, 
0.9375 ms delay of input resampling filters on the encoder-side, 8.75 ms for the encoder look-ahead, and 2.3125 ms 
delay of time-domain bandwidth extension on the decoder-side. For 8 kHz decoder output the decoder delay is reduced 
to 1.25 ms needed for resampling using a complex low-delay filterbank, resulting in 30.9375 ms overall algorithmic 
delay. 

4.4 Coder overview 
The EVS codec employs a hybrid coding scheme combining linear predictive (LP) coding techniques based upon 
ACELP (Algebraic Code Excited Linear Prediction), predominantly for speech signals, with a transform coding 
method, for generic content, as well as inactive signal coding in conjunction with VAD/DTX/CNG (Voice Activity 
Detection/Discontinuous Transmission/ Comfort Noise Generation) operation. The EVS codec is capable of switching 
between these different coding modes without artefacts. 
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The EVS codec supports 5.9kbps narrowband and wideband variable bit rate (VBR) operation based upon the ACELP 
coding paradigm which also provides the AMR-WB interoperable encoding and decoding. In addition to perceptually 
optimized waveform matching, the codec utilizes parametric representations of certain frequency ranges. These 
parametric representations constitute coded bandwidth extensions or noise filling strategies. 

The decoder generates the signal parameters represented by the indices transmitted in the bit-stream. For the bandwidth 
extension and noise fill regions estimates from the coded regions are used in addition to the decoded parametric data to 
generate the signals for these frequency regions. 

The description of the coding algorithm of this Specification is made in terms of bit-exact, fixed-point mathematical 
operations. The ANSI C code described in [3], which constitutes an integral part of this Specification, reflects this bit-
exact, fixed-point descriptive approach. The mathematical descriptions of the encoder (clause 5), and decoder (clause 
6), can be implemented in different ways, possibly leading to a codec implementation not complying with this 
Specification. Therefore, the algorithm description of the ANSI C code of [3] shall take precedence over the 
mathematical descriptions of clauses 5 and 6 whenever discrepancies are found. A non-exhaustive set of test signals that 
can be used with the ANSI C code are available described in [4]. 

4.4.1 Encoder overview 

Figure 1 represents a high-level overview of the encoder. The signal resampling block corrects mismatches between the 
sampling frequency and the signal bandwidth command line parameter that is specified on the command line or through 
a file containing a bandwidth switching profile as explained in TS 26.442 and TS 26.443. For the case that the signal 
bandwidth is lower than half the input sampling frequency, the signal is decimated to a the lowest possible sampling 
rate out of the set of (8, 16, 32 kHz)  that is larger than twice the signal bandwidth. 

 

Figure 1: Encoder overview 

The signal analysis determines which of three possible encoder strategies to employ: LP based coding (ACELP), 
frequency domain encoding and inactive coding (CNG). In some operational modes the signal analysis step includes a 
closed loop decision to determine which encoding method will result in the lowest distortion. Further parameters 
derived in the signal analysis aid the operation of these coding blocks and some of the analysis parameters, such as the 
coding strategy to be employed, are encoded into the bit-stream. In each of the coding blocks the signal analysis is 
further refined to obtain parameters relevant for the particular coding block. 

The signal analysis and sub-sequent decision of the coding mode is performed independently for each 20ms frame and 
the switching between different modes is possible on a frame-by-frame basis. In the switching instance parameters are 
exchanged between the coding modes to ensure that the switching is as seamless as possible and closed-loop methods 
are sometimes employed in this case. In addition, switching between different bandwidths and/or bit-rates (including 
both the EVS Primary mode and the EVS AMR-WB IO mode) is possible on frame boundaries. 

The signal analysis and all other blocks have full access to the command line parameters such as bit-rate, sampling rate, 
signal bandwidth, DTX activation as signalling information. 
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4.4.1.1 Linear Prediction Based Operation 

The input signal is split into high frequency band and low frequency band paths; where the cut-off frequency between 
these two bands is determined from the operational mode (bandwidth and bit-rate) of the codec. 

The linear-prediction coefficient estimation is performed for every 20ms frame. Within a frame, several interpolation 
points are established depending upon the bitrate and the optimum interpolation is transmitted to the decoder. The 
linear-prediction residual is further analysed and quantized using different quantization schemes dependent upon the 
nature of the residual. For the 5.9kbps VBR operation additional low-rate coding modes at rates conforming to the 
design constraints are employed. 

The high-frequency portion of the signal is represented with several different parametric representations. The 
parameters used for this representation vary as a function of the bit-rate and the residual quantization strategy. The 
transmitted parameters include some or all of spectral envelope, energy information and temporal evolution 
information. 

The LP based core can be configured so that both the linear prediction coefficients and the residual quantization are 
interoperable with the AMR-WB decoder. For this purpose the configuration of the LP coefficient estimation, 
parametric HF representation and the residual quantization is similar to those of AMR-WB. For the AMR-WB 
interoperable operation modes, identical codebooks to the AMR-WB quantizers are used. 

 

Figure 2: Linear prediction based operation including parametric HF representation 

4.4.1.2 Frequency Domain Operation 

For the frequency domain coding the encoding block can be envisaged as being separated into a control layer and a 
signal processing layer. The control layer performs signal analysis to derive several control and configuration 
parameters for the signal processing layer. The time-to-frequency transformation is based on the Modified Discrete 
Cosine Transform (MDCT) and provides adaptive time-frequency resolution. The control layer derives measures of the 
time distribution of the signal energy in a frame and controls the transform. 

The MDCT coefficients are quantized using a variety of direct and parametric representations depending upon bit rate 
signal type and operating mode. 
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Figure 3: Frequency domain encoder 

4.4.1.3 Inactive Signal coding 

When the codec is operated in DTX on mode the signal classifier depicted in Figure 1 selects the discontinuous 
transmission (DTX) mode for frames that are determined to consist of background noise. For these frames a low-rate 
parametric representation of the signal is transmitted no more frequently than every 8 frames (160ms). 

The low-rate parametric representation is used in the decoder for comfort noise generation (CNG) and includes 
parameters describing the frequency envelope of the background signal, energy parameters describing the overall 
energy and its time evolution. 

4.4.1.4 Source Controlled VBR Coding 

VBR coding describes a method that assigns different number of bits to a speech frame in the coded domain depending 
on the characteristics of the input speech signal [20] [21]. This method is often called source-controlled coding as well. 
Typically, a source-controlled coder encodes speech at different bit rates depending on how the current frame is 
classified, e.g., voiced, unvoiced, transient, or silence. Note that DTX operation can be combined with VBR coders in 
the same way as with Fixed Rate (FR) coders; the VBR operation is related to active speech segments. 

The VBR solution provides narrowband and wideband coding using the bit rates 2.8, 7.2 and 8.0 kbps and produces an 
average bit rate at 5.9 kbps. 

Due to the finer bit allocation, in comparison to Fixed Rate (FR) coding, VBR offers the advantage of a better speech 
quality at the same average active bit rate than FR coding at the given bit rate. The benefits of VBR can be exploited if 
the transmission network supports the transmission of speech frames (packets) of variable size, such as in LTE and 
UMTS networks. 

4.4.2 Decoder overview 

The decoder receives all quantized parameters and generates a synthesized signal. Thus, for the majority of encoder 
operations it represents the inverse of the quantized value to index operations. 

For the AMR-WB interoperable operation the index lookup is performed using the AMR-WB codebooks and the 
decoder is configured to generate an improved synthesized signal from the AMR-WB bitstream. 

4.4.2.1 Parametric Signal Representation Decoding (Bandwidth Extension) 

In addition to the generation of signal components specifically represented by the transmitted indices, the decoder 
performs estimates of signal regions where the transmitted signal representation is incomplete, i.e. for the parametric 
signal representations and noise fill as well as blind bandwidth extension in some cases. 

4.4.2.2 Frame loss concealment 

The EVS codec includes frame loss concealment algorithms [21]. For all coding modes an extrapolation algorithm is in 
place that estimates the signal in a lost frame. For the LP based core this estimation operates on the last received 
residual and LP coefficients. For the frequency domain core in some cases the last received MDCT coefficients are 
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extrapolated and in addition the resulting time domain signal is guaranteed to give a smooth time evolution from the last 
received frame into the missing frames. 

Once the frame loss is recovered, i.e., the first good frame is received the codec memory is updated and frame boundary 
mismatches towards the last lost frame are minimized. 

For situations of sustained frame loss the signal is either faded to background noise or its energy is reduced and finally 
muted when no reasonable extrapolation can be assumed. 

The EVS codec also includes the “channel aware” mode, which may be employed for improved performance under 
packet loss conditions in a VoIP system. In the channel aware mode, partial copies (secondary frames) of the current 
speech frame are piggybacked on future speech frames (primary frames), without any increase in the total bit rate for 
the primary and secondary frames. If the current frame is lost, then its partial copy can be retrieved by polling the de-
jitter buffer to enable faster and improved recovery from the packet loss. 

4.4.3 DTX/CNG operation 

The codec is equipped with a signal activity detection (SAD) algorithm for classifying each input frame as active or 
inactive. It supports a discontinuous transmission (DTX) operation in which the comfort noise generation (CNG) 
module is used to approximate and update the statistics of the background noise at a variable bit rate. Thus, the 
transmission rate during inactive signal periods is variable and depends on the estimated level of the background noise. 
However, the CNG update rate can also be fixed by means of a command line parameter. 

4.4.3.1 Inactive Signal coding 

When the codec is operated in DTX on mode the signal classifier depicted in Figure 1 selects the discontinuous 
transmission (DTX) mode for frames that are determined to consist of background noise. For these frames a low-rate 
parametric representation of the signal is transmitted no more frequently than every 8 frames (160ms). 

The low-rate parametric representation is used in the decoder for comfort noise generation (CNG) and includes 
parameters describing the frequency envelope of the background signal, energy parameters describing the overall 
energy and its time evolution. 

4.4.4 AMR-WB-interoperable option 

As mentioned previously, EVS can operate in a mode which is fully interoperable with the AMR-WB codec bitstream. 

4.4.5 Channel-Aware Mode 

EVS offers partial redundancy [21] based error robust channel aware mode at 13.2 kbps for both wideband and super-
wideband audio bandwidths. 

In a VoIP system, packets arrive at the decoder with random jitters in their arrival time. Packets may also arrive out of 
order at the decoder. Since the decoder expects to be fed a speech packet every 20 ms to output speech samples in 
periodic blocks, a de-jitter buffer is required to absorb the jitter in the packet arrival time. The channel aware mode 
combines the presence of a de-jitter buffer with partial redundancy coding of a current frame which gets piggy backed 
onto a future frame. At the receiver, the de-jitter buffer is polled to check if a partial redundant copy of the current lost 
frame is available in any of the future frames. If present, the partial redundant information is used to synthesize the lost 
frame which offers significant quality improvements under low to high FER conditions. Source control is used to 
determine which frames of input can best be coded at a reduced frame rate (called primary frames) to accommodate the 
attachment of redundancy without altering the total packet size. In this way, the channel aware mode includes 
redundancy in a constant-bit-rate channel (13.2 kbps). 

4.5 Organization of the rest of the Technical Standard 
In clauses 5 and 6, detailed descriptions of the encoder and the decoder are given. Bit allocation is summarized in 
clause 7. 
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5 Functional description of the encoder 
The description of the encoder is as follows. First, common pre-processing is described, and then the different elements 
of the encoder are described one by one. The discontinuous transmission (DTX) operation and the AMR-WB 
interoperable option are then given in separate subclauses, again referencing the same processing as in the default 
option. 

5.1 Common processing 

5.1.1 High-pass Filtering 

The input audio signal ( )inps n sampled at 8, 16, 32 or 48 kHz, n  being the sample index, is high-pass filtered to 

suppress undesired low frequency components. The transfer function of the HP filter has a cut-off frequency of 20 Hz 
(–3 dB) and is given by 
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The coefficients of the HP filter for a given input sampling frequency are given in the table below. 

Table 1: Coefficients of the 20Hz HP filer 

 8 kHz 16 kHz 32 kHz 48 kHz 

0b  0.988954248067140 0.994461788958195 0.997227049904470 0.998150511190452 

1b  -1.977908496134280 -1.988923577916390 -1.994454099808940 -1.996301022380904 

2b  0.988954248067140 0.994461788958195 0.997227049904470 0.998150511190452 

1a  1.977786483776764 1.988892905899653 1.994446410541927 1.996297601769122 

2a  -0.978030508491796 -0.988954249933127 -0.994461789075954 -0.996304442992686 

 

The input signal, filtered by the HP filter, is denoted as ( )HPs n . 

5.1.2 Complex low-delay filter bank analysis 

5.1.2.1 Sub-band analysis 

The audio signal ( )HPs n  is decomposed into complex valued sub-bands by a complex modulated low delay filter bank 

(CLDFB). Depending on the input sampling rate HPsr , the CLDFB generates a time-frequency matrix of 16 time slots 

and / 800C HPL sr Hz=  sub-bands where the width of each sub-band is 400 Hz. 

The analysis prototype cw  is an asymmetric low-pass filter with an adaptive length depending on HPsr . The length of 

cw  is given by cw LL
c

⋅= 10  meaning that the filter spans over 10 consecutive blocks for the transformation. The 

prototype of the LP filter has been generated for 48 kHz. For other input sampling rates, the prototype is obtained by 
means of interpolation so that an equivalent frequency response is achieved. Energy differences in the sub-band domain 
caused by different transformation lengths are compensated for by an appropriate normalization factors in the filter 
bank. The following figure shows the plot of the LP filter prototype cw  for HPsr of 48 kHz. 
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Figure 4 : Impulse response of CLDFB prototype filter with 600 taps for 48 kHz sample rate 

The filter bank operation is described in a general form by the following formula: 
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where CRX  and CIX  are the real and the imaginary sub-band values, respectively, t is the sub-band time index with 

150 ≤≤ t , index i is defined as CLni 8+= , 0n is the modulation offset of 
22

1
0

CL
n −=   and k is the sub-band index 

with 10 −≤≤ CLk . 

As the equations show, the filter bank is comparable to a complex MDCT but with a longer overlap towards the past 
samples. This allows for an optimized implementation of CLDFB by adopting DCT-IV and DST-IV frameworks. 

5.1.2.2 Sub-band energy estimation 

The energy in the CLDFB domain is determined for each time index t  and frequency sub-band k  by 

 ( ) CCICRC LktktXktXktE ≤≤≤≤+= 0,150)),(()),((, 22  (3) 

Furthermore, energy per-band )(kEC is calculated by summing up the energy values in all time slots. That is 

 ( ) ∑ =
≤≤=
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t CCC LktkEkE  (4) 

In case 20>CL , additional high frequency energy value HFE  is calculated for the frequency range from 8kHz to 

16kHz by summing up ),( ktEC  over one frame which is delayed by one time slot. 
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HFE  is further scaled to an appropriate energy domain. In case the high bands are not active, HFE is initialized to the 

maximum value. 
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5.1.3 Sample rate conversion to 12.8 kHz 

The linear predictive (LP) analysis, the long-term prediction (LTP), the VAD algorithm and signal are performed at the 

12.8 kHz sampling rate. The HP-filtered input signal ( )HPs n  is therefore converted from the input sampling frequency 

to 12.8 kHz. 

5.1.3.1 Conversion of 16, 32 and 48 kHz signals to 12.8 kHz 

For 16, 32 and 48 kHz signals, the sampling conversion is performed by first up-sampling the signal to 192 kHz, then 

filtering the output through a low-pass FIR filter 6.4 ( )H z  that has the cut-off frequency at 6.4 kHz. Then, the signal is 

down-sampled to 12.8 kHz. The filtering delay is 15 samples at 16 kHz sampling frequency which corresponds to 
0.9375 ms. 

The up-sampling is performed by inserting 11, 5 or 3 (for 16, 32 or 48 kHz, respectively) zero-valued samples between 
each 2 samples for each 20-ms frame of 320 samples (at 16 kHz sampling frequency) 

 192
( / ), if / /

( ) , 0 3840
0, otherwise

HP up up ups n F n F n F
s n n

⎧ ⎫⎢ ⎥=⎪ ⎪⎣ ⎦= ≤ <⎨ ⎬
⎪ ⎪⎩ ⎭

 (6) 

where 192 ( )s n  is the signal at 192 kHz sampling frequency and upF  is the up-sampling factor equal to 12 for a 16 kHz 

input, 6 for a 32 kHz input and 4 for a 48 kHz input. Then, the signal 192 ( )s n  is filtered through the LP filter 6.4 ( )H z  

and decimated by 15 by keeping one out of 15 samples. The filter 6.4 ( )H z  is a 361-tap linear phase FIR filter having a 

cut-off frequency of 6.4 kHz in the 192 kHz up-sampled domain. The filtering and decimation can be done using the 
relation 
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where 6.4h  is the impulse response of 6.4 ( )H z . The operations in equations (6) and (7) can be implemented in one step 

by using only a part of the filter coefficients at a time with an initial phase related to the sampling instant n. That is 
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In case the encoder is externally forced to narrow-band processing of the input signal, the cut-off frequency of the LP 
filter is changed from 6.4 kHz to 4 kHz. 

5.1.3.2 Conversion of 8 kHz signals to 12.8 kHz 

For 8 to 12.8 kHz resampling a sharper resampling filter is beneficial. Double length low-pass FIR filter 3.9 ( )H z  is 

used in this case. The doubling of the impulse response length is compensated by a low delay resampling method. The 

filter 3.9 ( )H z  is a 241-tap linear phase FIR filter having a cut-off frequency of 3.9 kHz and is applied in the up-sampled 

domain which is 64 kHz. Direct FIR filtering with this filter would yield a delay of 120/64 = 1.875 ms. In order to 
reduce this delay to 0.9375 ms, future samples are determined at 8 kHz by adaptive linear prediction. The exact number 
of future samples is found based on the difference between the actual delay (1.875 ms) and the desired delay (0.9375 

ms) at 8 kHz. Therefore ( )1.875 0.9375 *8 7− =⎢ ⎥⎣ ⎦  future samples are predicted. These predicted samples are 

concatenated at the end of the current frame )(nsHP to form a support vector )(nsHPC . Then, the sample rate 

conversion of )(nsHPC  is performed in a similar way as for the other sampling rates, i.e. )(nsHPC  is first up-sampled 

to 64 kHz, the output is filtered through the low-pass FIR filter 3.9 ( )H z  and the resulting signal is down-sampled to 
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12.8 kHz. The final filtering delay is aligned with that of the other resampling configurations, i.e 12 samples at 
12.8 kHz sampling frequency which corresponds to 0.9375 ms. 

To determine the future samples, linear prediction coefficients of order 16 are computed in the pre-emphasized domain 

in the following way. The last Lss =120 samples of the input frame 159,...,40 ),( =nnsHP  at 8 kHz are windowed by an 

asymmetrical analysis window winss_120: 

 ( ) ( )
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and a first order autocorrelation analysis is made on the windowed signal ( )HPWs n .  The pre-emphasis coefficient 

μ ss is obtained by 

 ( ) ( )0/1 wwss rr=μ  (10) 

where rw(0) and rw(1) are the autocorrelation coefficients 
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 (11) 

The last 120 samples of the signal 159,...,40 ),( =nnsHP  are pre-emphasized using the adaptive filter 

 1
_ 1)( −

− −= zzH ssssemphpre μ  (12) 

to obtain the pre-emphasized signal )(_ ns preHP  of Lss =120 samples. Then 119,...,0  ),(_ =nns preHP  is windowed by 

the asymmetrical analysis window winss_120 and a 16th order autocorrelation analysis is made on the windowed signal 

)(_ ns preWHP  
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These autocorrelation coefficients are lag-windowed by 

 ( ) ( ) 16,...,0,)( 8 =⋅= kkwkrkr klagpwpwl  (14) 

where wlag8k(k) is defined as 
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Based on the autocorrelation coefficients rpwl(k), the linear prediction coefficients ass(k) are computed by the Levinson-

Durbin algorithm. The future samples in the pre-emphasized domain _ ( ),   120, ...,126HP pres n n =  are predicted by zero 

input filtering through the 1/Ass(z) synthesis filter 

 ( ) ( ) 126,...,120,)(
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sspreHPpreHP  (16) 
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Finally, the concatenated signal )(_ ns preHP  is de-emphasized through the filter )11/(1 −− zssμ . Note that only the last 

7 predicted samples need to be de-emphasized. These 7 de-emphasized samples are concatenated to ( )HPs n  (at 

positions n = 160,…,166) to form the support vector )(nsHPC . 

The up-sampling of )(nsHPC  is then performed by inserting 7 zero-valued samples between each 2 samples for each 

20-ms frame of 160 samples (at 8 kHz sampling frequency) completed by 7 predicted future samples (167 in total) 
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= n
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where )(64 ns  is the signal at 64 kHz sampling frequency. Then, the signal )(64 ns  is filtered through the LP filter 

)(9.3 zH  and decimated by 5 by keeping one out of 5 samples. The filtering and decimation can be done using the 

relation 

 255,...,0        ,)120()5(
5

8
)(

120

120

9.364_12_8648.12 =+−+= ∑
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nihdinsns

i

 (18) 

where 9.3h  is the impulse response of 3.9 ( )H z  and 6064_12_8 =d  assures that the index of s64 is never higher than the 

highest available index for (which is 1335). Indeed, it corresponds to the delay of this filtering at 64 kHz. To reduce 
complexity, the operations in equations (17) and (18) can be implemented in one step by using only a part of the filter 
coefficients at a time with an initial phase related to the sampling instant n. This polyphase implementation of the 
resampling filter is applied on the concatenated support vector. That is 

 ⎣ ⎦ 255,...,0        ,)1208mod8()8/5(
5

8
)(

15
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9.38_12_88.12 =+−−+= ∑
−=

nnihdinsns

i
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where 88_12_8 =d  is derived from the delay of this filtering at 8 kHz. It assures that the index of sHPC is never higher 

than the highest available index (which is 166). 

5.1.3.3 Conversion of input signals to 16, 25.6 and 32 kHz 

If ACELP core is selected for WB, SWB or FB signals at bitrates higher than 13.2 kbps (see subclause 5.1.16), its 
internal sampling rate is set to 16 kHz rather than 12.8 kHz. If the input signal is sampled at 8 kHz, there is no 
conversion needed because for NB signals, ACELP core is always operated at 12.8 kHz. If the input signal is sampled at 
16 kHz, no conversion is needed either and the input signal is only delayed by 15 samples which corresponds to 0.9375 
ms. This is to keep all pre-processed signals aligned regardless of the bitrate or bandwidth. Thus, the input signal is 
resampled to 16 kHz only if its sampling frequency is 32 or 48 kHz. 

The resampling operation is done in the same way as for the case of 12.8 kHz (see subclause 5.1.3.1), i.e. by means of 
FIR filtering. The coefficients of the LP filter are different but the filtering delay is still the same, i.e. 0.9375 ms. 

The resampled signal is denoted )(16 ns  where n=0,..,319. 

The input signal is converted to 25.6 kHz at 48 kbps and to 32 kHz at 96 or 128kbps but only for SWB and FB signals. 
The sampling conversion is again similar as in the case of 12.8 kHz with differences in LP filter coefficients. The 
resampled signals are denoted )(6.25 ns  and )(32 ns , respectively. 

5.1.4 Pre-emphasis 

A first-order high-pass filter is used to emphasize higher frequencies of the input signal and it is given by 

 11)( −
−− −= zzH emphpreemphpre β  (20) 
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where emphpre−β  is the pre-emphasis factor which is set to 0.68. The input signal to the pre-emphasis filter is 12.8 ( )s n  

and the output signal is denoted ( )pres n . 

If ACELP core is selected for WB, SWB or FB signals at bitrates higher than 13.2 kbps (see subclause 5.1.16), its 
internal sampling rate is 16kHz rather than 12.8kHz. In this case, the pre-emphasis is re-done at the end of the pre-

processing chain, on )(16 ns  with 72.0=−emphpreβ . The resulting signal is denoted )(16 ns pre . 

If  MDCT-based TCX is selected for SWB or FB high-rate LPC configurations,  9.0=−emphpreβ is used as pre-

emphasis factor when pre-emphasis is applied to signals at  a sampling rate higher than 16kHz. 

5.1.5 Spectral analysis 

Spectral analysis is used in the encoder for signal activity detection (SAD) and signal classification functions. The 
discrete Fourier transform (DFT) is used to perform the spectral analysis and spectral energy estimation. 

5.1.5.1 Windowing and DFT 

The frequency analysis is done twice per frame using 256-point fast Fourier transform (FFT) with a 50% overlap. The 
centre of the first window is placed 96 samples past the beginning of the current frame. The centre of the second 
window is placed 128 samples farther, i.e., in the middle of the second subframe of the current frame. A square root of a 
Hanning window (which is equivalent to a sine window) is used to weight the input signal for the frequency analysis. 
The square root Hanning window is given by 

 ( ) 1,...,0,sin
2

cos5.05.0 −=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−= FFT

FFTFFT
FFT Ln

L

n

L

n
nw

ππ
 (21) 

where FFTL  = 256 is the size of FFT analysis. Note that only half of the window is computed and stored since it is 

symmetric (from 0 to 2FFTL ). 

1st analysis window 2nd analysis window

current frameprevious frame next frame  

Figure 5: Relative positions of the spectral analysis windows 

The windowed signal for both spectral analyses is obtained as: 
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where ( )pres n is the pre-emphasized input signal ( (0)pres is the first sample in the current frame). The superscripts [0] 

and [1] used to denote the first and the second frequency analysis, respectively, are dropped for simplicity. An FFT is 
performed on both windowed signals to obtain two sets of spectral parameters per frame: 
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The output of the FFT provides the real and the imaginary parts of the spectrum denoted as ( )RX k , 0,...,128k =  and 

( )IX k , 1,...,127k = . Note, that ( )0RX  corresponds to the spectrum at 0 Hz (DC) and ( )128RX  corresponds to the 

spectrum at 6400 Hz. The spectrum at these points is only real-valued and usually ignored in the subsequent analysis. 

After the FFT analysis, the resulting spectrum is divided into critical bands [17] using the intervals having the following 
limits (20 bands in the frequency range 0-6400 Hz): 

Table 2: Critical bands 

band 
lf  hf  CBM  

0 0 100 2 
1 100 200 2 
2 200 300 2 
3 300 400 2 
4 400 510 2 
5 510 630 2 
7 630 770 3 
6 770 920 3 
8 920 1080 3 
9 1080 1270 4 

10 1270 1480 4 
11 1480 1720 5 
12 1720 2000 6 
13 2000 2320 6 
14 2320 2700 8 
15 2700 3150 9 
16 3150 3700 11 
17 3700 4400 14 
18 4400 5300 18 
19 5300 6350 21 

 

The 256-point FFT results in a frequency resolution of 50 Hz (i.e., 6400/128 Hz). Thus, after ignoring the DC 
component of the spectrum, the number of frequency bins per critical band are given in the last column, denoted CBM . 

5.1.5.2 Energy calculations 

The spectral analysis module also calculates several energy-related parameters. For example, an average energy per 
critical band is computed as 
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where ( )RX k and ( )IX k are, respectively, the real and the imaginary parts of the k -th frequency bin and ij  is the 

index of the first bin in the ith critical band given by ij ={1, 3, 5, 7, 9, 11, 13, 16, 19, 22, 26, 30, 35, 41, 47, 55, 64, 75, 

89, 107}. Furthermore, energy per frequency bin, ( )BINE k , is calculated as 

 ( ) 127,...,0,)()(
4

)( 22
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=+= kkXkX
L

kE IR
FFT
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Finally, the spectral analysis module computes the average total energy for both FFT analyses in a 20 ms frame by 
summing the average critical band energies CBE . That is, the spectrum energy for the first spectral analysis window is 

computed as 
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and, similarly, the second frame energy, denoted as [1]
frameE . 

The total frame energy (in dB) is computed as the average of the two frame energies. That is 

 ( )( )]1[]0[5.0log10 frameframet EEE +=  (27) 

The total energy per frequency bin (power spectrum) is calculated as 

 ( ) 127,...,0,(k))(5.0)( ]1[]0[ =+= kEkEkPS BINBIN  (28) 

The output parameters of the spectral analysis module (both spectral analyses), that is the average energy per critical 
band, the energy per frequency bin and the total energy in dB, are used in several subsequent functions. 

Note that, for narrow band inputs sampled at 8 kHz, after sampling conversion to 12.8 kHz, there is no content at both 
ends of the spectrum. Thus, the lowest critical band as well as the last three critical bands are not considered in the 
computation of output parameters (only bands from 1,...,16i = are considered). 

In addition to the absolute frame energy tE , calculated in (27), relative energy of the frame is calculated as the 

difference between the total frame energy in dB and the long-term active signal energy tE . The relative frame energy is 

given by 

 sptrel EEE −=  (29) 

The long-term active signal energy is updated only during active frames (explained in subclause 5.1.12.5). Note that the 
long-term active signal energy spE is updated only after the signal activity detection module. 

5.1.6 Bandwidth detection 

A detection algorithm is applied to detect the actual input audio bandwidth for input sampling rates greater than 8 kHz. 
This bandwidth information is used to run the codec in its optimal mode, tailored for a particular bandwidth (BW) 
rather than for a particular input sampling frequency. For example, if the input sampling frequency is 32 kHz but there 
is no "energetically" meaningful spectral content above 8 kHz, the codec is operated in the WB mode. The following 
bandwidths/modes are used throughout the EVS codec: NB (0-4kHz), WB (0-8kHz), SWB (0-16kHz) and FB (0-20 
kHz). 

The detection algorithm is based on computing energies in spectral regions and comparing them to certain thresholds. 
The bandwidth detector operates on the CLDFB values (see subclause 5.1.2). In the AMR-WB IO mode, the bandwidth 
detector uses a DCT transform to determine the signal bandwidth. 

5.1.6.1 Mean and maximum energy values per band 

The CLDFB energy vector CE computed per 400Hz frequency bins (see subclause 5.1.2.2), is further aggregated as 

described below. Each value of 4 ( )CE i  represents a 1600Hz band consisting of four CLDFB energy bins summed up 

from startk  to stopk . 

 ( )4 ( ) , 0,..,8
stop

start

k
CC k

E i E k i= =∑  (30) 

Depending on the input sampling frequency up to nine CLDFB bands are calculated using the above equation and the 
values are given below: 
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Table 3: CLDFB bands for energy calculation 

i  startk  stopk  bandwidth in kHz bandwidth 
index 

0 3 6 1.2 – 2.8 NB 
1 11 14 

4.4 – 7.2 WB 
2 14 17 
3 23 26 

9.2 – 15.6 SWB 
4 27 30 
5 31 34 
6 35 38 
7 42 45 

16.8 – 20.0 FB 
8 46 49 

 

The values in CLDFB bands are converted to the log domain and scaled by 
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where sclf  is set according to the input sampling frequency as follows: 88.293854 for 8kHz, 88.300926 for 16kHz, 

88.304118 for 32kHz and 88.028412 for 48kHz. 

The per-band CLDFB energy is then used to calculate the mean energy values per bandwidth: 
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 (32) 

and the maximum energy values per bandwidth: 
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In case of the DCT based detector, the DCT values are computed by first applying a Hanning window on the 320 
samples of the input audio signal sampled at input sampling rate. Then the windowed signal is transformed to the DCT 
domain and finally decomposed into several bands as shown in Table 3a.  

Table 3a: DCT bands for energy calculation 

i  bandwidth in kHz bandwidth 
index 

0 1.5 – 3.0 NB 
1 

4.5 – 7.5 WB 
2 
3 

9.0 – 15.0 SWB 
4 
5 
6 
7 

16.5 – 19.5 FB 
8 
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The values in DCT bands are converted to the log domain by 

 [ ] 8,..,0,)(log)( 4104 == iiEiE CC  (33a) 

and per-band and maximum energies are computed using (32) and (33) while the constant 1.6 in these equations is 
omitted in case of the DCT based detector. 

 

5.1.7 Bandwidth decision 

The following decision logic is identical for CLDFB and DCT versions of energy calculations, except for some 
constants which were adapted to get similar detection results. 

The long-term CLDFB energy mean values for NB, WB and SWB are updated as follows: 
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 (34) 

where the superscript [-1] has been used to denote the value of NBE  in the previous frame. The update takes place only 

if the local SAD decision is active and only if the long-term background noise level, tN , is higher than 30 dB. 

The values are compared to certain thresholds also taking the current maximum values into account, which leads to 
increasing or decreasing counters for each bandwidth as described below in the flowchart. 
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Figure 6: Increasing and decreasing of BW counters 

The tests in the above diagram are performed sequentially from top to bottom. The BW counters are then used to decide 
the actual signal bandwidth, BW, according to the logic described in the following schematic diagram. 
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Figure 7: BW selection logic 

In the above diagram, the tests are performed in a sequential order, i.e. it could happen that decision about signal 
bandwidth is changed several times in this logic. After every selection of a particular bandwidth, certain counters are 
reset to their minimal value 0 or to their maximum value 100. 

Finally, the resulting bandwidth can be upper limited in case the codec performance has not been optimized for it at 
particular bitrate. For example, at 9.6 kbps, the codec supports coding up to SWB. Therefore, if the detected bandwidth 
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is FB, it is overwritten to SWB at this bitrate. The following table shows the range of bitrates for which the codec 
performance has been optimized for each bandwidth. 

Table 4: Optimization of the codec performance per bandwidth 

bandwidth bitrate range 
[kbps] 

NB 7.2 - 24.4 
WB 7.2 - 128 

SWB 9.6 - 128 
FB 16.4 - 128 

 

5.1.8 Time-domain transient detection 

The HP-filtered input signal ( )HPs n  including the look-ahead is input to the time-domain transient detector. The HP-

filtered input signal ( )HPs n  is further high-pass filtered. The transfer function of the transient detection’s HP filter is 

given by 

 ( ) 1 20.375 0.5 0.125TDH z z z− −= − +  (35) 

The signal, filtered by the transient detection’s HP filter, is denoted as ( )TDs n . The HP-filtered signal ( )TDs n  is 

segmented into 8 consecutive segments of the same length. The energy of the HP-filtered signal ( )TDs n  for each 

segment is calculated as: 
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where 8segment inpL L=  is the number of samples in 2.5 milliseconds segment at the input sampling frequency. An 

accumulated energy is calculated using: 

 ( )max( 1 ,0.8125 )Acc TD AccE E i E= −  (37) 

A transient is detected if the energy of a segment ( )TDE i  exceeds the accumulated energy by a constant factor of 

8.5and the attack index is set to i . If no attack is detected but strong energy increase is detected in segment i , the attack 
index is set to i and the frame is not marked as a transient frame. 

The energy change for each segment is calculated as: 
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 (38) 

The temporal flatness measure is calculated as: 

 ( ) ( )∑
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The maximum energy change is calculated as: 

 ( ) ( ) ( ) ( )( )1,...,1,max, −+−−= newchngpastchngpastchngnewpast NENENENNMEC  (40) 

If index of ( )chngE i  or ( )TDE i  is negative then it indicates a value from the previous segment, with segment indexing 

relative to the current frame. pastN is the number of the segments from the past frames. It is equal to 0 if the temporal 
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flatness measure is calculated for the usage in ACELP/TCX decision. If the temporal flatness measure is calculated for 
the TCX LTP decision then it is equal to: 

 1 min 8, 8 0.5past
celp

pitch
N

L

⎛ ⎞⎡ ⎤
⎜ ⎟= + +⎢ ⎥
⎜ ⎟⎢ ⎥⎢ ⎥⎝ ⎠

 (41) 

newN  is the number of segments from the current frame. It is equal to 8 for non-transient frames. For transient frames 

first the locations of the segments with the maximum and the minimum energy are found: 
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iEi
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7,...,
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7,...,
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minarg

maxarg

−∈

−∈

=

=

 (42) 

If ( ) ( )min max0.375TD TDE i E i>  then newN is set to max 3i − , otherwise newN  is set to 8. 

5.1.9 Linear prediction analysis 

Short-term prediction or linear prediction (LP) analysis using the autocorrelation approach determines the coefficients 
of the synthesis filter of the CELP model. The autocorrelation of windowed speech is converted to the LP coefficients 
using the Levinson-Durbin algorithm. Then, the LP coefficients are transformed to the line spectral pairs (LSP) and 
consequently to line spectral frequencies (LSF) for quantization and interpolation purposes. The interpolated quantized 
and unquantized coefficients are converted back to the LP domain to construct the synthesis and weighting filters for 
each subframe. 

5.1.9.1 LP analysis window 

In case of encoding of an active signal frame, two sets of LP coefficients are estimated in each frame using a 25 ms 
asymmetric analysis window (320 samples at 12.8 kHz sampling rate), one for the frame-end and one for mid-frame LP 
analysis. A look ahead of 8.75ms (112 samples at 12.8 kHz sampling rate) is used for the frame-end autocorrelation 
calculation. The frame structure is shown below. 

 

Figure 8: Relative positions and length of the LP analysis windows 

The frame is divided into four sub-frames, each having a length of 5 ms, i.e., 64 samples. The windows for frame-end 
analysis and for mid-frame analysis are centred at the 2nd and 4th sub-frame of the current frame, respectively. An 
asymmetrical window with the length of 320 samples is used for windowing. The windowed signal for mid-frame is 
calculated as 

 ( ) ( ) ( )80 , 0,...,319wmid pres n s n w n n= − =  (43) 

and the windowed signal for frame-end is calculated as 

 ( ) ( ) ( )48 , 0,...,319wend pres n s n w n n= + =  (44) 

5.1.9.2 Autocorrelation computation 

The autocorrelations of the windowed signal are computed by 
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 ( ) ( ) ( )
1

, 0,...,16,
L

c wend wend

n k

r k s n s n k k
−

=

= − =∑  (45) 

where L  is set to 320. When ( ) 1000 <cr , ( )0cr  is set to 100 as well. 

5.1.9.3 Adaptive lag windowing 

In addition, bandwidth expansion is applied by lag windowing the autocorrelations using the following window 

 ,16,...,1,
2

2

1
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2
0 =
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if
iw

s
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 (46) 

where sf  is the sampling frequency (12800 or 16000) and the bandwidth frequency 0f  is set adaptively based on the 

OL pitch lag ]2[
OLd  in the 12.8 kHz domain and the normalized correlation ]2[

normC  (i.e., pitch gain). These parameters are 

obtained in the OL pitch estimation module from the look-ahead part of the current or the previous frame, depending on 
whether the adaptive lag windowing is applied before or after the OL pitch estimation. In some special cases, 

),min( ]1[]0[
OLOL dd  and ),max( ]1[]0[

normnorm CC  are used instead of ]2[
OLd  and ]2[

normC , respectively. These situations will be 

described later in this specification. Note that the shorter pitch lag and/or the larger pitch gain, the stronger (heavy 
smoothing with larger 0f ) window is used to avoid excessive resonance in the frequency domain. The longer pitch lag 

and/or the smaller normalized correlation, the weaker window (light smoothing with smaller 0f ) is used to get more 

faithful representation of the spectral envelope. 

Table 5: Selection of band width frequency 0f  in Hz 

 ]2[
OLd < 80 80<= ]2[

OLd < 160 160<= ]2[
OLd  

0.6 <
]2[

normC  60 40 20 

0.3 <
]2[

normC <=0.6 40 40 20 

]2[
normC  <= 0.3 40 20 20 

 

The modified autocorrelation function, ( )kr′  is calculated as 

 ( ) ( ) ( ) , 0,...,16c lagr k r k w k k′ = =  (47) 

Further, )0(r ′  is multiplied by the white noise correction factor 1.0001 which is equivalent to adding a noise floor of -

40 dB. 

5.1.9.4 Levinson-Durbin algorithm 

The modified autocorrelation function, ( )r k′ , is used to obtain the LP filter coefficients , 1, ,16ka k = K  by solving the set 

of equations: 

 ( ) ( )
16

1

, 1,...,16k

k

a r i k r i i
=

′ ′− = − =∑  (48) 

The set of equations in (48) is solved using the Levinson-Durbin algorithm. This algorithm uses the following 
recursion: 
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 (49) 

The final solution is given as ( )16
, 1, ,16j ja a j= = K . The residual error energies (LP error energies) ( )E i  are also used 

in the subsequent processing. 

5.1.9.5 Conversion of LP coefficients to LSP parameters 

The LP filter coefficients ja  are converted to the LSP representation [16] for quantization and interpolation purposes. 

For a 16th-order LP filter, the LSPs are defined as the roots of the sum and difference polynomials 

 

16 1

1 1

16 1

2 1

( ) ( )
( )

1

( ) ( )
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1
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− −

−

− −

−

+=
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 (50) 

The polynomials 1( )F z  and 2 ( )F z  are symmetric and asymmetric, respectively. It can be proved that all roots of these 

polynomials lie on the unit circle and are interlaced. The polynomials 1( )F z  and 2 ( )F z  have each 8 conjugate roots, 

denoted cos( )i iq ω=  and called the Line Spectral Pairs (LSPs). The corresponding angular frequencies iω  are the Line 

Spectral Frequencies (LSFs). The LSFs satisfy the ordering property 0 150 ...ω ω π< < < < . The coefficients of these 

polynomials are found by the following recursive relations: 
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=
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 (51) 

where M = 16 is the predictor order. 

The LSPs are found by evaluating the polynomials 1( )F z  and 2 ( )F z at 100 points equally spaced between 0 and π and 

checking for sign changes. A sign change indicates the existence of a root and the sign change interval is then divided 
four times to track the root precisely. Considering the conjugate symmetry of the polynomials 1( )F z  and 2 ( )F z  and 

removing the linear term, it can be shown that the polynomials 1( )F z  and 2 ( )F z  can be written (considering jz e ω= ) 

as 

 1 1 1 1

2 2 2 2

( ) 2cos8 2 (1)cos 7 ... 2 (7)cos (8)

( ) 2cos8 2 (1)cos 7 ... 2 (7)cos (8)

F f f f

F f f f

ω ω ω ω
ω ω ω ω

′ = + + + +
′ = + + + +

 (52) 

Considering the frequency mapping cos( )x ω=  we can define 

 ( ) cos( )mT mω ω=  (53) 
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an mth-order Chebyshev polynomial in x [18]. The polynomials 1( )F z′  and 2 ( )F z′  can then be rewritten using this 

Chebyshev polynomial expansion as 

 1 8 1 7 1 1 1

2 8 2 7 2 1 2

( ) 2 ( ) 2 (1) ( ) ... 2 (7) ( ) (8)

( ) 2 ( ) 2 (1) ( ) ... 2 (7) ( ) (8)

F T x f T x f T x f

F T x f T x f T x f

ω
ω

′ = + + + +
′ = + + + +

 (54) 

Neglecting the factor of 2, which does not affect the root searching mechanism, the series to be evaluated can be 
generalized to 

 
7

8

0

( ) ( )k k

k

Y x f T x−
=

=∑  (55) 

The Chebyshev polynomials satisfy the order recursion 

 1 2( ) 2 ( ) ( )k k k kb x xb x b x f+ += − +  (56) 

with initial conditions 8 9( ) ( ) 0b x b x= = . This recursion can be used to calculate 0 ( )b x  and 2 ( )b x . Then, ( )Y x  can be 

expressed in terms of 0 ( )b x  and 2 ( )b x  

 
7

0 2 0
1 2

0

( ) ( )
( ) ( ) 2 ( ) ( ) ( )

2k k k k

k

b x b x f
Y x b x xb x b x T x+ +

=

− +
= − + =⎡ ⎤⎣ ⎦∑  (57) 

The details about Chebyshev polynomial evaluation method can be found in [18]. 

In the following part of this document, the LSPs found by the described method will be denoted as iq , i=1,..,16 with 

0 1q = . 

5.1.9.6 LSP interpolation 

The LP parameters for each subframe are obtained by means of interpolation between the end-frame parameters of the 
current frame, the mid-frame parameters of the current frame and the end-frame parameters of the previous frame. 
However, the LP parameters are not particularly suitable for interpolation due to stability issues. For this reason, the 
interpolation is done on the respective LSP parameters and then converted back to the LP domain. 

Let ,end iq  denote the end-frame LSP vector of the current frame, ,mid iq  the mid-frame LSP vector of the current frame, 

both calculated by the method described in the previous section. Furthermore, let 1,end iq −  be the end-frame LSP vector 

of the previous frame. The interpolated LSP vectors for all subframes are then given by 
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=

+=

=

+= −

 (58) 

The same formula is used for interpolation of quantized LSPs described later in this document. 

5.1.9.7 Conversion of LSP parameters to LP coefficients 

Once the interpolated LSP vectors are calculated, they are converted back into LP filter coefficients for each subframe. 

Each LSP parameter cosi iq ω=  gives rise to a second order polynomial factor of the form 1 21 2cos i z zω − −− + . These 

can be multiplied together to form the polynomials, i.e. 
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By using the Chebyshev polynomial expansion defined in (55) we can apply the following recursion to find the 
coefficients of the polynomials: 
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 (60) 

The coefficients 2 ( )f i′  are computed similarly, by replacing 2 2iq −  by 2 1iq − , and with initial conditions 2 (0) 1f ′ = and 

2 1(1) 2f q′ = − . Once the coefficients 1( )f z′  and 2 ( )f z′  are found, they are multiplied by 11 z−+  and 11 z−− , 

respectively, to form the polynomials 1( )F z  and 2 ( )F z . That is 

 1 1 1

2 2 2

( ) ( ) ( 1), 8,...,1

( ) ( ) ( 1), 8,...,1

f i f i f i i

f i f i f i i

′ ′= + − =
′ ′= − − =

 (61) 

Finally, the LP coefficients are found by 

 1 2

1 2

0.5 ( ) 0.5 ( ), 1,...,8

0.5 ( ) 0.5 ( ), 8,...,16
i

i

a f i f i i

a f i f i i

= + =
= − =

 (62) 

with 0 1a = . This is directly derived from the equation 2/))()(()( 21 zFzFzA ′+′= , and considering the fact that 1( )F z  

and 2 ( )F z  are symmetric and asymmetric polynomials, respectively. The details of this procedure can be found in [18]. 

5.1.9.8 LP analysis at 16kHz 

If ACELP core is selected for WB, SWB or FB signals at bitrates higher than 13.2 kbps, its internal sampling rate is set 
to 16 kHz rather than 12.8 kHz. In this case, the LP analysis is done at the end of the pre-processing chain on input 
signal resampled to 16 kHz and pre-emphasized (see subclauses 5.1.3.3 and 5.1.4). In this case, the length of the LP 
analysis window is 400 samples at 16 kHz, which corresponds again to 25 ms. The windowed signal for mid-frame is 
calculated as 

 ( ) ( ) ( ) 399,...,0,100 =−= nnwnsns prewmid  (63) 

and the windowed signal for frame-end is calculated as 

 ( ) ( ) ( ) 399,...,0,60 =+= nnwnsns prewmid  (64) 

The autocorrelation computation, adaptive lag windowing and the conversion of LP coefficients to LSP parameters are 
performed similarly as in subclauses 5.1.9.2 thru 5.1.9.5. However, the LSP interpolation is done on 5 sub-frames 
instead of 4 sub-frames. The interpolated LSP vectors are given by 
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The conversion of LSP parameters to LP coefficients is then performed similarly as in subclause 5.1.9.7. At the end of 
the LP analysis there are M=16 LSP parameters and ia  coefficients but the corresponding LSFs span the range of 0-

8000 Hz rather than 0-6400 Hz. 

The LP analysis at 25.6 kHz and 32 kHz is described later in this document. 

5.1.10 Open-loop pitch analysis 

The Open-Loop (OL) pitch analysis calculates three estimates of the pitch lag for each frame. This is done in order to 
smooth the pitch evolution contour and to simplify the pitch analysis by confining the closed-loop pitch search to a 
small number of lags around the open-loop estimated lags. 

The OL pitch estimation is based on a perceptually weighted pre-emphasized input signal. The open-loop pitch analysis 
is performed on a signal decimated by two, i.e. sampled at 6.4 kHz. This is in order to reduce the computational 
complexity of the searching process. The decimated signal is obtained by filtering the signal through a 5th-order FIR 
filter with coefficients {0.13, 0.23, 0.28, 0.23, 0.13} and then down-sampling the output by 2. 

The OL pitch analysis is performed three times per frame to find three estimates of the pitch lag: two in the current 
frame and one in the look-ahead area. The first two calculations are based on 10-ms segments of the current frame. The 
final (third) estimation corresponds to the look-ahead, and the length of this segment is 8.75ms. 

5.1.10.1 Perceptual weighting 

Perceptual weighting is performed by filtering the pre-emphasized input signal ( )pres n  through a perceptual weighting 

filter, derived from the LP filter coefficients. The traditional perceptual weighting filter 1 2( ) ( / ) / ( / )W z A z A zγ γ=  has 

inherent limitations in modelling the formant structure and the required spectral tilt concurrently. The spectral tilt is 
pronounced in speech signals due to the wide dynamic range between low and high frequencies. This problem is 
eliminated by introducing the pre-emphasis filter (see subclause 5.1.4) at the input which enhances the high frequency 
content. The LP filter coefficients are found by means of LP analysis on the pre-emphasized signal. Subsequently, they 
are used to form the perceptual weighting filter. Its transfer function is the same as the LP filter transfer function but 
with the denominator having coefficients equal to the de-emphasis filter (inverse of the pre-emphasis filter). In this way, 
the weighting in formant regions is decoupled from the spectral tilt. Finally, the pre-emphasized signal is filtered 
through the perceptual filter to obtain a perceptually weighted signal, which is used further in the OL pitch analysis. 

The perceptual weighting filter has the following form 
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and 68.0=−emphpreβ  and 1 0.92γ = . Since ( )A z  is computed based on the pre-emphasized signal ( )pres n , the tilt of 

the filter 11 ( )A z γ  is less pronounced compared to the case when ( )A z  is computed based on the original signal. The 

de-emphasis is also performed on the output signal in the decoder. It can be shown that the quantization error spectrum 
is shaped by a filter having a transfer function 11 ( ) ( ) 1 ( / )de emphW z H z A z γ− = . Thus, the spectrum of the quantization 

error is shaped by a filter whose transfer function is 11 ( )A z γ , with ( )A z  computed based on the pre-emphasized 
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signal. The perceptual weighting is performed on a frame-by-frame basis while the LP filter coefficients are calculated 
on a sub-frame basis using the principle of LSP interpolation, described in subclause 5.1.9.6. For a sub-frame size L  = 
64, the weighted speech is given by 

 ( ) ( ) 255,,0,168.0)()( 1

16

1

K=−+−+= ∑
=

nnsinsansns hpre
i

i

ipreh γ  (67) 

where 0.68 is the pre-emphasis factor. Furthermore, for the open-loop pitch analysis, the computation is extended for a 
period of 8.75ms using the look-ahead from the future frame. This is done using the filter coefficients of the 4th 
subframe in the present frame. Note that this extended weighted signal is used only in the OL pitch analysis of the 
present frame. 

If ACELP core is selected for WB, SWB or FB signals at bitrates higher than 13.2 kbps, its internal sampling rate is set 
to 16 kHz rather than 12.8 kHz. Nevertheless, the OL pitch analysis is done only at 12.8 kHz and the estimated OL 
pitch values are later resampled to 16 kHz. However, perceptually weighted input signal sampled at a16 kHz is still 
needed in the search of the adaptive codebook. The perceptual weighting filter at 16 kHz has the following form 
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where 72.016 =−emphpreβ  and 94.02 =γ . Thus, for this case, the pre-emphasis is done as follows 

 ( ) ( ) 319,,0,1)()( 1616162

16

1

1616 K=−+−+= −
=
∑ nnsinsansns hemphprepre

i

i

ipreh βγ  (69) 

The perceptual weighting at 25.6 kHz and 32 kHz is described later in this document. 

5.1.10.2 Correlation function computation 

The correlation function for each of the three segments (or half-frames) is obtained using correlation values computed 
over a first pitch delay range from 10 to 115 (which has been decimated by 2) and over a second pitch delay range from 
12 to 115 (which has been decimated by 2). Both of the two delay ranges are divided into four sections: [10, 16], [17, 
31], [32, 61] and [62, 115] for the first delay range and [12, 21], [22, 40], [41, 77] and [77, 115] for the second delay 
range, so that the two sets of four sections overlap. The first sections in the two sets, [10, 16] and [12, 21] are, however, 
used only under special circumstances to avoid quality degradation for pitch lags below the lowest pitch quantization 
limit. Due to this special use of the first sections in the sets, omitting the pitch lags 10 and 11 in the second set of 
sections presents no quality issues. In addition, the second set omits pitch lags between 17 and 20, when the first 
sections are not used. The first section is mainly used in speech segments with stable, short pitch lags and the above 
limits have therefore a negligible effect on the overall pitch search and quantization performance. 

The autocorrelation function is first computed on a decimated weighted signal ( )nshd for each pitch lag value in both 

sets by 

 ( ) ( )dnsnsdC hd

L

n

hd −=∑
=

sec

0

)(  (70) 

where the summation limit secL  depends on the delay section, i.e.: 
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This will ensure that, for a given delay value, at least one pitch cycle is included in the correlation computation. The 
autocorrelation window is aligned with the first sample of each of the two 10-ms segments of the current frame, where 
the autocorrelation can thus be calculated directly according to equation (70). To maximize the usage of the look-ahead 
segment, the autocorrelation window in the third segment is aligned with the last available sample. In this final segment 
the autocorrelation function of equation (70) is computed backwards, i.e., the values of n are negative. Therefore, the 
computation as such is the same for all three segments, only the window alignment differs and the indexing of the signal 
is reversed in the last segment. 

5.1.10.3 Correlation reinforcement with past pitch values 

The autocorrelation function is then weighted for both pitch delay ranges to emphasize the function for delays in the 
neighbourhood of pitch lag parameters determined in the previous frame (extrapolated pitch lags). 

The weighting function is given by a triangular window of size 27 and it is centred on the extrapolated pitch lags. The 
weighting function is given by 

 ,13.0,i,)14i-1(1)13()13( K=+=−=+ pnpnpn iwiw α  (72) 

where pnα is a scaling factor based on the voicing measure from the previous frame (the normalized pitch correlation) 

and the pitch stability in the previous frame. During voiced segments with smooth pitch evolution, the scaling factor is 

updated in each frame by adding a value of 0.16 xyR  and it is upper-limited to 0.7. xyR is the average of the normalized 

correlation in the two half frames of the previous frame and is given in equation (78). The scaling factor pnα  is reset to 

zero (no weighting) if xyR is less than 0.4 or if the pitch lag evolution in the previous frame is unstable or if the relative 

frame energy of the previous frame is more than a certain threshold. The pitch instability is determined by testing the 
pitch coherence between consecutive half-frames. The pitch values of two consecutive half-frames are considered 
coherent if the following condition is satisfied: 

 ( ) ( )( )14 AND 4.1 <−< min_valuemax_valuemin_valuemax_value  

where max_value   and min_value  denote the maximum and minimum of the two pitch values, respectively. The pitch 

evolution in the current frame is considered stable if pitch coherence is satisfied for both, the first half-frame of the 
current frame and the second half-frame of the previous frame as well as the first half-frame and the second half-frame 
of the current frame. 

The extrapolated pitch lag in the first half-frame, [ ]0~
d  , is computed as the pitch lag from the second half-frame of the 

previous frame plus a pitch evolution factor evolf  , computed from the previous frame (described in subclause 

5.1.10.7). The extrapolated pitch lag in the second half-frame, [ ]1~
d , is computed as the pitch lag from the second half-

frame of the previous frame plus twice the pitch evolution factor. The extrapolated pitch lag in the look ahead, [ ]2~
d , is 

set equal to [ ]1~
d . That is 
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where [ ]1d −  is the pitch lag in the second half-frame of the previous frame. The pitch evolution factor is obtained by 
averaging the pitch differences of consecutive half-frames that are determined as coherent (according to the coherence 
rule described above). 

The autocorrelation function weighted around an extrapolated pitch lag d  is given by 

 ( ) ( ) (13 i), i -13, ,13.w pnC d i C d i w+ = + + = K  (74) 

5.1.10.4 Normalized correlation computation 

After weighting the correlation function with the triangular window of equation (72) centred at the extrapolated pitch 
lag, the maxima of the weighted correlation function in each of the four sections (three sections, if the first section is not 
used) are determined. This is performed for both pitch delay ranges. Note that the first section is used only during high-
pitched segments. For signals other than narrowband signals, this means that the open-loop pitch period of the second 
half-frame of the previous frame is lower than or equal to 34. For narrowband signals, the open-loop pitch period of the 
second half-frame of the previous frame needs to be lower than or equal to 24 and the scaling factor pnα  has to be 

higher than or equal to 0.1. It is further noted that the scaling factor pnα  is set to 0, if the previous frame were an 

unvoiced or a transition frame and the signal has a bandwidth higher than narrowband. In the following, the special case 
of three sections will not be explicitly dealt with if it arises directly from the text. The pitch delays that yield the 
maximum of the weighted correlation function will be denoted as ( )kdmax , where k = 0,1,2,3 denotes each of the four 

sections. Then, the original (raw) correlation function at these pitch delays (pitch lags) is normalized as 

 ( ) ( )( )

( ) ( )( )
sec sec

max
max

2 2
max

0 0

( ) , 0,1,2,3norm
L L

h h

n n

C d k
C d k k

s n s n d k
= =

= =

−∑ ∑

 (75) 

The same normalization is applied also to the weighted correlation function, ( )dCw , which yields ( )dCwn . It is noted 

that ( )nsh  is aligned at the first sample of the corresponding half-frame for the two half-frames of the current frame and 

at the last sample of the look-ahead for the look-ahead segment, where the calculation is performed backwards in order 
to exploit the full look-ahead as well as possible. 

At this point, four candidate pitch lags, ( )kdmax , k = 0,1,2,3, have been determined for each of the three segments (two 

in the current frame and one in the look-ahead) in each of the two pitch delay ranges. In correspondence with these 
candidate pitch lags, normalized correlations (both weighted and raw) have been calculated. All remaining processing is 
performed using only these selected values, greatly reducing the overall complexity. 

5.1.10.5 Correlation reinforcement with pitch lag multiples 

In order to avoid selecting pitch multiples within each pitch delay range, the weighted normalized correlation in a lower 
pitch delay section is further emphasized if one of its multiples is in the neighbourhood of the pitch lag in a higher 
section. That is, 
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where 17.1=multα , prevα is a voicing factor (normalized pitch correlation) from the previous frame, and prevd  is the 

pitch value from the second half-frame of the previous frame. In addition, when the first section is searched and the 
pitch multiple of the shortest-section candidate lag is larger than 20 samples, the following reinforcement is performed: 

 

( ) ( )( )
( )( )

( )( ) ( )( )00
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10
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ddif
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=
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Further, prevα , is given by the voicing factor of the second half-frame in the previous frame if the normalized 

correlation in the second half-frame was stronger than in the first half-frame, or otherwise by the mean value of these 
two normalized correlations. In this way, if a pitch period multiple is found in a higher section, the maximum weighted 
correlation in the lower section is emphasized by a factor of 1.17. However, if the pitch lag in section 3 is a multiple of 
the pitch lag in section 2 and at the same time the pitch lag in section 2 is a multiple of the pitch lag in section 1, the 
maximum weighted correlation in section 1 is emphasized twice. This correlation reinforcement is, however, not 
applied at each section when the previous frame voicing factor, prevα , is less than 0.6 and the pitch value is less than 

0.4 times the previous pitch value (i.e., the pitch value does not appear to be a halved value of the previous frame pitch 
or larger). In this way, the emphasis of the correlation value is allowed only during clear voicing conditions or when the 
value can be considered to belong to the past pitch contour. 

The correlation reinforcement with pitch lag multiples is independent in each of the two pitch delay ranges. 

It can be seen that the "neighbourhood" is larger when the multiplication factor k is higher. This is to take into account 
an increasing uncertainty of the pitch period (the pitch length is estimated roughly with integer precision at a 6400 Hz 
sampling frequency). For the look-ahead part, the first line of the condition above relating to the highest pitch lags is 
modified as follows: 

 ( ) ( ) ( )( )1221 maxmax −≤−× kddkif  

Note that first section is not considered in the correlation reinforcement procedure described here, i.e., the maximum 
normalized correlation in the first section is never emphasized. 

5.1.10.6 Initial pitch lag determination and reinforcement based on pitch coherence 
with other half-frames 

An initial set of pitch lags is determined by searching for the maximum weighted normalized correlation in the four 
sections in each of the three segments or half-frames. This is done independently for both pitch delay ranges. The initial 
set of pitch lags is given by 

 [ ] [ ] ( )( )( ) ,2,1,0,argmax max

3

0
==

=
kforidCd k

wn
i

k
init  (76) 

where the superscript [ ]k denotes the first, the second or the third (look-ahead) half-frame. 

To find the right pitch value, another level of weighting is performed on the weighted normalized correlation function, 
( )dCwn , in each section of each half-frame in each pitch delay range. This weighting is based on pitch coherence of the 

initial set of pitch lags, [ ]i
initd , with pitch lags [ ] ( )kd j

init , 0,1,2,3k = , j ≠ i, i.e., those from the other half-frames. The 

weighting is further reinforced with pitch lags selected from the complementary pitch delay range, denoted as [ ] ( )kz j
init , 

0,1,2,3k = , j ≠ i. Further, the weighting favours section-wise stability, where a stronger weighting is applied for 
coherent pitch values that are from the same section of the same set as the initial pitch lag, and a slightly weaker 
weighting is applied for coherent pitch values that are from a different section and/or a different pitch delay range than 
the initial pitch lag. That is, if the initial pitch lag in a half-frame i is coherent with a pitch lag of section k in half-frame 
j , then the corresponding weighted normalized correlation of section k in half-frame j is further emphasized by 

weighting it by the value ( )11 1 14pitα δ+ − , if the initial pitch lag is also from section k  in the same pitch delay range, 

or by ( )21 1 14pitα δ+ − , if the initial pitch lag is not from section k in the same pitch delay range. The variable pitδ   is 

the absolute difference between the two analysed pitch lags and the two weighting factors are defined as 
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where 1α is upper-bounded by 0.4, 2α is upper-bounded by 0.25 and ( )nC d   is the raw normalized correlation (similar 

to the weighted normalized correlation, defined in equation (75)). Finally, er  is a noise correction factor added to the 

normalized correlation in order to compensate for its decrease in the presence of the background noise. It is defined as 

 5.0r0by  dconstraine022.04492.0002.0 e
1596.0 <<−= tN

e er  (77) 

where tN  is the total background noise energy, calculated as described in subclause 5.1.11.1. 

The procedure described in this subclause helps further to avoid selecting pitch multiples and insure pitch continuity in 
adjacent half-frames. 

5.1.10.7 Pitch lag determination and parameter update 

Finally, the pitch lags in each half-frame, ]0[d , ]1[d and ]2[d , are determined. They are selected by searching the 
maximum of the weighted normalized correlations, corresponding to each of the four sections across both pitch delay 
ranges. In case of VBR operation, the normalized correlations are searched in addition to the weighted normalized 
correlations for a secondary evaluation. When the normalized correlation of the candidate lag is very high (lower-
bounded by 0.9) and it is considered a halved value (lower-bounded by a multiplication by 0.4 and upper-bounded by a 
multiplication by 0.6) of the corresponding candidate identified by searching the weighted normalized correlation, the 
secondary pitch lag candidate is selected instead of the firstly selected one. 

In total, six or eight values are thus considered in each segment or half-frame depending on whether section 0 is 
searched. After determining the pitch lags, the parameters needed for the next frame pitch search are updated. The 

average normalized correlation xyR is updated by: 

 ( ) ( )( ) 1bydconstraine5.05.0 ,
]1[]0[ ≤++= xyenormnormxy RrdCdCR  (78) 

Finally, the pitch evolution factor evolf  to be used in computing the extrapolated pitch lags in the next frame is 

updated. The pitch evolution factor is given by averaging the pitch differences of the consecutive half-frames that are 

determined as coherent. If [ ]1d −  is the pitch lag in the second half of the previous frame, then pitch evolution is given 
by 
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 (79) 

Since the search is performed on the decimated weighted signal, the determined pitch lags, [0]d , [1]d and [2]d are 
multiplied by 2 to obtain the open-loop pitch lags for the three half-frames. That is 
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In the following text, the following notation is used for the normalized correlations corresponding to the final pitch lags: 

 [ ] [ ] [ ]( )i i i
norm normC C d=  (81) 

5.1.10.8 Correction of very short and stable open-loop pitch estimates 

Usually, music harmonic signals or singing voice signals have short pitch lags and they are more stationary than normal 
speech signals. It is extremely important to have the correct and precise short pitch lags as incorrect pitch lags may have 
a serious impact upon the quality. 

The very short pitch range is defined from 17_ =NDDOUBLEEXTEMINPIT  to 34=MINPIT  at the sampling frequency 

8.12=Fs  kHz.  As the pitch candidate is so short, pitch detection of using time domain only or frequency domain only 
solution may not be reliable. In order to reliably detect short pitch value,  three conditions may need to be checked: (1) 
in frequency domain,  the energy from 0 Hz to MINMIN PITFsF /=   Hz must be relatively low enough; (2) in time 

domain,  the maximum short pitch correlation in the pitch range from NDDOUBLEEXTEMINPIT _   to MINPIT  must be 

relatively high enough compared to the maximum pitch correlation in the pitch range from MINPIT   to MAXPIT ;  (3)  

the absolute value of the maximum normalized short pitch correlation must be high enough. These three conditions are 
more important; other conditions may be added such as Voice Activity Detection and Voiced Classification. 

Suppose mVoicing  notes the average normalized pitch correlation value of the four subframes in the current frame: 

   ] / 4 C C  + C = [ CVoicing normnormnormnormm
]3[]2[]1[]0[ ++  (82) 

  C C C C normnormnormnorm
]3[]2[]1[]0[ ,,, are the four normalized pitch correlations calculated for each subframe;  for each 

subframe,  the best pitch candidate is found in the pitch range from MINPITP =  to MAXPITP = .  The smoothed pitch 

correlation from previous frame to current frame is  

 Voicing)/4Voicing(3Voicing smsm +⋅=  (83) 

Before the real short pitch is decided, two pre-decision conditions are checked first : (a) check if the harmonic peak is 
sharp enough, which is indicated by the flag flagsharpharmonicflagdecisionpre ____ = . It is used to decide if the 

initial open-loop pitch is correct or not; (b) check if the maximum energy in the frequency region [0, FMIN] is low 
enough, which is indicated by the flag flaglackLFflagdecisionpre ____ = . 

(a)  Determine base pitch frequency freqd  according to the initial open-loop pitch ]1[d  

 )/( ]1[dLRoundd FFTfreq =  (84) 

Then, based on the amplitude spectrum of input signal in frequency domain, determine the decision parameters 
which are used to confirm whether the pitch related to the base pitch frequency is accurate. The decision 
parameters include energy spectrum difference, average energy spectrum and the ratio of energy spectrum 
difference and average energy spectrum. 

Compute the energy spectrum difference and the average energy spectrum of the frequency bins around base 
pitch frequency freqd  

 ( ) ( )( )∑
−

=

−=
12

1

freqd

k

BINfreqBINdiff kEdEE  (85) 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

48

 ( )( )∑
−

=
−=

12

1
12

freqd

k
freq

BIN
avrg d

kEE  (86) 

Compute the weighted and smoothed energy spectrum difference and average energy spectrum 

 prevsmdiffdiffsmdiff EEE ,__ 8.02.0 +=  (87) 

 prevsmavrgavrgsmavrg EEE ,__ 8.02.0 +=  (88) 

where smdiffE _  and smavrgE _  are weighted and smoothed energy spectrum difference and average energy 

spectrum of the frequency bins around the base pitch frequency. 

Compute the ratio of energy spectrum difference and average energy spectrum 
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E
R =  (89) 

Based on the decision parameters calculated above, confirm whether the initial open-loop pitch is accurate. 

The harmonic sharpness flag is determined as follows: 
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 (90) 

If the above conditions are not satisfied, flagdecisionpre __  remains unchanged. 

(b) Assume that the maximum energy in the frequency region ],0[ MINF  (Hz) is 0Energy  (dB) , the maximum 

energy in the frequency region ]900,[ MINF  (Hz) is 1Energy  (dB), the relative energy ratio between 

0Energy and 1Energy is given by 

 01 EnergyEnergyRatio −=  (91) 

This energy ratio is weighted by multiplying an average normalized pitch correlation value mVoicing , 

 mVoicingRatioRatio ⋅=  (92) 

Before using the Ratio  parameter to detect the lack of low frequency energy,  it is smoothed in order to reduce 
the uncertainty, 

 16/)15( __ RatiooEnergyRatioEnergyRati smLFsmLF +⋅=  (93) 

where the smLFoEnergyRati _  is the low frequency smoothed energy ratio. If 1__ =flaglackLF  then a lack of 

low frequency energy has been detected  (otherwise not detected ). flaglackLF __  is determined by the 

following procedure, 
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If the above conditions are not satisfied, flagdecisionpre __  remains unchanged. 
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An initial very short pitch candidate pT   is found by searching a maximum normalized pitch correlation from 

NDDOUBLEEXTEMINPITP _=  to MINPIT , 

 },...,),(max{)( _ MINNDDOUBLEEXTEMINp PITPITPPRTR ==  (95) 

If  0Voicing  notes the current short pitch correlation, 

 ) R(TVoicing0 = p  (96) 

The smoothed short pitch correlation from previous frame to current frame is  

 4/)003(0 VoicingVoicingVoicing smsm +⋅=  (97) 

By using all the available parameters, the final very short pitch lag is decided with the following procedure, 
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(98) 

wherein 1____ === spitchflagflagpitchshortStabfspitch  is a flag which forces the codec to select the time 

domain CELP coding algorithm for short pitch signal even if the frequency domain coding algorithm and AUDIO class 
is previously selected;  VOICEDtypeCoder =_   is a flag which forces the coder to select VOICED class for short pitch 

signal. 

5.1.10.9 Fractional open-loop pitch estimate for each subframe 

The OL pitch is further refined by maximizing the normalized correlation function with a fractional resolution around 

the pitch lag values [0]d and [1]d (in the 12.8-kHz sampling domain). The fractional open-loop pitch lag is computed 
four times per frame, i.e., for each subframe of 64 samples. This is similar as the closed-loop pitch search, described in 
later in this specification. The maximum normalized correlation corresponding to the best fractional open-loop pitch lag 
is then used in the classification of VC frames (see subclause 5.1.13.2). The fractional open-loop pitch search is 
performed by first maximizing an autocorrelation function C  of the perceptually weighted speech hs for integer lags in 

the interval [ [ ] [ ] 67 +− ii dd K ], where [ ] [0]id d=  for the search in the first and the second subframes, and 
[ ] [1]id d= for the third and fourth subframes. The autocorrelation function is similar to equation (70) except that 

perceptually weighted speech at 12.8 kHz sampling rate is used, i.e, 

 ( ) ( ) ( )dnsnsdC h

n

hraw −=∑
=

63

0

 (99) 

In the above equation, )0(hs corresponds to the first sample in each subframe. 

Let intd  be the integer lag maximizing )(dCraw . The fractional open-loop pitch search is then performed by 

interpolating the correlation function rawC  and searching for its maximum in the interval [ ]4343 intint +− dd K . The 

interpolation is performed with a 1/4 sample resolution using an FIR filter – a Hamming windowed sinc function 
truncated at ±17. The filter has its cut-off frequency (–3 dB) at 5062 Hz and –6 dB at 5760 Hz in the 12.8 kHz domain. 
This means the interpolation filter exhibits a low-pass frequency response. Note that the negative fractions are not 

searched if intd  coincides with the lower end of the searched interval, i.e., if [ ]
int 7id d= − . 

Once the best fractional pitch lag, frd , is found, the maximum normalized correlation is computed similarly to equation 

(75), i.e., 
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The same normalization is applied also to the weighted correlation function, ( )wC d , which yields ( )wnC d . 

At this point, four candidate pitch lags, )(max kd , k = 0,1,2,3, have been determined for each of the three half-frames 

(two in the current frame and one in the look ahead) in each of the two pitch delay ranges. In correspondence with these 
candidate pitch lags, normalized correlations (both weighted and raw) have been calculated. All remaining processing is 
performed using only these selected values, greatly reducing the overall complexity. 

Note that the last section (long pitch periods) in both pitch delay ranges is not searched for the look ahead part. Instead, 
the normalized correlation values and the corresponding pitch lags are obtained from the last section search of the 
second half-frame. The reason is that the summation limit in the last section is much larger than the available look 
ahead and also the computational complexity is reduced. 

The fractional OL pitch estimation as described above is performed only for bitrates lower or equal to 24.4 kbps. For 
higher bitrates, the VC mode is not supported and consequently, there is no reason to estimate pitch with fractional 

resolution. Therefore, at higher bitrates, ][i
fr dd =  where for the first and for the second subframe i=0 and for the third 

and the fourth subframe i=1. 

5.1.11 Background noise energy estimation 

The background noise energy is estimated (updated) in two stages. In the first stage, noise energy is updated only for 
critical bands where the current frame signal energy is less than the previously estimated background noise energy. This 
stage is called the downward noise energy update. In the second stage, noise energy is updated if the signal 
characteristics are statistically close to the model of background noise. Therefore, in the second stage, noise energy can 
be updated regardless of the current frame signal energy. 

5.1.11.1 First stage of noise energy update 

The total noise energy per frame is computed as follows: 
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where )(]1[ iNCB
−  is the estimated noise energy in the ith critical band of the previous frame. 

The noise energy per critical band ( )CBN i  is initialized to 0.0035 dB. The updated noise energy in the ith critical band, 

denoted ( )tmpN i , is computed as follows: 

 [ ] [ ] [ ] [ ]( )[ ])(5.0)(75.0)(25.01.0)(9.0)( 1011 iEiEiEiNiN CBCBCBCBtmp +++= −−  (102) 

where [ 1]( )CBE i−  corresponds to the energy per critical band calculated in the second spectral analysis in the previous 

frame, and [ 1]( )CBN i−  is the estimated noise energy per critical band also in the previous frame. Noise energy is then 

updated only in critical bands that have lower energy than the background noise energy. That is 

 [ ] [ ] )()(AND19,..,0),()( 10 iNiNiiNiN CBtmptmpCB
−<==  (103) 

The superscript [0] in the above equation is used to stress that it corresponds to the current frame. 

Another feature used in noise estimation and SAD is an estimate of the frame to frame energy variation. The absolute 
energy difference between the current and the last frame is calculated,. 
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 tttv EEE −= − ]1[ . (104) 

where the superscript [-1] has been used to denote the previous frame. The frame energy variation is then used to update 
the feature 

 ( )),0.3min(02.098.0,1.0max ]1[
22 tvvhvh EEE += −  (105) 

Other energy features that are updated before the SAD and the second stage of the noise estimation are first initialized 
during the very two frames after encoder initialization. The initialization is done as follows 
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After the two frames of initialization the total frame energy is smoothed by means of LP filtering. That is: 

 ttt EEE 20.080.0 ]1[ += −  (107) 

The features tlE and thE are envelope tracking features of the frame energy tE and are used to create the long-term 

minimum energy tlE and an estimate of the energy dynamics dynE . That is 

 ),04.0min( ]1[
tthth EEE −= −  (108) 

To calculate tlE the following processing is applied: 
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where ]1[−
harmc  is the number of frames since the last harmonic event from the previous frame. See clause 5.1.11.3.2 for 

details about its computation. The new value of tlE is then used to update its long-term value through an AR process. 

That is 

 tltltltltl EEE αα +−= − ]1[)1(  (110) 

where the parameter tlα is set as follows 
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The energy dynamics feature dynE  is just an LP-filtered version of the difference between thE and tlE . That is 

 )(1.09.0 ]1[
tlthdyndyn EEEE −+= −  (112) 
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5.1.11.2 Second stage of noise energy update 

In the second stage of the noise energy update, the critical bands not updated in the first stage are updated only if the 
current frame is inactive. However, the SAD decision obtained in clause 5.1.12, which is based on the SNR per critical 
band, is not used for determining whether the current frame is inactive and whether the noise energy is to be updated. 
Another decision is performed based on other parameters not directly dependent on the SNR per critical band. The basic 
parameters used for the noise update decision are: 

– pitch stability 

– signal non-stationarity 

– normalized correlation (voicing) 

– ratio between 2nd-order and 16th-order LP residual error energies 

These parameters have generally low sensitivity to the noise level variations. Another set of parameters is calculated to 
cover harmonic (tonal) signals and, in particular, music. These parameters prevent the noise energy to be updated, when 
strong harmonicity or tonality is detected even when its energy is low. The parameters related to the detection of tonal 
signals are 

– spectral diversity 

– complementary non-stationarity 

– HF energy 

– tonal stability 

The reason for not using the SAD decision for noise update is to make the noise estimation robust to rapidly changing 
noise levels. If the SAD decision was used for the noise update, a sudden increase in noise level would cause an 
increase of SNR even for inactive speech frames, preventing the noise estimator to update, which in turn would 
maintain the SNR high in the following frames. Consequently, the noise update would be blocked and some other logic 
would be needed to resume the noise adaptation. 

5.1.11.2.1 Basic parameters for noise energy update 

The pitch stability counter is computed as 

 ]0[]1[]1[]0[ ddddpc −+−= −  (113) 

where d[0], d[1] and d[-1] are the OL pitch lags for the first half-frame, second half-frame and the second half-frame of the 
pervious frame. The pitch stability is true if the value of pc is less than 12. Further, for frames with low voicing, pc is 
directly set to 12 to indicate pitch instability. That is 

 if Cpcenormnormnorm thrCCC <+++ 3/)( ]2[]1[]0[  then pc = 12, (114) 

where ][i
normC  are the normalized raw correlations as defined in clause 5.1.10.7 and re is a correction added to the 

normalized correlation in order to compensate for the decrease of normalized correlation in the presence of background 
noise, defined in clause 5.1.10.6. The voicing threshold thCpc = 0.52 for WB inputs, and thCpc = 0.65 for NB inputs. 

Signal non-stationarity is analysed based on the product of ratios between the current frame energy per critical band and 
its long-term average per critical band. The average long-term energy per critical band is calculated as 

 [ ] [ ] [ ] ))(5.0)(5.0)(1()()( 101 iEiEiEiE CBCBeCBeCB +−+= − αα , for i = bmin to bmax, (115) 

where bmin = 0 and bmax = 19 in case of WB signals, and bmin = 1 and bmax = 16 in case of NB signals. The update factor 

eα  is a linear function of the relative frame energy, defined in clause 5.1.5.2 and it is given as follows 

 75.0064.0 += rele Eα , constrained by 999.0≤eα  (116) 
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where all negative values of relE  are replaced by 0. The frame non-stationarity is then given by the product of the 

ratios between the frame energy and its long-term average calculated in the previous frame. That is 
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iEiEiE
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The voicing factor for noise update is given by 

 enormnorm rCCvoicing ++= 2/)( ]1[]0[  (118) 

The ratio between the LP residual energy after 2nd-order and 16th-order analysis is given by 

 
)16(

)2(
_

E

E
ratioresid =  (119) 

where E(2) and E(16) are the LP residual energies after 2nd-order and 16th-order analysis, and computed in the 
Levinson-Durbin recursion (see clause 5.1.9.4). This ratio reflects the fact that, to represent a signal spectral envelope, a 
higher order of LP is generally needed for speech signal than for noise. In other words, the ratio between E(2) and E(16) 
is expected to be lower for noise than for active speech. 

5.1.11.2.2 Spectral diversity 

The basic parameters for noise estimation have their limitations for certain music signals, such as piano concerts or 
instrumental rock and pop. Spectral diversity gives information about significant spectral changes. The changes are 
tracked in the frequency domain in critical bands by comparing energies in the first spectral analysis of the current 
frame with the second spectral analysis two frames ago. The energy per critical band corresponding to the first spectral 

analysis of the current frame is denoted as )(]0[ iECB  and is defined in clause 5.1.5.2. Let the energy per critical band 

corresponding to the second spectral analysis two frames ago be denoted as )(]3[ iECB
− . For all bands higher than 9, the 

maximum and the minimum of the two energies is found as 
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where bmax = 19 in case of WB signals, and bmax = 16 in case of NB signals. The energy ratio is the calculated as 
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iErat = ,      for i = 10,..,bmax. (121) 

The spectral diversity is then calculated as the normalized weighted sum of the ratios in all critical bands with the 

weight itself being the maximum energy )(max iE . That is 
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The spectral diversity is used as an auxiliary parameter for the complementary non-stationarity described below. 

5.1.11.2.3 Complementary non-stationarity 

The complementary non-stationarity is motivated by the fact that the non-stationarity described in clause 5.1.11.2.1 and 
calculated in equation (117) is low when a sharp energy attack in a harmonic signal is followed by a slow energy decay. 

In this case, the average long-term energy per critical band, )(iECB , slowly increases after the attack whereas the 
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current energy per critical band, [ ] [ ] )(5.0)(5.0 10 iEiE CBCB + , slowly decreases. At certain point (few frames after the attack 

frame) they are the same yielding only a small value of the nonstat parameter. This indicates to the noise estimation 
logic an absence of active signal which is wrong. It may lead to a false update of the background noise and 
consequently a collapse of the SAD algorithm. 

To overcome this problem, there is an alternative calculation of the average long-term energy per critical band. It is 
calculated in the same way as in equation (115) but with a different factor. That is 

 [ ] [ ] [ ] ))(5.0)(5.0)(1()()( 101 iEiEiFiF CBCBeCBeCB +−+= − ββ , for i = bmin to bmax. (123) 

where )(iFCB  is initialized to 0.03. The update factor ee αβ =  and reset to 0 if pdiv > 5. The complementary non-

stationarity parameter is then calculated in the same way as nonstat but using [ ] )(1 iFCB
−  instead of [ ] )(1 iECB

− . That is: 
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The complementary non-stationarity must be used by the noise estimation logic only in certain signal passages. These 
are characterized by the parameter preda  which can be described as the average non-binary decision combined from 

non-stationarity and tonal stability. That is 

if nonstat > thstat OR ptonal = 1 then 101.099.0 ×+= predpred aa  otherwise 001.099.0 ×+= predpred aa  

where preda  is in the range [0; 1] and ptonal is the tonal stability described in clause 5.1.11.2.5 and defined in equation 

(136). 

5.1.11.2.4 HF energy content 

The HF energy content represents another parameter, which is used for the detection of certain noise-like musical 
signals such as cymbals or low-frequency drums. This parameter is calculated as 

 

∑

∑

=

==
9
10

min

max

)(

)(

bi

CB

b

i

CB

hfE

iE

iE

p , constrained by 10<hfEp  (125) 

but only for frames that have at least a minimal HF energy, i.e. when both the numerator and the denominator of the 
above equation are higher than 100. If this is not fulfilled, 0=hfEp . Finally, the long-term value if this parameter is 

calculated as 

 hfEhfEhfE ppp 1.09.0 ]1[ += −  (126) 

where [-1]
hfEp  is initialized to zero. 

5.1.11.2.5 Tonal stability 

The tonal stability exploits the harmonic spectral structure of certain musical signals. In the spectrum of such signals 
there are tones which are stable over several consecutive frames. To exploit this feature, it is necessary to track the 
positions and shapes of strong spectral peaks. The tonal stability is based on a correlation between the spectral peaks in 
the current frame and the past frame. The input to the algorithm is an average logarithmic energy spectrum, defined as 

 ( )[ ])()(5.0log10)( ]1[]0[ kEkEkE BINBINdB += ,   127,,0K=i , (127) 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

55

where )(kEBIN  is defined in clause 5.1.5.2 and the superscripts [0] and [1] denote the first and the second spectral 

analysis, respectively. In the following text, the term "spectrum" will refer to the average logarithmic energy spectrum, 
as defined by the above equation. 

The tonal stability is calculated in three stages. In the first stage, indices of local minima of the spectrum are searched in 
a loop and stored as imin. This is described by the following equation 

 ( ) ( )( ) ( ) ( )( )11min +<∧>−= iEiEiEiEi dBdBdBdB ,   i∀  126,,1K=i , (128) 

The index 0 is added to mini  if )1()0( dBdB EE < . Consequently, the index 127 is added to mini , if 

)126()127( dBdB EE < . Let us denote the total number of minima found as Nmin. The second stage consists of calculating 

a spectral floor and its subtraction from the spectrum. The spectral floor is a piece-wise linear function which runs 
through the detected local minima. Every piece between two consecutive minima )(min xi  and )1(min +xi  can be 

described by a linear function as 

 qxijkjf +−= ))(.()( min ,   )1(,),( minmin += xixij K , (129) 

where k is the slope of the line and ))(( min xiEq dB= . The slope is calculated by 
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Thus, the spectral floor is a logical connection of all pieces. The leading bins of the spectrum up to )0(mini  and the 

terminating bins of the spectrum from )1( minmin −Ni  are set to the spectral values themselves, i.e. 
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 (131) 

Finally, the spectral floor is subtracted from the spectrum by 

 )()()(, jFjEjE dBresdB −= ,     127,,0K=i  (132) 

and the result is the residual spectrum. The calculation of the spectral floor and its subtraction is illustrated in the 
following figure. 
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Figure 9 : Spectral floor in the tonal stability 

The third stage of the tonal stability calculation is the calculation of the correlation map and the long-term correlation 
map. This is again a piece-wise operation. The correlation map is created on a peak-by-peak basis where each two 

consecutive minima delimit one peak. Let us denote the residual spectrum of the previous frame as )(]1[
, jE resdB

− . For 

every peak in the current residual spectrum, normalized correlation is calculated with the previous residual spectrum. 
The correlation operation takes into account all indices (bins) of that peak delimited by two consecutive minima, i.e. 
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where the leading bins up to )0(mini  and the terminating bins from )1( minmin −Ni  are set to zero. The figure below 

shows a graphical representation of the correlation map. 
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Figure 10 : Correlation map in the tonal stability calculation 

The correlation map of the current frame is used to update its long-term value, which can be expressed as 

 )()1()()( kMkMkM cormapcormapcor αα −+= ,     1,,0 −= SPECNk K  (134) 

where 9.0=mapα . If any value of )( jM cor  exceeds the threshold of 0.95, the flag fstrong is set to one, otherwise it is set 

to zero. The long-term correlation map is initialized to zero for all k. Finally, all bins of )(kM cor  are summed together 

by 

 ∑
=

=
127

0

)(
j

corsum jMm  (135) 

In case of NB signals, the correlation map in higher bands is very low due to missing spectral content. To overcome this 
deficiency, msum is multiplied by 1.53. 

The decision about tonal stability is taken by subjecting msum to an adaptive threshold thtonal. This threshold is initialized 
to 56 and it is updated in every frame by 

if msum > 56 then thtonal = thtonal – 0.2 otherwise thtonal = thtonal + 0.2 

and is upper limited by 60 and lower limited by 49. Thus, it decreases when the summed correlation map is relatively 
high, indicating a good tonal segment, and increases otherwise. When the threshold is lower, more frames will be 
classified as tonal, especially at the end of active music periods. Therefore, the adaptive threshold may be viewed as a 
hangover. 

The ptonal parameter is set to one whenever msum is higher than thtonal or when the flag fstrong is set to one. That is: 

 if msum > thtonal OR fstrong = 1 then ptonal = 1 otherwise ptonal = 0 (136) 
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5.1.11.2.6 High frequency dynamic range 

From the residual spectrum resdBE , as described in equation 116, another parameter is computed. This parameter is 

called the high frequency dynamic hfD is derived from the high band spectral dynamic of the residual spectrum and is 

used to set the high frequency dynamic range flag  hfF which is used inside the GSC to decide about the number of 

subframe and the bit allocation. The high frequency dynamic is compute as the average of the last 40 bin from the 
residual spectrum: 
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And the high frequency dynamic range flag is set depending on the past values and the actual high frequency dynamic 
as : 
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 (138) 

Where t represents the frame at time t and hfD' represents the average high frequency dynamic at when the last time 

the flag hfF was set to 0. 

5.1.11.2.7 Combined decision for background noise energy update 

The noise energy update decision is controlled through the logical combination of the parameters and flags described in 
the previous sections. The combined decision is a state variable denoted pnup which is initially set to 6, and which is 
decremented by 1 if an inactive frame is detected or incremented by 2 if an active frame is detected. Further, pnup is 
bounded by 0 and 6. The following diagram shows the conditions under which the state variable pnup is incremented by 
2 in each frame. 
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Figure 11 : Incrementing the state variable for background noise energy update 

where, for WB signals, thsta = 350000, thCnorm = 0.85 and thresid = 1.6, and for NB signals, thsta = 500000, thCnorm = 0.7 
and thresid = 10.4. If pnup is not incremented in any of the conditions from the above diagram, it is automatically 
decremented by 1. Therefore, it takes at least 6 frames before pnup reaches 0 which signals the subsequent logic that 
background noise energy can be updated. The final decision about background noise energy update is described in the 
subsequent section. 
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5.1.11.3 Energy-based parameters for noise energy update 

The parameters in this section are used in addition to the nupp  described in the previous section to control when it is 

possible and safe to allow the noise estimate sub-bands to be increased according to the pre calculated noise estimate 

tmpN calculated in equation (102). 

5.1.11.3.1 Closeness to current background estimate 

Similar to nonstat  and nonstat2 the parameter Bnonstat  represents a spectral difference. The difference is that it is the 

closeness/variation compared to the current background noise estimate that is measured. The calculation of the feature 
also differs in calculation during initialization, that is 100<frameini , or during normal operation. During initialization the 

comparison is made using a constant, 0035.0=MINE  which is the initialization value for the sub-band energies, as 

shown in 

 [ ] [ ]
∑
=

+−++=
16

2

10 )1log()1)(5.0)(5.0log(
i

MINCBCBB EiEiEnonstat  (139) 

This is done to reduce the effect of decision errors in the background noise estimation during initialization. After the 
initialization period the calculation is made using the current background noise estimate of the respective sub-band, 
according to: 
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i

CBCBCBB iNiEiEnonstat  (140) 

It is worth noting that the calculation of Bnonstat  is not dependent of the band width as it is made over the same sub-

bands regardless of the input bandwidth. 

5.1.11.3.2 Features related to last correlation or harmonic event 

Two related features are created which relate to the occurrence of frames where correlation or harmonic events are 
detected. The first is a counter, harmc , that keeps track of how many frames that have passed since the last frame where 

correlation or harmonic event has occurred. That is if a correlation or harmonic event is detected the counter is reset 
otherwise it is incremented by one, according to: 

 ( ) 1  else 0 then 0 OR 85.02/)( if ]1[]0[ +==>>+ harmharmharmtonalnormnorm cccpCC  (141) 

where [.]
normC  is the normalized correlation in the first or the second half-frame and tonalp  is the result of the tonal 

detection in clause 5.1.11.2.5. If the counter harmc  is larger than 1 it is limited to 1 if 0.15<tE  or if 10>frameini  

AND 0.7)( >− tt EE is 1. The other feature is the long term measure of the relative occurrence of correlation or tonal 

frames. It is represented as a scalar value, evc , which is updated using a first order AR-process with different time 

constants depending on if the current frame is classified as a correlation/tonal frame or not according to: 

 [ ]
⎩
⎨
⎧ ==

===+−= −
otherwise01.0

0c if0.03
  where)0()1( 1 harm

harmevev ccc ααα  (142) 

where the test, 0==harmc , represents a detection of a correlation/tonal event. 

5.1.11.3.3 Energy-based pause detection 

To improve the tracking of the background noise the energy pause detector monitors the number of frames since the 
frame energy got close to the long-term minimum frame energy estimate tlE . For inactive frames the counter is 0 or 

higher, 0≥bgc , where positive integers represent the number of frames since the start of the current pause. When 

active content is detected the counter is set and kept at, 1−=bgc . Initially bgc =0 so the detector is in a inactive state 
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and checks for an energy increase relative the long term minimum energy tracker tlE  that could triggers a transition to 

and active state: 

 1c then 5)( AND 0 if bg −=>−≥ tltbg EEc  (143) 

If the detector is in an active state the detector checks if the frame energy once again has come close to the long term 
minimum energy 

 0c then 5)( AND 1 if bg =<−−== tltbg EEc  (144) 

The final step in the update of this parameter is to increment the counter if the detector is in an inactive state 

 1 then 0 if +=≥ bgbgbg ccc  (145) 

5.1.11.3.4 Long-term linear prediction efficiency 

This section describes how the residual energies from the linear prediction analysis made in clause 5.1.9 can be used to 
create a long term feature that can be used to better determine when the input signal is active content or background 
noise based on the input signal alone. 

The analysis provides several new features by analysing the linear prediction gain going from 0th-order to 2nd-order 
linear prediction and going from 2nd-order to 16th-order prediction. Starting with the 2nd order prediction that is analysed 
compared to the energy of the input signal, or 0th-order prediction. For a more stable long term feature the gain is 
calculated and limited as 

 )))2(/)0(,8min(,0max(2_0_ EEg LP =  (146) 

where )0(E is the energy of the input signal and )2(E  is the residual energy after the second-order linear prediction 

(see clause 5.1.9.4). The limited prediction gain is then filtered in two steps to create long term estimate of this gain 
through. The first is made using 

 [ ]
2_0_

1
2_0_2_0_ 15.085.0 LPLPLP ggg += −  (147) 

and typically this will become either 0 or 8 depending on the type of background noise in the input once there is a 
segment of background only input. A second feature is then created using the difference between the first long term 
feature and the frame by frame limited prediction gain according to: 

 2_0_2_0_2_0_ LPLPad ggg −=  (148) 

This will give an indication of the current frames prediction gain compared to the long term gain. This difference is 
used to create a second long term feature, this is done using a filter with different filter coefficient depending on if the 
long term difference is higher or lower than the currently estimated average difference according to 
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 e      wher)1(
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This second long term features is then then combined with the frame difference to prevent the filtering from masking 
occasional high frame differences, the final parameter is the maximum of the frame and the long term version of the 
feature 

 ),max( 2_0_2_0_2_0max_ adad ggg =  (150) 

The feature created using the difference between 2nd order prediction and 16th order prediction is analysed is slightly 
different. The first step here is also to prediction gain is calculated as 

 )))16(/)2(,8min(,0max(16_2_ EEgLP =  (151) 
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Where )2(E represents the residual energy after a 2nd order linear prediction and )16(E  is the residual energy after a 

16th order linear prediction, see clause 5.1.9.4. This limited prediction gain is then used for two long term estimate of 
this gain, one where the filter coefficient differs if the long term estimate is to be increased or not as shown in 

 [ ] [ ]

⎪⎩

⎪
⎨
⎧ >=+−=

−
−

othrewise
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The second long term estimate uses a constant filter coefficient as, according to 

 [ ] 02.0      where)1( 16_2_
1

16_2_216_2_2 =+−= − βββ LPLPLP ggg  (153) 

For most types of background signals both will be close to 0 but since they have different responses to content where e 
the 16th order linear prediction is needed (typically for speech and other active content). The first 16_2_LPg  will 

usually be higher than the second 16_2_2LPg . This difference between the long term features is measured according to 

 16_2_216_2_16_2_ LPLPad ggg −=  (154) 

Which is used as an input to the filter which creates the third long term feature according to 
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Also, this filter uses different filter coefficients depending on if the third long term signal is to be increased or not. Also 
here the long term signal is combined with the filter input signal to prevent the filtering from masking occasional high 
inputs for the current frame. The final parameter is then the maximum of the frame and the long term version of the 
feature 

 ),max( 16_2_16_2_16_2max_ adad ggg =  (156) 

Note that also some of the other calculated features in this sub section are used in the combination logic for the noise 
estimation, 16_2_adg , 16_2max_g , 2_0max_g , 2_0_adg , and 2_0_LPg  

5.1.11.3.5 Additional long-term parameters used for noise estimation 

Some additional parameters that processed to create long term estimates are three measures the relation of the current 
frames energy compared to the energy of the noise estimate. The first calculates the difference between the current 
frame energy and the level of the current noise estimate this is then filtered to build a long term estimate according to 

 [ ] ( ) 03.0     where)1( 1 =−+−= − βββ ttdustdist NENN  (157) 

Another feature estimates a long term estimate of how often the current frame energy is close to the level of the 
background estimate using: 

 [ ] ( ) 03.0  e      wher10)()1( 1 =<−+−= − βββ tttracktrack NENN  (158) 

The third estimate is a second order estimate for the number of frames that the current input has been close to the noise 
estimate. This is simply a counter is reset if the long term estimate trackN  is higher than a threshold and incremented 

otherwise, as shown in 

 [ ]
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= − otherwise1

05.0 if0
1
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Ntr c

N
c  (159) 

The last additional features calculates an long term estimate of the difference in the current frame energy to the long 
term minimum energy feature, this is done by low pass filtering the calculated energy difference according to 

 [ ] ( ) 03.0        where)1( 1
_ =−+−= − βββ tltdustdisttl EEEE  (160) 
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5.1.11.4 Decision logic for noise energy update 

Already in the first step of the noise estimation (see clause 5.1.11.1), the current noise estimate has been reduced in sub-
bands where the background noise energy was higher than the sub-band energy for the current frame. The decision logic 
described in this subsection shows how it is decided when to update and how the step size, sizestep , if the update is 

adapted based on the earlier described features or combinations thereof. 

Every frame an attempt is made to adjust the background noise estimate upwards, as it is important not to do the update 
in active content several conditions are evaluated in order to decide if update is possible and how large an update that 
should be allowed. As it is always allowed to make downwards updates it is equally important that possible updates are 
not prevented for extended times as this will affect the efficiency of the SAD. The noise update uses a flag to keep track 
of the number of prevented noise updates, updtfirstc _ , the same flag is also used to indicate that no update has taken 

place. The counter updtfirstc _  is initialized to the value 0 to indicate that no update has been done so far. When updates 

are successful it is set to 1 and for failed updates the counter is incremented by 1. 

The major decision step in the noise update logic is whether an update is to be made or not and this is formed by 
evaluation of the following logical expression 

 int______  OR )) OR  OR  OR ( AND ( bgnewbgtrackingbgdynamicbgnupbgMASKbgUPDATE fffffff =  (161) 

where MASKbgf _  ensures that it is safe to do an update provided that any of the four pause detectors, nupbgf _ , 

dynamicbgf _ , trackingbgf _ , and newbgf _  indicate that an update is allowed. Note that the last term in the condition 

int_bgf  is not is not combined with MASKbgf _  as it handles the noise estimation during initialization. 

Starting with the mask which ensures that the normal updates only can occur when the current frame energy is close to 
the estimated long-term minimum energy, tlE  (see clause 5.1.11.1), is adjusted with a level dependent scaling of the 

estimated frame energy variations, 2vhE , according to 

 2_ ))50(5.15.1( vhttltMASKbg EEEEf <++<=  (162) 

The first pause detector nupbgf _  is based on the metric nupp control logic described in subclause 5.1.11.2.7, when 

nupp is 0 updates are allowed, that is 

 0 else 1 then 0 if __ ==== nupbgnupbgnup ffp  (163) 

The second pause detector allows for updates for low energy frames if the estimated signal dynamics is high and a 
sufficient number of frames have passed since the last correlation event, that is 

 20 AND 2 AND 15 2_ >+<>= harmvhtltdyndynamicbg cEEEEf  (164) 

The third pause detector allows updates when there are consecutive frames that are similar in energy to the current low 
level frames in a row, 

 9.0_ >= tracktrackbg Nf  (165) 

The last detector is itself a combination of a mask and two pause detectors and mainly uses the additional features 
described in subclause 5.1.11.3.4, the detector is evaluated using 

 ) OR ( AND 2_1_1__ AbgAbgMbgnewbg ffff =  (166) 

where 1_ Mbgf  is the mask for the detector and 1_ Abgf  and 2_ Abgf  are the additional detectors. For this detector the 

following seven flags are first evaluated. The first flag signals that the frame energy close to background noise energy 
where the threshold is adapted to the estimated frame to frame energy variations, as 

 2_ ))50(5.15.1( vhttltbgenr EEEEf <++<=  (167) 

The second flag signals that the high linear prediction gain with 2nd order model if for a stationary signal, as 
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 3
2_0__ 10 AND 95.7 <>= nonstagf LPbgcns  (168) 

The third flag signals that there is a low linear prediction gain for 16th order linear prediction 

 1.016_2max__ <= gf bglp  (169) 

The fourth flag signals that the current frame has low spectral fluctuation 

 5
_ 10<= nonstaf bgns  (170) 

The fifth flag signals that the long term correlation is low 

 5.0_ <= evbghaco cf  (171) 

The sixth flag signals low long term correlation value including the current frame 

 4.0max__ <= evbghaev cf  (172) 

The seventh and last flag signals a non-speech like input signal 

 0)95.7 AND 5.0( 2_0_2_0__2 ==<>= LPadbgc ggf  (173) 

Using the above flags possible to express the mask as 

 ) AND  AND  AND ) OR ( ( OR _2____1_ bgchacobgnsbglpbgcnsbgenrMbg fffffff =  (174) 

The two additional detectors 1_ Abgf  and 2_ Abgf , are also those build using sub detectors and additional conditions. 

Starting with 1_ Abgf  the sub detectors are: 

 

)30.0comb OR 15.0

OR )1.0g AND 1.0( AND 85.0((

AND  AND )55(

2_0max_16_2max_

_2

1_

<<
<<<

<
=

hcnahc

ahc

bgct

Abg

comb

gcomb

fE

f  (175) 

where the combination metrics ahccomb  and hcmcomb are combinations where the maximum of a number of metrics 

are used for the comparison 

 )),,max(max( 16_2_adevpredahc gcacomb =  (176) 

 )),,max(max( 2_0max_16_2max_ ggccomb evhcm =  (177) 

For the 2_ Abgf  sub detector 

 ) OR ( AND )85.0( AND )4.0( __2max_2_ bgenrbgcpredevAbg ffacf <<=  (178) 

where the combination metric )0,max(max_ === harmevev ccc  is calculated as 

 )0,max(max_ === harmevev ccc  (179) 

The last term inibgf _  in the UPDATEf  handles the special conditions of noise update during the initialization, which 

occurs during the 150 first frames after the codec start. Also the initialization flag is evaluated as a combination of two 
flags according to 

 2__1___  AND inibginibginibg fff =  (180) 

where the first flag test for initialization period and a sufficient number of frames without correlation event, according 
to 
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 7)(E AND 5 AND 1501__ <−><= ttharmframeinibg Ecinif  (181) 

The second flag evaluates a number of earlier calculated features against initialization specific thresholds according to 

 

 )80.0act AND 35.0c AND 10c AND 42(E
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f  (182) 

Every frame an attempt is made to adjust the background noise estimate upwards, as it is important not to do the update 
in active content several conditions are evaluated in order to decide if update is possible and how large an update that 
should be allowed. At the same time it is important that possible updates are not prevented for extended times. The 
noise update uses a flag to keep track of the number of prevented noise updates. The same flag is also used to indicate 
that no update has taken place. The flag updtfirstc _  is initialized to the value 0 to indicate that no update has been done 

so far. When updates are successful it is set to 1 and for failed updates the counter is incremented by 1. 

If the above condition UPDATEf is evaluated to 0 the noise estimation only checks if the current content is music and if 

the following conditions 

 0 OR 0.9 AND 300 >>> tnevNtr Ncc  (183) 

is evaluated to 1 the sub-band noise level estimates are reduced to recover from noise updates made before or during 
music, the reduction is made per sub-band depending on if the current estimate is high enough 

 [ ] [ ] [ ]
MINCBCBCB EiNiNiN 2)(  wherei allfor )(98.0)( 000 >=  (184) 

And the 0_nupc is updated according to the definition in equation (198) before noise estimation is terminated for this 

frame. 

The following steps are taken when UPDATEf  is evaluated to 1. First the step size, sizestep , is initially set to 0, before 

the process of determining if the noise update should be set to 1.0, 0.1, or 0.01. For the update sizestep  to be 1.0 the 

following condition 

  ) AND 85.0( _ Nupbgpred fa <  (185) 

And any of the following conditions 

 10)( AND 40 AND ) OR 10 1___ <−<< ttdistsdbgdisttl NENfE  (186) 

  0.5 AND 80 AND 0 __ >>== countpharmbupdtfirst ccc  (187) 

  )80 OR 10 OR ( AND __ >< harmNupbginibg cnonstaBff  (188) 

is evaluated to 1 the step sizestep  is set to 1.0 and updtfirstc _ is set to 1 before the noise estimation for the current frame 

is made 

 [ ]  i allfor )()(0 iNiN tmpCB =  (189) 

Where )(iNtmp is the pre-calculated new noise estimate from subclause 5.1.11.1 and the noise estimation procedure is 

done for the current frame after the 0_nupc in equation (198) is updated. 

If the above condition failed then the sizestep  is set to 0.1 if any of the four following conditions are met 

 )10.0( AND ) OR ( AND )80.0( _ << hacoPAUNupbgpred cffact  (190) 

 )15.0( AND f AND )17 OR ( AND )70.0( __ <<< hacopaujbgNupbgpred cnonstaBfact  (191) 
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 ) E1.5,0.1min( AND 5 AND 80 vh2+<>> tlttharm EENc  (192) 

 5.0 AND  AND 30 AND 50 ___ >>> countpNupbgupdtfirstharm cfcc  (193) 

If the sizestep  has been set to 0.1 is will be reduced to 0.01 if 

  50 AND 0_ <== harmNupbg cf  (194) 

and the following condition is met 

  10)( AND 8 AND 0( OR 0.6 _ <−>==> ttlinibgpred NEnonstaBfa  (195) 

If the sizestep  is set to 0.1 or 0.01 the updtfirstc _ is set to 1 before the noise estimation for the current frame is made 

 [ ] [ ] [ ]   allfor ))()(()()( 000 iiNiNupdtiNiN CBtmpstepCBCB −+=  (196) 

and the noise estimation procedure is done for the current frame after 0_nupc  is updated in equation (198). 

I the conditions to set the sizestep  to 0.1 failed the step size is sizestep  is 0 and noise update has failed, after testing if 

the following condition is true 

  100 OR _ >harmNupbg cf  (197) 

the updtfirstc _ is incremented and the noise estimation is done after the following update of 0_nupc  

In all cases the noise estimation updates end with an update of 0_nupc  which is the long-term estimate of how frequent 

noise estimations could be possible according to 

 [ ] ( ) 2.0  where0)1( 1
0_0_ ===+−= − βββ nupnupnup pcc  (198) 

where nupp  is calculated in clause 5.1.11.2.6. 

5.1.12 Signal activity detection 

In this module active signal is detected in each frame and the main flags for external use are the three flags HELSADf _ , 

LSADf  and the combined SADf . These flags are set to one for the active signal, which is any useful signal bearing some 

meaningful information. Otherwise, they are set to zero indicating an inactive signal, which has no meaningful 
information. The inactive signal is mostly a pause or background noise. The three flags represent different trade-offs 
between quality and efficiency, and are used respectively by various subsequent processing modules. 

The entire signal activity detection (SAD) module described in this section consists of three sub-SAD modules. Two of 
the modules, namely the SAD1 and the SAD2, work on the spectral analysis of the 12.8kHz sampled signal, see 
subclause 5.1.12.1 and 5.1.12.2 respectively for detailed descriptions. The third module, namely the SAD3, operates on 
the QMF sub-band filter that runs on the input sampling frequency, see subclause 5.1.12.6. A preliminary activity 
decision, SADf , is first obtained by combining two of the three sub-SAD modules, the SAD1 and SAD2, for input with 

bandwidth greater than NB, or directly from SAD1 for NB input. This preliminary decision is then further combined 

with the decision output 3SADf  of the third sub-SAD module, the SAD3, depending upon the codec mode of operation 

and the input signal characteristic. The resulting decision is then feed to a DTX hangover module to produce the final 
output SADf . 

Internally the flag DTXSADf _  is used to always produce a flag with DTX hangover whether DTX is on or off. When 

this no longer is needed and DTX is on DTXSADf _  replaces the combined SADf  to reduce the number of variables 

used externally. 
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5.1.12.1 SAD1 module 

The SAD1 module is a sub-band SNR based SAD with hangover that utilizes significance thresholds to reduce the 
amount off false detections for energy variations in the background noise. During SAD initialization period the 
following variables are set as follows 
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The output of the SAD1 module is two binary flags (signal activity decisions) HELSADf _  and LSADf . The difference 

between them is due to the setting of parameters for the significance thresholds. The first binary decision HELSADf _  is 

used by the speech/music classification algorithm described in clause 5.1.13.5. The second binary decision LSADf  is 

developed further and leads to the final SAD1 decision, SADf . Note that all decisions can be modified by the 

subsequent modules. 

The spectral analysis described in clause 5.1.5 is performed twice per frame. Let [ ] ( )iECB
0 and [ ] ( )iECB

1  denote the energy 

per critical band for the first and second spectral analysis, respectively (as computed in clause 5.1.5.2). The average 
energy per critical band for the whole frame and part of the previous frame is computed as 

 ( ) [ ]( ) [ ] ( ) [ ] ( ) maxmin
101 ,,,4.04.02.0 bbiiEiEiEiE CBCBCBCB K=++= −  (200) 

where )(]1[ iECB
− denotes the energy per critical band from the second analysis of the previous frame, minb  and maxb  

hereafter denote respectively the minimum and the maximum critical band involved in the computation, where minb = 1, 

maxb = 16 for NB input signals and minb = 0, maxb = 19 for WB signals (see Table 2 in subclause 5.1.5.1). The signal-

to-noise ratio (SNR) per critical band is then computed as 

 ( ) ( )
( ) 1bydconstraine,,,, maxmin ≥== CB

CB

CB
CB SNRbbi

iN

iE
iSNR K  (201) 

where ( )iNCB  is estimated noise energy per critical band, as explained in clause 5.1.11.1. The average SNR per frame, 

in dB, is then computed using significance thresholds with two different settings 
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where HEthrsign _ , HEsnrmin _ ,  and snrmin  are control parameters that differ between codec modes and sampling 

rates. 
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Table 6: Control parameters for the significance thresholds for different bandwidths 

Bandwidth HEthrsign _  HEsnrmin _  thrsign  snrmin  

NB 2.65 0.05 1.75 0.25 
WB 2.5 0.2 1.3 0.8 

SWB 2.5 0.2 1.75 0.25 
 

The signal activity is detected by comparing the two average SNR’s per frame to a certain threshold the first is then 
used without hangover and the second has a hangover period added to prevent frequent switching at the end of an active 
speech period. The threshold is a function of the long-term SNR and the estimated frame to frame energy variations, 
mainly the variation in noise but without the need to identify noise frames. The initial estimate of the long-term SNR is 
given by 

 [ ] [ ]11 −− −= tspLT NESNR  (203) 

where spE  is the long-term active signal energy, calculated in equation (234) and tN is the long-term noise energy, 

calculated in equation (233). If this estimate is lower than the signal dynamics estimate dynE  calculated in equation 

(112). Then the estimate is adjusted according to 
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The energy variation is the 2vhE  calculated in equation (105) in clause 5.1.11.1. 

The threshold calculation is calculated in three steps, one initial value and two sequential modifications. The initial 
value is calculated as 

 )( _2 ofsvvhvLTckSAD nEnSNRnnth −++=  (205) 

Where the function parameters, ofsvvck nnnn _ and , , ,  are set according to the current input bandwidth summarized in 

the following table 

Table 7: Functional parameters for the initial SADth calculation for different bandwidths 

Bandwidth kn  cn  vn  ofsvn _  

NB 0.1 16.0 4.00 1.15 
WB and SWB 0.1 16.1 2.05 1.65 

 

If the estimated SNR conditions are good, i.e. if 20>LTSNR , the threshold is updated and upper limited for certain 

low-level NB signals. That is 
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5.1.12.1.1 SNR outlier filtering 

The average SNR per frame, avSNR , that is estimated as shown in equation (202) is updated such that any sudden 

instantaneous SNR variations in certain sub-bands do not cause spurious deviations in the average SNR from the long 
term behaviour. The critical band that contains the maximum average SNR is identified initially as the outlier band 
whose index is represented as, outliersnri _ , and the outlier band SNR is given by, 

 ( ) maxmin)(max_ ,,, bbjii
jSNRoutliersnr

CB
K==  (207) 
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 )( _ outliersnrCBoutlier iSNRSNR =  (208) 

The background noise energy is accumulated in bands minb  through 2min+b  and in bands 3min+b  through axbm . 
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The average SNR, avSNR , is modified for WB and SWB signals through outlier filtering as follows, 
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The outlier filtering parameters used in updating the average SNR are listed in the table below. 

Table 8: SNR outlier filtering parameters 

Parameter value 
MAX_SNR_OUTLIER_1 10 
MAX_SNR_OUTLIER_2 25 
MAX_SNR_OUTLIER_3 50 

SNR_OUTLIER_WGHT_1 1.0 
SNR_OUTLIER_WGHT_2 1.01 
SNR_OUTLIER_WGHT_3 1.02 

OUTLIER_THR_1 10 
OUTLIER_THR_2 6 

Maximum outlier band index 
(MAX_SNR_OUTLIER_IND) 17 

TH_CLEAN 35 
 

The threshold, SADth , is updated based on the outlier filtering and further statistics from background noise level 

variations, previous frame coder type, and the weighting of SNR per band. The threshold update is not performed when 
the long-term SNR, LTSNR is below the clean speech threshold, TH_CLEAN = 35dB. 
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where the smoothed average SNR, ltavSNR _ , is calculated after the SNR outlier filtering is performed in equation 

(211). 

 av
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ltav
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ltav SNRSNRSNR 5.05.0 ][
_

][
_ +=  (213) 

The updated threshold, SADth , as shown in equation (212) and the updated average SNR, avSNR , as shown in equation 

(211) are used in signal activity detection logic as described in Clause 5.1.12.3. 

5.1.12.2 SAD2 module 

The SAD2 module is also a sub-band SNR based SAD and makes an activity decision for each frame by measuring the 
frame’s modified segmental SNR. The output of SAD2 module is a binary flag 2SADf  which is set to 1 for active frame 

and set to 0 for inactive frame. For each frame, the SNR per critical band is first computed. The average energy per 
critical band for the whole frame and part of the previous frame is computed as 
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where [ ]( )iECB
1− denotes the energy per critical band from the second spectral analysis of the previous frame, 

[ ] ( )iECB
0 and [ ] ( )iECB

1  denote respectively the energy per critical band for the first and second spectral analysis of the 

current frame, minb = 0, maxb = 19. More weighting is given to the energy of the second spectral analysis for the current 

frame if the energy of the second spectral analysis is higher than the first spectral analysis. This is designed to improve 
the detection of signal onsets. The SNR per critical band is then computed as 

 ( ) ( )
( ) 1bydconstraine,,,, maxmin ≥== CB

CB

CB
CB SNRbbi

iN

iE
iSNR K  (215) 

where ( )iNCB  is the estimated noise energy per critical band, as described in clause 5.1.11. The SNR per critical band 

is then converted to a logarithmic domain as 

 ( ))(log)( 10log iSNRiSNR CBCB =  (216) 

The log SNR per critical band is then modified by 

 ( ) maxmin
)(

log ,,,),()()( bbiSNRiiSNRiMSNR LTSNR
LTCBCB K=+= βα  (217) 

where )(iMSNRCB  is the modified SNR per critical band, ( , )LTi SNRα  is an offset value which is a function of the 

critical band and the long-term SNR of the input signal as calculated in equation (203), summation of 
),()(log LTCB SNRiiSNR α+  is constrained to be not greater than 2, and ( )LTSNRβ  is an exponential factor used to re-

shape the mapping function between )(iMSNRCB  and )(iSNRCB , ( )LTSNRβ  is also a function of the long-term SNR 

of the input signal. The offset value ),( LTSNRiα  is determined as shown in the following table 

Table 9: Determination of ( , )LTi SNRα  

 i <2 2 ≤ i <7 7 ≤ i <18 18 ≤ i  

LTSNR >24 0 0 0 0 

18< LTSNR ≤ 24 0.1 0.2 0.2 0.2 

LTSNR ≤ 18 0.2 0.4 0.3 0.4 

 

and ( )LTSNRβ is determined as 
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The modified segmental SNR is then computed as 
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and a relaxed modified segmental SNR is also computed. The procedure of calculating the relaxed modified segmental 
SNR is similar to the calculation of the modified segmental SNR with the only difference being that, besides 

( , )LTi SNRα , another offset value ( )iγ  is also added to the log SNR per critical band log ( )CBSNR i  when calculating 

the relaxed modified SNR per critical band. The relaxed modified SNR per critical band is therefore computed as 

 ( ) maxmin
)(

log ,,,)(),()()( bbiiSNRiiSNRiRlxMSNR LTSNR
LTCBCB K=++= βγα  (220) 

where ( )iγ  is a function of the critical band and is determined as 
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The relaxed modified segmental SNR is used in the hangover process at a later stage of the algorithm. 

A further enhancement (increase in value) is made to the modified segmental SNR if an unvoiced signal is detected. 
Unvoiced signal is detected if both of the two critical bands covering the highest frequency range have SNRs greater 
than a threshold of 5, i.e. if ( )18 5CBSNR >  and ( )19 5CBSNR > . In this case, the contributions of the overall modified 

segmental SNR from the two critical bands is boosted. The boost is performed over the two critical bands where the 
number of critical bands is extended from two to eight and the corresponding modified segmental SNR is re-computed 
over the extended bands as 

 ( )
26

20
)19(3)18(3 ⋅⋅+⋅+= CBCB MSNRMSNRMSSNRMSSNR  (222) 

where multiplication by 20/26 effectively performs the mapping of the modified segmental SNR calculated on the 
extended scale back onto the same scale as if it were computed over the original 20 critical bands. The re-computation 
of modified segmental SNR is only conducted if the computed value is greater than before. If no unvoiced signal of 
above type is detected, sigCBN , which is the number of critical bands whose SNR is greater than a threshold of 2 is 

determined. If sigCBN >13, a second type unvoiced signal is detected, and if the long-term SNR of the input 

signal LTSNR  is further below a threshold of 24, the modified segmental SNR in this case is re-computed as 

 Δ+= MSSNRMSSNR  (223) 

where 5.155.2 −⋅=Δ LTSNR  and is limited to be a positive value. 

The primary signal activity decision is made in SAD2 by comparing the modified segmental SNR to a decision 
threshold 2SADTHR . The decision threshold is a piece wise linear function of the long-term SNR of the input signal and 

is determined as 

 

[ ]
[ ]
[ ]⎪

⎩

⎪
⎨

⎧

≤−⋅
≤<−⋅

>−⋅
=

181,105.2

241880,2.404.2

2480,2.424.2

2

LTLT

LTLT

LTLT

SAD

SNRSNRMAX
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SNRSNRMIN

THR  (224) 

If the modified segmental SNR is greater than the decision threshold, the activity flag 2SADf  is set to 1, and a counter 

of consecutive active frames, actC , used by SAD2 is incremented by 1, and if the current frame is ineither a soft  or a 

hard hangover period as described later in this subclause, the corresponding hangover period elapses by 1. Otherwise, 
the consecutive active frames counter actC  is set to 0  and the setting of 2SADf  is further evaluated by a hangover 

process. 
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The hangover scheme used by SAD2 consists of a soft hangover process followed by a hard hangover process. The soft 
hangover is designed to prevent low level voiced signals during a speech offset from being cut. When within the soft 
hangover period, the SAD2 is operating in an offset working state where the relaxed modified segmental SNR 
calculated earlier is used to compare to the decision threshold 2SADTHR (compared to the normal working state where 

the modified segmental SNR is used). If the relaxed modified segmental SNR is greater than the decision threshold, the 
activity flag 2SADf  is set to 1 and the soft hangover period elapses by 1. Otherwise, if the relaxed modified segmental 

SNR is not greater than the decision threshold, the soft hangover period is quit and the setting of 2SADf  is finally 

evaluated by a hard hangover process. When within the hard hangover period, the activity flag 2SADf  is forced to 1 and 

the hard hangover period elapses by 1. The soft hangover period is initialized if the number of consecutive voiced 
frames exceeds 3. The frame is considered a voiced frame if the pitch correlation is not low and the pitch stays 

relatively stable, that is, if 65.03)( ]2[]1[]0[ >+++ enormnormnorm rCCC  and 

( ) 143)()()( ]1[]2[]0[]1[]1[]0[ <−+−+− −
OLOLOLOLOLOL dddddd  where ]0[

normC , ]1[
normC , ]2[

normC  are respectively the normalized pitch 

correlation for the second half of the previous frame, the first half of the current frame and the second half of the current 

frame as calculated, er  is the noise correction factor, ]1[−
OLd , ]0[

OLd , ]1[
OLd , ]2[

OLd  are respectively the OL pitch lag for the 

second half of the previous frame, the first half of the current frame, the second half of the current frame and the look-
ahead as described in subclause 5.1.10. The value to which the soft hangover period is initialized is a function of the 
long-term SNR of the input signal and the noise fluctuation NFLU  computed in equation (225), and is determined as 

Table 10: Determination of the soft hangover period initialization length 

 24LTSNR >  18 24LTSNR< ≤  18LTSNR ≤  

40NFLU <  1 1 2 

40NFLU ≥  1 3 4 

 

The hard hangover period is initialized if the consecutive active frames counter actC  reaches a threshold of 3. The 

value to which the hard hangover period is initialized is also a function of the long-term SNR of the input signal and the 
noise fluctuation, and is determined as 

Table 11: Determination of the hard hangover period initialization length 

 24LTSNR >  18 24LTSNR< ≤  18LTSNR ≤  

40NFLU <  1 1 2 

40NFLU ≥  1 1 3 

 

The noise fluctuation NFLU  is estimated over background frames declared as inactive by the final SAD flag of SAD2, 

2SADf , by measuring the moving average of the segmental SNR in the logarithm domain. The noise fluctuation is 

computed as 
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]1[ )1(
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 (225) 

where ]1[−
NFLU  denotes the noise fluctuation of the previous frame, α is the forgetting factor controlling the update 

rate of the moving average filter and is set to 0.99 for an increasing update ( when [ 1]
N NFLU FLU −> ) and 0.9992 for a 

decreasing update ( when ]1[−≤ NN FLUFLU ). δ  is constrained by 10δ ≤  for decreasing updates and 10δ ≥ − for 

increasing  updates. To speed up the initialization of noise fluctuation, for the first 50 background frames, α is set to 0.9 
for increasing  updates and 0.95 for decreasing updates, δ  is constrained by 30δ ≤  for decreasing updates and 

50δ ≥ − for increasing  updates. 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

73

5.1.12.3 Combined decision of SAD1 and SAD2 modules for WB and SWB signals 

The decision of the SAD1 module is modified by the decision of the SAD2 module for WB and SWB signals. 

For HELSADf _  the decision logic is direct if the average SNR per frame is larger than the SAD decision threshold and 

if the final SAD2 flag is set to 1. That is, 

 0 otherwise ,1then 1 AND  if __2_ ===> HELSADHELSADSADSADHEav fffthSNR  (226) 

Likewise, for LSADf  the decision logic is direct if the average SNR per frame is larger than the SAD decision threshold 

and if the final SAD2 flag is set to 1.That is, 

 1 ,1then 1 AND  if 2 ===> SADLSADSADSADav fffthSNR  (227) 

otherwise, LSADf  is set to 0 and the hangover logic decides if SADf  should be set to active or not. 

The hangover logic works as a state machine that keeps track of the number of frames since the last active primary 
decision and if a sufficient number of consecutive active frames have occurred in a row to allow the final decision to 
remain active even if the primary decision has already gone inactive. Thus, if there has not been a sufficient number of 
primary decisions in a row there is no hangover addition and the final decision is set to inactive, that is SADf  is set to 0 

if LSADf  is 0. 

The hangover length depends on LTSNR , initially set to 0 frames and if 3515 <≤ LTSNR  it is set to 4 frames and if 

15<LTSNR it is set to 3 frames. The counting of hangover frames is reset only if at least 3 consecutive active speech 

frames ( av SADSNR th> ) were present, meaning that no hangover is used if av SADSNR th> in only one or two adjacent 

frames. This is to avoid adding the hangover after short energy bursts in the acoustic signal, increasing the average data 
rate in the DTX operation. 

5.1.12.4 Final decision of the SAD1 module for NB signals 

Similarly to the WB case two primary decisions are generated but in this case there is no dependency on the SAD2 
module. If SADHEav thSNR >_  the frame is declared as active and the primary SAD flag, HELSADf _  is set to1. 

Otherwise, HELSADf _ is set to 0. 

To get the final SAD decision SADf  there is a difference in how the primary decision is made and how the hangover is 

handled compared to WB. For NB signals the hangover has a window of 8 frames after the last run of three consecutive 
active primary decision, that is av SADSNR th> . During this hangover period the SAD decision is not automatically set 

to active; instead, the threshold SADth is decreased by 5.2 if 19LTSNR < , and by 2 if 19 35LTSNR≤ < . The SAD 

decision is then made by comparing the average SNR to the corrected threshold following condition (206). Again, 
counting of hangover frames is reset only if at least 3 consecutive active frames were present. 

5.1.12.5 Post-decision parameter update 

After the final decision is formed, some SAD1-related long term-parameters are updated according to the primary and 
final decisions. 

 
LSADslowactslowact

LSADquickactquickact

fprimprim

fprimprim

01.099.0

10.090.0

__

__

+=

+=
 (228) 

These are then used to form a measure of the long term primary activity of LSADf  

 ),min(10.090.0 __ slowactquicactactact primprimprimprim +=  (229) 

Similar metrics are generated for the HELSADf _  
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fprimprim

fprimprim
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01.099.0

10.090.0

+=

+=
 (230) 

These are then used to form an measure of the long term primary activity of LSADf  

 ),min(10.090.0 ______ HEslowactHEquicactHEactHEact primprimprimprim +=  (231) 

To keep track of the history SADf  decisions the registers cntSADlregSADhregSAD fff _____  , ,  are updated so that 

lregSADhregSAD ff ____  and  keeps track of the latest 50 frames with regard to the SADf  decisions by removing the 

oldest decision and adding the latest and updating cntSADf _  so that it reflects the current number of active frames in the 

registers. 

Similarly to keep track of the history for LSADf  decisions the registers cntLSADregLSAD ff __  and  are updated so that 

regLSADf _  keeps track of the latest 16 frames with regard to the LSADf  decisions by removing the oldest decision and 

adding the latest and updating cntLSADf _  so that it reflects the current number of active frames in the registers. 

When the SAD decisions have been made, the speech music classifier decision has been made and the noise estimation 
for the current frame has been completed the long term estimates of active speech level, spE , and long term noise level 

estimate tN can be updated. During the four first frames the initialization is made for both variables using mainly the 

current input as follows 

 [ ] [ ] 10E then 10 if 0
sp

1 +=+<

=
−

ttsp

tt

NNE

NN
 (232) 

Where tN  is the total sub band noise level after update for the current frame. For the long term noise level estimate the 

initialization uses different filter coefficient during the remainder of the 150 frames initialization as follows 

 [ ]
⎩
⎨
⎧ <

=+−= −
otherwise05.0

150 if0.02
     where)1( 1 frame

ttt
ini

NNN ααα  (233) 

For the active speech level the update after the initial four frames only occurs if HELSADf _  is 1 AND the lpnhighf _  

from the speech music classifier is 0. Where lpnhighf _  is generated as mnsn LLLL >>   AND  based on the features 

nms LLL ,,  calculated based on equation (329) in subclause 5.1.13.6.3. If those conditions are met then the speech level 

estimate is updated according to 
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5.1.12.6 SAD3 module 

SAD3 module is shown in Figure 12. The processing steps are described as follows: 

a) Extract features of the signal according to the input QMF data. The QMF data is from CLDFB. 

b) Calculate some SNR parameters according to the extracted features of the signal and make a decision of background 
music. 

c) Make a pre-decision of VAD according to the features of the signal, the SNR parameters, and the output flag of the 
decision of background music and then output a pre-decision flag. 

d) The output of SAD3 is generated through the addition of SAD3 hangover. 
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Figure 12: Block diagram of SAD3 

 

5.1.12.6.1 Sub-band FFT 

Sub-band FFT is used to obtain spectrum amplitude of signal. Let X[k, l] denote the output of QMF filter applied to the 
lth sample in the k th sub-band. X[k,l] is converted into a frequency domain representation from the time domain by FFT 
as follows: 

 160,100;],[],[
15

0

16

2

<≤<≤=∑
=

−
jkelkXjkX

l

l
j

DFT

π

 (235) 

The spectrum amplitude of each sample is computed in the following steps: 

Step 1:  Compute the energy of ],[ jkX DFT  as follows: 

 160,100);])),[(Im(])),[((Re(],[ 22
_ <≤<≤+= jkjkXjkXjkX DFTDFTPOWDFT  (236)  

where ]),[Re( jkX DFT , ]),[Im( jkX DFT  are the real part and  imaginary part of ],[ jkX DFT , respectively. 

Step 2: If k is even, the spectrum amplitude, denoted by spA , is computed by  

 ,]15,[],[)8( __ jkXjkXjkA POWDFTPOWDFTsp −+=+  80,100 <≤<≤ jk  (237)  

If k is odd, the spectrum amplitude is computed by 

 ,]15,[],[)-78( __ jkXjkXjkA POWDFTPOWDFTsp −+=+  80,100 <≤<≤ jk  (238)  
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5.1.12.6.2 Computation of signal features 

In Pre-decision Energy Features (EF), Spectral Centroid Features (SCF), and Time-domain Stability Features (TSF) of 
the current frame are computed by using the sub-band signal; Spectral Flatness Features (SFF) and Tonality Features 
(TF) are computed by using the spectral amplitude. 

5.1.12.6.2.1 Computation of EF 

The energy features of the current frame are computed by using the sub-band signal. The energy of background noise of 
the current frame, including both the energy of background noise over individual sub-band and the energy of 
background noise over all sub-bands, is estimated with the updated flag of background noise, the energy features of the 
current frame, and the energy of background noise over all sub-bands of the previous frame. The energy of background 
noise of the current frame will be used to compute the SNR parameters of the next frame (see subclause 5.1.12.6.3). The 
energy features include the energy parameters of the current frame and the energy of background noise. The energy 
parameters of the frame are the weighted or non-weighted sum of energies of all sub-bands. 

The frame energy is computed by: 

 )0(24.0)(∑
)2-(

1
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Cf EkEE
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+=
=

 (239)  

The energy of sub-band divided non-uniformly is computed by: 
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_  (240)  

Where regionN  is the sub-band division indices of )(_ iE snrf .  The sub-bands based on this kind of division are also 

called SNR sub-bands and are used to compute the SNR of sub-band. snrN   is the number of SNR sub-bands. 

The energy of sub-band background noise of the current frame is computed by: 

 snrsnrfsnrbgsnrbg NiEi�EiE <≤<<−+= − 0 1,  0     ,)1()()( ]0[
_

]1[
_

]0[
_ ααα  (241)  

Where )(]1[
_ i�E snrbg

−  is the energy of sub-band background noise of the previous frame. 

The energy of background noise over all sub-bands is computed according to the background update flag, the energy 
features of the current frame and the tonality signal flag: 

 
]0[
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sumbgf
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E
E =  (242)  

If certain conditions that include at least that the background update flag is 1 and the tonality signal flag signaltonalf _  is 

0 are met, ]0[
__ sumbgfE  and ]0[

_ bgfN  are computed by: 

 ]0[]1[
__

]0[
__ fsumbgfsumbgf EEE += −  (243)  

 1]1[
_

]0[
_ += −

bgfbgf NN  (244)  

Otherwise, ]0[
__ sumbgfE  and ]0[

_ bgfN  are computed by: 

 ]1[
__

]0[
__

−= sumbgfsumbgf EE  (245)  
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 ]1[
_

]0[
_

−= bgfbgf NN  (246) 

Where ][
__

i
sumbgfE  and ][

_
i

bgfN  are the sum of fE  and the counter of fE , respectively. The superscript [-1] denotes 

the previsous frame and [0] denotes the current frame. 

5.1.12.6.2.2 Computation of SCF 

The spectral centroid features are the ratio of the weighted sum to the non-weighted sum of energies of all sub-bands or 
partial sub-bands, or the value is obtained by applying a smooth filter to this ratio. The spectral centroid features can be 
obtained in the following steps: 

a) Divide the sub-bands for computing the spectral centroids as shown in Table 12. 

Table 12:  QMF sub-band division for computing spectral centroids 

Spectral centroid feature 
number (i) 

)(_ iN startsc   
)(_ iN endsc   

2 0 9 
3 1 23 

 

b) Compute two spectral centroid features, i.e.: the spectral centroid in the first interval and  the spectral centroid in the 
second interval, by using the sub-band division for computing spectral centroids in Step a)  and  the following equation: 
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c)  Smooth the spectral centroid in the second interval, )2(SCF  , to obtain the smoothed spectral centroid in the 

second interval by 

 )2(3.0)0(7.0)0( [0]
SC

[-1]
SC

[0]
SC FFF +=  (248)  

5.1.12.6.2.3 Computation of SFF 

Spectral Flatness Features are the ratio of the geometric mean to the arithmetic mean of certain spectrum amplitude, or 

this ratio multiplied by a factor. The spectrum amplitude spA , is smoothed as follows: 

 Aspsspssp NiiAiAiA <≤+= − 0  ),(3.0)(7.0)( ]0[]1[]0[  (249)  

where )(]0[ iAssp  and )(]1[ iAssp
−  are the smoothed spectrum amplitude of the current frame and the previous frame, 

respectively. AN  is the number of spectrum amplitude. 

Then the the smoothed spectrum amplitude is divided for three frequency regions as shown in Table 13  and the spectral 
flatness features are computed for these frequency regions. 

Table 13: Sub-band division for computing spectral flatness 

Spectral flatness number 
(k) 

)(_ kN startA  
)(_ kN endA  

0 5 19 
1 20 39 
2 40 64 

 

The spectral flatness features are the ratio of the geometric mean to the arithmetic mean of the spectrum amplitude or 
the smoothed spectrum amplitude. 
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Let )()()( __ kNkNkN startAendA −= be the number of the spectrum amplitudes used to compute the spectral flatness 

feature )(kFSF . We have 
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The spectral flatness features of the current frame are further smoothed as follows: 

 )(15.0)(85.0)( ]0[]1[]0[ kFk�FkF SFSSFSSF += −  (251)  

Where )(]0[ kFSSF and )(]-1[ kFSSF  are the smoothed spectral flatness features of the current frame and the previous frame 

respectively. 

5.1.12.6.2.4 Computation of TSF 

The time-domain stability features are the ratio of the variance of the sum of amplitudes to the expectation of the square 
of amplitudes, or this ratio multiplied by a factor. The time-domain stability features are computed with the energy 

features of the most recent N frame. Let the energy of the nth frame be ][n
fE . The amplitude of ][n

fE  is computed by 

 001.0+= ][][
1

n
f

n
t EA  (252)  

By adding together the energy amplitudes of two adjacent frames from the current frame to the Nth previous frame, the 
sum of N/2 energy amplitudes is obtained as 
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Where ][
1
k

tA is the energy amplitude of the current frame for k = 0 and ][
1
k

tA the energy amplitude of the previous frames 

for k < 0. 

Then the ratio of the variance to the average energy of the N/2 recent sums is computed and the time-domain stability 

TSF  is obtained as follows: 
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Note that the value of N is different when computing different time-domain stabilities. 

5.1.12.6.2.5 Computation of TF 

The tonality features are computed with the spectrum amplitudes. More specifically, they are obtained by computing the 
correlation coefficient of the amplitude difference of two adjacent frames, or with a further smoothing the correlation 
coefficient, in the following steps: 

a ) Compute the amplitudes difference of two adjacent frames. If the difference is smaller than 0, set it to 0. 
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b ) Compute the correlation coefficient between the non-negative amplitude difference of the current frame obtained in 
Step a) and  the non-negative amplitude difference of the previous frame to obtain the first tonality features as follows: 
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where )(]1[ iDsp
−  is the amplitude differece of the previous frame. 

Various tonality features can be computed as follows: 
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where ]1[−
TF  are tonality features of the previous frame. 

5.1.12.6.3 Computation of SNR parameters  

The SNR parameters of the current frame are computed with the background energy estimated from the previous frame, 
the energy parameters and the energy of the SNR sub-bands of the current frame. 

The total SNR of all sub-band is computed by: 

 ))/()0001.0((log ]1[
_

]0[
2

−+= bgfft EESNR  (258)  

The average SNR of all sub-bands is computed by: 

 ∑
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where N is number of the most recent frames and )(iSNRt  is tSNR of the ith frame. 

The frequency-domain SNR is computed by: 
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where snrN  is the number of SNR sub-band and  )(iSNRsub it the SNR of each sub-band by: 
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The first long-time SNR is computed by: 

 )/(log ]1[
_

]1[
_10_

−−= inactiveltactiveltorglt EESNR  (262)  

The computation method of ]1[
_
−

activeltE and ]1[
_
−

inactiveltE  can be found in subclause 5.1.12.6.6. 

The second long-time SNR is obtained by accordingly adjusting orgltSNR _  as follows: 

 0__ )1.04.0(4.0 tnSCsnrltsnrltlt FTTSNR ++=  (263) 

where: 
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where 0nSCF  is the long-time background spectral centroid. If the current frame is active frame and the background-

update flag is 1, the long-time background spectral centroid of the current frame is updated as follows: 

 (0,1)   ),0()1( ]0[]1[
0

]0[
0 ∈−+= − ααα SCnSCnSC FFF  (265) 

where ]1[
0

−
nSCF  is the long-time background spectral centroid of the previous frame. 

The initial long-time frequency-domain SNR of the current frame ]0[
lSNR  is computed by: 

 ]1[
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]1[
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]1[
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]0[ // −−−− −= fsnrnsfsnrnsfsnrspfsnrspl NSNSSNR  (266) 

where fsnrspS __  and fsnrspN __  are respectively the frequency-domain SNR  fSNR accumulator and frequency-domain 

SNR fSNR  counter when the current frame is pre-decided as active sound, and fsnrnsS __  and fsnrnsN __  are 

respectively fSNR  accumulator and fSNR  counter when the current frame is pre-decided as inactive sound. The 

superscript [-1] denotes the previsous frame. The details of computation can be found in Steps e) and i) of subclause 
5.1.12.6.6. 

The smoothed average long-time SNR is computed by: 

 ]0[]1[
_

]0[
_ 1.09.0 lsmoothlfsmoothlf SNRSNRSNR += −  (267) 

The long-time frequency-domain SNR is computed by: 
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where MAX_LF_SNR is the maximum of lfSNR  . 

5.1.12.6.4 Decision of background music  

With the energy features, TF , TSF , SSFF , and SCF   of the current frame, the tonality signal flag of the current frame 

is computed and used to determine whether the current frame is tonal signal. If it is tonal signal, the current frame is 
music and the following procedure is carried out: 

a) Suppose the current frame is non-tonal signal and a flag frametonalf _  is used to indicate whether the current frame is 

tonal. If frametonalf _  = 1, the current frame is tonal. If frametonalf _  = 0, the current frame is non-tonal. 

b) If )0(TF >0.6 or its smoothed value )1(TF  is greater than 0.86., go to Step c). Otherwise, go to Step d). 

c) Verify the following three conditions: 

(1) The time-domain stability feature )5(TSF  is smaller than 0.072; 

(2) The spectral centroid feature )0(SCF   is greater than 1.2; 
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(3) One of three spectral flatness features is smaller than its threshold, 
96.0)2(  OR  88.0)1( OR 76.0)0( <<< SSFSSFSSF FFF . 

If all the above conditions are met, the current frame is considered as a tonal frame and the flag frametonalf _  is set to 1. 

Then go to Step d). 

d) Update the tonal level feature tonall   according to the flag frametonalf _ . The initial value of tonall   is set in the region 

[0, 1] when the active-sound detector begins to work. 
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Where ]0[
tonall  and ]1[−

tonall  are respectively the tonal level of the current frame and the previous frame. 

e) Determine whether the current frame is tonal according to the updated ]0[
tonall  and set the tonality signal flag 

signaltonalf _ . 

If ]0[
tonall  is greater than 0.5, the current frame is determined as tonal signal. Otherwise, the current frame is determined 

as non-tonal signal. 
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5.1.12.6.5 Decision of background update flag 

The background update flag is used to indicate whether the energy of background noise is updated and its value is 1 or 0. 
When this flag is 1, the energy of background noise is updated. Otherwise, it is not updated. 

The initial background update flag of the current frame is computed by using the energy features, the spectral centroid 
features, the time-domain stability features, the spectral flatness features, and the tonality features of the current frame. 
The initial background update flag is updated with the VAD decision, the tonality features, the SNR parameters, the 
tonality signal flag, and the time-domain stability features of the current frame to obtain the final background update 
flag.  With the obtained background update flag, background noise is detected. 

First, suppose the current frame is background noise. If any one of the following conditions is met, the current frame is 
not noise signal. 

a) The time-domain stability )5(TSF  > 0.12; 

b) The spectral centroid )0(SCF  > 4.0 and the time-domain stability )5(TSF  > 0.04; 

c) The tonality feature )1(TF  > 0.5 and the time-domain stability )5(TSF  > 0.1; 

d) The spectral flatness of each sub-band or the average obtained by smoothing the spectral flatness is smaller than its 
specified threshold, 8.0)2( OR 78.0)1( OR 8.0)0( <<< SSFSSFSSF FFF  ; 

e) The energy of the current frame fE   is greater than a specified threshold: ]1[]0[ 32 −> sff EE , where ]1[−
sfE  is the long 

time smoothed energy of the previous frame and ][k
sfE  of  kth  frame is computed :  ][]1[][ 05.095.0 k

f
k

sf
k

sf EEE += − ; 

f) The tonality features TF  are greater than their corresponding thresholds: )1(TF >0.60 OR )0(TF >0.86; 

g) The initial background update flag can be obtained in Steps a) - f). The initial background update flag is then 
updated. When the SNR parameters, the tonality features, and the time-domain stability features are smaller than their 
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corresponding thresholds : fSNR  <0.3 AND tSNR <1.2 AND )1(TF <0.5 AND )3(TSF <0.1 and both the combined 

SADf  and signaltonalf _  are set to 0, the background update flag is updated to 1. 

5.1.12.6.6 SAD3 Pre-decision 

The SAD3 decision 3SADf is computed with the tonality signal flag, the SNR parameters, the spectral centroid features, 

and the frame energy. Then, the SAD3 decision is further combined with SADf  which is from SAD1 and SAD2 

decision to make a final decision of SAD. The final decision of SAD is made in the following steps: 

a) Obtain the second long-time SNR ltSNR  by computing the ratio of the average energy of long-time active frames to 

the average energy of long-time background noise for the previous frame; 

b) Compute the average of tSNR for a number of recent frames to obtain fluxSNR ; 

c) Compute the SNR threshold for making SAD3 decision, denoted by fsnrT _ , with the spectral centroid features SCF  , 

the second long-time SNR ltSNR , the long-time frequency-domain SNR lfSNR , the number of continuous active 

frames 1_ spcontinuousN  , and the number of previous continuous noise frames nscontinuousN _ . Set the initial value of 

fsnrT _ to ltSNR . First, adjust fsnrT _  with the spectral centroid features, if the spectral centroids are located in the 

different regions, an appropriate offset may be added to fsnrT _ . Then, fsnrT _   is further adjusted according to 

1_ spcontinuousN  , nscontinuousN _  and fluxSNR , and lfSNR . When 1_ spcontinuousN   is greater than its threshold, the SNR 

threshold is appropriately decreased. When nscontinuousN _  is greater than its threshold, the SNR threshold is 

appropriately increased. If ltSNR  is greater than a specified threshold, the SNR threshold may be accordingly adjusted. 

d) Make an initial VAD decision with the SAD3 decision threshold fsnrT _  and the SNR parameters such as fSNR  

and tSNR  of the current frame. First 3SADf  is set to 0. If fSNR  > fsnrT _ , or 0.4>tSNR  , 3SADf  is set to 1. The initial 

VAD decision can be used to compute the average energy of long-time active frames activeltE _  . The value of activeltE _  

is used to make SAD3 decision for the next frame. 

 ]0[]0[
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]0[
_ / fgsumfgactivelt NEE =  (271)  

where ]0[
_ sumfgE  and ]0[

fgN  is computed by: 
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e) Update the initial SAD3 decision according to the tonality signal flag, the average SNR of all sub-bands, the spectral 

centroids, and the second long-time SNR. If the tonality signal flag signaltonalf _  is 1, 3SADf  is set to 1. The parameters 

fsnrspS __  and fsnrnsN __  are updated by: 
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If fluxSNR  >(B+ ltSNR  *A),  where A and B are two constants. 3SADf  is set to 1. If any one of the following 

conditions is met: 

condition 1:  ltflux SNRSNR 24.01.2 +>  

condition 2: 321 )3( T and SNRT and FTSNR lt_orgSCflux <>>  

3SADf  is to 1. Where 1T , 2T  and 3T  are the thresholds. 

f) Update the number of hangover frames for active sound according to the decision result, the long-time SNR, and the 
average SNR of all sub-bands for several previous frames, and the SNR parameters and the SAD3  decision for the 
current frame; See subclause 5.1.12.6.7 for details; 

g) Add the active-sound hangover according to the decision result and the number of hangover frames for active sound 
of the current frame to make the SAD3 decision. See subclause 5.1.12.6.7 for details; 

h) Make a combined decision with SADf  and the 3SADf  decision,  the output flag of the combined decision is namely 

combined SADf . See subclause 5.1.12.7; 

i) After Steps g) and h), the average energy of long-time background noise, denoted by inactiveltE _ , can be computed 

with the SAD decisions combined SADf   and SADf . inactiveltE _  is used to make the SAD  decision for the next frame. If 

both combined SADf   and SADf  are 0, fsnrnsS __ , fsnrnsN __  are updated and inactiveltE _ is computed as follows: 
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where ]0[
_ sumbgE  and ]0[

bgN  is computed by: 
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The functions of the Pre-decision module are described in Steps a) - e) in this subclause. 

5.1.12.6.7 SAD3 Hangover 

The long-time SNR and the average SNR of all sub-bands  are computed with the sub-band signal (See subclause 
5.1.12.6.2.1 and 5.1.12.6.3). The current number of hangover frames for active sound is updated according to the SAD3  

decision of several previous frames, orgltSNR _ , and fluxSNR  and the SNR parameters and  the SAD3 decision of the 

current frame. The precondition for updating the current number of hangover frames for active sound is that the flag of 
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active sound indicates that the current frame is active sound. If both the number of previous continuous active frames 

2_ spcontinuousN <8 and fluxSNR <4.0, the curent number of hangover frames for active sound is updated by subtracting 

2_ spcontinuousN  from the minimum number of continuous active frames. Suppose the minimum number of continuous 

active frames is 8. The updated number of hangover frames for active sound, denoted by hangN , is computed as follows: 

 2_8 spcontinuoushang NN −=  (281)  

Otherwise, if both fluxSNR  > 0.9 and 2_ spcontinuousN  > 50, the number of hangover frames for active sound is set 

according to the value of  ltSNR . Otherwise, this number of hangover frames is not updated. 

2_ spcontinuousN  is set to 0 for the first frame. When the current frame is the second frame and the subsequent frames, 

2_ spcontinuousN  is updated according to the previous combined SADf   as follows: 

If the previous combined SADf   is 1, 2_ spcontinuousN  is increase by 1; 

If the previous combined SADf  is 0, 2_ spcontinuousN  is set equal to 0. 

5.1.12.7 Final SAD decision 

The feature parameters mentioned above divide into two categories. The first feature category includes the number of 

continuous active frames 2_ spcontinuousN , the average total SNR of all sub-bands fluxSNR , and the tonality signal flag 

signaltonalf _ . fluxSNR  is the average of SNR over all sub-bands for a predetermined number of frames. The second 

feature category includes the flag of noise type, smoothlfSNR _  in a predetermined period of time, the number of 

continuous noise frames, frequency-domain SNR. 

First, the parameters in the first and second feature categories and SADf  and 3SADf  are obtained. The first and second 

feature categories are used for the final SAD detection. 

The combined decision is made in the following steps: 

a) Compute the energy of background noise over all sub-bands for the previous frame with the background update flag, 
the energy parameters, and the tonality signal flag of the previous frame and the energy of background noise over all 
sub-bands of the previous 2 frames. Computing the background update flag is described in subclause 5.1.12.6.5. 

b) Compute the above-mentioned fluxSNR  with the energy of background noise over all sub-bands of the previous 

frame and the energy parameters of the current frame. 

c) Determine the flag of noise type according to the above-mentioned parameters orgltSNR _  and smoothlfSNR _ . First, 

the noise type is set to non-silence. Then, when orgltSNR _  is greater than the first preset threshold and smoothlfSNR _  is 

greater than the second preset threshold, the flag of noise type is set to silence. 

Then, the first and second feature categories, 3SADf  and SADf  are used for active-sound detection in order to make the 

combined decision of SAD. 

When the input sampling frequency is 16 kHz and 32 kHz, the decision procedure is carried out as follows: 

a) Select 3SADf  as the initial value of the combined SADf ; 

b) If the noise type is silence, and the frequency-domain SNR fSNR  is greater than 0.2 and the combined SADf  set 0, 

SADf  is selected as the output of the final SAD, combined SADf  . Otherwise, go to Step c). 
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c) If the smoothed long-time frequency-domain average SNR is smaller than 10.5 or the noise type is not silence, go to 
Step d). Otherwise, the initial value of the combined SADf  in Step a) is still selected as the decision result of the final 

SAD; 

d) If any one of the following conditions is met, the result of a logical operation  OR  of 3SADf  and SADf  is used as the 

output of the final SAD. Otherwise, go to Step e): 

Condition 1: The average total SNR of all sub-bands is greater than the first threshold, e.g. 2.2; 

Condition 2: The average total SNR of all sub-bands is greater than the second threshold, e.g. 1.5 and the number of 
continuous active frames is greater than 40; 

Condition 3: The tonality signal flag is set to 1. 

e) When the input sampling frequency is 32 kHz: If the noise type is silence, SADf  is selected as the output of the final 

SAD and the decision procedure is completed. Otherwise, the initial value of the combined SADf  in Step a) is still 

selected as the decision result of the final SAD. When the input sampling frequency is 16 kHz: SADf  is selected as the 

output of the final SAD and the decision procedure is completed. 

When the input sampling frequency is neither 16 kHz nor 32 kHz, the procedure of the combined decision is performed 
as follows: 

a) Select 3SADf  as the initial value of the combined SADf ; 

b) If the noise type is silence, go to Step c). Otherwise, go to Step d); 

c) If the smoothed long-time frequency-domain average SNR is greater than 12.5 and signaltonalf _ =0, the combined 

SADf  is set to SADf . Otherwise, the initial value of combined SADf  in Step a) is selected as the decision result of the 

final SAD; 

d) If any one of the following conditions is met, the result of a logical operation OR of 3SADf  and  SADf  is used as the 

output of the final SAD, combined SADf . Otherwise, the initial value of combined SADf   in Step a) is selected as the 

decision result of the final SAD; 

Condition 1: The average total SNR of all sub-bands is greater than 2.0; 

Condition 2: The average total SNR of all sub-bands is greater than 1.5 and the number of continuous active frames is 
greater than 30; 

Condition 3: The tonality signal flag is set to 1. 

5.1.12.8 DTX hangover addition 

For better DTX performance a version DTXSADf _  of the combined SADf  is generated through the addition of 

hangover. In this case there are two concurrent hangover logics that can extend the DTXSADf _  active period. One is for 

DTX in general and one specifically to add additional DTX hangover in the case of music.  

During the SAD initialization period the following variables are set as follows 
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The general DTX hangover works in the same way as the SAD1 hangover the main difference is in the hangover length. 
Also here the initial DTX hangover length depends on LTSNR , initially the hangover is set to 2 frames and if the 

current input bandwidth is NB and 16<LTSNR  or 95.0_ >HEactprim it is set to 3, then follows a number of steps that 

may modify this start value. The modification depends on other input signal characteristics and codec mode. 
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The first two modifications increases the hangover length if there has already been a high activity, additional activity 
after a long burst has little effect on the total activity but can better cover short pauses. If there has been 12 or more 
active frames from the primary detector in SAD1 during the 16 last frames, that is 12_ >cntLSADf , the allowed number 

of hangover frames is increased with 2 frames. Similarly if there has been 40 or more active frames for the final 
decision of SAD1 during the last 50 frames , that is 40_ >cntSADf , the allowed number of hangover frames is 

increased with 5 frames. At this point the allowed number of hangover frames may have been increased with 7 frames 
over the initial value, and to limit the total number of hangover frames it is therefore limited to 

1_ −LONGHANGOVER . Another condition for limiting the hangover addition is if the primary activity becomes low 

there are different limits for different codec conditions, for AMR_WB_IO core the limit is 2, the same limit is also used 
for high SNR 25>LTSNR  for WB or SWB input in other conditions the limit is 3 frames. The condition for applying 

the limit is if the primary activity 7_ <cntLSADf  or if the 85.0 and 16 _ <> HEactLT primSNR . 

The DTX hangover can also be reduced if the final decision from SAD3 already includes a long hangover. 

According to the noise type in SAD3, the decrement of the DTX hangover is set as shown in Table 14. 

Table 14: Setting of the decrement of the DTX hangover 

Bandwidth Silence-type noise Non-silence-type noise 
NB 0 1 
WB 2 3 

SWB 2 1 
 

As for the hangover in SAD1 the counting of DTX hangover frames is reset only if at least 3 consecutive active speech 
frames ( 1==SADf ) or if the SAD1 final decision has been active for over 45 of the 50 latest frames. 

For the music hangover to start counting music hangover frames 98.0_ >HEactprim  AND 40>tE  AND  

14_ >cntLSADf  AND  48_ >cntSADf  at which point the 1==SADf  for the next 15 frames or until hangover is 

terminated by the hangover termination logic, which can be triggered by the flag hoTf  which is described below. 

The DTX hangover and the hangover described in subclause 5.1.12.3 when decisions from SAD1 and SAD2 are 
combined may be early terminated. The early hangover termination helps to increase the system capacity by saving 
unnecessary hangover frames. At each hangover frame, the comfort noise which will be produced at the decoder side is 
estimated at the encoder side, assuming if the current hangover frame would be encoded as the first SID frame after 
active burst. If the estimated comfort noise is found close to the noise characteristic maintained in the local CNG 
module in the encoder side, then no more hangover frame is considered needed and the hangover is terminated. 
Otherwise, hangover keeps on as long as the initial hangover length is not reached. 

Specifically, the energy and the LSP spectrum of the comfort noise which will be produced at the decoder side are 
estimated at the encoder side. The energy of the current frame excitation is calculated 

 ∑
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which is then converted to log domain 

 sidsid EE 2log=′  (284) 

where )(nr  is the LP excitation of the current frame calculated in subclause 5.6.2.1.5, L  is the frame length, sidE ′  is 

limited to non-negative value. An age weighted average energy, weightedavehistenr −− , is calculated from hangover 

frames except the current frame in the same way as described in sub-clause 6.7.2.1.2. The weightedavehistenr −− , together 

with the energy of the current frame excitation sidE  are used to compute the estimated excitation energy for the 

comfort noise, estE . 

 sidweightedavehistest EenrE ⋅−+⋅= −− )1( αα  (285) 
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where α  is a smoothing factor, α = 0.8 if m , the number of hangover frames used for weightedavehistenr −−  calculation 

is less than 3, otherwise, α = 0.95. The estimated excitation energy for the comfort noise is then converted to log 
domain 

 estest EE 2log=′  (286) 

where estE ′  is bounded to non-negative value. An average LSP vector, weightedavelspho −− , is calculated over the same 

hangover frames where the age weighted average energy weightedavehistenr −−  is calculated in the same way as described 

in sub-clause 6.7.2.1.2. The weightedavelspho −− , together with the end-frame LSP vector of the current frame are used to 

compute the estimated LSP vector for the comfort noise, estq . 

 endweightedavelspest qhoq ⋅+⋅= −− 2.08.0  (287) 

A set of energy and LSP difference parameters are calculated. The difference between the current frame log excitation 
energy and the log hangover average excitation energy is calculated. 

 )(log22 weightedavehistsidhs enrEdE −−−′=  (288) 

The difference between the current frame end-frame LSP vector and the hangover average LSP vector is calculated. 
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where M  is the order of LP filter. The difference between the estimated log excitation energy for the comfort noise and 
the current log excitation energy for the comfort noise kept in the local CNG module is calculated. 

 CNest EEdE 2log−′=  (290) 

where CNE  is the comfort noise excitation energy kept in the local CNG module as calculated in subclause 5.6.2.1.6. 

The difference between the estimated LSP vector for the comfort noise and the current LSP vector for the comfort noise 
kept in the local CNG module is calculated. 
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where q̂  is the comfort noise LSP vector kept in the local CNG module as calculated in subclause 5.6.2.1.4. The 

maximum difference per LSP element between the estimated LSP vector for the comfort noise and the current LSP 
vector for the comfort noise kept in the local CNG module is calculated. 

 ( )1,...,1,0,)(ˆ)(maxmax −=−= Mkkqkqdq est  (292) 

The hangover termination flag hoTf  is set to 1 if 4.0<dq  and 4.1<dE  and 4.02 <hsdq  and 2.12 <hsdE  and 

1.0max <dq  when operating in VBR mode, or if 4.0<dq  and 8.0<dE  and 4.02 <hsdq  and 8.02 <hsdE  and 

1.0max <dq  when operating in non-VBR mode. Otherwise hoTf  is set to 0. A hoTf  set to 1 means the current frame 

can be encoded as a SID frame even it is still in the hangover period. For safety reason of prevent CNG on short pauses 
between speech utterances, the actual encoding of SID frame is delayed by one frame. 

5.1.13 Coding mode determination 

To get the maximum encoding performance, the LP-based core uses a signal classification algorithm with six distinct 
coding modes tailored for each class of signal, namely the Unvoiced Coding (UC) mode, Voiced Coding (VC) mode, 
Transition Coding (TC) mode, Audio Coding (AC) mode, Inactive Coding (IC) mode and Generic Coding (GC) mode. 
The signal classification algorithm uses several parameters, some of them being optimized separately for NB and WB 
inputs. 
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Figure 13 shows a simplified high-level diagram of the signal classification procedure. In the first step, the SAD 
decision is queried whether the current frame is active or inactive. In case of inactive frame, IC mode is selected and the 
procedure is terminated. In the IC mode the inactive signal is encoded either in the transform domain by means of the 
AVQ technology or in the time/transform domain by means of the GSC technology, described below. In case of active 
frames, the speech/music classification algorithm is run to decide whether the current frame shall be coded with the AC 
mode. The AC mode, has been specifically designed to efficiently encode generic audio signals, particularly music. It 
uses a hybrid encoding technique, called the Generic Signal audio Coder (GSC) which combines both, LP-based coder 
operated in the time domain and a transform-domain coder. If the frame is not classified as “audio”, the classification 
algorithm continues with selecting unvoiced frames to be encoded with the UC mode. The UC mode is designed to 
encode unvoiced frames. In the UC mode, the adaptive codebook is not used and the excitation is composed of two 
vectors selected from a linear Gaussian codebook. 

If the frame is not classified as unvoiced, then detection of stable voiced frames is applied. Quasi-periodic segments are 
encoded with the VC mode. VC selection is conditioned by a smooth pitch evolution. It uses ACELP technology, but 
given that the pitch evolution is smooth throughout the frame, more bits are assigned to the algebraic codebook than in 
the GC mode. 

The TC mode has been designed to enhance the codec performance in the presence of frame erasures by limiting the 
usage of past information [19]. To minimize at the same time its impact on a clean channel performance, it is used only 
on the most critical frames from a frame erasure point of view – these are voiced frames following voiced onsets. 

If a frame is not classified in one of the above coding modes, it is likely to contain a non-stationary speech segment and 
is encoded using a generic ACELP model (GC). 
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Figure 13: High-level diagram of the coding mode determination procedure 

The selection of the coding modes is not uniform across the bitrates and input signal bandwidth. These differences will 
be described in detail in the subsequent sections. The classification algorithm starts with setting the current mode to GC. 

5.1.13.1 Unvoiced signal classification 

The unvoiced parts of the signal are characterized by a missing periodic component. The classification of unvoiced 
frames exploits the following parameters: 

– voicing measures 

– spectral tilt measures 

– sudden energy increase from a low level to detect plosives 

– total frame energy difference 

– energy decrease after spike 
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5.1.13.1.1 Voicing measure 

The normalized correlation, used to determine the voicing measure, is computed as part of the OL pitch searching 
module described in clause 5.1.10. The average normalized correlation is then calculated as 

 [ ] [ ] [ ]( )210
3 3

1
normnormnormxy CCCR ++=  (293) 

where [ ]i
normC is defined in subclause 5.1.11.3.2. 

5.1.13.1.2 Spectral tilt 

The spectral tilt parameter contains information about frequency distribution of energy. The spectral tilt is estimated in 
the frequency domain as a ratio between the energy concentrated in low frequencies and the energy concentrated in high 
frequencies, and is computed twice per frame. 

The energy in high frequencies is computed as the average of the energies in the last two critical bands 

 ( ) ( )( )max max0.5 1h CB CBE E b E b= − +  (294) 

where ( )CBE i  are the critical band energies, computed in subclause 5.1.5.2 and maxb is the maximum useful critical 

band ( maxb = 19 for WB inputs and maxb = 16 for NB inputs). 

The energy in low frequencies is computed as the average of the energies in the first 10 critical bands for WB signals 
and in 9 critical bands for NB signals. The middle critical bands have been excluded from the computation to improve 
the discrimination between frames with high-energy concentration in low frequencies (generally voiced) and with high-
energy concentration in high frequencies (generally unvoiced). In between, the energy content is not informative for any 
of the classes and increases the decision uncertainty. 

The energy in low frequencies is computed differently for voiced half-frames with short pitch periods and for other 
inputs. For voiced female speech segments, the harmonic structure of the spectrum is exploited to increase the voiced-
unvoiced discrimination. These frame are characterized by the following the condition 

 ( ) [2][0] [1]0.5 0.6 AND 128norm norm e OLC C r T+ + > <  (295) 

where [ ]i
normC  are computed as defined in subclause 5.1.10.4 and the noise correction factor er  as defined in subclause 

5.1.10.6. For these frames, lE is computed bin-wise and only frequency bins sufficiently close to the speech harmonics 

are taken into account in the summation. That is 

 ( ) ( )
min

25
1

l BIN h

k K

E E k w k
C

=

= ∑  (296) 

where minK  is the first bin ( minK = 1 for WB inputs and minK = 3 for NB inputs) and ( )BINE k  are the bin energies, as 

defined in subclause 5.1.5.2, in the first 25 frequency bins (the DC component is not considered). Note that these 25 
bins correspond to the first 10 critical bands and that the first 2 bins not included in the case of NB input constitute the 
first critical band. In the summation above, only the terms related to the bins close to the pitch harmonics are 
considered. So ( )hw k is set to 1, if the distance between the nearest harmonics is not larger than a certain frequency 

threshold (50 Hz) and is set to 0 otherwise. The counter C  is the number of the non-zero terms in the summation. In 
other words, only bins closer than 50 Hz to the nearest harmonics are taken into account. Thus, only high-energy terms 
will be included in the sum if the structure is harmonic at low frequencies. On the other hand, if the structure is not 
harmonic, the selection of the terms will be random and the sum will be smaller. Thus, even unvoiced sounds with high 
energy content in low frequencies can be detected. This processing cannot be done for longer pitch periods, as the 
frequency resolution is not sufficient. For frames not satisfying the condition (295), the low frequency energy is 
computed per critical band as 
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for WB and NB inputs, respectively. The resulting low- and high-frequency energies are obtained by subtracting the 
estimated noise energy from the values lE and hE  calculated above. That is 

 h h hE E N= −  (298) 

 l l lE E N= −  (299) 

where hN  is the average noise energy in critical bands 18 and 19 for WB inputs, and 15 and 16 for NB inputs and lN is 

the average noise energy in the first 10 critical bands for WB input and in the critical bands 1-9 for NB inputs. They are 
computed similarly as in the two equations above. The estimated noise energies have been integrated into the tilt 
computation to account for the presence of background noise. 

Finally, the spectral tilt is given by 

 l
tilt

h

E
e

E
=  (300) 

For NB signals, the missing bands are compensated by multiplying tilte  by 6. Note that the spectral tilt computation is 

performed twice per frame to obtain [ ]0
tilte and [ ]1

tilte , corresponding to both spectral analyses per frame. The average 

spectral tilt used in unvoiced frame classification is given by 

 [ ] [ ] [ ]1 0 11

3tilt tilt tilt tilte e e e
−⎛ ⎞= + +⎜ ⎟

⎝ ⎠
 (301) 

where [ ]1
tilte
−

is the tilt in the second half of the previous frame. 

5.1.13.1.3 Sudden energy increase from a low energy level 

The maximum energy increase dE  from a low signal level is evaluated on eight short-time segments having the length 

of 32 samples. The energy increase is then computed as the ratio of two consecutive segments provided that the first 
segment energy was sufficiently low. For better resolution of the energy analysis, a second pass is computed where the 
segmentation is done with a 16 sample offset. The short-time maximum energies are computed as 

 [ ] ( )( ) ,7,,1,32max 2
31

0
,1 K−=+=

=
jjisE pre

i

j
st  (302) 

where 1j = − corresponds to the last segment of the previous frame, and 0, ,7j = K corresponds to the current frame. The 

second set of maximum energies is computed by shifting the speech indices in equation (302) by 16 samples. That is 

 [ ] ( )( ) ,8,,0,1632max 2
31

0
,2 K=−+=

=
jjisE pre

i

j
st  (303) 

 [ ] ( )( ) ,7,,1,1632max 2
31

0
,2 K−=++=

=
jjisE pre

i

j
st  (304) 

The maximum energy variation dE is computed as follows: 
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5.1.13.1.4 Total frame energy difference 

The classification of unvoiced frames is further improved by taking into account the difference of total frame energy. 
This difference is calculated as 

 [ 1]
t t tdE E E −= −  

where tE  is the total frame energy calculated in subclause 5.1.5.2 and [ 1]
tE −  is the total frame energy in the previous 

frame. 

5.1.13.1.5 Energy decrease after spike 

The detection of energy decrease after a spike prevents the UC mode on significant temporal events followed by 
relatively rapid energy decay. Typical examples of such signals are castanets.  

The detection of the energy decrease is triggered by detecting a sudden energy increase from a low level as described in 
subclause 5.1.13.1.3. The maximum energy variation dE  must be higher than 30 dB. Further, for NB inputs the mean 

correlation must not be too high, i.e. the condition 68.03 <+ exy rR  must be satisfied too. 

The energy decrease after a spike is searched within 10 overlapped short-time segments (of both sets of energies) 

following the detected maximum energy variation. Let’s call maxj  the index j for which dE  was found, and the 

corresponding set of energies maxx . If 1max =x , then the searched interval is 4,..., maxmax += jjj for both sets. If 

2max =x , then the searched interval is 4,..., maxmax += jjj for the 2nd set, but 5,...,1 maxmax ++= jjj  for the 1st set 

of energies. 

The energy decrease after a spike is then searched as follows. As the energy can further increase beyond the segment 
[ ]maxmax , jx  for which dE  was found, the energy increase is tracked beyond that segment to find the last segment with 

energy still monotonically increasing. Let’s denote the energy of that segment max,dE . Starting from that segment until 

the end of the searched interval, the minimum energy min,dE  is then determined. The detection of an energy decrease 

after spike is based on the ratio of the maximum and minimum energies 

 
5

min,

max,
2

10−+
=

d

d

E

E
dE  (306) 

This ratio is then compared to a threshold of 21 dB for NB inputs and 30 dB for other inputs. 

The detection of energy decrease after a spike further uses a hysteresis in the sense that UC is prevented not only in the 
frame where 2dE is above the threshold ( 0,2 =hystdE ), but also in the next frame ( 1,2 =hystdE ). In subsequent frames 

( 2,2 =hystdE ), the hysteresis is reset ( 1,2 −=hystdE ) only if the following condition is met: 

 ( ) ( ) ( )[ ]695.0AND13OR5 3 <+−>> exyrelt rREdE . (307) 

Given that the searched interval of overlapped segments is always 10, it can happen that the detection cannot be 
completed in the current frame if a rapid energy increase happens towards the frame end. In that case, the detection is 
completed in the next frame, however, as far as the hysteresis logic is concerned, the detection of energy decrease after 
a spike still pertains to the current frame. 

5.1.13.1.6 Decision about UC mode 

To classify frames for encoding with UC mode, several conditions need to be met. As the UC mode does not use the 
adaptive codebook and no long-term prediction is thus exploited, it is necessary to make sure that only frames without 
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periodic content are coded with this mode. The decision logic is somewhat different for WB and NB inputs and is 
described for both cases separately. 

For WB inputs, all of the following conditions need to be satisfied to select the UC mode for the current frame. 

1. Normalized correlation is low: 

695.03 <+ exy rR  

2. Energy is concentrated in high frequencies. 

[ ]( ) ( )
[ ]( ) ( )0035.0AND2.6

0035.0AND2.6

]1[1

]0[0

><

><

htilt

htilt

Ee

Ee
 

3. The current frame is not in a segment following voiced offset: 

[ ]( ) ( ) ( )[ ]74.0AND0035.0AND4.2ORUC ]0[]0[0]1[
raw <+><=−

enormhtilt rCEec  

where [ 1]
rawc −  is the raw coding mode selected in the previous frame (described later in this document). 

4. There is no sudden energy increase: 

[0] [ 1]30 AND 30d dE E −≤ ≤  

5. The current frame is not in a decaying segment following sharp energy spike: 

0,2 <hystdE  

For NB inputs, the following conditions need to be satisfied to classify the frame for NB UC coding. 

1. Normalized correlation is low: 

[2]
3 0.68 AND 0.79xy e norm eR r C r+ < + <  

2. Energy is concentrated in high frequencies. 

[ ] ( )
[ ] ( )

0 [0]

1 [1]

10 AND 0.0035

9.5 AND 0.0035

tilt h

tilt h

e E

e E

⎛ ⎞< >⎜ ⎟
⎝ ⎠

⎛ ⎞< >⎜ ⎟
⎝ ⎠

 

3. The current frame is not in a segment following voiced offset: 

[ ] ( ) ( )0 [0][ 1] [0]
raw UC OR 9.8 AND 0.0035 AND 0.76norm etilt hCT e E C r− ⎡ ⎤⎛ ⎞= < > + <⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

 

where [ 1]
rawCT −  is the raw coding mode selected in the previous frame (described later in this document). 

4. There is no sudden energy increase: 

[0] [ 1]29 AND 29d dE E −≤ ≤  

5. The current frame is not in a decaying segment following sharp energy spike: 

0,2 <hystdE  
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5.1.13.2 Stable voiced signal classification 

The second step in the signal classification algorithm is the selection of stable voiced frames, i.e. frames with high 
periodicity and smooth pitch contour. The classification is mainly based on the results of the fractional open-loop pitch 
search described in section 5.1.10.9. As the fractional open-loop pitch search is done in a similar way as the closed-loop 
pitch search, it is assumed that if the open-loop search gives a smooth pitch contour within predefined limits, the 
optimal closed-loop pitch search would give similar results and limited quantization range can then be used. The frames 
are classified into the VC mode if the fractional open-loop pitch analysis yields a smooth contour of pitch evolution 

over all four subframes. The pitch smoothness condition is satisfied if [ ] [ ]1
3

i i
fr frd d

+ − <  , for i = 0, 1, 2, where [ ]i
frd  is the 

fractional open-loop pitch lag found in subframe i (see section 5.1.10.9 for more details). Furthermore, in order to select 
VC mode for the current frame the maximum normalized correlation frC  must be greater than 0.605 in each of the four 

subframes. Finally, the spectral tilt tilte  must be higher than 4.0. 

The decision about VC mode is further improved for frames with stable short pitch evolution and high correlation (e.g. 

female or child voices or opera voices). Pitch smoothness is again satisfied if [ ] [ ]1
3

i i
fr frd d

+ − < , for i = 0, 1, 2. High 

correlation is achieved in frames for which the mean value of the normalized correlation in all four subframes is higher 
than 0.95 and the mean value of the smoothed normalized correlation is higher than 0.97. That is 

 
3 [i]

0

1
0.95

4fr fri
C C

=
= >∑  (308) 

The smoothing of the normalized correlation is done as follows 

 frfrfr CCC 25.075.0 ]1[]0[ += −  (309) 

Finally, VC mode is also selected in frames for which the flag spitchf  = Stab_short_pitch_flag  = flag_spitch  has been 

previously set to 1 in the module described in sub-clause 5.1.10.8. Further, when the signal has very high pitch 
correlation, spitchf  is also set to 1 so that the VC mode is maintained to avoid selecting Audio Coding (AC) mode later, 

as follows, 

If ( spitchf =1 or 

      (dpit1 <= 3f AND dpit2 <= 3 AND dpit3 <= 3 AND Voicing_m > 0.95 AND Voicing_sm > 0.97) or 
      (AC_old=0 AND Voicing_sm > 0.97)) 
{ 
 VC = 1; 

 spitchf =1 

} 

wherein ]1[]0[1 OLOL TTdpit −= ,  ]2[]1[2 OLOL TTdpit −= ,  ]3[]2[3 OLOL TTdpit −= , Voicing_m and Voicing_sm are  defined in 

subclause X.X.X, and AC_old=0 means the previous Audio Coding mode is not selected. 

The decision taken so far (i.e. after UC and VC mode selection) is called the “raw” coding mode, denoted rawc . The 

value of this variable from the current frame and from the previous frame is used in other parts of the codec. 

5.1.13.3 Signal classification for FEC 

This subclause describes the refinement of the signal classification algorithm described in the previous section in order 
to improve the codec's performance for noisy channels. The classification used to select UC and VC frames cannot be 
directly used in the FEC as the purpose of the classification is not the same. Instead, better performance could be 
achieved by tuning both classification aspects separately. 

The basic idea behind using a different signal classification approach for FEC is the fact that the ideal concealment 
strategy is different for quasi-stationary speech segments and for speech segments with rapidly changing characteristics. 
Whereas the best processing of erased frames in non-stationary speech segments can be summarized as a rapid drop of 
energy, in the case of quasi-stationary signal, the speech-encoding parameters do not vary dramatically and can be kept 
practically unchanged during several adjacent erased frames before being damped. Also, the optimal method for a 
signal recovery following an erased block of frames varies with the classification of the speech signal. 
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Furthermore, this special classification information is also used to select frames to be encoded with the TC mode (see 
subclause 5.1.13.4). 

To distinguish the signal classification algorithm for FEC from the signal classification algorithm for coding mode 
determination (described earlier in subclauses 5.1.13.1 and 5.1.13.2), we will refer here to “signal class” rather than 
“coding mode” and denote it FECc . 

5.1.13.3.1 Signal classes for FEC 

The frame classification is done with the consideration of the concealment and recovery strategy in mind. In other 
words, any frame is classified in such a way that the concealment can be optimal if the following frame is missing, and 
that the recovery can be optimal if the previous frame was lost. Some of the classes used in the FEC do not need to be 
transmitted, as they can be deduced without ambiguity at the decoder. Here, five distinct classes are used and defined as 
follows: 

• INACTIVE CLASS comprises all inactive frames. Note, that this class is used only in the decoder. 

• UNVOICED CLASS comprises all unvoiced speech frames and all frames without active speech. A voiced 
offset frame can also be classified as UNVOICED CLASS if its end tends to be unvoiced and the concealment 
designed for unvoiced frames can be used for the following frame in case it is lost. 

• UNVOICED TRANSITION CLASS comprises unvoiced frames with a possible voiced onset at the end. The 
onset is however still too short or not built well enough to use the concealment designed for voiced frames. The 
UNVOICED TRANSITION CLASS can only follow a frame classified as UNVOICED CLASS or UNVOICED 
TRANSITION CLASS. 

• VOICED TRANSITION CLASS comprises voiced frames with relatively weak voiced characteristics. Those are 
typically voiced frames with rapidly changing characteristics (transitions between vowels) or voiced offsets 
lasting the whole frame. The VOICED TRANSITION CLASS can only follow a frame classified as VOICED 
TRANSITION CLASS, VOICED CLASS or ONSET CLASS. 

• VOICED CLASS comprises voiced frames with stable characteristics. This class can only follow a frame 
classified as VOICED TRANSITION CLASS, VOICED CLASS or ONSET CLASS. 

• ONSET CLASS comprises all voiced frames with stable characteristics following a frame classified as 
UNVOICED CLASS or UNVOICED TRANSITION CLASS. Frames classified as ONSET CLASS correspond 
to voiced onset frames where the onset is already sufficiently built for the use of the concealment designed for 
lost voiced frames. The concealment techniques used for frame erasures following the ONSET CLASS are the 
same as those following the VOICED CLASS. The difference is in the recovery strategy. 

• AUDIO CLASS comprises all frames with harmonic or tonal content, especially music. Note that this class is 
used only in the decoder. 

5.1.13.3.2 Signal classification parameters 

The following parameters are used for the classification at the encoder: normalized correlation, 2xyR , spectral tilt 

measure, ,tilt dBe , pitch stability counter, pc, relative frame energy, relE , and zero crossing counter, zc. The 

computation of these parameters which are used to classify the signal is explained below. 

The normalized correlation, used to determine the voicing measure, is computed as part of the OL pitch analysis module 
described in subclause 5.1.10. The average correlation 2xyR is defined as 

 [ ] [ ]( )1 2
2

1

2xy norm normR C C= +  (310) 

where [ ]1
normC  and [ ]2

normC  are the normalized correlation of the second half-frame and the look ahead, respectively. 

The spectral tilt measure, ,tilt dBe , is computed as the average (in dB) of both frame tilt estimates, as described in 

subclause 5.1.13.1.2. That is 
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 [ ] [ ]{ }0 1
, 10 log max . ,1tilt dB tilt tilte e e

⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (311) 

The pitch stability counter, pc, assesses the variation of the pitch period. It is computed as follows: 

 [ ] [ ] [ ] [ ]1201 ddddpc −+−=  (312) 

where the values [ ]0d , [ ]1d  and [ ]2d correspond to the three OL pitch estimates evaluated in each frame (see subclause 
5.1.10). 

The last parameter is the zero-crossing rate, zc, computed on the second half of the current speech frame and the look-
ahead. Here, the zero-crossing counter, zc, counts the number of times the signal sign changes from positive to negative 
during that interval. The zero-crossing rate is calculated as follows 

 
368

112

1
sign ( ). ( 1)

4 pre pre

n

zc s n s n

=

⎡ ⎤= − −⎣ ⎦∑  (313) 

where the function sign[.] returns +1 if the value is positive or -1 it is negative. 

5.1.13.3.3 Classification procedure 

The classification parameters are used to define a function of merit, mf . For that purpose, the classification parameters 

are first scaled between 0 and 1 so that each parameter translates to 0 for an unvoiced signal and to 1 for a voiced signal. 
Each parameter, xp , is scaled by a linear function as follows: 

 s
x x x xp k p c= +  (314) 

and clipped between 0 and 1 (except for the relative energy which is clipped between 0.5 and 1). The function 
coefficients, xk  and xc , have been found experimentally for each of the parameters so that the signal distortion due to 

the concealment and recovery techniques used in the presence of frame erasures is minimal. The function coefficients 
used in the scaling process are summarized in the following table. 

Table 15: Coefficients of the scaling function for FEC signal classification 

parameter description xk  xc  

2xyR  normalized correlation 2.857 -1.286 

,tilt dBe  spectral tilt 0.04167 0 

pc  pitch stability counter -0.07143 1.857 

rE  relative frame energy 0.05 0.45 

zc  zero-crossing counter -0.04 2.4 

 

The function of merit has been defined as 

 ( )2 ,
1

2
6

s s s s s
m xy tilt dB rf R e pc E zc= + + + +  (315) 

where the superscript s indicates the scaled version of the parameters. The classification is then done using the function 
of merit, mf , and following the rules summarized in the following table. 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

97

Table 16: Rules for FEC signal classification 

previous class rule selected class 

VOICED CLASS 
ONSET CLASS 

VOICED TRANSITION CLASS 

0.66mf ≥  VOICED CLASS 

0.49 0.66mf≤ <  VOICED TRANSITION CLASS 

0.49mf <  UNVOICED CLASS 

UNVOICED CLASS 
UNVOICED TRANSITION CLASS 

0.63mf >  ONSET CLASS 

0.63 0.585mf≥ >  UNVOICED TRANSITION CLASS 

0.585mf ≤  UNVOICED CLASS 

 

For the purpose of FEC signal classification, all inactive speech frames, unvoiced speech frames and frames with very 
low energy are directly classified as UNVOICED CLASS. This is done by checking the following condition 

 0 OR UC OR 6LSAD raw rf c E= = < −  (316) 

which has precedence over the rules defined in the above table. 

5.1.13.4 Transient signal classification 

As a compromise between the clean-channel performance of the codec and its robustness to channel errors, the use of 
the TC mode is limited only to a single frame following voiced onsets and to transitions between two different voiced 
segments. Voiced onsets and transitions are the most problematic parts from the frame erasure point of view. Therefore, 
the frame after the voiced onset and voiced transitions must be as robust as possible. If the transition/onset frame is lost, 
the following frame is encoded using the TC mode, without the use of the past excitation signal, and the error 
propagation is broken. 

The TC mode is selected according to the counter of frames from the last detected onset/transition TCi . The 

onset/transition detection logic is described by the state machine in the following diagram. 
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Figure 14 : TC onset/transition state machine 

In the above logic, TCi  is set to 0 for all inactive frames, resp. frames for which the FEC signal class is either 

UNVOICED CLASS or UNVOICED TRANSITION CLASS. When the first onset frame is encountered TCi  is set to 1. 

This is again determined by the FEC signal class. The onset/transition frame is always coded with the GC mode, i.e. the 
coding mode is set to GC in this frame. The next active frame after the onset frame increases TCi  to 2 which means that 

there is a transition and TC mode is selected. The counter is set to -1 if none of the above situations happens waiting for 
the next inactive frame. Naturally, the GC/TC mode is selected by the above logic only when the current frame is an 
active frame, i.e. when 0LSADf > . 

5.1.13.5 Modification of coding mode in special cases 

In some special situations, the decision about coding mode is further modified. This is e.g. due to unsuitability of the 
selected coding mode at particular bitrate or due to signal characteristics which make the selected mode inappropriate. 
For example, the UC mode is supported only up to 9.6 kbps after which it is replaced by the GC mode. The reason is 
that for bitrates higher than 9.6 kbps the GC mode already has enough bits to fully represent the random content of an 
unvoiced signal. The UC mode is also replaced by the GC mode at 9.6 kbps if the counter of previous AC frames is 
bigger than 0. The counter of AC frames is initialized to the value of 200, incremented by 10 in every AC frame and 
decremented by 1 in other frames but not in IC frames. The counter is upper limited by 1000 and lower limited by 0. 

At 32 and 64 kbps, only GC and TC modes are employed, i.e. if the coding mode has been previously set to UC or VC, 
it is overwritten to GC. Finally, for certain low-level signals, it could happen that the gain quantizer in the NB VC mode 
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goes out of its dynamic range. Therefore, the coding mode is changed to GC mode if the relative frame energy 
10rE < − dB but only at 8.0 kbps and lower bitrates. 

The coding mode is also changed to the TC mode in case of mode switching. If, in the previous frame, 16 kHz ACELP 
core was used but the current frame uses 12.8 kHz ACELP core, it is better to prevent potential switching artefacts 
resulting from signal discontinuity and incorrect memory. This modification is done only for frames other than VC, i.e. 
if VC≠rawc , where rawc  is the raw coding mode described in subclause 5.1.13.2. Further, the modification takes 

place only for active frames in case of DTX operation. 

The coding mode is overridden to the TC mode if MDCT-based core was used in the last frame but the current frame is 
encoded with an LP-based core. Finally, the coding mode is changed to the TC mode if the EVS codec is operated in 
the DTX mode and if the last frame was a SID frame encoded with the FD_CNG technology. 

5.1.13.6 Speech/music classification 

Music signals, in general, are more complex than speech and conform less to any known LP-based model. Therefore, it 
is of interest to distinguish music signals (generic audio signals) from speech signals. Speech/music classification then 
allows using a different coding approach to such signals. This new approach has been called the Generic audio Signal 
Coding mode (GSC), or the Audio Coding (AC) mode. 

The speech/music classification is done in two stages. The first stage of the speech/music classifier is based on the 
Gaussian Mixture Model (GMM) and performs the best statistically based discrimination of speech from generic audio. 
The second stage has been optimized directly for the GSC mode. In other words, the classification in the second stage is 
done in such a way that the selected frames are suitable for the AC mode. Each speech/music classifier stage yields its 
own binary decision, 1SMf  and 2SMf  which is either 1 (music) or 0 (speech or background noise). The speech decision 

and the background noise decision have been grouped together only for the purposes of the speech/music classification. 
The selection of the IC mode for inactive signals incl. background noise is done later in the codec and described in 
subclause 5.1.13.5.7. 

The decisions of the first and the second stage are refined and corrected for some specific cases in the subsequent 
modules, described below. The final decision about the AC mode is done based on 1SMf  and 2SMf  but the two flags 

are also used for the selection of the coder technology which is described in subclause 5.1.16. 

5.1.13.6.1 First stage of the speech/music classifier 

The GMM model has been trained on a large database of speech and music signals covering several male and female 
speakers, multiple languages and various genres of instrumental and vocal music. The statistical model uses a vector of 
12 unique features, all normalized to a unit interval and derived from the basic parameters that have been calculated in 
the pre-processing part of the encoder. There are three statistical models inside the GMM: speech, music and noise. The 
statistical model of the background noise has been added to improve the SAD algorithm described in subclause 5.1.12. 
Each statistical model is represented by a mixture of six normal (Gaussian) distributions, determined by their relative 
weight, mean and full covariance matrix. The speech/music classifier exploits the following characteristics of the input 
signal: 

– OL pitch 

– normalized correlation 

– spectral envelope (LSPs) 

– tonal stability 

– signal non-stationarity 

– LP residual error 

– spectral difference 

– spectral stationarity 
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Figure 15 : Schematic diagram of the first stage of the speech/music classifier 

The OL pitch feature is calculated as the average of the three OL pitch estimates, i.e. 

 ( )]2[]1[]0[
0 3

1
OLOLOL TTTFV ++=  (317) 

where ][i
OLT are computed as in subclause 5.1.10.7. In onset/transition frames and in the TC frame after, it is better to use 

only the OL pitch estimate of the second analysis window, i.e. ]2[
0 OLTFV = . 

The normalized correlation feature 1FV  used by the speech/music classifier is the same one as used in the unvoiced 

signal classification. See subclause 5.1.13.1.1. for the details of its computation. In onset/transition frames and in the 

TC frame after, it is better to use only the correlation value of the second analysis window, i.e. ]2[
1 normCFV = . 

There are five LSF parameters used as features inside the first stage of the speech/music classifier. These are calculated 
as follows 

 5,..,1),arccos()arccos( ]1[
,,1 =+= −

+ iqqFV iendiendi  (318) 

Another feature used by the speech/music classifier is the correlation map which is calculated as part of the tonal 
stability measure in subclause 5.1.11.2.5. However, for the purposes of speech/music classification, it is not the long-
term correlation map which is summed but rather the correlation map of the current frame. The reason is to limit the 
impact of past information on the speech/music decision in the current frame. That is 
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In case of NB signals, the value of 7FV  is multiplied by 1.53. 

Signal non-stationarity is also used in the speech/music classifier but its calculation is slightly different than in the case 
of background noise estimation described in subclause 5.1.11.2.1. Firstly, the current log-energy per band is defined as 

 [ ] [ ] ))(5.0)(5.0log()( 10
2 iEiEiE CBCBCB += ,    i=2,.,16 (320) 

Then, 
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The LP residual log-energy ratio is calculated as 
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where the superscript [-1] denotes values from the previous frame. In case of NB signals, the statistical distribution of 

9FV  is significantly different than in case of WB signals. Thus, for NB signals 647.19 −=FV . 

For the last two features, the power spectrum must be normalized as follows: 
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and difference spectrum calculated as follows: 

 )()()( ]1[ kPSkPSkdPS nnn
−−= ,   k=3,..,69 (324) 

Then we calculate the spectral difference as the sum of )(kdPSn  in the log domain. That is 
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The spectral non-stationarity is calculated as the product of ratios between power spectrum and the difference spectrum. 
This is done as follows 
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5.1.13.6.2 Scaling of features in the first stage of the speech/music classifier 

The feature vector FVi, i=0,..,11 is scaled in such a way that all its values are approximately in the range [0;1]. This is 
done as 

 iiis sfbFVsfaiFV +=)(    i=0,..,11 (327) 

where the scaling factors sfai and sfbi have been found on a large training database. The scaling factors are defined in 
the following table. 
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Table 17: Scaling factors for feature vector in the speech/music classifier 

i 
WB NB 

isfa  isfb  isfa  isfb  

0 0.048 -0.0952 0.0041 0 
1 1.0002 0 0.8572 0.1020 
2 0.6226 -0.0695 0.6739 -0.1000 
3 0.5497 -0.1265 0.6257 -0.1678 
4 0.4963 -0.2230 0.5495 -0.2380 
5 0.5049 -0.4103 0.5793 -0.4646 
6 0.5069 -0.5717 0.2502 0 
7 0.0041 0 0.0041 0 
8 0.0022 -0.0029 0.0020 0 
9 0.0630 1.0015f 0.0630 1.0015 

10 0.0684 0.9103f 0.0598 0.8967 
11 0.1159 -0.2931 0.0631 0 

5.1.13.6.3 Log-probability and decision smoothing 

The multivariate Gaussian probability distribution is defined as 
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where FV is the feature vector, µ is the vector of means and Σ is the variance matrix. As stated before, the dimension of 
the feature vector is k=12. The means and the variance matrix are found by the training process of the Gaussian Mixture 
Model (GMM). This training is done by means of the EM (Expectation-Maximization) algorithm . The speech/music 
classifier is trained with a mixture of 6 Gaussian distributions. The log-likelihood of each mixture is defined as 

 ( ) )()(
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1
loglog2log
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1 112
ii

T
iiii wL μFVΣμFVΣ −−−++−= −π    i=1,..,6 (329) 

where wi is the weight of each mixture. The term iiw Σloglog +  is calculated in advance and stored in the form of a 

look-up table. The probability over the complete set of 6 Gaussians is then calculated in the following way: 
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and the log-likelihood over the complete set as 

 ( ) ( )122log
2

1
log π−= allall pL  (331) 

Since there are three trained classes in the GMM model (speech, music and noise), three log-likelihood values are 
obtained by the above estimation process: nms LLL ,, . Only sL  and mL  are used in the subsequent logic. nL  is used in 

the SAD algorithm to improve detection accuracy. Therefore, in case of inactive signal when fLSAD_HE is 0 

 ns LL 2.1=  (332) 

The difference of log-likelihood is calculated as 

 smsm LLdL −=  (333) 

which can be directly interpreted as a speech/music decision without hangover. This decision has low dynamic range 
and fluctuates a lot around zero, especially for mixed signals. To improve the detection accuracy, the decision is 
smoothed by means of AR filtering 

 ]1[)1( −−+= smcombsmcombsm wdLdLwdL γγ  (334) 
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where the superscript [-1] denotes the previous frame and combγ  is the filtering factor which is adaptively set on a 

frame-by-frame basis. The filtering factor is in the range [0;1] and is based on two measures (weighting factors). The 
first weighting factor Eγ  is related to the relative frame energy and the second weighting factor dropγ  is designed to 

emphasize  rapid negative changes of smdL . 

The energy-based weight Eγ  is calculated as follows 

 101.0by  dconditione,
15

1 <<+= E
r

E
E γγ  (335) 

where rE  is relative frame energy. The result of the addition means that the weight has values close to 0.01 in low-

energy segments and close to 1 in high energy, or more important, segments. Therefore, the smoothed decision follows 
the current decision more closely if the signal energy is relatively high and leads to past information being disregarded 
more readily. On the other hand, if the signal energy is low, the smoothed decision puts more emphasis on previous 
decisions rather than the current one. This logic is motivated by the observation that discrimination between speech and 
music is more difficult when the SNR of the signal is low. 

The second weighting factor dropγ  is designed to track sudden transitions from music to speech. This situation happens 

only in frames where 0<smdL  and at the same time ]1[−< smsm dLdL . In these frames 
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where the parameter dropw  is a quantitative measure of sudden falls, or drops, in the value of smdL . This parameter is 

set to 0 in all frames that do not fulfil the previous condition. In the first frame when smdL  falls below 0, it is set equal 

to its negative value and it is incremented when smdL  continues to fall in consecutive frames. In the first frame when 

smdL  stops decreasing it is reset back to 0. Thus, dropw  is positive only during frames of falling smdL  and the bigger 

the fall the bigger its value. The weighting factor dropγ  is then calculated as 

 11.0by  dconditione,
20

<<= drop
drop

drop

w
γγ  (337) 

The filtering factor is then calculated by from the product of both weights, i.e. 

 combdropEcomb γγγγ <= 01.0by  dconditione,.  (338) 

5.1.13.6.4 State machine and final speech/music decision 

The state machine is an event-based decision system in which the state of the speech/music classifier is changed from 
INACTIVE to ACTIVE and vice-versa. There are two intermediate states: ENTRY and INSTABLE. The classifier 
must always go through the ENTRY state in order to be ACTIVE. During the ENTRY period, there is no relevant past 
information that could be exploited by the algorithm for hangover additional described later in this section. When the 
classifier is in the ACTIVE state but the energy of the input signal goes down up to the point when it is almost equal to 
the estimated background noise energy level, the classifier is in an UNSTABLE state. Finally, when SAD goes to 0, the 
classifier is in INACTIVE state. The following state-flow diagram shows the transitions between the states. 
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Figure 16 : State machine for the first stage of the speech/music classifier 

The conditions for changing the states are described in from of decision tree in figure 17. The processing starts at the 
top-left corner and stops at bottom-right corner. The counter of inactive states inactc  is initialized to 0 and the state 

variable statesm  is initialized to -8. The state variable stays within the range [-8;+8] where the value of -8 means 

INACTIVE state and the value of +8 means ACTIVE STATE. If 80 << statesm  the classifier is in ENTRY state and if 

08 ≤<− statesm  the classifier is in INSTABLE state. 

If the speech/music classifier is in INACTIVE state, i.e. if 8−=statesm  then the smoothed decision is automatically set 

to 0, i.e. 0=smwdL . 

The final decision of the speech/music classifier is binary and it is characterized by the flag fSM. The flag is set to 0 if 
0_ =HELSADf  and the classifier is in INACTIVE STATE, i.e. when 8−=statesm . If there is a transition from the 

ACTIVE state to the INACTIVE or INSTABLE state, characterized by 0≤statesm , the flag retains its value from the 

previous frame. If the classifier is in ENTRY state, characterized by 80 << statesm , the flag is set according to 

weighted average of past non-binary decisions. This is done as follows 
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j
smstateentry dLjsmgdec  (339) 

where the weighting coefficients ),( jigentry  are given in the following table: 

Table 18: Weighting coefficients for the ENTRY period of the speech/music classifier 

),( jigentry  1 2 3 4 5 6 7 8 

1 1 0 0 0 0 0 0 0 
2 0.6 0.4 0 0 0 0 0 0 
3 0.47 0.33 0.2 0 0 0 0 0 
4 0.4 0.3 0.2 0.1 0 0 0 0 
5 0.3 0.25 0.2 0.15 0.1 0 0 0 
6 0.233 0.207 0.18 0.153 0.127 0.1 0 0 
7 0.235 0.205 0.174 0.143 0.112 0.081 0.05 0 
8 0.2 0.179 0.157 0.136 0.114 0.093 0.071 0.05 
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Figure 17 : Decision tree for transitions between INACTIVE and ACTIVE states of the speech/music 
classifier 

The flag SMf  is set to 1 when dec  > 2. If the classifier is in a stable ACTIVE state, the flag retains its value from the 

previous frame unless one of the following two situations happens. If 0>smwdL  but the decisions in the previous three 

frames were all “speech”, i.e. 0][ =i
SMf for i=-1,-2,-3, there is a transition from speech to music and SMf  is set to 1. If 

0<smwdL  but the decision in the previous frame was “music”, i.e. 1]1[ =−
SMf , there is a transition from music to 

speech and SMf  is set to 0. 

The speech/music decision obtained by the algorithm described so far will be denoted 1SMf  in the following text to 

distinguish it from the second stage of the speech/music classifier in which the decision will be denoted 2SMf . 
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5.1.13.6.5 Improvement of the classification for mixed and music content 

The speech/music decision 1SMf  obtained above is further refined with the goal of improving the classification rate on 

music and mixed content. A set of feature parameters are extracted from the input signal and buffered. Statistical 
analysis is performed on each feature parameter buffer and a binary speech/music decision 'SM

f  is obtained using  a 

tree-based classification. During the processing the value ‘1’ indicates music and the value ‘0’ indicates non-music. As 
a result of this refinement, the earlier speech/music decision 1SMf  may be adjusted from ‘0’ to ‘1’ if MSf ′  has a final 

value of ‘1’ in the situation that the 1SMf  and MSf ′  are not aligned with each other. 

The feature parameters used to form the feature parameter buffers include a spectral energy fluctuation parameter, flux , 

a tilt parameter of the LP analysis residual energies, Rtilt , a high-band spectral peakiness parameter, hpk , a parameter 

of correlation map sum, sumcor , a voicing parameter, vm , and finally three tonal parameters NT , 2NT  and lNT . 

Since music is assumed to only existing during high SNR active regions of the input signal, the classification refinement 
is only applied for active frames and when the long-term SNR is high. So, if the SAD flag LSADf  indicates that the 

current frame is an inactive frame or the long-term SNR LTSNR  is below a threshold of 25, i.e. 

)25||0( <== LTLSAD SNRfif , then the classification refinement is terminated without executing fully. In the early 

termination case, the speech/music decision 1SMf  is kept unchanged and two long-term speech/music decisions  

MSLTf ′ , MSfLT ′′ , as will be described later in this subclause, are both initialized to 0.5. 

Before computing the various feature parameters, percussive music is first detected. Percussive music is characterized 
by temporal spike-like signals. First the log maximum amplitude of the current frame is found as 

 255,...,1,0),)(max(log20 2max == iisAm  (340) 

where )(is  is the time-domain input frame. The difference between the log maximum amplitude and its moving average 

from the previous frame is calculated 

 
]1[

maxmax
−

−= AmAmDltA  (341) 

where  the superscript [-1] denotes the value from the previous frame. maxAm  is updated at each frame after the 

calculation of ltAD , if both the normalized pitch correlations of the current frame ]0[
normC  and ]1[

normC  as calculated in 

defined in subclause 5.1.11.3.2 are greater than 0.9 as 

 max
]1[

maxmax )1( AmAmAm ⋅−+⋅=
− αα  (342) 

where the value α is the forgetting factor and is set to 0.75 for increasing updates (
]1[

maxmax
−

> AmAm ) and 0.995 for 

decreasing updates (
]1[

maxmax
−

< AmAm ). The ltAD , the total frame energy tE  calculated in subclause 5.1.5.2, the 

normalized pitch correlation ][i
normC  defined in subclause 5.1.11.3.2 and the long-term active signal energy tE  are used 

to identify the temporal spike-like signals. First, certain energy relationship between several past frames is checked. If 

6]3[]2[ >− −−
tt EE  and ]1[]2[ −− > tt EE  and 3]0[]2[ >−−

tt EE  and 3]2[ >−−
tt EE  and ]0[]1[

tt EE >− , where the superscript 

][ i−  denotes the i -th frame in the past, the energy envelope of temporal spike-like signal is considered found. Then if 

the voicing is low, that is if 75.025.025.05.0 ]2[]1[]0[ <++ normnormnorm CCC , the percussive music flag pcf  is set to 1 

indicating the detection of spike-like signal,  if the the normalized pitch correlations for the second half of the previous 

frame, the first half of the current frame and the second half of the current frame, ]0[
normC , ]1[

normC and ]2[
normC  are all less 

than 0.75 and the ltAD  is greater than 10, or if simply the long-term speech/music decision MSLTf ′  is greater than 0.8. 
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Besides the detection of percussive music, sound attacks are also detected using ][i
tE , tE , MSLTf ′  and ]1[−

ltAD , where 

]1[−
ltAD  denotes the ltAD  of the previous frame. If 6]1[]0[ >− −

tt EE  and 5]0[ >− tt EE  and 9.0>′MSLTf  and 5]1[ >−
ltAD , 

sound attack is detected and the attack flag attf  is set to 3. The attack flag attf  is decremeted by 1 in each frame 

afterthe calculation and buffering of the spectral energy fluctuation parameter flux which is claculated from the log 

energy spectrum of the current frame as follows:  Firstly, all local peaks and valleys in the log spectrum 
126,...1,0),(log =kkPS , as calculated in equation (xx) are identified. A value of )(log kPS  is considered as a local peak 

if )1()( loglog −> kPSkPS  and )1()( loglog +> kPSkPS . A value of )(log kPS  is considered as a local valley if 

)1()( loglog −< kPSkPS  and )1()( loglog +< kPSkPS . Besides, the first local valley is found as the )(log kPS  with 

)1()( loglog +< kPSkPS and 1,...,0),()( loglog −=∀≤ kiiPSkPS , the last local valley is found as the )(log kPS  with 

)1()( loglog −< kPSkPS and 126,...,1),()( loglog +=∀≤ kiiPSkPS . For each local peak, its peak to valley distance is 

calculated as 

 1,...,1,0),()()()()(2 −=−+−= miiEiEiEiEivp vhpvlp  (343) 

where )(2 ivp  denotes the peak to valley distance of the i -th local peak, )(iE p  denotes the log energy of the i -th local 

peak and )(iEvl , )(iEvh  denote the respect log energy of the local valleys adjacent to the i -th local peak at the lower 

frequency side and  the higher frequency side, m  denotes the number of local peaks.  An array called peak to valley 
distance map is then obtained as 

 126,...,1,0,
0
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iidxkifivp
kMAP P

vp  (344) 

where )(2 kMAP vp  denotes the peak to valley distance map, )(iidxP  denotes the index (or the location) of the i -th 

local peak in the log spectrum )(log kPS . The spectral energy fluctuation parameter flux  is defined as the average 

energy deviation between the current frame spectrum and the spectrum two frames ago at locations of the local spectral 
peaks )(iidxP . The flux  is computed as 

 ∑
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where )(]0[
log kPS  and )(]2[

log kPS −  denote respectively the log energy spectrum of the current frame and the log energy 

spectrum of the frame two frames ago, m  denotes the number of local peaks. If m = 0, flux  is set to 5. The computed 

flux  is stored into a buffer 59...1,0),( =iiBUFflux  of 60 frames if there is no sound attack in the past 3 frames 

(including the current frame), that is if 0≤attf . Moreover, if the long-term speech/music decision MSLTf ′ is greater 

than 0.8, then the value of flux  is upper limited to 20 before it is stored into the )(iBUFflux .  The flux  buffer 

)(iBUFflux  is initialized at every first active frame after an inactive segment (flagged by LSADf ) that all values in the 

buffer are set to negative values. 

The effective portion of the buffer )(iBUFflux  is determined in each frame after the calculation and buffering of the 

parameter flux . The effective portion is defined as the portion in the flux  buffer )(iBUFflux which contains continuous 

non-negative values starting from the value of the latest frame . If percussive music is detected, that is if the percussive 
music flag pcf  is set to 1, each value in the effective portion of the flux  buffer )(iBUFflux  is initialized to 5. 

The tilt parameter of the LP analysis residual energies Rtilt is calculated as 
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where )(iE  is the LP error energies computed by the Levinson-Durbin algorithm. The computed Rtilt  is stored into a 

buffer 59...1,0),( =iiBUFtilt  of 60 frames. 

The high-band spectral peakiness parameter hpk  reflects an overall tonality of the current frame at its higher frequency 

band and is calculated from the peak to valley distance map )(2 kMAP vp  as 

 ∑
=

=
126

64

2 )(
k

vph kMAPpk  (347) 

The calculated hpk  is stored into a buffer 59...1,0),( =iiBUF
hpk  of 60 frames. 

The three tonal parameters NT , 2NT  and lNT  are also calculated from the peak to valley distance map )(2 kMAP vp . 

NT denotes the first number of harmonics found from the spectrum of the current frame. NT  is calculated as 

 ( )∑
=

>=
126

0

2 55)(
k

vp kMAPNT  (348) 

2NT  denotes the second number of harmonics also found from the spectrum of the current frame. 2NT  is defined 
more strictly than NT  and is calculated as 

 ( )∑
=

>=
126

0

2 80)(2
k

vp kMAPNT  (349) 

lNT denotes the number of harmonics found only at the low frequency band of the current frame’s spectrum and is 

calculated as 

 ( )∑
=

>=
64

0

2 80)(
k

vpl kMAPNT  (350) 

The calculated values of NT , 2NT  and lNT  are stored into their respective buffers )(iBUFNT , )(2 iBUFNT  and 

)(iBUF
lNT all of 60 frames. 

The sum of correlation map summ  as calculated by 

 ∑
=

=
127

0

)(
j

corsum jMm  (351) 

is also stored into a buffer 59...1,0),( =iiBUF
summ  of 60 frames, where )( jM cor  is the correlation map calculated in 

subclause 5.1.11.2.5. 

 

The voicing parameter vm  is defined as the difference of log-likelihood between speech class and music class as 
calculated in subclause 5.1.13.6.3. The vm  is calculated as  

 ms LLvm −=  (352) 
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where sL , mL  are the log-likelihood of speech class and the log-likelihood of music class respectively. vm is stored 

into a buffer 9...1,0),( =iiBUFvm  of 10 frames. 

The speech/music decision MSf ′  is obtained through a tree-based classification. The MSf ′  is first initialized as a 

hysteresis of the long-term speech/music decision MSLTf ′  from the previous frame, i.e. 

 
⎪⎩

⎪
⎨
⎧ >

=
−

′
′

otherwise

LTfif
f MS

MS
0

5.01 ]1[

 (353) 

where the superscript [-1] denotes the value from the previous frame. Then, the MSf ′  can be altered through successive 

classifications. Let LEN  denotes the length of the effective portion in )(iBUFflux . Depending on the actual value of 

LEN , different classification procedures are followed. If 5≤LEN , insufficient data is considered in the feature 
parameter buffers. The classification is terminated and the initialized MSf ′  is used as the final MSf ′ . If 105 << LEN , 

the respective mean values 
hpkM , 

summM and  NTM are calculated from )(iBUF
hpk , )(iBUF

sumcor  and )(iBUFNT  

over the effective portion and the variance tiltV , calculated over the effective portion from )(iBUFtilt  is also obtained. 

In addition, the number of positive values 6vmN  among the 6 latest values in )(iBUFvm  is counted. The speech/music 

decision MSf ′  is then set to 1 if 46 <vmN and any of the following conditions is fulfilled; 1100>
hpkM  or 

100>
summM  or 00008.0<tiltV  or 27>NTM . Otherwise, if 10>LEN , the feature buffers are first analysed over the 

portion 10POR  containing the latest 10 values.  The mean values 
10fluxM , 

10hpkM and 
10summM  are calculated 

from )(iBUFflux , )(iBUF
hpk and )(iBUF

summ  over 10POR and for the same portion the variance 
10tiltV  is also 

calculated from )(iBUFtilt .Besides, the mean value of )(iBUFflux 5fluxM , over a shorter portion of the latest 5 frames  

is also calculated. The vmN  is found as the number of positive values in )(iBUFvm . The speech/music decision MSf ′  is 

determined without the need to analyse any longer portion if strong speech or music characteristics are found within 

10POR , that is, the MSf ′  and MSLTf ′  are both set to 1 if 3<vmN  and 15
5

<fluxM  and any of the following 

conditions is fulfilled: 5.8
10

<fluxM  or 1050
10

>
hpkM  or 100

10
>

summM  or 12&&001.0
1010

<< fluxtilt MV  . The 

MSf ′  and MSLTf ′  are both set to 0  if any of the following conditions is fulfilled: 16
10

>fluxM  or 19
5

>fluxM  or 

2&&15
10

>> vmflux NM  or 0&&20)59( >≥ vmBUFflux . If no class is determined for MSf ′  over the 

10POR values, the MSf ′  is determined iteratively over portions starting from 10POR  until the whole effective portion 

is reached. For each iteration, the respective mean values fluxM , 
hpkM and 

summM  are calculated from )(iBUFflux , 

)(iBUF
hpk  and )(iBUF

sumcor  over the portion under analysis. The mean value 
10fluxM is calculated from )(iBUFflux  

over 10POR , and the number of positive values in )(iBUFvm , vmN , is also counted. The value of MSf ′  is set to 1 if 

3<vmN  and any of the following conditions is fulfilled: 15&&)10(05.012
10

<−⋅+< fluxflux MLENM  or 

)10(000018.00001.0 −⋅+< LENVtilt  or )10(51050 −⋅−> LENM
hpk  or )10(3.095__ −⋅−> LENM summapcor . If 

through the above iteration procedure the MSf ′  is not set and if the effective portion reaches the maximum of 60 frames, 

a final speech/music discrimination is made from )(iBUFNT , )(iBUF
lNT  and )(2 iBUFNT . The mean value NTM  of 

the )(iBUFNT , the sum value 
lNTS  of the )(iBUF

lNT , and the sum value 2NTM  of the )(2 iBUFNT  are calculated 

over the whole buffers. A low frequency tonal ratio 
lNTR  is calculated as 

 
2NT

NT
NT S

S
R l

l
=  (354) 

The MSf ′  is set to 1 if 18>NTM  or 2.0<
lNTR . Otherwise, if 1<NTM , the MSf ′ is set to 0. 

If LEN  is greater than 30, then both the two long-term speech/music decisions MSLTf ′  and MSfLT ′′  are updated at 

each frame with MSf ′  as 
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 MSMSMS fLTfLTf ′
−

′′ ⋅−+⋅= )97.01(97.0 ]1[  (355) 

 MSMSMS ffLTfLT ′
−

′′ ⋅−+′⋅=′ )97.01(97.0 ]1[  (356) 

where the superscript [-1] denotes the value from the previous frame. If the total frame energy tE  calculated in 

subclause 5.1.5.2 is greater than 1.5 and )59(2NTBUF  is less than 2 and the raw coding mode rawCT  is either 

UNVOICED or INACTIVE, then an unvoiced counter uvCT  initialized to 300 at the first frame is updated by 

 8−= uvuv CTCT  (357) 

Otherwise, uvCT  is incremented by 1. The value of uvCT  is bounded between [0, 300]. The uvCT  is further smoothed 

by an AR filtering as 

 uvCTCT CTLTLT
uvuv

⋅+⋅= − 1.09.0 ]1[  (358) 

where 
uvCTLT is the smoothed uvCT , the superscript [-1] denotes the value from the previous frame. If MSf ′  is set to 1 

in any previous stage, the flag 1SMf  is overridden by MSf ′  unless the long-term speech/music decision MSfLT ′′  as 

calculated in equation (356) is close to speech and the smoothed unvoiced counter
uvCTLT  exhibits strong unvoiced 

characteristic, that is, the 1SMf  is set to 1 if 1=′MSf  and 2002.0 ≥≥′ ′ uvCTMS LTorfLT  . 

5.1.13.6.6 Second stage of the speech/music classifier 

The second stage of the speech/music classifier has been designed and optimized for the GSC technology. Not all 
frames classified as music in the first stage can be encoded directly with the GSC technology due to its inherent 
limitations. Therefore, in the second stage of the speech/music classifier, a subset of frames that have been previously 

classified as “music”, i.e. for which 11 =SMf , are reverted to speech and encoded with one of the CELP modes. The 

decision in the second stage of the speech/music classifier is denoted 2SMf . The second stage is run only for WB, 

SWB and FB signals, not for NB. The reason for this limitation is purely due to the fact that GSC technology is only 
applied at bandwidths higher than NB. 

The second stage of the speech/music classifier starts with signal stability estimation which is based on frame-to-frame 
difference of the total energy of the input signal. That is 

 40,..,1for ,)( ]1[][ =−= −−− iEEidE i
t

i
tt  (359) 

Then, the mean energy difference is calculated as 

 ∑
=

=
40

1

)(
40

1

i

tt idEdE  (360) 

i.e. over the period of the last 40 frames. Then, the statistical deviation of the delta-energy values around this mean is 
calculated as 

 ( )∑
=

−=
15

1

2
)(

15

1

i

ttdev dEidEE  (361) 

i.e. over the period of the last 15 frames. 

After signal stability estimation, correlation variance is calculated as follows. First, mean correlation is estimated over 
the period of the last 10 frames. This is done as 

 ∑
=

−=
10

1

][
22 10

1

i

i
normnorm CC  (362) 
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where enormnormnorm rCCC ++= ]1[]0[
2 5.05.0  and the superscript [-1] is used to denote past frames. Then, the correlation 

variance is defined as 

 ( )∑
=

− −=
10

1

2
2

][
210

1

i

norm
i

normdev CCE  (363) 

In order to discriminate highly-correlated stable frames, long-term correlation is calculated as 

 ]1[
2

]1[
22 1.0

~
9.0

~ −− += normnormnorm CCC  (364) 

The flag hscorf  is set to 1 if 8.0
~ ]1[

2 >−
normC  and at the same time 0005.0<devE . 

In the next step, attacks are detected in the inputs signal. This is done by dividing the current frame of the input signal 
into 32 segments where each segment has the length of 8 samples. Then, energy is calculated in each segment as 

 31,..,0for ,)8()(
7

0

2 =+=∑
=

kikskE

i

preseg  (365) 

The segment with the maximum energy is then found by 

 ( ))(max kEk seg
k

att =  (366) 

and this is the position of the candidate attack. In all active frames where 0>LSADf  and for which the coding mode 

was set to GC, the following logic is executed to eliminate false attacks, i.e. attacks that are not sufficiently strong. 
First, the mean energy in the first 3 sub-frames is calculated as 

 ∑
=

=
23

0

3 )(
24

1

k

segSF kEE  (367) 

and the mean energy after the detected candidate attack is defined 

 ∑
=

−
=

31

)(
32

1

attkk

seg
att

after kE
k

E  (368) 

and the ratio of these two energies is compared to a certain threshold. That is 

 0  then  8  if
3

=< att
SF

after
k

E

E
 (369) 

Thus, the candidate attack position is set to 0 if the attack is not sufficiently strong. Further, if the FEC class of the last 
frame was VOICED CLASS and if 20/ 3 <SFafter EE  then attk  is also set to 0. 

To further reduce the number of falsely detected attacks, the segment with maximum energy is compared to other 

segments. This comparison is done regardless of the selected coding mode and LSADf . 

 attatt
seg

attseg
kkkk

kE

kE
≠==< ,21,..,2for 0  then  3.1

)(

)(
  if  (370) 

Thus, if the energy in any of the above defined segments, other than attk , is close to that of the candidate attack, the 

attack is eliminated by setting attk  to 0. 

Initially the speech/music decision in the second stage is set equal to the speech/music decision from the first stage, i.e. 

12 SMSM ff = . In case the decision is “music”, it could be reverted to “speech” in the following situations. 
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The decision is reverted from music to speech for highly correlated stable signals with higher pitch period. These 
signals are characterized by 

 0  then  130  AND   0  if 2
]0[ =>> SMOLhscor fTf  (371) 

Further, if the above condition is fulfilled and the selected coding mode was TC, it is changed to GC. This is to avoid 
any transition artefacts during stable harmonic signal. 

In case there is an energetic event characterized by 5.4)1( >tdE  and at the same time 10)2()1( >− tt dEdE  it could 

mean that an attack has occurred in the input signal and the following logic takes place. If, in this situation, the counter 
of frames from the last detected onset/transition TCi , described in section X.X, has been set to 1 the attack is confirmed 

and the decision is changed to speech, i.e. 02 =SMf . Also, the coding mode is changed to TC. Otherwise, if there has 

been an attack found by the attack tracking algorithm described above, and the position of this attack is beyond the end 
of the third sub-frame, the decision is also changed to speech and the coding mode is changed to TC. That is 

 0   then  24  if 2 =≥ SMatt fk  (372) 

Furthermore, an attack flag attf  is set to 1 if the detected attack is located after the first quarter of the first sub-frame, 

i.e. when 4≥attk . This flag is later used by the GSC technology. Finally, the attack flag attf  is set to 1 in all active 

frames ( 1=LSADf ) that have been selected for GC coding and for which the decision in the first stage of the 

speech/music classifier was “speech”. However, it is restricted only to frames in which the attack is located in the fourth 
subframe. In this case, the coding mode is also changed to TC for better representation of the attack. 

As previously described, if spitchf =flag_spitch=1, VC mode is maintained and AC mode is set to 0; that is,  

if ( spitchf =1  and  sampling rate = 16kHz and  bit rate < 13.2kbps ) 

{ 

 2SMf =0; 

} 

5.1.13.6.7 Context-based improvement of the classification for stable tonal signals 

By using context-based improvement of the classification, an error in the classification in the previous stage can be 
corrected. If the current frame has been provisionally classified as “speech”, the classification result can be corrected to 
“music”, and vice versa. To determine a possible error in the current frame, the values of 8 consecutive frames 
including the current frame are considered for some features. 

Figure 18 shows the multiple coding mode signal classification method. If the current frame has been provisionally 
classified as “speech” after the first- and second-stage classification, then the frame is encoded using the CELP-based 
coding. On the other hand, if the current frame is initially classified as “music” after the first- and second-stage 
classification, then the frame is further analysed for fine-classification of “speech” or “music” to select either the GSC-
based coding or MDCT-based transform coding, respectively. The parameters used to perform the fine-classification in 
multiple coding mode selection include: 

• Tonality 

• Voicing 

• Modified correlation 

• Pitch gain, and 

• Pitch difference 

The tonality in the sub-bands of 0-1kHz, 1-2 kHz, and 2-4 kHz are estimated as 1tonality , 2tonality , and 3tonality  as 

follows: 
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where PS  is the power spectrum. The maximum tonality, tonality , is estimated as, 

 ( )3,2,1max tonalitytonalitytonalitytonality =   

The voicing feature, voicing , is the same one as used in the unvoiced signal classification. See equation (237) in 

subclause 5.1.13.1.1. for the details of its computation. The voicing feature from the first analysis window is used, i.e. 

 ]0[
normCvoicing =   

The modified correlation, corrold _ , is the normalized correlation from the previous frame. 

The pitch gain, pitchGainlowrate _ , is the smoothed closed-loop pitch gain estimated from the previous frame, i.e., 

 pitgainpitchGainlowratepitchGainlowrate _*1.0_*9.0_ +=   

where pitgain _  is the ACB gain in each of the sub-frames from the previous frame. 

The pitch deviation is estimated as the sum of pitch differences between the current frame open-loop pitch , n
opT  and the 

open loop pitch in the previous three frames, 321 ,, −−− n
op

n
op

n
op TTT  

 ∑
=

− −=
3

1

_
i

n
op

in
op TTdiffpitch   

The features, voicing , corrold _ , and tonality  are smoothed to minimize spurious instantaneous variations as 

follows: voicingvoicingltvoicinglt cc *)1(_*_ 11 αα −+=   

 corroldcorrltcorrlt cc _*)1(_*_ 22 αα −+=   

 tonalitytonalitylttonalitylt cc *)1(_*_ 33 αα −+=   

where c1α  and c2α are 0.1 in active frames (i.e., SAD = 1), and 0.7 in background noise and inactive frames. Similarly, 

c3α is 0.1 in active frames and 0.5 in inactive frames. 
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Figure 18 : Multiple coding mode signal classification 

The following condition is evaluated to select the GSC or MDCT based coding, 
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A hangover logic is used to prevent frequent switching between coding modes of GSC and MDCT-based coding. A 
hangover period of 6 frames is used. The coding mode is further modified as per below.  

Figure 19 shows two independent state machines, which are defined in the context-based classifier, SPEECH_STATE 
and MUSIC_STATE. Each state machine has two states . In each state a hangover of 6 frames is used to prevent 
frequent transitions. If there is a change of decision within a given state, the hangover in each state is set to 6, and the 
hangover is then reduced by 1 for each subsequent frame. A state change can only occur once the hangover has been 
reduced to zero. The following six features are used in the context-based classifier (the superscript [-i] is used below to 
denote the past frames). 

The tonality in the region of 1~2 kHz, 2ton  is defined as 

 { }
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The tonality in the region of 2~4 kHz, 3ton  is defined as 

 { }
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= ∑
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1
log*2.0

i

itonalityton  (374) 

The long-term tonality in the low band, LTton  is defined as 

 [ ]tonalitylttonLT _log*2.0 10=  (375) 

The difference between the tonality in 1~2 kHz band and the tonality in 2~4 kHz band is defined as 

 { }))(3(log))(2(log*2.0 1010 ntonalityntonalityd ft −=  (376) 

The linear prediction error errLP  is defined as 

 { }∑
=

−=
7

0

2][ )9(
8

1

i

i
serr FVLP  (377) 

where )9(sFV  has been defined in equation (327). 

The difference between the scaled voicing feature )1(sFV  defined equation (327) and the scaled correlation map feature 

)7(sFV  defined in equation (327) is defined as 

 )0),7()1(max( ssvcor FVFVd −=  (378) 

The following two independent state machines are used to correct errors in the previous stages of the speech/music 
classification. The are two state machines are called SPEECH_STATE and MUSIC_STATE. There are also two 
hangover variables denoted sphang  and mushang  which are initialized to the value of 6 frames. The following four 

conditions are evaluated to determine the transition of one state to another. 

Condition A is defined as 

 

( )

1then

760)1(AND)1(AND)7(ANDAND

ANDAND120)7(21AND10AND40 if
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A
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 (379) 

Condition B is then defined as 

 1then40 if =< Bvcor f .d  (380) 

Condition C is defined as 

 
1then

5.0  AND54.00.26  AND22.0 AND54.00.26 if 32

=
><<><<

C

errLT

f

LP ton ton ton
 (381) 

and finally condition D is defined as 

 1 then45.00.26  AND26.0 AND34.0 if 32 =<<<< DLT fton ton ton  (382) 
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Figure 19 : State machines for context-based speech/music correction 

The decisions from the speech/music classifier, 1SMf  and 2SMf  are changed to 0 (“speech”) if 1SMf  was previously 

set to 1 (“music”) and if the context-based classifier is in SPEECH_STATE. Similarly, the decisions from the 

speech/music classifier, 1SMf  and 2SMf  are changed to 1 (“music”) if 1SMf  was previously set to 0 (“speech”) and if 

the context-based classifier is in MUSIC_STATE 

5.1.13.6.8 Detection of sparse spectral content 

At 13.2kbps, the coding of music signal benefits from combining the advantages of MDCT and GSC technologies. For 
frames classified as music after the context-based improvement, coding mode producing better quality is selected 
between MDCT and GSC based on an analysis of signal spectral sparseness and linear prediction efficiency (depending 
on the input bandwidth). 

For each active frame, the sum of the log energy spectrum 127,...,1,0),(log =kkPS  is calculated to determine the 

spectral sparseness analysis. 

 ∑
=

=
127

0

log )(
log

k

PS kPSS  (383) 

Then the log energy spectrum )(log kPS  is sorted in descending order of magnitude. Each element in the sorted log 

energy spectrum )(log kPS ↓  is accumulated one by one along in descending order until the accumulated value exceeds 

75% of the 
logPSS . The index (or the position), spaI , of the last element added into the accumulation can be regarded as 

a kind of representation of the spectral sparseness of the frame and is stored into a sparseness buffer )(kBUFspa  of 8 

frames. 

If the input bandwidth is WB, some parameters dedicated to WB are calculated, including the mean of the sparseness 
buffer, the long-term smoothed sparseness, the high-band log energy sum, the high-band high sparseness flag, the low-
band high sparseness flag, the linear prediction efficiency and the voicing metric. For other input bandwidths the above 
parameters are not calculated. The mean of the sparseness buffer is obtained as 

 ∑
=

⋅=
7

0

)(
8

1

k

spaspa kBUFM  (384) 

Then the long-term smoothed sparseness spaLT  is calculated as 

 min4
]1[ 25.075.0 MLTLT spaspa ⋅+⋅= −  (385) 

where ]1[−
spaLT denotes the long-term smoothed sparseness in the previous frame, min4M  denotes the average of the four 

smallest values in the sparseness buffer )(kBUFspa . The reason of using min4M  is to reduce the possible negative 
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impact to the spaLT  from interfering frames. The long-term smoothed sparseness spaLT  is initialized to the value of 

spaI  and the sparseness buffer )(kBUFspa  is also initialized to the value of spaI  for all its elements if the current 

frame is the first active frame after a pause. The high-band log energy sum is calculated over 127,...,81,80),(log =kkPS  

 ∑
=

=
127

80

log )(
log

k

hPS kPSS  (386) 

To obtain the high-band high sparseness flag, the high-band log energy spectrum 127,...,81,80),(log =kkPS  is first 

sorted in descending order. The ratio of the sum of the first 5 elements (or the 5 largest values) of the sorted high-band 
log energy spectrum to the high-band log energy sum is calculated 
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where 47,...,1,0),(log =↓ kkPS h  is the sorted high-band log energy spectrum. The ratio sphR  can be regarded as a kind 

of representation of the high-band spectral sparseness of the frame and is stored into a high-band sparseness buffer 
)(kBUFspah . The mean of the buffer )(kBUFspah  is calculated. If the mean is greater than 0.2, the high-band high 

sparseness flag spahf  is set to 1 indicating a high sparseness of the high-band spectrum, otherwise set to 0. Similarly, to 

obtain the low-band high sparseness flag, the low-band log energy spectrum 59,...,1,0),(log =kkPS  is sorted in 

descending order and the ratio of the sum of the first 5 elements (or the 5 largest values) of the sorted low-band log 
energy spectrum to the low-band log energy sum is calculated 
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where 47,...,1,0),(log =↓ kkPS l  is the sorted low-band log energy spectrum. The ratio splR  can be regarded as a kind 

of representation of the low-band sparseness of the frame. If the ratio is greater than 0.18, the low-band high sparseness 
flag spalf  is set to 1 indicating a high sparseness of the low-band spectrum, otherwise set to 0. The LP residual log-

energy ratio of the current frame epsP , as calculated in subclause 5.1.13.5.1 which is shown again below 
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is stored into a LP residual log-energy ratio buffer )(kBUFepsP  of 8 frames. The mean of the buffer )(kBUFepsP , 

epsPM , is calculated and used to represent the short-term linear prediction efficiency at the current frame. The lower 

the epsPM  is the higher the short-term linear prediction efficiency is. The scaled normalized correlation )1(sFV  as 

calculated in subclause 5.1.13.5.2 is stored into a voicing buffer )(kBUFv  of 8 frames. The mean of the buffer 

)(kBUFv , vM , is calculated and used to represent the voicing metric at the current frame. 

Decision on which coding mode to use (MDCT or GSC) is made for each frame previously classified as music, that is, 
for each frame where 1SMf  is set to 1. GSC coding mode is selected by setting 2SMf  to 1 and changing 1SMf  to 0. 

GSC coding mode is selected for frame with extremely non-sparse spectrum, that is, when spaI  is greater than 90. In 

this case, the GSC hangover flag 
GSCHf  is also set to 1 meaning that a soft hangover period will be applied. Otherwise, 

if 
GSCHf  is set to 1, the current frame is in a soft hangover period where the determination of extremely non-sparse 
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spectrum is slightly relaxed, that is, GSC coding mode is selected if spaI  is greater than 85. If in above case, spaI  is 

not greater than 85, GSC coding mode is still selected if spaI  of the current frame is deviating from the average spaI  of 

its adjacent GSC coded frames by less than 7. A maximum of 7 frames are used for the averaging. The selection 
between MDCT coding mode and GSC coding mode ends here if the input bandwidth is SWB. For WB input 
bandwidth, one more step is applied. In this case, GSC coding mode is also selected if the various sparseness measures 
calculated all do not exhibit strong sparseness characteristics and the linear prediction efficiency is assumed high. 
Specifically, GSC coding mode is selected if 3.1−<epsPM  and 85.0>vM  and 50>spaI  and 60>spaLT  and spalf  

is set to 0 and 
loglog

15.0 PShPS SS ∗≤  or if condition 
loglog

15.0 PShPS SS ∗≤  is not met but spahf  is not set to 1. In above 

case, the GSC hangover flag 
GSCHf  is also set to 1. The flag 

GSCHf  is set to 0 if GSC coding mode is not selected 

through the whole procedure described above. 

5.1.13.6.9 Decision about AC mode 

The decisions in the first and in the second stage of the speech/music classifier, refined and corrected by the modules 
described so far are used to determine the usage of the AC mode. As mentioned before, in the AC mode GSC 
technology is used to encode the input signal. The decision about the AC mode is done always but the GSC technology 
is used only at certain bitrates. This is described in subclause 5.1.16. 

Before making decision about the AC mode, the speech/music classification results are overridden for certain noisy 
speech signals. If the level of the background noise is higher than 12dB, i.e. when 12>tN , then 021 == SMSM ff . 

This is a protection against mis-classification of active noisy speech signals. 

For certain unvoiced SWB signals, GSC technology is preferred over the UC or GC mode which would normally be 
selected. In order to override the selection of the coding mode, there is a flag denoted SWBUVf _  which is set to 1 under 

the following condition 

 1  then   AND  AND0  AND12  AND1 if _1 ==≥=>= SWBUVrawSMtSAD fUCcSWB BW f N f  (390) 

where rawc  is the raw coding mode, described in subclause 5.1.13.2. 

The AC mode is selected if 12 =SMf  or if 1_ =SWBUVf . 

5.1.13.6.10 Decision about IC mode 

The IC mode has been designed and optimized for inactive signals which are basically the background noise. Two 
encoding technologies are used for the encoding of these frames, the GSC and the AVQ. The GSC technology is used at 
bitrates below 32kbps and the AVQ is used otherwise. The selection of the IC mode at bitrates below 32kbps are 
conditioned by 1=SADf  whereas for higher bitrates, the condition is changed to 1=LSADf . 

The TC mode and the AC mode are not used at 9.6, 16.4 and 24.4 kbps. Thus, at these bitrates, the coding mode is 
changed to the GC mode if it was previously set to the TC or AC mode. Furthermore, the selection of the IC mode at 
the previously mentioned bitrates is conditioned only by 1=SADf . 

5.1.14 Coder technology selection 

Multiple coding technologies are employed within the EVS codec, based on one of the following two generic principles 
for speech and audio coding, the LP-based (analysis-by-synthesis) approach and the transform-domain (MDCT) 
approach. There is no clearly defined borderline between the two approaches in the context of this codec. The LP-based 
coder is essentially based on the CELP technology, optimized and tuned specifically for each bitrate. The transform-
domain approach is adopted by the HQ MDCT technology. There are also two hybrid schemes in which both 
approaches are combined, the GSC technology and the TCX technology. The selection of the coder technology depends 
on the actual bitrate, the bandwidth, speech/music classification, the selected coding mode and other parameters. The 
following table shows the allocation of technologies based on bitrate, bandwidth and content. 
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Table 19: Allocation of coder technologies per bitrate, bandwidth and content 

bitrate 7.2 8 9.6 13.2 16.4 24.4 32 48 64 

NB          
speech ACELP ACELP ACELP ACELP      

audio HQ MDCT HQ 
MDCT 

TCX TCX/HQ 
MDCT* 

     

noise GSC GSC TCX GSC      
WB          

speech ACELP ACELP ACELP ACELP ACELP ACELP ACELP TCX ACELP 

audio GSC GSC TCX TCX/HQ MDCT* TCX HQ MDCT TCX HQ 
MDCT 

noise GSC GSC TCX GSC TCX TCX ACELP TCX ACELP 
SWB          

speech    ACELP ACELP ACELP ACELP TCX ACELP 

audio    GSC/TCX/HQ 
MDCT† 

TCX/HQ 
MDCT* TCX/HQ MDCT* TCX HQ 

MDCT 
noise    ACELP TCX TCX ACELP TCX ACELP 

FB          
speech     ACELP ACELP ACELP TCX ACELP 

audio     TCXHQ 
MDCT* TCX/HQ MDCT* TCX HQ 

MDCT 
noise     TCX TCX ACELP TCX ACELP 

* the TCX technology is switched with the HQ MDCT technology at these operating points based on the content on a frame-by-frame basis 
† exceptionally, for SWB signals at 13.2 kbps, GSC technology is used for some particular audio signals 

The TCX technology is used for any content at bitrates higher than 64 kbps. 

At 9.6kbps, 16.4kbps and 24.4kbps a specific technology selector is used to select either ACELP or an MDCT-based 
technology (HQ MDCT or TCX). This selector is described in clause 5.1.14.1. 

At all other bitrates, the division into “speech”, “audio” and background “noise” is based on the decision of the SAD 
and on the decision of the speech/music classifier. 

The decision between the TCX technology and the HQ MDCT technology is done adaptively on a frame-by-frame 
basis. There are two selectors, one for 13.2 and 16.4 kbps and the second for 24.4 and 32 kbps. There is no adaptive 
selection beyond these bitrates as shown in the above table. These two selectors are described in detail in the subclauses 
5.1.14.2 and 5.1.14.3. 

5.1.14.1 ACELP/MDCT-based technology selection at 9.6kbps, 16.4 and 24.4 kbps 

At 9.6kbps, 16.4kbps and 24.4kbps the decision to choose either ACELP or an MDCT-based technology is not based on 
the decision of the speech/music classifier as it is done for other bitrates, but on a specific technology selector described 
below. 

The technology selector is based on two estimates of the segmental SNR, one estimate corresponding to the transform-
based technology (described in subclause 5.1.14.1.1), another estimate corresponding to the ACELP technology 
(described in subclause 5.1.14.1.2). Based on these two estimates and on a hysteresis mechanism, a decision is taken 
(described in subclause 5.1.14.1.3). 

5.1.14.1.1 Segmental SNR estimation of the MDCT-based technology 

The segmental SNR estimation of the TCX technology is based on a simplified TCX encoder. The input audio signal is 
first filtered using a LTP filter, then windowed and transformed using a MDCT, the MDCT spectrum is then shaped 
using weighted LPC, a global gain is then estimated, and finally the segmental SNR is derived from the global gain. All 
these steps are described in detail in the following clauses. 

5.1.14.1.1.1 Long term prediction (LTP) filtering 

The LTP filter parameters (pitch lag and gain) are first estimated. The LTP parameters are not only used for filtering the 
audio input signal for estimating the segmental SNR of the transform-based technology. The LTP parameters are also 
encoded into the bitstream in case the TCX coding mode is selected, such that the TCX LTP postfilter described in 
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subclause 6.9.2.2 can use them. Note that the LTP filter parameter estimation is also performed at 48kbps, 96kbps and 
128kbps even though the parameters are not used to filter the audio input signal in this case. 

A pitch lag with fractional sample resolution is determined, using the open-loop pitch lag [ ]1
OLT  and an interpolated 

autocorrelation. The LTP pitch lag has a minimum value of minp , a maximum value of maxp  and a fractional pitch 

resolution resp . Additionally, two thresholds 1frp  and 2frp  are used. If the pitch lag is less than 2frp , the full 

fractional precision resp  is used. If the pitch lag is greater than 1frp , no fractional lag is used. For pitch lags in 

between, half of the fractional precision resp  is used. These parameters depend on the bitrate and are given in the table 

below. 

Table 20: LTP parameters vs bitrate 

Bitrate LTP sampling rate LTP frame length LTPN  resp  minp  maxp  1frp  2frp  

9.6kbps 12.8kHz 256 4 29 231 154 121 

16.4-24.4kbps 16kHz 320 6 36 289 165 36 

48kbps 25.6kHz 512 4 58 463 164 58 

96-128kbps 32kHz 640 6 72 577 75 72 

 

First the parameter δ  is initialized depending on the fractional pitch resolution: 
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Then the search range for the pitch lag is determined as follows: 
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For the search range, autocorrelation of the weighted input signal hs  (including the look-ahead part) is computed (note 

that at 48kbps, 96kbps and 128kbps, the weighted input signal is not available, so the non-weighted input signal is used 
instead), extended by 4 additional samples in both directions required for subsequent interpolation filtering: 

 ( ) ( ) ( ) ( ) ( )4...4, maxmin
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i

hh . (393) 

Within the search range, the index and value of the maximum correlation are determined: 
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The maximum correlation value is normalized as follows: 
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The fractional precision of the transmitted pitch lag is determined by the initial pitch lag LTPd , the maximum fractional 

resolution resp , and the thresholds 1frp  and 2frp . 
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For determining fractional pitch lag the autocorrelation C  is interpolated around the maximum value by FIR filtering: 
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The integer and fractional parts of the refined pitch lag ( LTPd  and LTPf ) are then determined by searching the 

maximum of the interpolated correlation: 
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For transmission in the bitstream, the pitch lag is encoded to an integer index lagLTPI ,  (that can be encoded with 9 bits) 

as follows: 
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The decision if LTP is activated is taken according to the following condition: 
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with the temporal flatness measure LTPTFM  and the maximum energy change LTPMEC  are computed as described in 

clause 5.1.8. 

If LTP is activated, the predicted signal preds  is computed from the input signal s  (including the lookahead part) by 

interpolating the past input signal using a polyphase FIR filter. The polyphase index of the filter is determined by the 
fractional pitch lag: 
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The LTP gain LTPg~   is computed from the input and predicted signals: 
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For transmission in the bitstream, the gain is quantized to an integer index gainLTPI ,  (that can be encoded with 2 bits)

  

 ⎣ ⎦( )3,5.0~4min, −= LTPgainLTP gI . (407) 

The quantized gain LTPg  is computed as: 

 ( )115625.0 , += gainLTPLTP Ig . (408) 

If the quantized gain is less than zero, LTP is deactivated: 
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 ( ) 00, =< ongainLTP LTPthenIif . (409) 

If LTP is not active, the LTP parameters are set as follows: 
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The LTP filtered signal is then computed, except at 48kbps, 96kbps and 128kbps. The LTP filtered signal is computed 
by multiplying the predicted signal with the LTP gain and subtracting it from the input signal. To smooth parameter 
changes, a zero input response is added for a 5ms transition period. If LTP was not active in the previous frame, a linear 
fade-in is applied to the gain over a 5ms transition period. 

If LTP was active in the previous frame, the zero input response z  is computed: 
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The zero input response is then computed by LP synthesis filtering with zero input, and applying a linear fade-out to the 
second half of the transition region: 
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with the LP coefficients are obtained by converting the mid-frame LSP vector of the current frame ,mid iq  using the 

algorithm described in subclause 5.1.9.7. Finally the LTP filtered signal is computed: 

 ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
1...0,

0,

0,1,
64

min
−=

⎪
⎩

⎪
⎨

⎧

≠+−

=⎟
⎠

⎞
⎜
⎝

⎛−
= TCX

prev
LTPpredLTP

prev
LTPpredLTP

LTP Nn

gifnznsgns

gifnsg
n

ns
ns . (416) 

5.1.14.1.1.2 Windowing and MDCT 

The LTP filtered signal LTPs  is windowed using a sine-based window whose shape depends on the previous mode. If 

the past frame was encoded with a MDCT-based coding mode, the window is defined as 

 ( ) 0=nw , for 1,...,
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n . (417) 
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 ( ) 1=nw , for 1,..., −= NLn . (419) 
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If the past frame was encoded with the ACELP coding mode, the window is defined as 
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with 112=L , 256=N  at 12.8kHz, and 140=L , 320=N  at 16kHz. The total  length of the window is N2  (40ms) 
when the past frame was encoded with a MDCT-based coding mode and 2/5N  (50ms) when the past frame was 
encoded with the ACELP coding mode. 

The windowed LTP-filtered signal is transformed with a MDCT using time domain aliasing (TDA) and a discrete 
cosine transform (DCT) IV as described in subclause 5.3.2.2, producing the MDCT coefficients ( )iX with 

1,...,0 −= TCXLi , TCXL  is N  when the past frame was encoded with a MDCT-based coding mode and TCXL  is 

4/5N  when the past frame was encoded with the ACELP coding mode. 

5.1.14.1.1.3 MDCT spectrum shaping 

The mid-frame LSP vector of the current frame ,mid iq  is converted into LP filter coefficients ( )zATCX  using the 

algorithm described in clause 5.1.9.7. The LP filter coefficients ( )zATCX  are then weighted as described in clause 

5.1.10.1, producing weighted LP filter coefficients ( ) ( )1/
~ γzAzA TCXTCX = with 92.01 =γ at 12.8kHz and 94.01 =γ at 

16kHz. The weighted LP filter coefficients are then transformed into the frequency domain as described in subclause 
5.3.3.2.3.2. The obtained LPC gains are finally applied to the MDCT coefficients as described in subclause 5.3.3.2.3.3, 

producing the LPC shaped MDCT coefficients ( )iX̂ . 

When the encoded bandwidth is NB, the MDCT coefficients corresponding to the frequencies above 4kHz are set to 

zeros: ( ) 0ˆ =iX , 1
8

5
,...,0 −= TCXL

i . 

5.1.14.1.1.4 Global gain estimation 

A global gain TCXg  is estimated similarly to the first step described in subclause 5.3.3.2.8.1.1. The energy of each 

block of 4 coefficients is first computed: 
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A bisection search is performed with a final resolution of 0.125dB: 

Initialization: Set fac = offset = 128 and target = 500 if NB, target = 850 otherwise 
Iteration: Do the following block of operations 10 times 
1- fac=fac/2 
2- offset = offset – fac 
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3- if(ener>target) then offset=offset+fac 
 
If offset<=32, then offset= -128. 
The gain is then given by: 

20/10offset
TCXg =  

5.1.14.1.1.5 Segmental SNR estimation of the MDCT-based technology 

The estimated TCX SNR in one subframe is given by 
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Finally, the estimated segmental SNR of the whole encoded TCX frame TCXssnr is obtained by converting the per-

subframe SNRs TCXsnr into dB and averaging them over all subframes. 

5.1.14.1.2 Segmental SNR estimation of the ACELP technology 

The segmental SNR estimation of the ACELP technology is based on the estimated SNR of the adaptive-codebook and 
the estimated SNR of the innovative-codebook. This is described in detail in the following clauses. 

5.1.14.1.2.1 SNR estimation of the adaptive-codebook 

An integer pitch-lag per subframe intd  is derived from the refined open-loop pitch lags frd  (see clause 5.1.10.9). 

When the sampling-rate is 12.8kHz, the number of subframe is four, and the integer pitch lags are simply equal to the 
refined open-loop pitch lags rounded to the nearest integer. 
When the sampling-rate is 16kHz, the number of subframe is five. The refined open-loop pitch lags are first scaled by a 
factor of 1.25, then they are rounded to the nearest integer and finally the four obtained integer pitch lags are mapped to 
the five subframes. The first integer pitch-lag is mapped to the first subframe, the second integer pitch-lag is mapped to 
the second subframe, the third integer pitch-lag is mapped to the third and fourth subframes, and the fourth integer 
pitch-lag is mapped to the fifth subframe. 

A gain is then computed for each subframe 
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The estimated SNR of the adaptive-codebook is then computed for each subframe 
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5.1.14.1.2.2 SNR estimation of the innovative-codebook 

The estimated SNR of the innovative-codebook inosnr  is assumed to be a constant, which depends on the encoded 

bandwidth and on the bitrate. 15.0=inosnr  at 9.6kbps NB, 059.0=inosnr  at 9.6kbps WB and 092.0=inosnr  at 16.4 

and 24.4kbps WB and SWB. 

5.1.14.1.2.3 Segmental SNR estimation of ACELP 

The estimated SNR of one ACELP encoded subframe is then computed by combining the adaptive-codebook SNR and 
the innovative-codebook SNR. 

 inoadaace snrsnrsnr = . (430) 

Finally, the estimated segmental SNR of the whole encoded ACELP frame acessnr is obtained by converting the per-

subframe SNRs acesnr into dB and averaging them over all subframes. 

5.1.14.1.3 Hysteresis and final decision 

The ACELP technology is selected if 

 TCXace ssnrdssnrssnr >+ . (431) 

otherwise the MDCT-based technology is selected. 

dssnr adds hysteresis in the decision, in order to avoid switching back and forth too often between the two coding 
technologies. dssnr is computed as described below ( dssnr  is 0 by default). 
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with TFM  is the temporal flatness measure described in clause 5.1.8, stabfac  is a stability factor described in 

subclause 6.1.1.3.2 but using the unquantized LSF parameters estimated at 12.8kHz, framesacelpnum __ is the 

number of consecutive previous ACELP frames (if the previous frame was not ACELP, 0__ =framesacelpnum ), 

LTSNR  is the long-term SNR as described in clause 5.1.12, flagvad _  is the SAD decision as described in clause 

5.1.12, and ondtx _  indicates whether DTX is enabled or not. 
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5.1.14.2 TCX/HQ MDCT technology selection at 13.2 and 16.4 kbps 

The selection between TCX and HQ MDCT (Low Rate HQ) technology at 13.2 kbps (NB, WB and SWB) and 16.4 
kbps (WB and  SWB) is done on a frame-by-frame basis and is based on the following measures. 

– Voicing measures 

– Spectral noise floor 

– SAD decision 

– High-band energy 

– High-band sparseness (with hysteresis) 

The boundaries of frequency bands for the purposes of the TCX/HQ technology selection is set according to the 
following table. 

Table 21: Boundaries of frequency bands for TCX/HQ MDCT (Low Rate HQ) selection 

Band 
width 

Low band 
CLDFB 

LCLDFBb  

High band 
CLDFB 

HCLDFBb  

Low band FFT 

LFFTb  
High band FFT 

HFFTb  

NB 8 10 FFTL /4 FFTL *5/16 

WB 12 20 FFTL *3/8 FFTL /2 

SWB 16 40 
FFTL /2 for 

sparseness, 

FFTL *3/8 otherwise 
FFTL /2 

 

Voicing measure V is defined as the average of pitch gain [ ]0
normC  of the former half-frame and [ ]1

normC  of the latter half-

frame defined in (81), 

 [ ] [ ]( )10

2

1
normnorm CCV += . (435) 

Sparseness measure S  is defined as 

 LFFTbpS /2.1 ⋅−= , (436) 

where p is a number of bins which attain following condition within low band: 

 ))G_PEAK_THRMDCT_SW_SI()10log(,0.3,,max( 11 −⋅> +− totiii EEEE , (437) 

where totE is an averaged energy of all spectrum bands. 

High energy measure HighE is defined in terms of CLDFB energy as 
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Flag indicating the sparseness for high bands, SPARSEHf _  = TRUE when 

 THRHI_SPARSE_)( ⋅−≤ LFFTHFFTpeak bbN , (439) 

where  peakN is a number of FFT bins within LFFTb and 1−HFFTb  which attain 
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 G_LINE_THRMDCT_SW_SIlog(10) + Etot ⋅≥jE . (440) 

Otherwise, SPARSEHf _ =FALSE. 

Flag indicating the sparseness for high bands with hysteresis, HYSSPARSEHf __ = TRUE when 

 AC)THR/HYST_FHI_SPARSE_)(( ⋅−≤ LFFTHFFTpeak bbN . (441) 

Otherwise, HYSSPARSEHf __ =FALSE. 

Additionally, SPARSEHf _  is set TRUE when following is satisfied: 

 [ ] [ ] [ ] R)VOICING_TH),,&(min(& && 0 210
H_SPARSEH_SPARSE >> normnormnorm CCCfprev_ f . (442) 

floorE is the averaged energy only for the local minima of the spectrum. With the notation of 5.1.11.2.5, it is defined as: 

 ∑
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=
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1

0 min
min
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))((

1 N

i dBfloor iiE
N

E . (443) 

Correlation map sum, summ  is defined in 5.1.11.2.5. 

Indication of possible switching, Switchf  =TRUE when previous core was not Transform coding, or followings are 

satisfied. 
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where HIGHfprev _ and  SPARSEHfprev __  are HIGHf  and SPARSEHf _  at the previous frames. Note that 

SPARSEHfprev __ is integer from -1 to 2, while others are all Boolean. 

Indication of preference for TCX, TCXf  = TRUE when followings are satisfied: 
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Indication of preference for HQ MDCT, HQf  = TRUE when followings are satisfied: 
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, (446) 

where transient_frame is the output of the time-domain transient detector (see 5.1.8). For 16.4 kbps, TCXf  is set to 

FALSE and HQf  to TRUE when transient_frame is detected. 

Based on the above definitions and thresholds listed in the table below, switching between HQ and MDCT based TCX 
is carried out as follows. Switching between HQ and TCX can only occur when Switchf  is TRUE. In this case, TCX is 
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used if TCXf  is TRUE, or otherwise HQ is used if TCXf  is TRUE. In any other case, the same kind of transform 

coding is applied as in the previous frame. If the previous frame was not coded by transform coding, HQ is used for the 
low rate (13.2 kbps) and TCX for the high rate (16.4 kbps). 

In case input signal is noisy speech (noisy_speech_flag==TRUE && vadflag== FALSE) , transition from TCX to HQ is 
prohibited at 16.4 kbps. 

SPARSEHfprev __  is reset to 0 if SPARSEHf _  is FALSE, otherwise it is incremented by one (with a maximum 

allowed value of 2) 

HIGHEprev _  and SPARSEHfprev __  are reset to FALSE and -1, respectively, upon encoder initialization or when a 

non-transform-coded frame is encountered. 

Table 22: List of thresholds used in TCX/HQ MDCT (Low Rate HQ) selection 

Parameter Meaning 13.2 kbps 16.4 kbps 

SIG_LO_LEVEL_THR Low level signal 22.5 23.5 

SIG_HI_LEVEL_THR High level signal 28.0 19.0 

COR_THR correlation 80.0 62.5 

VOICING_THR voicing 0.6 0.4 

SPARSENESS_THR sparseness 0.65 0.4 

HI_ENER_LO_THR High energy low limit 9.5 12.5 

HYST_FAC Hysteresis control 0.8 0.8 

MDCT_SW_SIG_LINE_THR Significant Spectrum 2.85 2.85 

G_LINE_THRMDCT_SW_SI  Significant peak 36.0 36.0 

 

5.1.14.3 TCX/HQ MDCT technology selection at 24.4 and 32 kbps 

The decision between using the TCX technology or the HQ MDCT (high rate HQ) technology at 24.4 kbps and 32 kbps 
for SWB signals is based on the average energy values and peak-to-average ratios of different sub-bands, furthermore, 

the average energy values and peak-to-average ratios are calculated by the CLDFB band energy analysis )(kEC , 

spectral analysis ( )X k and the bit-rate. 
First, the average energy of three CLDFB sub-bands: 0~3.2kHz, 3.2~6.4kHz and 6.4~9.6kHz )(iEgain , 2,1,0=i  are 

calculated according to 

 ∑ =
=+=

7
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2,1,0,8/)8()(

k Cgain iikEiE  (447) 

Second, the spectral peak )(ipeak  and spectral average )(iavrg , 1,0=i  of  the FFT sub-bands: 1~2.6kHz and 

4.8~6.4kHz are calculated according to 
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 (448) 
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At 24.4kbps, the CLDFB sub-band (4.8~9.6kHz) average energy )3(gainE , and the CLDFB sub-band (400-3.2kHz) 

average energy )4(gainE  are also calculated according to 
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EEE
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+=∑ =  (449) 

The peak energy 1Epeak  and average energy 1Eavrg  of the CLDFB sub-band (8~10kHz) are also calculated according 

to 
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To identify the MDCT coding mode, three conditions are identified: 

Condition I: 

 

0else
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）)0()1(12.5)1()0(

AND)0()1()1()0(56.2

AND)4(8.0)3(if

=
=

⋅⋅<⋅
⋅>⋅⋅

⋅>

ConditionI

ConditionI

avrgpeakavrgpeak

avrgpeakavrgpeak

EE gaingain

 (451) 

Condition II: 
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Condition III: 
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 (453) 

The primary classifier decision 1MDCTD  at 24.4kbps is formed according to 
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At 32kbps, further spectral analysis is needed. First, a noise-floor envelope ( )nfX k and a peak envelope ( )pX k are 

calculated as 
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and 
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respectively, where the smoothing factors nfα  and pα depend on the instantaneous magnitude spectrum 
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The noise-floor energy nfE and the peak envelope energy pE are formed by averaging the noise-floor and peak 

envelopes, respectively. That is, 
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Spectral peaks are identified in two steps. First, all k for which 
2

( ) 0.64 ( )pX k X k> ⋅ holds true are marked as peak 

candidates. Second, for each sequence of consecutive k , the largest spectral magnitude is kept as a peak representative 
for that sequence. Peak sparseness measure S is formed by averaging the peak distances among the peak 
representatives, with 0S = if less than 2 peaks are identified. Two decision variables are formed 
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EEisclean nfp  (461) 

The peak energy 2Epeak  and average energy 2Eavrg  of the CLDFB sub-band at10~12 kHz are calculated according 

to 
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Three conditions are then checked. 

Condition I: 

 0  else  1then))1(2.1)2((if ==⋅> ConditionIConditionIEE gaingain  (463) 

Condition II: 

 0 else  1then0.25 AND)1(8.0)2(f 22 ==⋅>⋅⋅> IConditionIIConditionIavrgpeakEEi EEgaingain  (464) 

Condition III: 
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The primary classifier decision 1MDCTD  at 32kbps is formed according to 

 

y technologTCXselect  i.e.1else
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To increase the classifier stability for both 24.4kbps and 32kbps, the primary classifier decision 1MDCTD is low-pass 

filtered from frame to frame. 
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 ]1[
111 8.02.0 −+= MDCTMDCTMDCT DDD  (467) 

Finally, hysteresis is applied such that the classifier decision from the previous frame is only changed if the decision 
passes the switching range [ ]1.1,1.6  
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If none of these conditions are met, the previous classifier is kept, i.e. ]1[−= MDCT
final

MDCT DD .and the buffers are updated as 

follows 
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5.1.14.4 TD/Multi-mode FD BWE technology selection at 13.2 kbps and 32 kbps 

The input WB or SWB signal is divided into low band signal and high band signal (wideband input) or super higher 
band signal (super wideband input). Firstly, the low band signal is classified based on the characteristics of the low band 
signal and coded accordingly. 

The selection between TD BWE and multi-mode FD BWE technology of super higher band signal or high band signal 
at 13.2 kbps (WB and SWB) and 32 kbps (SWB) is performed based on the characteristic of the input signal and coding 
modes of the low band signal. Except for MDCT mode, if the input signal is classified as music signal or the low band 
signal is classified as IC mode, the high band signal or the super higher band signal is encoded by multi-mode FD BWE; 
Otherwise, if the input signal is classified as speech signal, the high band signal or the super higher band signal is 
encoded by TD BWE. 

If the decision in the first stage of the speech/music classifier 11 =SMf , i.e. the input signal is classified as music signal, 

or the decision in the first stage of the speech/music classifier 01 =SMf and the decision in the second stage of the 

speech/music classifier 12 =SMf , or the low band signal is classified as IC mode, the high band or the super higher 

band signal is encoded by multi-mode FD BWE, otherwise, the high band or super higher band signal is encoded by TD 
BWE. It is noted that, when the flag of the super wideband noisy speech 1_ =SWBUVf , the super higher band is 

encoded by TD BWE. It is the same TD/multi-mode FD BWE technology selection for FB inputs. 
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5.2 LP-based Coding 
In general terms, speech dominated content is encoded using Analysis-by-Synthesis Linear Prediction (LP) paradigm. 
At some low bitrates configurations, the LP-based coding is used also for generic audio. On the other hand, LP 
prediction is not used above 64 kb/s. The LP-based coding consists in encoding the LP excitation signal and the speech 
spectral envelope, represented by the LP filter coefficients. Depending on the particular characteristics of a speech 
frames, different flavours of the excitation coding are used to encode voiced or unvoiced speech frames, audio frames, 
inactive frames etc. 

The internal sampling rate of the LP-based coding is rather independent of the input signal sampling rate. Instead, it 
depends on the encoded bitrate to optimize coding efficiency. In the EVS, there are two different internal sampling rates 
used – 12.8 kHz is used up to 13.2 kb/s inclusively, and 16 kHz sampling rate is used for higher bitrates. It means that 
up to 13.2 kb/s, the LP-based encoding covers first 6.4 kHz of the input signal while from 16.4 kb/s and up the LP-
based encoding covers 8 kHz of the input. For NB signals, the sampling rate is always 12.8 kHz. 

For other than NB signals, the upper bandwidth (not covered with the LP-based coding) is then encoded using 
bandwidth extension (BWE) technologies, ranging from blind BWE at the lowest bitrates, parametric BWEs optimized 
to different content at higher bitrates, up to full encoding of the upper bandwidth spectrum at the highest bitrate (64 
kb/s). 

The basic block for the LP excitation coding is a subframe. The size of the subframe in samples is independent of the 
internal sampling rate. It equals to 64 samples. It means that at 12.8 kHz internal sampling rate, EVS uses 4 subframes 
of 5 ms while at 16 kHz internal sampling rate, EVS uses 5 subframes of 4 ms. 

5.2.1 Perceptual weighting 

The encoding parameters, such as adaptive codebook delay and gain, algebraic codebook index and gain are searched 
by minimizing the error between the input signal and the synthesized signal in a perceptually weighted domain. 
Perceptual weighting is performed by filtering the signal through a perceptual weighting filter, derived from the LP 
filter coefficients. The perceptually is similar to the weighting also used in open-loop pitch analysis. However, an 
adaptive perceptual weighting is used in case of LP-based excitation coding. 

The traditional perceptual weighting filter ( ) ( ) ( )21 γγ zAzAzW =  has inherent limitations in modelling the formant 

structure and the required spectral tilt concurrently. The spectral tilt is more pronounced in wideband signals due to the 
wide dynamic range between low and high frequencies. A solution to this problem is to introduce a pre-emphasis filter 
at the input and enhance the high frequency content in case of wideband signals. The LP filter coefficients are then 
found by means of LP analysis on the pre-emphasized signal. Subsequently, they are used to form a perceptual 
weighting filter. Its transfer function is the same as the LP filter transfer function but with the denominator having fixed 
coefficients (similar to the pre-emphasis filter). In this way, the weighting in formant regions is decoupled from the 
spectral tilt as shown below. Finally, the pre emphasized signal is filtered through the perceptual filter to obtain a 
perceptually weighted signal, which is used further. 

The perceptual weighting filter has the following form 

 ( ) ( ) ( ) ( ) ( )1
11emphde1 1 −

− −== zzAzHzAzW βγγ  (470) 

where 

 
)1(

1
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1
1

emphde −−
−

=
z

zH
β

 (471) 

and 1β is equal to 0.68. 

Because ( )zA  is computed based on the pre-emphasized signal ( )ns pre , the tilt of the filter ( )11 γzA is less 

pronounced compared to the case when ( )zA  is computed based on the original signal (as the pre-emphasized signal 

itself exhibits less spectral tilt than the original wideband signal). Since de-emphasis is performed in the decoder, it can 
be shown that the quantization error spectrum is shaped by a filter having a transfer function 

( ) ( ) ( )111 γzAzHzW emphde =− . Thus, the spectrum of the quantization error is shaped by a filter whose transfer 
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function is ( )11 γzA , with ( )zA  computed based on the pre-emphasized signal. The perceptual weighting is performed 

on a frame basis while the LP filter coefficients are calculated on a subframe basis using the principle of LSP 
interpolation, described in subclause 5.1.9.6. For a subframe of size L  = 64, the weighted speech is given by 

 ( ) ( ) ( ) 1,,0,1)( 11

16

1

−=−+−+= ∑
=

Lnnsinsansns hpre
i

i

ipreh Kβγ  (472) 

5.2.2 LP filter coding and interpolation 

5.2.2.1 LSF quantization 

5.2.2.1.1 LSF weighting function 

For frame-end LSF quantization, the weighting given by equation (481)  is defined by combining the magnitude 
weighting, frequency weighting, IHM and squared IHM. 

As shown in figure 19, since the spectral analysis and LP analysis use similar temporal sections, the FFT spectrum of 
the second analysis window can be reused to find the best weighting function for the frame-end LSF quantizer. 

 

Relative positions of the spectral analysis windows 

Relative positions and length of the LP analysis windows 
 

Figure 19: LSF weighting computation with FFT spectrum 

Figure 20 is a block diagram of a spectral analysis module that determines a weighting function. The spectral analysis 
computation is performed by a pre-processing module and the output is a linear scale spectrum magnitude which is 
obtained by FFT. 
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Figure 20: Block diagram of LSF weighting computation 

In the Normalization block, the LSFs are normalized to a range of 0 to K -1. The LSFs generally span the range of 0 to 
π . For a 12.8 kHz internal sampling frequency, K  is 128 and for a 16 kHz internal sampling frequency, K  is 160. 

The Find magnitude weighting for each normalized LSF block determines the magnitude weighting function )(1 nW  

using the spectrum analysis information and the normalized LSF. 

The magnitude weighting function is determined using the magnitude of the spectral bins corresponding to the 
frequency of the normalized LSFs and the additional two magnitudes of the neighbouring spectral bins (+1 and -1 of the 
spectral bin corresponding to the frequency of the normalized LSFs) around the spectral bin. 

The spectral magnitude is obtained by a 128-point FFT and its bandwidth corresponds to the range of 0 to 6400 Hz. If 
the internal sampling frequency is16 kHz, the number of spectral magnitudes is extended to 160. Because the spectrum 
magnitude for the range of 6400 to 8000 Hz is missing, the spectrum magnitude for this range will be generated by the 
input spectrum. More specifically, the average value of the last 32 spectrum magnitudes which correspond to the 
bandwidth of 4800 to 6400 Hz are repeated to fill in the missing spectrum. 

The final magnitude function determines the weighting function of each magnitude associated with a spectral envelope 
by extracting the maximum magnitude among the three spectral bins. 

 ( ) 2)()(1 +−= MinnwnW f ,for n=0,…,M-1 (473) 

where Min is the minimum value of )(nw f  and 

 ( ))(log10)( max nEnw f = , for n=0,…,M-1 (474) 

where M =16 and the )(max nE  is the maximum magnitude among the three spectral bins for each LSF. 

In the Find frequency weighting for each normalized LSF block, the frequency weighting function )(2 nW  is determined 

by using frequency information from the normalized LSF. 

The function determines the weighting function of each frequency using the predetermined weighting graph which is 
selected by using the input bandwidth and coding mode. There are two predetermined weighting graphs, as shown in 
figure 21, which are determined by perceptual characteristics such as Bark scale and a formant distribution of the input 
signal.  

The function corresponding to graph (a) in figure 21 is as follows. 
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The function corresponding to graph (b) in figure 21 is as follows. 
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Figure 21: Frequency weighting functions 

Next, the FFT weighting function )(nW f  is determined by combining the magnitude weighting function and the 

frequency weighting function. Computing the FFT weighting function )(nW f  for frame-end LSF quantization is 

performed as follows: 

 )()()( 21 nWnWnW f ⋅= ,  n=0,…,M-1 (477) 

The FFT weighting function uses different types of frequency and magnitude weighting functions depending on 
frequency bandwidth (NB, WB or WB16 kHz) and coding modes (UC or others such as VC, GC, AC, IC and TC). 

Along with the FFT weightings fW , another weighting function called the inverse harmonic mean (IHM) is computed 

and defined as: 

 
nnnn

IHM lsflsflsflsf
nW

−
+

−
=

+− 11

11
)( ,  n=0,…,M-1 (478)  

The LSFs nlsf are normalized between 0 and π , where the first and the last weighting coefficients are calculated with 

this pseudo LSFs 00 =lsf and π=Mlsf . M is the order 16 of the LP model. 
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IHM approximates the spectral sensitivity of LSFs by measuring how close adjacent LSFs come. If two LSF parameters 
are close together the signal spectrum has a peak near that frequency. Hence a LSF that is close to one of its neighbours 
has a high scalar sensitivity and should be given a high weight. The sensitivity of close neighbours LSF is even 
enhanced by computing the squared of IHM: 

 )()()(2 nWnWnW IHMIHMIHM
⋅= ,  n=0,…,M-1 (479)  

The three set of weightings, fW , IHMW , and 2IHM
W  are gathered  into an M by 4 matrix as follows: 
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 (480)  

The set of weightings are combined linearly by multiplying the matrix E by a constant column vector P of dimension 
M: 

 PEW ⋅=  (481)  

The vector P is different for NB, WB/SWB at internal sampling rate 12.8 kHz and WB/SWB at internal sampling rate 
16 kHz. The vectors P are derived off-line over a training data by minimizing the distance of the linear combination W 
and the weightings derived mathematically based on Gardner and Rao method, weightings near-optimal  but too 
complex for being computed on-line compared to an heuristic approach. 

5.2.2.1.2 Bit allocation 

The frame-end LSF quantization codebooks and bit allocations depend on the selected coding mode. In addition, 
different codebooks are used for NB, WB and WB 16kHz modes. This means there is a separate, optimized codebook 
for each coding mode and for each input bandwidth. In NB mode the LSF vectors are in the range of 0-6400Hz 
although the input signal has content only up to 4kHz. The WB mode corresponds to the mode where the LSF 
parameters are estimated in the 0-6400Hz range. The WB2 mode corresponds to the mode where the LSF parameters 
are estimated in the 0-8000Hz range and it is used in general for the higher bitrates. 

Table 23 shows the bit allocation for frame-end LSF quantization for each coding mode. 
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Table 23: Bit allocation for LSF vectors 

ACELP core 
bitrate (kbps) Inactive Unvoiced Voiced Generic Transition Audio  

3.6 0 27 16 22 0 0  
7.2 22 37 31 29 31 22  
8.0 22 40 36 33 34 22  

        
9.6 31 31 31 31 0 0  

        
        
        

13.20 31 0 38 38 40 31  
        

16.40 31 0 31 31 0 31  
        
        

24.40 31 0 31 31 0 31  
        
        
        
        

32.00 41 0 0 41 41 0  
        

64.00 41 0 0 41 41 0  
 

5.2.2.1.3 Predictor allocation 

There are three possible cases.  In safety net only the mean removed LSF vectors are quantized with the multi stage 
quantizer. In MA predictive quantization the MA prediction error is quantized with the MSVQ. In switched safety net 
/AR predictive there is a selection between quantizing the mean removed LSF vector and the AR prediction error. Table 
24 specifies for each coding type and each bandwidth which quantization scheme is used. The values in the table 
indicate safety net (0), MA prediction (1), and AR prediction combined with safety net (2). The value  “-1“ indicates 
that the corresponding mode is not used. The coding modes that employ switched safety net/ AR prediction use one bit 
to signal which one of the two variants is used. 

Table 24: Predictive mode type for LSF quantizer 

 Inactive Unvoiced Voiced Generic Transition Audio 

Narrowband 1 1 2 2 0 2 
Wideband <9.6kbps 1 1 2 2 0 2 
Wideband 16kHz 1 -1 2 1 0 1 
Wideband >=9.6kbps 1 1 2 1 0 1 

 

The predictor values are optimized for all quantizer modes. For a given coding mode and bandwidth, all bitrates use the 
same predictor values. In general LSF values for voiced speech are considered quite stable over several consecutive 
frames. Consequently the corresponding AR predictor has the highest coefficient values. Other AR predictor 
coefficients are slightly lower. For the MA predictor the same value of 1/3 is used everywhere. The value is 
significantly lower than for AR coefficients since the quantization error starts oscillating over time if the MA coefficient 
is too large. The value is experimentally chosen to provide reasonable prediction efficiency, stability and good error 
recovery. 

5.2.2.1.4 LSF quantizer structure 

A safety net, predictive or switched safety-net predictive multi-stage vector quantizer (MSVQ) is used to quantize the 
full length frame-end LSF vector for all modes except voiced mode at 16 kHz internal sampling frequency. The last 
stage of the MSVQ is a multiple scale lattice vector quantizer (MSLVQ) [22]. For each coding mode number of 1 to 4 
unstructured VQ stages are used followed by a MSLVQ stage. The number of stages, number of bits per each stage and 
the codebook names for each coding mode are detailed in table 25. The codebook names are mentioned to illustrate how 
some of the codebooks are reused between modes. 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

139

Table 25: Optimized codebooks and their bit allocation for LSF quantizers 

Coding 
mode 

Bits VQ 
safety 

net 

Bits in 
VQ 

stages – 
safety 

net 

Codebooks 
Bits VQ 

predictive 
mode 

Bits in VQ 
stages 

predictive 
mode 

Codebooks 

Inactive NB - - - 5 5 IAA_MA1 
Unvoiced 

NB - - - 8 4+4 UVD_MA1 
UVD_MA2 

Voiced NB 8 4+4 SVNB_SN1 
SVNB_SN2 6 3+3 GESVNB_AR1 

GESVNB_AR2 

Generic NB 9 5+4 
GETRNB_SN1 
GETRNB_SN2 6 3+3 

GESVNB_AR1 
GESVNB_AR2 

Transition 
NB 9 5+4 GETRNB_SN1 

GETRNB_SN2 - - - 

Audio NB 4 4 AUNB_SN1 0 0 - 
Inactive WB - - - 5 5 IAA_MA1 

Unvoiced 
WB - - - 12 4+4+4 

UVD_MA1 
UVD_MA2 

UVWB_MA3 

Voiced WB 8 4+4 SVWB_SN1 
SVWB_SN2 6 3+3 GESVWB_AR1 

GESVWB_AR2 

Generic WB 9 5+4 GETRWB_SN1 
GETRWB_SN2 6 3+3 GESVWB_AR1 

GESVWB_AR2 
Transition 

WB 9 5+4 GETRWB_SN1 
GETRWB_SN2 - - - 

Audio WB 4 4 AUWB_SN1 0 0 - 
Inactive 

WB2 - - - 5 5 IAA_MA1 

Unvoiced 
WB2 - - - - - - 

Voiced WB2 - - BC-TCVQ - - BC-TCVQ 
Generic 

WB2 - - - 5 5 GEWB2_MA1 

Transition 
WB2 8 4+4 

TRWB2_SN1 
TRWB2_SN2 - - - 

Audio WB2 - - - 5 5 AUWB2_MA1 
CNG 4 4 CNG_SN1 - - - 

Generic WB 
>= 9.6kbps - - - 5 5 GEWB_MA1 

 

The WB2 voiced mode is using BC-TCVQ technology detailed in subclause 5.2.2.1.5. 

Overall the optimized VQ codebooks use 14,368 kBytes and the MSLVQ parameters use 9.304 kBytes, including CNG 
mode. 

The remaining LSF quantizer bits are used for the MSLVQ stage. The quantization in all the stages is done such that it 
minimizes a weighted Euclidean distortion. The calculation of the weights is detailed in subclause 5.2.2.2.1. The search 
in the multi-stage quantizer is done such that at most 2 candidates are kept per stage. For each candidate obtained in the 
search in the unstructured optimized VQ, a residual LSF vector is formed by subtracting from the LSF vector the 
codevectors obtained in each unstructured VQ stage. If there is one optimized VQ stage two residual LSF vectors are 
obtained, if there are two optimized VQ stages, 4 candidates are obtained and so on. 

Each residual LSF vector is split into two 8-dimensional sub vectors. Each sub vector is coded as follows. The lattice 
codebook obtained through the reunion of three D8

+ lattice truncations differently scaled. Each lattice truncation has a 
different number of leader classes. The leader classes contained in the lattice truncations are given in table 26. 
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Table 26: Lattice leader class vectors 

Leader 
class 
index 

Leader class vector  
Leader 
class 
index 

Leader class vector 

0 1.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0 25 3.0, 1.0, 1.0, 1.0, 1.0, 1.0, 0.0, 0.0 
1 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5 26 3.0, 2.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0 
2 1.0, 1.0, 1.0, 1.0, 0.0, 0.0, 0.0, 0.0, 27 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 0.5, 0.5 
3 2.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0 28 2.5, 1.5, 1.5, 1.5, 0.5, 0.5, 0.5, 0.5 
4 1.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5 29 2.5, 2.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5 
5 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 0.0, 0.0 30 3.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5 
6 2.0, 1.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0 31 2.0, 2.0, 2.0, 1.0, 1.0, 1.0, 1.0, 0.0 
7 1.5, 1.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5 32 2.0, 2.0, 2.0, 2.0, 0.0, 0.0, 0.0, 0.0 
8 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0 33 3.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0 
9 2.0, 1.0, 1.0, 1.0, 1.0, 0.0, 0.0, 0.0 34 3.0, 2.0, 1.0, 1.0, 1.0, 0.0, 0.0, 0.0 
10 2.0, 2.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0 35 4.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0 
11 1.5, 1.5, 1.5, 0.5, 0.5, 0.5, 0.5, 0.5 36 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 0.5 
12 2.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5 37 2.5, 1.5, 1.5, 1.5, 1.5, 0.5, 0.5, 0.5 
13 2.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 0.0 38 2.5, 2.5, 1.5, 0.5, 0.5, 0.5, 0.5, 0.5 
14 2.0, 2.0, 1.0, 1.0, 0.0, 0.0, 0.0, 0.0 39 3.5, 1.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5 
15 3.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0 40 2.0, 2.0, 2.0, 2.0, 1.0, 1.0, 0.0, 0.0 
16 1.5, 1.5, 1.5, 1.5, 0.5, 0.5, 0.5, 0.5 41 3.0, 2.0, 1.0, 1.0, 1.0, 1.0, 1.0, 0.0 
17 2.5, 1.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5 42 3.0, 2.0, 2.0, 1.0, 0.0, 0.0, 0.0, 0.0 
18 2.0, 2.0, 1.0, 1.0, 1.0, 1.0, 0.0, 0.0 43 3.0, 3.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0 
19 2.0, 2.0, 2.0, 0.0, 0.0, 0.0, 0.0, 0.0 44 4.0, 1.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0 
20 3.0, 1.0, 1.0, 1.0, 0.0, 0.0, 0.0, 0.0 45 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5 
21 1.5, 1.5, 1.5, 1.5, 1.5, 0.5, 0.5, 0.5 46 2.5, 1.5, 1.5, 1.5, 1.5, 1.5, 0.5, 0.5 
22 2.5, 1.5, 1.5, 0.5, 0.5, 0.5, 0.5, 0.5 47 2.5, 2.5, 1.5, 1.5, 0.5, 0.5, 0.5, 0.5 
23 2.0, 2.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0 48 3.5, 1.5, 1.5, 0.5, 0.5, 0.5, 0.5, 0.5 
24 2.0, 2.0, 2.0, 1.0, 1.0, 0.0, 0.0, 0.0 49  

 

Given the bitrate available for the lattice codebook, the codebook is thus defined by a set of three integers representing 
the number of leader vectors for each truncation and three positive real number representing the scale for each lattice 
truncation. For instance a multiple scale lattice structure is defined by the number of leaders (20, 14, 5, 16, 10, 0) and 
the scales (1.057, 1.794, 2.896, 1.154, 1.860, 0.0). It means that the first subvector is quantized with a structure having 
three lattice truncations having 20, 14, and 5 leader classes respectively, which are scaled with the scales 1.057, 1.794, 
2.896, respectively. The second subvector has only two truncations having 16 and 10 leader classes respectively. The 
truncations are ordered such that, for each subvector, their number of leader classes is descendingly ordered. 

The difference in number of bits between the total number of bits for LSF end encoding, the prediction bit if needed and 
the number of bits used for unstructured VQ is used for the MSLVQ stage. The quantization in all the stages is done 
such that it minimizes a weighted Euclidean distortion. The calculation of the weights is detailed in subclause 5.2.2.1.1. 

Suppose x  is the current LSF 8-dimensional sub vector and w its corresponding weight vector. The vector x  is 
normalized, i.e. component wise multiplied with the inverse of the off line estimated standard deviation.  The resulting 
vector x  is further sorted in descending order based on the absolute value of its components and the weights vector is 

arranged following the same order. Let 'x  be the vector of descendingly sorted absolute values of x  and 'w  the 
correspondingly sorted weights vector. The weighted distance to the best codevector of each leader class corresponds 
to: 

 ∑∑ ∑
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where kl is the leader vector corresponding to class k  and js  is the scale of the truncation j . Each lattice codebook 

has at most 3 truncations with their corresponding scales. Each truncation has a given number of leader vector classes. 
The sum of cardinalities of the classes for the truncations forming the codebook for the first LSF subvector and for the 
second subvector are within the number of bits for the considered operating point given by the overall bitrate and 
bandwidth. Computing in the transformed input space the second and the third terms from equation (482) directly gives 
a relative measure of goodness for the best codevector from the leader class k  and truncation j  which may be 

considered as a potential codevector for the truncation j  and the leader class k . 
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The part of equation (483) that is independent of the scale is calculated only once for all the leader classes from the first 
truncation, which is the one having the highest number of leader classes. When adding the last term to the first sum of 

equation (483) the product )8()8(' klx is considered with negative sign if the parity constraint of the leader k  is not 

obeyed by the signs of the vector x . The contribution of the scale values is considered only afterwards in order to 

obtain the value kjd . The leader class vector k  and the truncation j having the smallest kjd  correspond to the 

codevector of the current input vector. The inverse permutation of the sorting operation on the input vector applied on 

the winning leader vector kl  gives the lattice codevector after applying also the corresponding signs. If the parity of 

leader vector kl  is 0 the signs are identical to the signs of the input vector. If the parity is 1 the signs are similar to the 

signs of the input vector with the constraint that the number of negative components is even. If the parity is -1 the signs 
are similar with signs of the input vector with the constraint that the number of negative components is odd. The final 
codevector is obtained after multiplication with the scale js  and with the inverse of the component-wise off-line 

computed standard deviation. The standard deviations are individually estimated for each coding mode and bandwidth. 

The candidate quantized LSF vectors are obtained by adding each lattice quantized residual to the corresponding 
candidates from the upper stages. The obtained candidates are increasingly sorted. For each sorted candidate the 
weighted Euclidean distortion with respect to the original LSF vector is calculated. The candidate that minimizes this 
distortion is selected as codevector to be encoded. The indexes corresponding to the first unstructured optimized VQ 
codebooks together with the index in the lattice codebook are written in the bitstream. The index for the lattice 
codebook is obtained as described in subclause 5.2.2.1.4.2. 

For the CNG mode, using a total of 29 bits for the LSF quantization, the multiple scale lattice codebook structure is 
specific to each of the 16 codevectors obtained in the first stage. In addition based on the value of the last component of 
the 16 dimensional LSF vector only part of the first stage codebook is searched. If the last component of x  is larger 
than 6350 then the search is done only for the first 6 codevectors of the first stage and the LSF vector corresponds to 
internal sampling frequency of 16kHz, otherwise the search is performed within the last 10 codevectors of the first 
stage. 

5.2.2.1.4.1 Selection between safety net and predictive mode 

For the modes where switched safety-net prediction is allowed the selection between the two is done as follows. For 
frame error concealment reasons safety net is imposed, and variable sfforce _  set to 1, under the following conditions: 

 - first three ACELP frames after an HQ frame 

 - in voiced class signals, if the frame erasure mode LSF estimate of the next frame based on the current frame is at a 
distance from the current frame LSF vector larger than 0.25. The distance, or stability factor, is calculated as: 

 
lenframe

D
sf

_400000

256
25.1 −=  (484) 

where frame_len is the frame length of the current frame and D is the Euclidean distance between the current frame 
LSF vector and the FER estimate for the next frame. In this case sfforce _ calculated at the current frame is stored in 
memory for use at the subsequent frame, thereby forcing the safety net decision for the subsequent frame when 

sfforce _ is equal to 1. 

 - some cases of rate switching 

Safety net usage is decided by the following code line: 

     if ( force_sf || Err[0] < abs_threshold || Err[0]*(*streaklimit) < 1.05 * Err[1]) 

Thus the safety net mode is selected if force_sf is enabled or if for the quantized safety net codevector the quantization 
distortion (weighted Euclidean distance) is smaller than abs_threshold of 41000 for NB or 45000 for WB frames. For 
these relatively low error values the quantization is already transparent to original LSF values and it makes sense from 
the error recovery point of view to use safety-net as often as possible. Finally the safety net quantized error is compared 
to the predictively quantized error, with scaling of 1.05 to prefer safety net usage as well using *streaklimit multiplying 
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factor that is adaptive to the number of consecutive predictive frames. The *streaklimit factor gets smaller, when the 
streak of continuous predictive frames gets longer. This is done in order to restrict the very long usage streaks of 
predictive frames for frame-erasure concealment reasons. For voiced speech longer predictive streaks are allowed than 
for other speech types. In voiced mode streak limiting starts after 6 frames, in other modes after 3 frames. 

5.2.2.1.4.2 Indexing of the lattice codevector 

The indexes of each one of the two multiple scale lattice codevectors is composed of the following entities: 

 

 - scale indexes 21, jj  for the two 8-dimensional subvectors 

 - leader class index, 21, kk for the two 8-dimensional subvectors 

 - leader permutation index, 21, ll II  unsigned permutation index 

 - sign index with parity constraint, 21, ss II  

 - scale offset 2,1),( =ijO is  the number of codevectors corresponding to the truncations with smaller scale indexes 

 - leader offset 2,1),( =ikO il  the number of codevectors corresponding to leader classes with smaller leader indexes 

 - )(0 ikπ , i=1,2 cardinality of unsigned leader class, i.e. number of unsigned permutations in the class, shown in 

table 27. 

 - 2N  is the number of codevectors for the second subvector 

The index for each subvector is calculated using 

 2,1))(()()( 0 =+++= iforIkIkOjOI liisiilisi π  (485) 

The indexes Ili and Isi are obtained  using the position encoding based on counting the binomial coefficients and the sign 
encoding described in [26]. 

Table 27: Cardinality of unsigned leader vector permutations 

Leader 
vector index 0π  Leader 

vector index 0π  Leader vector 
index 0π  

0 28 17 56 34 1120 
1 1 18 420 35 8 
2 70 19 56 36 8 
3 8 20 280 37 280 
4 8 21 56 38 168 
5 28 22 168 39 56 
6 168 23 28 40 420 
7 28 24 560 41 336 
8 1 25 168 42 840 
9 280 26 336 43 28 

10 28 27 28 44 168 
11 56 28 280 45 1 
12 8 29 28 46 168 
13 56 30 8 47 420 
14 420 31 280 48 168 
15 56 32 70   
16 70 33 8   

 

The binomial encoding used for calculating Il1 and Il2 uses the fact that the cardinality of an unsigned leader class with 
distinct values v0,…,vn-1, each having the number of occurrences k0,…,kn-1 is given by: 
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The distinct values for each leader class vector and the number of each value in each leader class vector are given in the 
following table: 

Table 28: Leader vector distinct values, their number of occurrences, and leader vector parities 

Leader 
class 
index 

Distinct values  
Number of 

occurrences 
Parity Leader 

class 
index 

Distinct values 
Number of 

occurrences 
Parity 

0 1, 0,  2,6 0 25 3.0, 1.0, 0.0 1,5,2 0 
1 0.5 8 1 26 3.0, 2.0, 1.0, 0.0 1,1,1,5 0 
2 1, 0 4,4 0 27 1.5, 0.5 6,2 1 
3 2, 0 1,7 0 28 2.5, 1.5, 0.5,  1,3,4 -1 
4 1.5, 0.5 1,7 -1 29 2.5, 0.5 2,6 1 
5 1.0, 0.0 6,2 0 30 3.5, 0.5,  1,7 -1 
6 2.0, 1.0, 0.0,  1,2,5 0 31 2.0, 1.0, 0.0 3,4,1 0 
7 1.5, 0.5 2,6 1 32 2.0, 0.0 4,4 0 
8 1.0  8 0 33 3.0, 1.0 1,7 0 
9 2.0, 1.0, 0.0 1,4,3 0 34 3.0, 2.0, 1.0, 0.0 1,1,3,3 0 

10 2.0, 0.0 2,6 0 35 4.0, 0.0,  1,7 0 
11 1.5, 0.5 3,5 -1 36 1.5, 0.5 7,1 -1 
12 2.5, 0.5 1,7 1 37 2.5, 1.5, 0.5 1,4,3 1 
13 2.0, 1.0, 0.0 1,6,1 0 38 2.5, 1.5, 0.5 2,1,5 -1 
14 2.0, 1.0, 0.0 2,2,4 0 39 3.5, 1.5, 0.5 1,1,6 1 
15 3.0, 1.0, 0.0  1,1,6 0 40 2.0, 1.0, 0.0 4,2,2 0 
16 1.5, 0.5 4,4 1 41 3.0, 2.0, 1.0, 0.0 1,1,5,1 0 
17 2.5, 1.5, 0.5 1,1,6 -1 42 3.0, 2.0, 1.0, 0.0 1,2,1,4 0 
18 2.0, 1.0, 0 2,4,2 0 43 3.0, 0.0 2,6 0 
19 2.0, 0.0 3,5 0 44 4.0, 1.0, 0.0 1,2,5 0 
20 3.0, 1.0, 0.0,  1,3,4 0 45 1.5 8 1 
21 1.5, 0.5 5,3 -1 46 2.5, 1.5, 0.5 1,5,2 -1 
22 2.5, 1.5, 0.5 1,2,5 1 47 2.5, 1.5, 0.5 2,2,4 1 
23 2.0, 1.0 2,6 0 48 3.5, 1.5, 0.5 1,2,5 -1 
24 2.0, 1.0, 0.0 3,2,3 0 49    

 

The index for the two multiple scale lattice codevectors corresponding to the two residual LSF subvectors are combined 
in a single index, I, which is written in the bitstream. 

 212 IINI += . (487) 

 

5.2.2.1.5 LSFQ for voiced coding mode at 16 kHz internal sampling frequency : BC-TCVQ 

5.2.2.1.5.1 Block-constrained trellis coded vector quantization (BC-TCVQ) 

The VC mode operating at 16 kHz internal sampling frequency has two decoding rates: 31 bits per frame and 40 bits per 
frame.  The VC mode is quantized by a 16-state and 8 stage block-constrained trellis coded vector quantization (BC-
TCVQ) scheme. 

Trellis coded vector quantization (TCVQ) [4] generalizes trellis vector quantization (TCQ) to allow vector codebooks 
and branch labels. The main feature of TCVQ is the partitioning of an expanded set of VQ symbols into subsets and the 

labelling of the trellis branches with these subsets. TCVQ is based on a rate-1/2 convolutional code, which has vN 2=  
trellis states and two branches entering/leaving each trellis state. Given a block of m source vectors, the Viterbi 
algorithm (VA) is used to find the minimum distortion path. This encoding procedure allows the best trellis path to 

begin in any of N initial states and end in any of N terminal states.  In TCVQ, the codebook has LRR )
~

(2 +  vector 

codewords. R
~

 is referred to as “codebook expansion factor” (in bits per dimension) since the codebook has LR
~

2 times 
as many codewords as a nominal rate- R  VQ. The encoding is accomplished in the following two steps. 
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Step 1. For each input vector, find the closest codeword and corresponding distortion in each subset. 

Step 2. Let the branch metric for a branch labelled with subset S be the distortion found in step 1 and use the VA to find 
the minimum distortion path through the trellis. 

BC-TCVQ is a low-complexity approach that requires exactly one bit per source sample to specify the trellis path. 
Figure 22 shows the concept of ‘block constrained’ and illustrates the search process of the Viterbi algorithm with a 4-
state and 8 stages trellis structure, which selects ‘00’ and ‘10’ as initial states. When the initial state is ‘00’, the terminal 
state is selected to be one of ‘00’ or ‘01’ and when the initial state is ‘10’, the terminal state is selected to be  one of ‘10’ 
or ‘11’. As an example, the survival path from the initial stage with state ‘00’ to the stages )4log( 2−NS  with state 

‘00’ is shown by a dotted line. In this case, the only two possible trellis paths for the last two stages are toward states 
‘00’ and ‘01’. This example uses one bit for the initial state and one bit for the terminal state.  If the terminal state is 
decided, the path information for the last two stages is not needed. 

4
-s
t
a
t
e

 

Figure 22: Block constrained concept in 4-state and 8 stages trellis structure for BC-TCVQ encoding 

For any υ≤≤ k0 , consider a BC-TCVQ structure that allows k2  initial trellis states and exactly kv−2  terminal trellis 
states for each allowed initial trellis state. A single VA encoding, starting from the allowed initial trellis states, proceeds 
in the normal way up to the vector stage km − . It takes k bits to specify the initial state, and km −  bits to specify the 
path to vector stage km − . A unique terminating path, possibly dependent on the initial trellis state, is pre-specified for 
each trellis state at vector stage km −  through vector stage m . Regardless of the value of k , the encoding complexity 
is only a single VA search of the trellis, and exactly m bits are required to specify an initial trellis state and a path 
through the trellis. 

The BC-TCVQ for VC mode at a 16kHz internal sampling frequency utilizes 16-state ( N =16) and 8-stage ( NS =8) 
TCVQ with 2-dimensional ( L =2) vector. LSF subvectors with two elements are allocated to each stage. Table 29 
shows the initial states and terminal states for 16-state BC-TCVQ. In this case the parameters k  and v  are 2 and 4, 
respectively. Four bits are used for both the initial state and terminal state. 

Table 29: Initial state and terminal state for 16-state BC-TCVQ 

Initial state Terminal state 
0 0, 1, 2, 3 
4 4, 5, 6, 7 
8 8, 9, 10, 11 

12 12, 13, 14, 15 
 

5.2.2.1.5.2 Bit Allocations and codebook size for BC-TCVQ 

The bit allocations for the LSF quantizer at 31 and 40 bits/frame are summarized in tables 30 and 31. 
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Table 30: Bit allocation for the LSF quantizer at 31 bits/frame 

Parameters Bit allocation 

BC-TCVQ 

Path information 
(Initial states + path + final states) 2+4+2 

Subset codewords 
4 bits × 2 (Stages 1 to 2) 
3 bits × 2 (Stages 3 to 4) 
2 bits × 4 (Stages 5 to 8) 

Scheme selection 1 

Total 31 

 

Table 31: Bit allocation for the LSF quantizer at 40 bits/frame 

Parameters Bit allocations 

BC-TCVQ 

Path information 
(Initial states + path + final states) 2+4+2 

Subset codewords 
4 bits × 2 (Stages 1 to 2) 
3 bits × 2 (Stages 3 to 4) 
2 bits × 4 (Stages 5 to 8) 

SVQ Subset codewords 5 (1st vector with dim.=8) 
4 (2nd vector with dim.=8) 

Scheme selection 1 
Total 40 

 

Figures 23 and 24 show the LSF quantizer at 31 and 40 bits/frame, respectively. The 1st and 2nd BC-TCVQ use the 
same bit allocation but different codebook entries. The 3rd and 4th SVQ use the same bit allocation and codebooks. The 
31 bit LSF quantizer uses BC-TCVQ and the 40 bit LSF quantizer uses both BC-TCVQ and SVQ. 

The following table summarizes the codebook size for BC-TCVQ and SVQ. The overall codebook size is 2,432 words. 
In addition, there are several tables for BC-TCVQ such as intra-prediction coefficients (56 words), scale information 
(32 words) and branch information (192 words). The total codebook size is 2,712 words. 

Table 32: Codebook size for BC-TCVQ and SVQ 

 1st stage 2nd 
stage 3rd stage 4th stage 5th stage 6th stage 7th stage 8th stage Total per 

frame 
Bits for BC-

TCVQ 
subcodebook 

4 4 3 3 2 2 2 2  

Scalars for 
Predictive 256 256 128 128 64 64 64 64 1,024 

Scalars for 
Safety-net 256 256 128 128 64 64 64 64 1,024 

Bits for SVQ 
subcodebook 

5 4  

Scalars 256 128 384 

Total  2,432 

 

5.2.2.1.5.3 Quantization scheme selection 

The quantization scheme for the VC mode consists of Safety-net and Predictive schemes. The quantization scheme is 
selected in an open-loop manner as shown in the figures 23 and  24. The scheme selection is done by calculating the 
prediction error of unquantized LSFs. 

The prediction error ( kE ) of the k th frame is obtained from the inter-frame prediction contribution ( )ipk , the 

weighting function ( )iwend , and a mean-removed unquantized LSF ( )izk  as 
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i

kkendk ipiziwE  (488) 

where  

 )(ˆ)()( 1 iziρip kk −= , for i=0,…,M (489) 

and ( )iρ is the selected AR prediction coefficients for VC mode and ( )izk 1ˆ −  is the mean-removed quantized LSF of the 

previous frame and M  is the LPC order. 

When kE  is bigger than a threshold, it implies the tendency of the current frame to be non-stationary. Then the safety-

net scheme is a better choice. Otherwise the predictive scheme is selected. In addition, the streak limit (streaklimit) 
prevents the consecutive selection of the predictive scheme. 

The quantization scheme selection is shown by the following pseudo-code. 

If kE  > streaklimit * op_loop_thr 

   safety_net = 1; 
else 
   safety_net = 0; 

 
where kE  is the prediction error of the kth frame and the open-loop threshold (op_loop_thr) is 3,784,536.3. 

If the safety-net flag (safety_net) is set to 1, the safety-net scheme is selected, and if the safety-net flag (safety_net) is 
set to 0, the predictive scheme is selected. The scheme selection is encoded using a single bit. 

5.2.2.1.5.4 31 bit LSF quantization by the predictive BC-TCVQ with safety-net 

Figure 23 shows the predictive BC-TCVQ with safety-net for an encoding rate of 31 bits. 
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ẑ f̂

m

 

Figure 23: Block diagram of the predictive BC-TCVQ with safety-net for an encoding rate of 
31bits/frame 

The operation of the 31 bit LSF quantizer is described as follows. If the safety-net scheme is selected, the mean-
removed LSF vector, )(izk , is quantized by the 1st BC-TCVQ and 1st intra-frame prediction with 30 bits. If the 
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predictive scheme is selected, the prediction error, )(irk , which is the difference between the mean-removed LSF 

vector )(izk  and the prediction vector )(ipk  is quantized by the 2nd BC-TCVQ and 2nd intra-frame prediction with 30 

bits. 

An optimal index for each stage of BC-TCVQ is obtained by searching for an index which minimizes )( pEwerr  of 

equation (490). 

 ( )∑
=

−+−+−=
1

0

2' )())1(2())1(2()(
i

p
jkendwerr icijtijwpE , for p =1,…, jP  and j =1,…, M /2 (490) 

where jP  is the number of codevectors in the j th sub-codebook, 
p
jc

 is the pth codevector of j th the subcodebook, 

)(iwend  is a weighting function, and )]12/(),...,1(),0([' −= Mtttt t
k

t
k

t
kk . 

Intra-frame correlation typically remains in the inter-frame AR prediction error vectors. The presence of significant 
intra-frame correlation motivates the introduction of an intra-predictive coding scheme for the AR prediction error 
vector, as shown in figure 23, in order to increase the coding gain. The intra-frame prediction uses the quantized 
elements of the previous stage. The difference between )(izk  and its prediction is then quantized. The prediction is 

formed for each trellis node using the output codevectors specified by the survivor path associated with the particular 
node. 
The prediction coefficients used for the intra-frame prediction is predefined by the codebook training process. The 
prediction coefficients are two-by-two matrices for the 2-dimensional vector. The intra-frame prediction process of BC-
TCVQ is as follows. The prediction residual vector, )(itk , which is the input of the 1st BC-TCVQ, is computed as 

)()(k 0z0t k=   

 )(~)()( izizit kkk −= , for i =1,…, M /2-1 (491) 

where 

 )(ˆ)(~
i 1-iziz kk A= , for i =1,…, M /2-1 (492) 

where )(~ izk is the estimation of )(izk , )1(ˆ −izk  is the quantized vector of )1( −izk , and iA  is the prediction matrix 

with 2 × 2 which is computed as 

 1
1101 ][ −= ii

i RRA , for i =1,…, M /2-1, (493) 

where 

 ][ 101
t
ii

i E −= zzR and ][ 1111
t
ii

i E −−= zzR  (494) 

and M  is the LPC order. 

Then 

 )(~)(ˆ)(ˆ izitiz kkk += , for i =0,…, M /2-1. (495) 

The prediction residual, )(itk , is quantized by the 1st BC-TCVQ. The 1st BC-TCVQ and the 1st intra-frame prediction 

are repeated to quantize )(izk . Table 33 represents the designed prediction coefficients iA  for the BC-TCVQ in the 

safety-net scheme. 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

148

Table 33: Intra-frame prediction coefficients for the BC-TCVQ in the safety-net scheme 

Coefficient Number Coefficient Value 

1A  ⎥
⎦

⎤
⎢
⎣

⎡

−
−

0.3055440.524298

0.8087590.452324  

2A  ⎥
⎦

⎤
⎢
⎣

⎡

− 0.4211150.013208

0.6060280.009663  

3A  ⎥
⎦

⎤
⎢
⎣

⎡

0.5803170.080963

0.6734950.144877  

4A  ⎥
⎦

⎤
⎢
⎣

⎡

0.5845200.215958

0.6331440.208225  

5A  ⎥
⎦

⎤
⎢
⎣

⎡

0.4166930.076879

0.7678420.050822  

6A  ⎥
⎦

⎤
⎢
⎣

⎡

− 0.2969840.006786

0.5506140.005058  

7A  ⎥
⎦

⎤
⎢
⎣

⎡

−
−

0.5762280.162706

0.6111440.023860  

 

For the predictive scheme, )(irk  is quantized by the 2nd BC-TCVQ and the 2nd intra-frame prediction. An optimal 

index for each stage of BC-TCVQ is obtained by searching for an index which minimizes )( pEwerr  in equation (490). 

The intra-frame prediction uses the same process with different prediction coefficients as that of the safety-net scheme. 
Then 

 )(~)(ˆ)(ˆ iritir kkk += , for i=0,…,M/2-1. (496) 

The prediction residual, )(itk , is quantized by the 2nd BC-TCVQ. The 2nd BC-TCVQ and the 2nd intra-frame 

prediction are repeated to quantize. Table 34 represents the designed prediction coefficients iA  for the BC-TCVQ in 

the predictive scheme. 

Table 34: Intra-frame prediction coefficients for the BC-TCVQ in the predictive scheme 

Coefficient Number Coefficient Value 

1A  ⎥
⎦

⎤
⎢
⎣

⎡

−
−

217490.0422648.0

676331.0292479.0  

2A  ⎥
⎦

⎤
⎢
⎣

⎡

0.2872860.087301

10.5004760.048957  

3A  ⎥
⎦

⎤
⎢
⎣

⎡

0.4209070.106762

0.5027840.199481  

4A  ⎥
⎦

⎤
⎢
⎣

⎡

0.3964960.214255

0.4405040.240459  

5A  ⎥
⎦

⎤
⎢
⎣

⎡

0.3067710.158690

0.4948500.193161  

6A  ⎥
⎦

⎤
⎢
⎣

⎡

0.1482310.065526

0.3706620.093435  

7A  ⎥
⎦

⎤
⎢
⎣

⎡

− 0.1872980.024246

0.3369060.037417  

 

5.2.2.1.5.5 40 bit LSF quantization using the predictive BC-TCVQ/SVQ with safety-net 

Figure 24 shows the predictive BC-TCVQ/split-VQ(SVQ) with safety-net for an encoding rate of 40 bits. Both 31 bit 

LSF quantizer and 40 bit LSF quantizer use the same codebook for BC-TCVQ. 
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1ẑ
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Figure 24: Block diagram of the predictive BC-TCVQ/SVQ with safety-net for an encoding rate of 40 
bits/frame 

In the LSF quantization for an encoding rate of 40 bit/frame, the difference between the mean-removed LSF and its BC-
TCVQ output is quantized by the 3rd and 4th SVQ, as shown in figure 24. The scheme selection, 1st and 2nd BC-
TCVQ, and 1st and 2nd intra-frame prediction blocks of the 40 bit LSF quantizer are exactly same as those of the 31 bit 
LSF quantizer. Both LSF quantizers use same codebooks for the BC-TCVQ. 

If the current coding mode in the scheme selection block is selected as the predictive scheme, the prediction error r  is 
derived by subtracting p  from the mean-removed LSF z . It is quantized by the 2nd BC-TCVQ and the 2nd intra-frame 

prediction. The residual signal 2r   is obtained by subtracting 1r̂ from r . The residual signal 2r  is then split into two 

sub-vectors of dimensions 8 and 8, and is quantized using the 4th SVQ. Since the low band is perceptually more 
important than the high band, five bits are allocated to the 1st 8-dimensional VQ and four bits are allocated to the 2nd 8-
dimensional VQ. 2r  is quantized by  the 4th SVQ to produce 2r̂ . r̂  is then obtained by adding  2r̂  to 1r̂ . Finally the 

predictive scheme output ẑ  is derived by adding p  to r̂ . 

If the current coding mode is selected as the safety-net scheme, the mean-removed LSF z  is quantized by the 1st BC-
TCVQ and the 1st intra-frame prediction. The residual signal 2z   is extracted by subtracting 1ẑ from z , and it is 

quantized by the 3rd SVQ to produce 2ẑ . The 3rd SVQ is exactly same as the 4th SVQ. That is, both SVQ quantizers 

use same codebooks. Because the input distribution of the 3rd SVQ is different from that of the 4th SVQ, scaling 
factors are used to compensate the difference. Scaling factors are computed by considering the distribution of both 
residual signals 2z  and 2r . To minimize the computational complexity in in an actual implementation, the input signal 

2z  of the 3rd SVQ is divided by the scaling factor, and the resulting signal is quantized by the 3rd SVQ. The quantized 

signal 2ẑ  of the 3rd SVQ is obtained by multiplying the quantized output with the scaling factor. Table 35 shows the 

scaling factors for the quantization and de-quantization. Finally, the quantized mean-removed LSF ẑ  is derived by 
adding  2ẑ  to 1ẑ . 
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Table 35: Scaling factor for the SVQ 

Dimension 0 1 2 3 4 5 6 7 
Inverse scale factor 

for quantization 0.5462 0.5434 0.5553 0.5742 0.5800 0.5725 0.6209 0.6062 

Scale factor for de-
quantization 1.8307 1.8404 1.8009 1.7416 1.7240 1.7467 1.6106 1.6497 

Dimension 8 9 10 11 12 13 14 15 
Inverse scale factor 

for quantization 0.6369 0.6432 0.6351 0.6173 0.6397 0.6562 0.6331 0.6404 

Scale factor for de-
quantization 1.5702 1.5548 1.5745 1.6199 1.5633 1.5239 1.5796 1.5615 

 

5.2.2.1.6 Mid-frame LSF quantizer 

For a more accurate representation of the spectral envelope during signal transitions, the encoder quantizes mid-frame 
LSF coefficients. In contrast to the frame-end LSF vector, the mid-frame LSF vector is not quantized directly. Instead, a 
weighting factor is searched in a codebook to calculate a weighted average between the quantized LSF vectors of the 
current and the previous frames. Only 2-6 bits are required depending on the bitrate and the coding mode (see Table 
35a).  

Table 35a: Bit allocation in mid-frame LSF quantization 

Bitrate [bps] IC UC VC GC TC AC 

7200 2 5 4 5 5 2 

8000 2 5 4 5 5 2 

9600 2 5 4 5 0 0 

13200 2 0 5 5 5 2 

16400 4 0 5 5 0 0 

24400 5 0 5 5 0 0 

32000 5 0 0 5 5 5 

64000 5 0 0 5 5 5 

 
Before searching the codebook, the unquantized mid-frame LSF vector is weighted with the LSF weighting function 
defined in Equation (481). For simplicity, the following description will be provided by using LSP vectors instead of 
LSF vectors. These two vectors are related by the following simple relation ))(cos()( kkq ω=  where q(k) is the kth LSP 

coefficient and ω(k) is kth LSF coefficient. The mid-frame LSP weighting can be expressed using the following formula 

 )()()( kqkWkq midwmid = , for k=0,…,M-1. (496a) 

where )(kqmid  is the kth unquantized LSP coefficient and )(kW  is kth weighting factor of the function defined in 

Equation (481). Note, that this is not the weighting factor which is quantized. This weighting is based on the FFT 
spectrum where more weight is put on perceptually important part of the spectrum and less weight elsewhere. 

The weighting factor to be quantized is a vector of size M that is searched in a closed-loop fashion such that the error 
between the quantized mid-frame LSP coefficients and this weighted representation is minimized in a mean-square 
sense. That is 

 
[ ][ ]∑

−

=

− +−−=
1

0

2]1[ )()()())(1()(
M

k

wendmidwendmidwmidmid kqkfkqkfkqE
 (496b) 

where )(kqwend  is kth quantized weighted end-frame LSP coefficient and midf  is the mid-frame weighting vector 

taken from the codebook. To save computation complexity, both operations are combined. That is 
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Once the winning weighting factor is found, the quantized LSP vector is reordered to maintain a stable LP filter. After 
the quantization, the end-frame and the mid-frame LSF vectors are used to determine the quantized LP parameters in 
each subframe. This is done in the same way as for unquantized LP parameters (see Equation (58) in Clause 5.1.96).  

5.2.3 Excitation coding 

The excitation signal coding depends on the coding mode. In general it can be stated that in the absence of DTX/CNG 
operation, the excitation signal is coded per subframes of 64 samples. This means that it is encoded four times per frame 
in case of 12.8 kHz internal sampling rate and five times per frame in case of 16 kHz internal sampling rate. The 
exception is the GSC coding where longer subframes can be used to encode some components of the excitation signal, 
especially at lower bitrates. 

The excitation coding will be described in the following subclauses, separately for each coding mode. The description 
of excitation coding starts with the GC and VC modes. For the UC, TC, and GSC modes, it will be described in 
subsequent subclauses with references to this subclause. 

5.2.3.1 Excitation coding in the GC, VC and high rate IC/UC modes 

The GC,VC and high rate IC/UC modes are very similar and are described together. The VC mode is used in stable 
voiced segments where the pitch is evolving smoothly within an allowed range as described in subclause 5.1.13.2. Thus, 
the major difference between the VC and GC modes is that more bits are assigned to the algebraic codebook and less to 
the adaptive codebook in case of the VC mode as the pitch is not allowed to evolve rapidly in the VC mode. The high-
rate IC and UC modes are similar and are used for signalling inactive frames where only a background noise is detected, 
and unvoiced frames, respectively. The two modes differ from GC mode mainly by their specific gain coding codebook. 
The GC mode is then used in frames not assigned to a specific coding mode during the signal classification procedure 
and is aimed at coding generic speech and audio frames. The principle of excitation coding is shown in a schematic 
diagram in figure 25. The individual blocks and operations are described in detail in the following subclauses. 

ˆ ( )A z

ˆ( )A z

ˆ ( )A z
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Figure 25: Schematic diagram of the excitation coding in GC and VC mode 

5.2.3.1.1 Computation of the LP residual signal 

To keep the processing flow similar for all coding modes, the LP residual signal is computed for the whole frame in the 
first processed subframe of each frame, as this is needed in the TC mode. For each subframe, the LP residual is given by 

 ( ) ( ) ( ) 63,,0,ˆ
16

1

K=−+= ∑
=

ninsansnr

i

preipre  (497) 

where ( )nspre  is the pre-emphasized input signal, defined in subclause 5.1.4  and iâ are the quantized LP filter 

coefficients, described in subclause 5.2.2.1. 

In DTX operation the computed LP residual signal )(nr  is attenuated by multiplying an attenuation factor att  for all 

input bandwidths except NB. The attenuation factor is calculated as 

 

cntburstho
flr

att

6
1

1

+
=  (497a) 

where cntburstho  as determined in subclause 5.6.2.1.1 is upper limited by ZEHO_HIST_SI , 6.0=flr  if the 

bandwidth is not WB or the latest bitrate used for actively encoded frames activelatestR _   is larger than 16.4 kbps. 

Otherwise flr  is determined from a hangover attenuation table as defined in Table 35b. flr is only updated in the first 

SID frame after an active signal period if two criteria are both fulfilled. The first criterion is satisfied if AMR-WB IO 
mode is used or the bandwidth=WB. The second criterion is met if the number of consecutive active frames in the latest 
active signal segment was at least 20=G_UPD MIN_ACT_CN  number of frames or if the current SID is the very first 

encoded SID frame. The attenuation factor att  is finally lower limited to flr . 

Table 35b: Attenuation floor 

 
Latest active bitrate [kbps] 

 
flr  

2.7_ ≤activelatestR  0.5370318 

0.82.7 _ ≤< activelatestR  0.6165950 

6.90.8 _ ≤< activelatestR  0.6839116 

2.136.9 _ ≤< activelatestR  0.7079458 

4.162.13 _ ≤< activelatestR  0.7079458 

 

5.2.3.1.2 Target signal computation 

The target signal for adaptive codebook search is usually computed by subtracting a zero-input response of the weighted 

synthesis filter ( ) ( ) ( ) ( ) ( )zAzHzAzHzW emphde
ˆ

1 −= γ from the weighted pre-emphasized input signal. This is 

performed on a subframe basis. An equivalent procedure for computing the target signal, which is used in this codec, is 

filtering of the residual signal, ( )nr , through the combination of the synthesis filter ( ) ( )zAzH ˆ1= and the weighting 

filter ( ) ( ) ( )zHzAzW emphde−= 1γ . After determining the excitation signal for a given subframe, the initial states of these 

filters are updated by filtering the difference between the LP residual signal and the excitation signal. The memory 
update of these filters is explained in subclause 5.2.3.1.8. The residual signal, ( )nr , which is needed for finding the 

target vector, is also used in the adaptive codebook search to extend the past excitation buffer. This simplifies the 
adaptive codebook search procedure for delays less than the subframe size of 64 as will be explained in the next 
subclause. The target signal in a given subframe is denoted as ( )nx . 
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5.2.3.1.3 Impulse response computation 

The impulse response, ( )nh , of the weighted synthesis filter 

 ( ) ( ) ( ) ( ) ( )zAzHzAzHzW emphde
ˆ

1 −= γ  (498) 

is computed for each subframe. Note that ( )nh is not the impulse response of the filter ( )zH , but of the filter ( ) ( )zHzW . 

In the equation above, ( )zÂ , is the quantized LP filter, the coefficients of which are iâ  (see subclause 5.2.2.1). This 

impulse response is needed for the search of adaptive and algebraic codebooks. The impulse response ( )nh is computed 

by filtering the vector of coefficients of the filter ( )1γzA , extended by zeros, through the two filters: 

( )zÂ1 and ( )zH emphde− . 

5.2.3.1.4 Adaptive codebook 

5.2.3.1.4.1 Adaptive codebook search 

The adaptive codebook search consists of performing a closed-loop pitch search, and then computing the adaptive 
codevector, ( )nv , by interpolating the past excitation at the selected fractional pitch lag. The adaptive codebook 

parameters (or pitch parameters) are the closed-loop pitch, CLT , and the pitch gain, pg (adaptive codebook gain), 

calculated for each subframe. In the search stage, the excitation signal is extended by the LP residual signal to simplify 
the closed-loop search. The adaptive codebook search is performed on a subframe basis. The bit allocation is different 
for the different modes. 

In the first and third subframes of a GC, UC or IC frame, the fractional pitch lag is searched with a resolution in the 
range [34, 91½], and with integer sample resolution in the range [92, 231]depending on the bit-rate and coding mode. 
Closed-loop pitch analysis is performed around the open-loop pitch estimates. Always bounded by the minimum and 

maximum pitch period limits, the range [ [ ]0d –8, [ ]0d +7] is searched in the first subframe, while the range [ [ ]1d –8, 
[ ]1d +7] is searched in the third subframe. The pitch period quantization limits are summarized in table 36. 

Table 36: Pitch period quantization limits 

Rates 
(kbps) 

Sampling rate 
of the limits 

(kHz) 

IC/UC VC GC 

7.2 12.8 n.a. [17; 231] [34; 231] 
8.0 12.8 n.a. [17; 231] [20; 231] 
9.6 12.8 n.a. [29; 231] [29; 231] 

13.2 12.8 n.a. [17; 231] [20; 231] 
16.4 16 n.a. [36; 289] [36; 289] 
24.4 16 n.a. [36; 289] [36; 289] 
32 16 [21; 289] n.a. [21; 289] 
64 16 [21; 289] n.a. [21; 289] 

 

For the second and fourth subframes, a pitch resolution depending on the bit-rate and coding mode is used and the 
closed-loop pitch analysis is performed around the closed-loop pitch estimates, selected in the preceding (first or third) 
subframe. If the closed-loop pitch fraction in the preceding subframe is 0, the pitch is searched in the range [ IT –8, 

IT +7½], where [ ]⎣ ⎦p
CLI TT = is the integer part of the fractional pitch lag of the preceding subframe (p is either 0, to 

denote the first subframe, or 3 to denote the third subframe). If the fraction of the pitch in the previous subframe is 
21≥ , the pitch is searched in the range [ IT –7, IT +8½]. The pitch delay is encoded as follows. In the first and third 

subframe, absolute values of the closed-loop pitch lags are encoded. In the third and fourth subframe, only relative 
values with respect to the absolute ones are encoded. 

In the VC mode, the closed-loop pitch lag is encoded absolutely in the first subframe and relatively in the following 3 
subframes. If the fraction of the closed-loop pitch of the preceding subframe is 0, the pitch is searched in the interval 
[ IT –4, IT +3½]. If the fraction of the closed-loop pitch lag in the preceding subframe is 21≥ , the pitch is searched in 

the range [ IT –3, IT +4½]. 
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The closed-loop pitch search is performed by minimizing a mean-squared weighted error between the target signal and 
the past filtered excitation (past excitation, convolved with ( )nh ). This is achieved by maximizing the following 

correlation 

 
( ) ( )

( ) ( )∑

∑

=

==
63

0

63

0

n kk

n k
CL

nyny

nynx
C  (499) 

where ( )nx  is the target signal and ( )nyk is the past filtered excitation at delay k. Note that negative indices refer to the 

past signal. Note also that the search range is limited around the open loop pitch lags, as explained earlier. The 
convolution of the past excitation signal with ( )nh is computed only for the first delay in the searched range. For other 

delays, it is updated using the recursive relation 

 ( ) ( ) ( ) ( ) 63,,0,11 K=−+−= − nnhkunyny kk  (500) 

where ( )nu , ( ) 63,,17231 K+−=n , is the excitation buffer. Note that in the search stage, the samples ( )nu , 63,,0K=n , 

are unknown and they are needed for pitch delays less than 64. To simplify the search, the LP residual signal, ( )nr , is 

copied to ( )nu for 63,,0K=n , in order to make the relation in equation (500) valid for all delays. If the optimum 

integer pitch lag is in the range [34, 91], the fractions around that integer value are tested. The fractional pitch search is 
performed by interpolating the normalized correlation of equation (499) and searching for its maximum. The 
interpolation is performed using an FIR filter for interpolating the term in equation (499) using a Hamming windowed 
sinc function truncated at 17± . The filter has its cut off frequency (–3 dB) at 5050 Hz and –6 dB at 5760 Hz in the 
down-sampled domain, which means that the interpolation filter exhibits low-pass frequency response. Note that the 
fraction is not searched if the selected best integer pitch coincides with the lower end of the searched interval. 

Once the fraction is determined, the initial adaptive codevector, ( )nv′ , is computed by interpolating the past excitation 

signal ( )nuk at the given phase (fraction). In the following text, the fractional pitch lags (not the fractions) in all 

subframes will be denoted as [ ]i
frd , where the index 3,2,1,0=i denotes the subframe. 

In order to enhance the coding performance, a low-pass filter can be applied to the adaptive codevector. This is 
important since the periodicity doesn’t necessarily extend over the whole spectrum. The low pass filter is of the form 

( ) 21 −− ⋅+⋅+= zazbazbLPF . Thus, the adaptive codevector is given by 

 ( ) ( ) ( ) 63,,0,1
1

1

K=+′+=∑
−=

ninvibnv

i

LPF  (501) 

where { }18.0,64.0,18.0=LPFb  for 12800=celpsr  for rates at and above 32kbps  and  { }21.0,48.0,21.0=LPFb  

otherwise. 

An adaptive selection is possible by sending 1 bit per sub-frame. There are then two possibilities to generate the 
excitation, the adaptive codebook )(nv , )(')( nvnv =  in the first path, or its low pass-filtered version as described above 

in the second path. The path which results in minimum energy of the target signal )(nx  is selected for the filtered 

adaptive codebook vector. 

Alternatively, the first or the second path can be used without any adaptive selection. Table 37 summarizes the strategy 
for the different combinations. 
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Table 37: Adaptive codebook filtering configuration 

Rates 
(kbps) 

IC/UC VC GC 

7.2 n.a. Non-filtered LP filtered 
8.0 n.a. Non-filtered LP filtered 
9.6 n.a. Non-filtered LP filtered 

13.2 n.a. Adaptive selection Adaptive selection 
16.4 LP-filtered Adaptive selection LP filtered 
24.4 LP-filtered Adaptive selection  LP filtered 
32 n.a. n.a. Adaptive selection 
64 n.a. n.a. Adaptive selection 

5.2.3.1.4.2 Computation of adaptive codevector gain 

The adaptive codevector gain (pitch gain) is then found by 
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where ( ) ( ) ( )nhnvny *=  is the filtered adaptive codevector (zero-state response of ( ) ( )zHzW to ( )nv ). 

To avoid instability in case of channel errors, pg  is limited by 0.95, if the pitch gains of the previous subframes have 

been close to 1 and the LP filters of the previous subframes have been close to being unstable (highly resonant). 

The instability elimination method tests two conditions: resonance condition using the LP spectral parameters 
(minimum distance between adjacent LSFs), and gain condition by testing for high valued pitch gains in the previous 
frames. The method works as follows. First, a minimum distance between adjacent LSFs is computed as… 

At 9.6, 16.4 and 24.4 kbps, the gain is further constrained. It is done for helping the recovery after the loss of a previous 
frame. 
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5.2.3.1.5 Algebraic codebook 

5.2.3.1.5.1 Adaptive pre-filter 

An important feature of this codebook is that it is a dynamic codebook, whereby the algebraic codevectors are filtered 
through an adaptive pre-filter ( )zF . The transfer function of the adaptive pre-filter varies in time in relation to 

parameters representative of spectral characteristics of the signal. The pre-filter is used to shape the frequency 
characteristics of the excitation signal to damp frequencies perceptually annoying to the human ear. Here, a pre-filter 

relevant to WB signals is used which consists of two parts: a periodicity enhancement part ( )Tz−− 85.011 and a tilt part 

( )1
11 −− zβ . That is, 

 ( )( )
Tz

z
zF −

−

−
−=

85.01

1 1
10 β

 (504) 

The periodicity enhancement part of the filter colours the spectrum by damping inter-harmonic frequencies, which are 
annoying to the human ear in case of voiced signals. T is the integer part of the closed-loop pitch lag in a given 
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subframe (representing the fine spectral structure of the speech signal) rounded to the ceiling, i.e., [ ]⎡ ⎤i
frd , where i denotes 

the subframe. 

The factor 1β of the tilt part of the pre-filter is related to the voicing of the previous subframe. At 16.4 and 24.4 kbps it is 

bounded by [0.28, 0.56] and it computed as 

 
[ ]

[ ] [ ]11

1

1
28.0

28.0 −−
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EE

Eβ  (505) 

 

Otherwise it is bounded by [0.0, 0.5] and is given by 
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where [ ]1−
vE and [ ]1−

cE are the energies of the scaled pitch codevector and the scaled algebraic codevector of the previous 

subframe, respectively. The role of the tilt part is to reduce the excitation energy at low frequencies in case of voiced 
frames. 

Depending on bitrates, coding mode and the estimated level of background noise, the adaptive pre-filter also includes a 
filter based on the spectral envelope, which colours the spectrum by damping frequencies between the formant regions. 
The final form of the adaptive pre filter ( )zF is given by 

 ( ) ( )( ) ( )
( )2

10
ˆ

ˆ

η
η

zA

zA
zFzF =  (507) 

where 75.01 =η and 9.02 =η if 12800=celpsr Hz and 8.01 =η and 92.02 =η if 16000=celpsr Hz. 

The codebook search is performed in the algebraic domain by combining the pre-filter, ( )zF , with the weighted 

synthesis filter prior to the codebook search. Thus, the impulse response ( )nh of the weighted synthesis filter must be 

modified to include the pre-filter ( )zF . That is, ( ) ( ) ( )nfnhnh *← , where ( )nf is the impulse response of the pre-

filter. 

5.2.3.1.5.2 Overview of Algebraic codebooks used in EVS 

Depending on the bitrate and rendered bandwidth, algebraic codebooks of different sizes are used in the EVS codec. 
The following tables summarize the codebooks used in each subframe at different bitrates of the EVS codec 
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Table 38: ICB NB configurations (bits/subframe) 

Rate 
(kbps) 

IC UC VC GC 

7.2 n.a. 13/13/13/13 12/12/12/20 12/12/12/20 
8.0 n.a. 13/13/13/13 12/20/12/20 12/20/12/20 
9.6 n.a. n.a. 28/28/28/28 24/26/24/26 

13.2 n.a. n.a. 36/43/36/43 36/36/36/43 

 

Table 39: ICB WB configurations (bits/subframe) 

Rate 
(kbps) 

IC UC VC GC VC-FEC GC-FEC GSC 

7.2 n.a. 13/13/13/13 12/12/12/20 12/12/12/20 n.a. n.a. n.a. 
8.0 n.a. 13/13/13/13 12/20/12/20 12/20/12/20 n.a. n.a. n.a. 
9.6 n.a. n.a. 26/26/26/28 20/26/24/24 n.a. n.a. n.a. 

13.2 n.a. n.a. 28/36/36/36 
(TD BWE) 

36/43/36/43 
(FD BWE) 

 

28/36/28/36 
(TD BWE) 

36/36/36/36 
(FD BWE) 

 

n.a. n.a. n.a. 

16.4 43/43/43/43/43 43/43/43/43/43 40/43/43/43/43 40/43/40/43/43 n.a. n.a. n.a. 
24.4 75/75/75/75/75 75/75/75/75/75 73/75/73/75/75 73/73/73/75/73 73/73/73/73/75 70/75/73/73/73 n.a. 
32 12/12/12/12/12 n.a. n.a. 36/36/36/36/36 n.a. n.a. n.a. 
64 12/12/12/12/12 n.a. n.a. 36/36/36/36/36 n.a. n.a. n.a. 

 

Table 40: ICB SWB configurations (bits/subframe) 

Rate 
(kbps) 

IC UC VC GC VC-FEC GC-FEC GSC 

13.2 n.a. 12/12/12/20 28/36/28/36 28/28/28/36 n.a. n.a. n.a. 
16.4 36/36/36/36/36 36/36/36/36/36 34/36/36/36/36 34/36/34/36/36 n.a. n.a. n.a. 
24.4 62/65/62/65/62 62/65/62/65/62 62/62/62/65/62 62/62/62/62/62 62/62/62/62/62 61/61/62/61/62 n.a. 
32 12/12/12/12/12 n.a. n.a. 36/28/28/36/36 n.a. n.a. n.a. 
64 12/12/12/12/12 n.a. n.a. 36/36/36/36/36 n.a. n.a. n.a. 

 

Table 41: ICB FB configurations (bits/subframe) 

Rate (kbps) IC UC VC GC VC-FEC GC-FEC 
16.4 36/36/36/36/36 36/36/36/36/36 34/36/36/36/36 34/36/34/36/36 n.a. n.a. 
24.4 62/65/62/65/62 62/65/62/65/62 62/62/62/65/62 62/62/62/62/62 62/62/62/62/62 61/61/62/61/62 
32 12/12/12/12/12 n.a. n.a. 36/28/28/36/36 n.a. n.a. 
64 12/12/12/12/12 n.a. n.a. 36/36/36/36/36 n.a. n.a. 

 

VC-FEC and GC-FEC are specific configurations for which 4 bits are reserved to transmit LPC-based information 
exploited by the decoder in case of error of the previous frame. 

5.2.3.1.5.3 Codebook structure and pulse indexing of the 7-bit codebook 

In the 7-bit codebook, the algebraic vector contains only 1 non-zero pulse at one of 64 positions. The pulse position is 
encoded with 6 bits and the sign of the pulse is encoded with 1 bit. This gives a total of 7 bits for the algebraic code. 
The sign index here is set to 1 for positive signs and 0 for negative signs. 

5.2.3.1.5.4 Codebook structure and pulse indexing of the 12-bit codebook 

In the 12-bit codebook, the algebraic vector contains only 2 non-zero pulses. The 64 positions in a subframe are divided 
into 2 tracks, where each track contains one pulse, as shown in table 42. 
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Table 42: Potential positions of individual pulses in the 12-bit algebraic codebook 

Track Pulse Positions 

1 0 0, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32, 34, 
36, 38, 40, 42, 44, 46, 48, 50, 52, 54, 56, 58, 60, 62 

2 1 1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23, 25, 27, 29, 31, 33, 35, 
37, 39, 41, 43, 45, 47, 49, 51, 53, 55, 57, 59, 61, 63 

 

Each pulse position in one track is encoded with 5 bits and the sign of the pulse in the track is encoded with 1 bit. This 
gives a total of 12 bits for the algebraic code. The sign index here is set to 0 for positive signs and 1 for negative signs. 

The index of the signed pulse is given by 

 MspI 2⋅+=  (508) 

where p  is the position index, s  is the sign index, and 5=M  is the number of bits per track. For example, a pulse at 

position 31 has a position index of 31/2 = 15 and it belongs to the track with index 1 (second track). 

5.2.3.1.5.5 Codebook structure and pulse indexing of the 20-bit and larger codebooks 

In the 20-bit or larger codebooks, the codevector contains 4 non-zero pulses. All pulses can have the amplitudes +1 or –
1. The 64 positions in a subframe are divided into 4 tracks, where each track contains one pulse, as shown in table 43. 

Table 43: Potential positions of individual pulses in the 20-bit algebraic codebook 

Track Pulse Positions 

1 0 0, 4, 8, 12, 16, 20, 24, 28, 32 36, 40, 44, 48, 52, 56, 60 

2 1 1, 5, 9, 13, 17, 21, 25, 29, 33, 37, 41, 45, 49, 53, 57, 61 

3 2 2, 6, 10, 14, 18, 22, 26, 30, 34, 38, 42, 46, 50, 54, 58, 62 

4 3 3, 7, 11, 15, 19, 23, 27, 31, 35, 39, 43, 47, 51, 55, 59, 63 

 

Each pulse position in one track is encoded with 4 bits and the sign of the pulse in the track is encoded with 1 bit. This 
gives a total of 20 bits for the algebraic code. 

5.2.3.1.5.6 Pulse indexing of the algebraic codebook 

The objective is to enumerate all possible constellations of pulses in a vector c  which corresponds to one track of 
length L  within a sub-frame. That is, vector c  has signed integer values such that its norm-1 is px =1|| , whereby we 

say that c  contains p  pulses. 

We can then partition the vector c  into two parts, [ ]21, ccc =  such that the partitions are of length 1L  and 12 LLL −=  

and contain 1p  and 12 ppp −=  pulses respectively. The number of different constellations for the original vector c  

can then be determined by the recursive formulae: 
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For computational efficiency, the values of this function can be pre-calculated and placed in a table. 
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Above equation gives the number of possible states for given p  and L . We can then enumerate a specific state, where 

1c  and 2c  have 1π  and 12 ππ −= p  pulses respectively. The number of states that have less pulses than 1π  in partition 

1c  is 

 ( ) ( ) ).,(,, 1111

1

0
21

1

1

LLppfLpfccs
p

−−= ∑
−

=

π
 (510) 

We can then define that overall state has ( ) ( )21,ccscs ≥ , whereby the overall state can be encoded with the recursion 

 ( ) ( ) ( ) ( ) ( ),,, 211121 csLpfcsccscs ++=  (511) 

where the boundary conditions are 

 ( ) ( )
( )⎩

⎨
⎧

<=
≥=

=
.01,1,1

01, 1,0

cL

cL
cs  (512) 

The state can be decoded by the algorithm 

1. Set 1:1 =p  and choose partitioning length 11 ≥L  and 12 ≥L . 

2. Calculate ( )21,ccs  with 1p . 

3. If ( ) ( )21,ccscs <  then 111 −= pπ . Otherwise, set 1: 11 += pp  and go to 2. 

The states of the partitions ( )2cs  and ( )1cs  can then be calculated from the integer and reminder parts of the fraction 

( ) ( )
( ) .

,

,

11

21

Lpf

ccscs −
 We can then recursively determine the state of each position in the vector c  until a partition has 

1=kL , whereby 

 ( ) ( )
( )⎩

⎨
⎧

=−
=+

=
.1for ,

0for ,
1

kk

kk
k cs

cs
c

π
π  (513) 

Observe that both the number of states ( )Lpf ,  as well as the state ( )cs  are integer numbers which can become larger 

than 32 bits. We must therefore employ arithmetic operations which support long integers throughout the algorithm. 

5.2.3.1.5.7 Pulse indexing of the 43-bit codebook 

The joint indexing encoding procedure of three pulses on two tracks is described as follows: 

For 3 pulses on a track, the occurrence probability of 3 different pulse positions on a track is the highest, and the 
occurrence probability of 2 different pulse positions on a track is the second highest, and even the pulses have a higher 
occurrence probability on the left position of the track than on the right position of the track because the algebraic 
codebooks need to compensate for the boundary leap of adaptive codebooks between two neighbour sub-frame. So the 
case of the first pulse with lower position order will be encoded with a smaller index value and the case of more 
different pulse positions with higher occurrence probability will also be encoded with a smaller index value. The rule is 
same in case of more than 3 pulses on a track. This rule can be used to save bit in the multi-track joint indexing 
encoding. 

1. Firstly, the pulse information for each track is indexed as follows: (here we suppose that )3( =QQ  pulses are 

assigned for each track, and the total quantity of positions on the track is M ) 
1) Analyse the statistics about the positions of the Q  pulses to be encoded on a track and obtain pulse distribution 

on the track, it includes: quantity (namely Nnumpos =_ ) of pulse positions with pulses in it, the pulse 

position distribution which includes pulse position vector: )}1(),...,1(),0({)( −= NpppNP , N  is the quantity 

of pulse positions , )(ip  is the ith pulse positions with pulse in it on the track, and quantity of pulses in each 

pulse position with pulse in it which includes pulse number vector )}1(),...,1(),0({)( −= NsususuNSU , 

QNsususu =−+++ )1()1()0( L , where Q  is the number of pulses per track, )(isu  is the number of pulses in 

position )(ip , and pulse sign vector )}1(),...,1(),0({)( −= NsssNS , )(is  is the ith sign in position )(ip . If 

http://www.iciba.com/neighbour
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there are pulses having the same positions (pulses with the same positions have the same signs), they are 
merged into one pulse and the number of pulses for each pulse position as well as the pulse sign is saved. Pulse 
position are sorted in ascend order, the pulse sign is also adjusted based on the order of pulse position. 

2) Compute the offset index )(1 NI  according to the quantity of pulse positions, the offset index is saved in a 

table and used in both encoder and decoder sides. Each offset index in the table indicate a unique number of 
pulse positions in the track, in case NQ = , the offset index only indicate a pulse distribution of pulse positions 

on the track )(NP , in case NQ > , the offset index indicate many )(NSU  which have a same pulse 

distribution of pulse positions on the track )(NP . 

3) Compute the pulse- position index )(2 NI  according to the pulse distribution of pulse positions on the track 

( N
MCNI <≤ )(0 2 ). The )(2 NI only indicate a pulse distribution of pulse positions on the track )(NP  among 

all the pulse distribution of )(1 NI . Permuting serial numbers of the positions )}1(),...,1(),0({)( −= NpppNP  

and all possible values of )(NP  are ordered from a smaller value to a greater value 

)1()1()0( −<<< Nppp L , N  refers to the quantity of positions with pulses in it, M  is the total quantity of 

positions on the track. Compute )(2 NI  by using the permutation method as follows: 

 

 151) - ( << (1) < (0)0,)(I0,][)( 2

1

1

)(1)1()0(2 <≤<≤−+−= ∑
−

=

−
−

−
−−−− NpppCNCCCCNI N

M

N

n

nN
npM

nN
npM

N
pM

N
M L

(514) 

wherein )(np  represents a position serial number of an nth position that has pulses on it, ]1,0[ −∈ Nn , 

],0[)0( NMp −∈ , ],1)1([)( nNMnpnp +−+−∈ , )1()1()0( −<<< Nppp L . For 43bit mode, 3 pulses on a 

track, 16=M , 30 ≤< N . 

 1
)2(16

1
)1(15

2
)1(16

2
)0(15

3
)0(16

3
162 )( ppppp CCCCCCNI −−−−− −+−+−=  (515) 

Compute the pulse-number index )(3 NI  according to the quantity of pulses in each pulse position as follows: 

)(3 NI  is determined according to )(NSU  which represents the quantity of pulses in each position with 

pulses. In order to determine correspondence between )(NSU  and )(3 NI  through algebraic calculation, a 

calculation method of the third index )(3 NI  is provided below: 

For a track, situations that a track with N  pulse positions and Q  pulses are mapped to situations that a N  

positions track have NQ −  pulses, where Q  represents the total number of pulses that are required to be 

encoded and on the track. For example, in the condition of 6-pulse 4-position ( Q  =6, N =4) situations, 

)(NSU  is {1, 2, 1, 2}, 1 is subtracted from the number of pulses in each position (because each position has at 

least one pulse) to obtain {0, 1, 0, 1}, that is, information of )(NSU  is mapped to a 2-pulse 4-position ( Q  =2, 

M =4) encoding situation. Figure 26 gives an example of the mapping for )(3 NI . 

 

 
 

Figure 26: Example of mapping for )(3 NI  

 
According to set order, all possible distribution situations of NQ −  pulses on N  positions are arrayed, and an 
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arrayed serial number is used as the index )(3 NI  indicating the number of pulses on a position that has pulse. 

A calculation formula reflecting the foregoing calculation method is: 

 ∑
−

=

−
−−

−
−−−− −+−=

1Δ

1

Δ

)h(
Δ

)1h(
Δ

)0(
Δ ][)(3

N

h

hN
qhPPT

hN
qhPPT

N
qPPT

N
PPT CCCCNI  (516) 

wherein 1,Δ −=−= QPPTNQN , )(hq  represents a position serial number of an (h + 1)th pulse, 

]1Δ,0[ −∈ Nh , ]1,0[)( −∈ Nhq , )1Δ(...)1()0( −≤≤≤ Nqqq , and ∑ indicates summation. 

Compute the pulse-sign index )(4 NI  based on the N  pulse sign information. 

The pulse sign represented by )(is  may be a positive value or a negative value. A simple coding mode is 

generally applied, 0)( =is  represents a positive pulse and 1)( =is  represents a negative pulse. 

Generate the global index I . Combine the indices )(1 NI , )(2 NI , )(3 NI  and )(4 NI  to get the global index 

I  as follows : 

 ]1,0[,1),(2)( 4231 −∈≤≤+×+= WIMNNIINII N  (517) 

 )()( 2323 NICNII N
M +×=  (518) 

Here W  is the upper range of I  which is also the number of total permutations of Q  pulses. 

 
2. Combine the index of the two 3-pulse tracks together which is encoded as in step 1, suppose the indexes of the two 
tracks are 1Ind  and 2Ind  respectively, ]1,0[ 11 −∈ WInd  and ]1,0[ 22 −∈ WInd , then the xJoint_inde  is as below: 

 221 * IndWIndxJoint_inde +=  (519) 

3. Encode the joint index xJoint_inde . (Suppose encode with 25 bits). In order to reduce the number of bits used for 

pulse indexing, a threshold THR  is set at 3611648 for 3-pulses, according to the the pulse number, combination of the 
occurrence probability and the number of bits that may be saved. If the joint index xJoint_inde  is smaller than THR , 

24 bits will be used to encode the joint index xJoint_inde . If the joint index xJoint_inde  is bigger than or equal to 

THR , THR  will be added into the joint index xJoint_inde  and 25 bits will be used to encode the joint index 

xJoint_inde . This procedure is described as below: 

 
If ( xJoint_inde <THR ) 

{ 

    xJoint_inde  is encoded with 24 bits. 

} 
Else 
{ 

    THRxJoint_indexJoint_inde +=  

    xJoint_inde  is encoded with 25 bits. 

} 

 
For two pulses on the other track, the index for each track is encoded just as pulse indexing of the 20-bit codebook, but 
there is no joint indexing procedure, then the index for each track is transmitted one by one. 

5.2.3.1.5.8 Multi-track joint coding of pulse indexing 

The codebook for more than three pulses on a track have idle space in difference ratio, joint encoding for more than two 
tracks may enable idle codebook spaces in single-track encoding to be combined, and once combined idle spaces are 
sufficient, one actual encoding bit may be reduced. If several encoding indexes are directly combined, the final 
encoding length may be very large, or even may exceed the bit width (such as 64 bits) generally used for operating, so a 
general solution is to split each encoding index into two part and only all the high part is combined together in order to 
avoid directly combining. 

 
The method is described as follows: the value range of the original index tInd  is divided into several intervals by a 

factor tSLF , correspondingly the original index tInd  is split into two indexes 0tInd  and 1tInd  by the factor tSLF , the 

length of each interval is not greater than tSLF , tSLF  is a positive integer, 0tInd  denotes a serial number of an interval 
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to which tInd  belongs, and 1tInd  denotes a serial number of tInd  in the interval to which tInd belongs 

(apparently, tt SLFInd ≤1 ), and: 10 tttt IndSLFIndInd +×≤ ; 

The most economical case of splitting is performed as following: 

)/(Int0 ttt SLFIndInd = , where ()Int  denotes rounding down to an integer, and 

ttt SLFIndInd %1 = , where %  denotes taking a remainder. 

If a combined index needs to achieve better effect of saving encoding bits, it is needed to select a split index that retains 
the space characteristics of tInd  as much as possible, and therefore, for the track t providing a split index to participate 

in combination, 

if tK
tSLF 2= , it is appropriate to select Indt0 to participate in combination, and 

if )2/(Int max
tK

tt IndSLF = , it is appropriate to select Indt1 to participate in combination. 

 

 
Figure 27: The split factor selection and the corresponding codebook space section 

Each track may adopt different tSLF , according to the pulse number on it 

Table 44: the parameters for multi-track joint coding 

pulse bits 
Codebook space Hi Bit effective 

ratio 

re-back bits 

Dec Hex value  bits range 8bit 16bit 24bit 

1 5 32         

2 9 512 200 1 1 2 1.00 0   
3 13 5472 1560 A8 8 172 0.6875 3   
4 16 44032 AC00 AC 9 345 0.67578125 1 9  
5 19 285088 459A0 8B 8 140 0.546875  5  
6 21 1549824 17A600 BD 8 190 0.7421875  3  
7 23 7288544 6F36E0 DE 8 223 0.875  1 9 
8 25 30316544    1CE9800 1CE 9 463 0.904297   8 
9 27 113461024 6C34720 6C3 11 1732 0.845704   8 

 
Multi-track joint coding processing is described as following: 

Calculate an encoding index tInd  of each track, (subscript t denotes the tth track), split tInd  into two split indexes 

thi and lowtrackt _  according to a set factor tSLF  combine a split index thi of each track to generate a combined index 

SLPthi . The combined index SLPthi  is split into recombined indexes th  according to the re-back bits length, and each 

recombined index th  and an un-combined split index lowtrackt _  of a corresponding track are respectively combined, 

then obtain the final recombined index tindexfinal _  with fixed length 8,16 or 24 bits. 

For 4 track in a sub-frame, the algebraic codebook 94bit(8777)~108bit(9999) use 24 bits mode joint en/decoding，the 
algebraic codebook 62bit(4444)~92bit(7777) use 16 bits mode joint en/decoding，the algebraic codebook  
40bit(3222)~61bit(4443) use 8 bits mode  joint en/decoding. 

All the encoding steps are described as following: 
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1) Get the parameter from table 44 according to the pulse number of each track, include the index tbits , 

tbitsBitHi __ , trangeBitHi __ , tbitsbackre _− . And get the 8/16/24 mode also according to the pulse 

number of all track. 

2) The index tInd  of ttrack  is split into thi  and lowtrackt _ , the tSLF  is )__(2 tt bitsBitHibits − , and length of 

thi  is tbitsBitHi __ , length of lowtrackt _  is )__( tt bitsBitHibits − , 

3) Combine the 0hi  and 1hi  into 0SLPhi  as following: 

 1100 __ hirangeBitHihihiSLP +×=  (520) 

4) Split the low part of 0SLPhi and get the 0h , and the length of  0h  is 0_ bitsbackre − ,which get from table 44 

in step 1, the 0h  and lowtrack _0  are combine into a 0_ indexfinal with the length of 8,16 or 24 bits. 

5) The high part HSLPhi 0  of  0SLPhi continue combining with the next 2hi as following: 

 2201 __ hirangeBitHihihi HSLPSLP +×=  (521) 

6) Split the low part of 1SLPhi and get the 1h , and the length of  1h  is 1_ bitsbackre − ,which get from table 44 

in step 1, the 1h  and lowtrack _1  are combine into a 1_ indexfinal with the length of 8,16 or 24 bits. 

7) The high part HSLPhi 1  of  1SLPhi continue combining with the next 3hi as following: 

 3312 __ hirangeBitHihihi HSLPSLP +×=  (522) 

8) Split the low part of 2SLPhi and get the 2h , and the length of  2h  is 2_ bitsbackre − ,which get from table 44 

in step 1, the 2h  and lowtrack _2  are combine into a 2_ indexfinal with the length of 8,16 or 24 bits. 

9) The high part HSLPhi 2  of  1SLPhi is split into two parts.  The low part of HSLPhi 2 is used as the 3h , and the 

length of  3h  is 3_ bitsbackre −  which is obtained from table 44 in step 1, the 3h  and lowtrack _3  are 

combined into a 3_ indexfinal with the length of 8,16 or 24 bits. 

10) Finally, the high part hitrack_ of HSLPhi 2 together with 0_ indexfinal , 1_ indexfinal , 2_ indexfinal  and 

3_ indexfinal  are the outputs of multi-track joint coding and  stored into the stream in 16 bits unit. 

 

 

Figure 28: Schematic diagram of 4-track joint coding 

5.2.3.1.5.9 The search criterion at lower bitrates 

The algebraic codebook is searched by minimizing the error between an updated target signal and a scaled filtered 
algebraic codevector. The updated target signal is given by 
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 ( ) ( ) ( ) 63,,0,11 K=−= nnygnxnx p  (523) 

where ( ) ( ) ( )nhnvny *= is the filtered adaptive codevector and pg  is the unquantized adaptive codebook gain. Thus, the 

updated target signal is obtained by subtracting the adaptive contribution from the initial target signal, ( )nx . 

Let a matrix H be defined as a lower triangular Toeplitz convolution matrix with the main diagonal ( )0h and lower 

diagonals ( ) ( )63,,1 hh K , and 11xHd T=  (also known as the backward filtered target vector) be the correlation between 

the updated signal ( )nx11 and the impulse response ( )nh . Furthermore, let HHΦ
T=  be the matrix of correlations of 

( )nh . Here, ( )nh is the impulse response of the combination of the synthesis filter, the weighting filter and the pre-filter 

( )zF which includes a long-term filter. 

The elements of the vector ( )nd are computed by 

 ( ) ( ) ( ) 63,,0,
63

11 K=−=∑
=

nnihixnd

ni

 (524) 

and the elements of the symmetric matrix Φ  are computed by 

 ( ) ( ) ( ) 63,,,63,,0,,
63

KK ijijnhinhji

jn

==−−=∑
=

ϕ  (525) 

Let kc  the k-th algebraic codevector. The algebraic codebook is searched by maximizing the following criterion: 
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The vector ( )nd and the matrix Φ are usually computed prior to the codebook search. 

The algebraic structure of the codebooks allows for very fast search procedures since the algebraic codevector, The 
algebraic structure of the codebooks allows for very fast search procedures since the algebraic codevector, ( )nck , 

contains only a few non-zero pulses. The correlation in the numerator of equation (526) is given by 

 ( )i
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i mdsR
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∑
−

=

=
1

0

 (527) 

where im is the position of the i-th pulse, is is its amplitude (sign), and pN is the number of pulses. The energy in the 

denominator of equation (526) is given by 
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For saving the search load along with a better search result in the 12-bit codebook, the pulse amplitudes are 
predetermined based on a high-pass filtered ( )nd . The high-pass filter is a three-tap MA (moving-average)-type filter, 

and its filter coefficients are { -0.35, 1.0, -0.35 }. The sign of a pulse in a position n  is set to negative when the high-
pass filtered ( )nd  is negative, otherwise the sign is set to positive. To simplify the search, ( )nd  and ( )hk,Φ  are 

modified to incorporate the predetermined signs. 

5.2.3.1.5.10 The search criterion at higher bitrates 

The following search criterion is used for bit rates at and above 16.4 kbps. It allows limiting the increase of complexity 
for high number of pulses. 
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Let N  be the sub-frame length, and let matrices H  and C , respectively, denote the NN ×  lower triangular Toeplitz 
convolution matrix and the ( ) NKN ×−+ 1  full-size convolution matrix, both defined for the filter )(nh . Here, )(nh  is 

the length K  impulse response of the combination of the synthesis filter, the weighting filter and the pre-filter 

)(zF which includes a long-term filter. The target residual is 11
1H=q x−  and CCΦ

T=  is the autocorrelation matrix 

of filter )(nh . 

The elements of the autocorrelation matrix can be calculated by 

 ( ) ( ) ( ) ( ) 1,,0,  ,

0

−…=+−=−= ∑
=

Nnhknhnhhkhk
K

n

φΦ  (529) 

and the target residual by 

 ( ) ( ) ( ) ( ) .1,,0,

1

11 −…=−−= ∑
=

Nnknqkhnxnq
n

k

 (530) 

The final target is then Rqd =  which can be calculated by 

 ( ) ( ) ( ) .1,,0, 
1

0
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−

=
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φ  (531) 

Let kc  be the kth algebraic codevector. The algebraic codebook is searched by maximizing the following criterion: 
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5.2.3.1.6 Combined algebraic codebook 

In general the computational complexity of the algebraic codebook increases with the codebook size. In order to keep 
the complexity reasonable while providing better performance and scalability at high EVS ACELP bit-rates, an efficient 
combined algebraic codebook structure is employed. The combined algebraic codebook combines usually a frequency-
domain coding in a first stage followed by a time-domain ACELP codebook in a second stage. 

The frequency-domain coding of the first stage, denoted as a pre-quantizer in figure 29, uses a Discrete Cosine 
Transform (DCT) as the frequency representation and an Algebraic Vector Quantizer (AVQ) (see subclause 5.2.3.1.6.9)  
to quantize the frequency-domain coefficients of the DCT. The pre-quantizer parameters are set at the encoder in such a 
way that the ACELP codebook (second stage of the combined algebraic codebook) is applied to an excitation residual 
with more regular spectral dynamics than the pitch residual. 
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Figure 29: Schematic diagram of the ACELP encoder using a combined algebraic codebook in GC 
mode at high bit-rates 

At the encoder, the first stage, or pre-quantizer, operates as follows. In a given subframe (aligned to the subframe of the 
ACELP codebook in the second stage) the excitation residual )(nqin  after applying the adaptive codebook is computed 

as 

 )()()( nvgnrnq pin ⋅−=  (533) 

where r(n) is the target vector in residual domain. Further, v(n) is the adaptive codevector and gp the adaptive 
codevector gain. 

The excitation residual )(nqin  after applying the adaptive codebook is de-emphasized with a filter )(zFp . A difference 

equation for such a de-emphasis filter )(zFp  is given by 

 )1()()( ,, −⋅+= nqnqnq dinindin α  (534) 

where )(, nq din  is the de-emphasized residual and coefficient 3.0=α  controls the level of de-emphasis. 

Further a DCT is applied to the de-emphasized excitation residual )(, nq din using a rectangular non-overlapping 

window. Depending on the bit rate, all blocks or only some blocks of DCT coefficients )(, kQ din   usually 

corresponding to lower frequencies are quantized using the AVQ encoder. The other (not quantized) DCT coefficients 
)(kQd  are set to 0 (not quantized). To obtain the excitation residual for the second (ACELP) stage of the combined 

algebraic codebook, the quantized DCT coefficients )(kQd  are inverse transformed, and then a pre-emphasis filter 

)(/1 zFp  is applied to obtain the time-domain contribution from the pre-quantizer )(nq . The pre-emphasis filter has the 

inverse transfer function of the de-emphasis filter )(zFp . 

5.2.3.1.6.1 Quantization 

The AVQ encoder produces quantized transform-domain DCT coefficients )(kQd . The indices of the quantized and 

coded DCT coefficients from the AVQ encoder are transmitted as a pre-quantizer parameters to the decoder. 
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In every sub-frame, a bit-budget allocated to the AVQ is composed as a sum of a fixed bit-budget and a floating number 
of bits. Depending on the used AVQ sub-quantizers of the encoder, the AVQ usually does not consume all of the 
allocated bits, leaving a variable number of bits available in each sub-frame. These bits are floating bits employed in the 
following sub-frame. The floating number of bits is equal to 0 in the first sub-frame and the floating bits resulting from 
the AVQ in the last sub-frame in a given frame remain unused when coding WB signals or are re-used in coding of 
upper band (see subclause 5.2.6.3). 

5.2.3.1.6.2 Computation of pre-quantizer gain 

Once the pre-quantizer contribution is computed, the pre-quantizer gain is obtained as 
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where )(, kQ din  are the AVQ input frequency coefficients and )(kQd  the AVQ output (quantized) frequency 

coefficients where 1,...,0 −= Kk  is the transform-domain coefficient index and 64=K being the number of DCT 
transform coefficients. 

5.2.3.1.6.3 Quantization of pre-quantizer gain 

The pre-quantizer gain qg  is quantized as follows. First, the gain is normalized by the predicted innovation energy 

predE  as follows: 

 ,
q

q norm
pred

g
g

E
=  (536) 

where the predicted innovation energy predE  is obtained as described in subclause 5.2.3.1.7.1. 

Then the normalized gain normqg ,  is quantized by a scalar quantizer in a logarithmic domain and finally de-normalized 

resulting in a quantized pre-quantizer gain. Specifically 6-bit scalar quantizer is used whereby the quantization levels 
are uniformly distributed in the log domain. The index of the quantized pre-quantizer gain is transmitted as a pre-
quantizer parameter to the decoder. 

5.2.3.1.6.4 Refinement of target vector 

The pre-quantizer contribution )(nq  is used to refine the original target vector for adaptive codebook search )(nx  as 

 )()()( nwgnxnx pupdt ⋅−= , (537) 

and to refine the adaptive codebook gain using equation (502) with )(nxupdt  used instead of )(nx . When the pre-

quantizer is used, the computation of the target vector for algebraic codebook search )(11 nx  is done using 

 )()()()( ,11 nygnwgnxnx updtpq ⋅−⋅−=  (538) 

where )(nw  is the filtered pre-quantizer contribution, i.e. the zero-state response of the weighted synthesis filter to the 

pre-quantizer contribution )(nq . 

Similarly, the target vector in residual domain )(nr  is updated for the algebraic codebook search (the second-stage of 

the combined algebraic codebook) as 

 )()()()( , nvgnqgnrnr updtpqupdt ⋅−⋅−= . (539) 
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5.2.3.1.6.5 Combined algebraic codebook in GC mode 

In the EVS codec, the combined algebraic codebook structure as from figure 29 is used at bit-rates of 32 kbps and 64 
kbps. In both cases the algebraic codebook search uses 36-bit codebooks and the rest of the bit-budget is employed by 
the AVQ to quantize the pre-quantizer coefficients. 

At 32 kbps, the available fixed bit-budget for the AVQ (116, 115, 115, 115, 155 bits for every of five subframes) is 
sometimes too low to properly encode all input signal frames. Consequently in GC mode at 32kbps, the DCT and iDCT 
stages of pre-quantizer computation are omitted when the input signal is not classified as a harmonic one. The 
classification is based on a harmonicity counter  acelpharm _  updated every frame in the pre-processing module. If in 

a given frame the harmonicity counter 2_ ≤acelpharm  the frame is classified as non-harmonic and the AVQ is 

applied directly on the time-domain signal )(, nq din  and similarly producing directly the time-domain signal )(nqd  in 

figure 29. 

5.2.3.1.6.6 Combined algebraic codebook in TC mode 

The combined algebraic codebook structure is used also in TC mode at 32kbps and 64kbps. In this mode the algebraic 
codebook from figure 29 is replaced by glottal shape codebook but the structure of the pre-quantizer remains the same 
as in the GC mode. In TC mode @32kbps, the DCT and iDCT stages of the pre-quantizer are always employed. 
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Figure 30: Schematic diagram of the ACELP encoder using a combined algebraic codebook in IC 

mode at high bit-rates 

5.2.3.1.6.7 Combined algebraic codebook in IC mode 

Depending on the input signal characteristics, the ACELP encoder using a combined algebraic codebook from figure 29 
is further adaptively changed. Specifically in coding of inactive speech segments, the order of the combined algebraic 
codebook stages is changed. I.e. the modified combined algebraic codebook combines a time-domain ACELP codebook 
in a first stage followed by a frequency-domain de-quantizer coding in a second stage as shown in figure 30. The first 
stage algebraic codebook employs very small codebooks, specifically 12 bits per subframe. 
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At the encoder, the de-quantizer in IC mode operates as follows. In a given subframe, the target signal )(3 nx  after 

subtracting the scaled filtered adaptive excitation and the scaled filtered algebraic excitation is computed as 

 )()()()(3 nzgnygnxnx cp ⋅−⋅−= . (540) 

The target signal in speech domain )(3 nx  is filtered through the inverse of the weighted synthesis filter with zero states 

resulting in the target in residual domain )(nuin . 

Similarly to the combined algebraic codebook in GC mode, the signal )(nuin  is first de-emphasized with a filter )(zFp  

to enhance the low frequencies. A DCT is applied to the de-emphasized signal )(, nu din  using rectangular non-

overlapping window. Usually all blocks of DCT coefficients )(, kU din  are quantized using the AVQ encoder. The 

quantized DCT coefficients )(kUd  in some bands can be however set to zero. 

The quantized DCT coefficients )(kUd  are further inverse transformed using iDCT, and then a pre-emphasis filter 

)(/1 zFp  is applied to obtain the time-domain contribution from the frequency-domain quantizer )(nu  where the pre-

emphasis filter has the inverse transfer function of the de-emphasis filter )(zFp . 

5.2.3.1.6.8 Computation and quantization of de-quantizer gain 

Once the de-quantizer contribution is computed, the de-quantizer gain is obtained as 
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where )(, kU din  are the AVQ input transform-domain coefficients and )(kUd  are the AVQ output (quantized) 

transform-domain coefficients. 

The de-quantizer gain qg  is quantized using the normalization by the algebraic codebook gain cg . Specifically a 6-bit 

scalar quantizer is used whereby the quantization levels are uniformly distributed in the linear domain. The indice of the 
quantized de-quantizer gain qg  is transmitted as a de-quantizer parameter to the decoder. 

When coding the inactive signal segments the adaptive codebook excitation contribution is limited to avoid a strong 
periodicity in the synthesis. In practice a limiter is applied in the adaptive codebook search to constrain the adaptive 
codebook gain by 65.00 ≤≤ pg . 

5.2.3.1.6.9 AVQ quantization with split multi-rate lattice VQ 

Prior to the AVQ quantization, the time domain or transform-domain 64 coefficients, here denoted as )(kS ′ , are split 

into 8 consecutive sub-bands of 8 coefficients each. The sub-bands are quantized with an 8-dimensional multi-rate 
algebraic vector quantizer. The AVQ codebooks are subsets of the Gosset lattice, referred to as the RE8 lattice. 

5.2.3.1.6.9.1 Multi-rate AVQ with the Gosset Lattice RE8 

5.2.3.1.6.9.1.1 Gosset Lattice RE8 

The Gosset lattice RE8 is defined as the following union: 

 ( ){ }1,1,1,1,1,1,1,122 888 +∪= DDRE  (542) 

where 8D  is the 8-dimensional lattice composed of all points with integers components with the constraint that the sum 

of the 8 components is even. The lattice 82D  is simply the 8D  lattice scaled by 2. This implies that the sum of the 
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components of a lattice point in 82D  is an integer multiple of 4. Therefore, the 8 components of a 8RE  lattice point 

have the same parity (either all even or all odd) and their sum is a multiple of 4. 

All points in the lattice RE8 lie on concentric spheres of radius jn8 , jn  being the codebook number in sub-band j . 

Each lattice point on a given sphere can be generated by permuting the coordinates of reference points called “leaders”. 
There are very few leaders on a sphere compared to the total number of lattice points which lie on the sphere. 

5.2.3.1.6.9.1.2 Multi-rate codebooks in Gosset Lattice RE8 

To form a vector codebook at a given rate, only lattice points inside a sphere in 8 dimensions of a given radius are 
taken. Codebooks of different bit rates can be constructed by including only spheres up to a given radius. Multi-rate 
codebooks are formed by taking subsets of lattice points inside spheres of different radii. 

5.2.3.1.6.9.1.2.1 Base codebooks 

First, base codebooks are designed. A base codebook contains all lattice points from a given set of spheres up to a 
number jn . Four base codebooks , noted 0Q , 2Q , 3Q , and 4Q , are used. There are 36 non-null absolute leaders plus 

the zero leader (the origin): Table 46 gives the list of these leaders and indicates to which codebook a leader belongs. 

0Q , 2Q , 3Q , and 4Q  are constructed with respectively 0, 8, 12, and 16 bits. Hence codebook 
jnQ  requires jn4  bits to 

index any point in that codebook. 

5.2.3.1.6.9.1.2.2 Voronoi extensions 

From a base codebook AVQC  (i.e. a codebook containing all lattice points from a given set of spheres up to a number 

jn ), an extended codebook can be generated by multiplying the elements of AVQC  by a factor v
jM , and adding a 

second-stage codebook called the Voronoi extension. This construction is given by 

 jj
v
jj M vzc +⋅=  (543) 

where v
jM  is the scaling factor, jz  is a point in a base codebook AVQC  and jv  is a point in the Voronoi extension. 

The extension is computed in such a way that any point jc  from equation (543) is also a lattice point in 8RE . The 

scaling factor v
jM  is a power of 2 (

v
jrv

jM 2= ), where v
jr  is called the Voronoi extension order. 

Such extended codebooks include lattice points that extend further out from the origin than the base codebook. When a 
given lattice point jc  is not included in a base codebook AVQC  ( 0Q , 2Q , 3Q  or 4Q ), the so-called Voronoi extension 

is applied, using the 3Q  or 4Q  base codebook part. 

Giving the available bit-budget in particular layers, the maximum Voronoi extension order is 2=v
jr . Therefore, for 3Q  

or 4Q , two extension orders are used: 2or  1=v
jr  ( 4or  2=v

jM ). 

When 0=v
jr , there is no Voronoi extension, and only a base codebook is used. 

5.2.3.1.6.9.1.2.3 Codebook rates 

There are 8 codebooks: the first 4 are base codebooks without Voronoi extension and the last four with Voronoi 
extension. The codebook number jn

 
is encoded as a unary code with jn  "1" bits and a terminating "0". Table 45 gives 

for each of the 8 codebooks, its base codebook, its Voronoi extension order ( 0=v
jr  indicates that there is not Voronoi 

extension), and its unary code. 
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Table 45: Multi-rate codebooks in RE8 lattice 

Codebook  
number jn  Base Codebook Voronoi extension order 

v
jr   Unary code for jn  

0 Q0 0 0 
2 Q2 0 10 
3 Q3 0 110 
4 Q4 0 1110 
5 Q3 1 11110 
6 Q4 1 111110 
7 Q3 2 1111110 
8 Q4 2 11111110 

 

For the base codebook 0Q , ( 0=jn ), there is only one point in the codebook and 1 bit is used to transmit the unary 

code corresponding to jn . 

For the other three base codebooks 
jnQ  ( 4or  ,3,2=jn ) without Voronoi extension: 

- jn  bits are used to transmit the unary code corresponding to jn ,, 

- jn4  bits are required to index a point in 
jnQ  

- thus jn5  bits are used in total. 

For codebooks with Voronoi extension ( 4>jn ): 

- jn  bits are used to transmit the unary code corresponding to the base codebook number 3Q  (respectively 4Q ) if 

jn  is even (respectively odd) and the Voronoi extension order v
jr  is 1 if 7<jn , or 2 otherwise), 

- 12 bits (respectively 16 bits) are required to index the point jz  in the base codebook 3Q  (respectively 4Q ) 

- v
jr8  bits are required to index the 8-dimensional point jv  in the Voronoi extension of order v

jr  

- thus, jn5  bits are used in total. 

In the codebook number encoding, a simple bit overflow check is performed: in case when the last AVQ coded sub-
band of the spectrum )(kS ′  is quantized, 0>jn  and only 15 −jn  bits are available for the quantization, the 

terminating "0" in the codebook number coding is not encoded. At the decoder, the same bit overflow check enables the 
right decoding of the codebook number in this sub-band. 

5.2.3.1.6.9.2 Quantization with RE8 lattice 

In lattice quantization, the operation of finding the nearest neighbour of the input spectrum )(kS ′  among all codebook 

points is reduced to a few simple operations, involving rounding the components of spectrum )(kS ′  and verifying a few 

constraints. Hence, no exhaustive search is carried out as in stochastic quantization, which uses stored tables. Once the 
best lattice codebook point is determined, further calculations are also necessary to compute the index that will be sent 
to the decoder. The larger the components of the input spectrum )(kS ′ , the more bits will be required to encode the 

index of its nearest neighbour in the lattice codebook. Hence, to remain within a pre-defined bit-budget, a gain-shape 
approach has to be used, where the input spectrum is first scaled down by the AVQ gain, then each 8-dimensional block 
of spectrum coefficients is quantized in the lattice and finally scaled up again to produce the quantized spectrum. 

5.2.3.1.6.9.2.1 AVQ gain estimation 

Prior to the quantization (nearest neighbour search and indexation of the nearest neighbour), the input spectrum has to 
be scaled down to ensure that the total bit consumption will remain within the available bit-budget. 
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A first estimation of the total bit-budget nbits  without scaling (i.e. with an AVQ gain equals to 1) is performed: 

 ∑=
j

jRnbits  (544) 

where jR  is a first estimate of the bit budget to encode the sub-band j  given by: 

 ⎟
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with iE  being the energy (with a lower limit set to 2) of each sub-band )8( jS′ : 
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This gain estimation is performed in an iterative procedure described below. 

Let NB_BITS be the number of bits available for the quantization process and NB_SBANDS the number of 8-
dimensional sub-bands to be quantized: 

Initialization: 
fac = 128, 
offset = 0, 
nbitsmax = 0.95 (NB_BITS – NB_SBANDS) 

for i = 1:10 
 offset = offset + fac 

 ( )∑
=

−=
NB_SBANDS

1

,0max
j

j offsetRnbits  

 if nbits ≤ nbitsmax, then 
 offset = offset – fac 
 fac = fac / 2 

After the 10th iteration, the AVQ gain is equal to ( )( )2log1.0exp10 10⋅offset  and is used to obtain the scaled spectrum 

)(kSnorm′ : 

 ( ) ( ) ( )( )[ ]2log1.0exp10 10⋅⋅′=′ offsetkSkSnorm  (547) 

5.2.3.1.6.9.2.2 Nearest neighbour search 

The search of the nearest neighbour in the lattice RE8 is equivalent to searching for the nearest neighbour in the lattice 

82D  and for the nearest neighbour in the lattice )1,1,1,1,1,1,1,1(2 8 +D , and finally selecting among those two lattice 

points the closest to )8( jnormS′ ) as its quantized version )8(ˆ jS′ . 

Based on the definition of 8RE , the following fast algorithm is used to search the nearest neighbour of an 8-

dimensional sub-band )8( jnormS′  among all lattice points in 8RE : 

Search of the nearest neighbour y1j in 82D  of )8( jnormS′ : 

Compute )8(5.0 jnormj Sz ′⋅= . 

Round each component of jz  to the nearest integer to generate jz′ . 

Compute jj zy ′= 21 . 

Calculate the sum S  of the 8 components of j1y . 

if S  is not an integer multiple of 4, then modify its thI  component as follows: 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

173
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where ( )( ) )()( maxarg 1 iyizI jj −=  

Search of the nearest neighbour j2y  in )1,1,1,1,1,1,1,1(2 8 +D  of )8( jnormS′ : 

Compute ( )1.0Sz −′⋅= )8(5.0 jnormj  where 1.0  denotes an 8-dimensional vector with all 

ones. 
Round each component of jz  to the nearest integer to generate jz′ . 

Compute jj zy ′= 22 . 

Calculate the sum S of the 8 components of j2y . 

if S is not an integer multiple of 4 then modify its Ith component as follows: 

( ) ( ) ( ) ( )
( )⎩
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⎧ <−

=
                   otherwise.,2 + 

,0  – if,2  

2
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2 Iy

IyIzIy
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j
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where ( )( ) )()( maxarg 2 iyizI jj −=  

 
Compute 1.0yy += jj 22 . 

Select between j1y  and j2y  as the closest point )8(ˆ jS′  in 8RE  to )8( jnormS′ : 

⎩
⎨
⎧ >

=′
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2

211
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jjj ee
j
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S  

where ( )211 )8( jnormj je yS −′=  and ( )222 )8( jnormj je yS −′= . 
 

5.2.3.1.6.9.3 Indexation 

The quantized scaled sub-band )8(ˆ jS′  of )8( jnormS′ ) is a point jc  in a RE8 lattice codebook, an index for each jc
 
 has 

to be computed and later inserted into the bitstream. 

This index is actually composed of three parts: 

1) a codebook number jn ; 

2) a vector index jI , which uniquely identifies a lattice vector in a base codebook AVQC ; 

3) and if 4>jn , an 8-dimensional Voronoi extension index v
jI  that is used to extend the base codebook when the 

selected point in the lattice is not in a base codebook AVQC . 

The calculation of an index for a given point jc  in the 8RE  lattice is performed as follows: 

First, it is verified whether jc  is in a base codebook AVQC  by identifying its sphere and its leader: 

– if jc  is in a base codebook, the index used to encode jc  is thus the codebook number jn  plus the index jI  of the 

lattice point jc  in 
jnQ . 

Otherwise, the parameters of the Voronoi extension (see equation (543)) have to determined: the scaling factor Mv, the 
base codebook AVQC  ( 3Q  or 4Q ), the point jz  in this base codebook, and the point jv  in the Voronoi extension. 

Then, the index used to encode is composed of the codebook number jn  ( 4>jn ) plus the index jI  of the lattice point 

jz  in the base codebook AVQC  ( 3Q  or 4Q ), and the index v
jI  of jv . in the Voronoi extension. 
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5.2.3.1.6.9.3.1 Indexing a codebook number 

As explained in subclause 5.2.3.1.6.9.1.2.3 – Codebook rates, the codebook index jn  is unary encoded with jn  bits 

except for 0=jn  that is coded with one bit (see table 45). 

5.2.3.1.6.9.3.2 Indexing of codevector in base codebook 

The index Ij indicates the rank of codevector jz  in j-th sub-band, i.e., the permutation to be applied to a specific leader 

to obtain jz . The index computation is done in several steps, as follows: 

1) The input codevector jz  is decomposed into a sign vector s0 and an absolute vector y0 following a two-path 

procedure. 

2) The sign vector is encoded, the associated index )( 0ssignbits  and the number of non-zero components in jz  are 

obtained. More details are given in subsequent subclauses. 

3) The absolute vector is encoded using a multi-level permutation-based index encoding method, and the associated 
index rank(y0) is obtained. 

4) The absolute vector index )( 0yrank  and the sign index )( 0ssignbits  are added together in order to obtain the input 

vector rank: )( jrank z . 

 )(2)()( 0
)(

0
0 syz s

sign
sign

j bitsrankrank nb +⋅=  (548) 

5) Finally, the offset )( joffsetlead z  is added to the rank. The index jI  is obtained by 

 )()( jjoffsetj rankleadI zz +=  (549) 

 

The indexing of codevector in base codebook is done in two steps. First the sign vector is encoded. 

The number of bits required for encoding the sign vector elements is equal to the number of non-zero elements in the 
codevector. "1" represents a negative sign and "0" a positive sign. As lattice 8RE  quantization is used, the sum of all 

the elements in a codevector is an integer multiple of 4. If there is any change of sign in the non-zero element, the sum 
may not be a multiple of 4 anymore, in that case, the last element sign in the sign vector will be omitted. For example, 
the sign vector of the input vector (–1, –1, 1, 1, 1, 1, –1, –1) in leader 1 (see table 46) has seven bits and its value is 
0x1100001. 

In the second step the absolute vector and its position vector is encoded 

The encoding method for the absolute vector works as follows. The absolute vector is first decomposed into MLmax 
levels. The highest-level vector 0L  is the original absolute vector. The n  value for nL  is initialized to zero. Then: 

1) First the intermediate absolute value vector of 1L  is obtained by removing the most frequent element as given in the 

decomposition order column of table 46 from the original absolute vector of 0L . Sequentially the remaining elements 

are built into a new absolute vector for 1L ; it has a position order related to the level 0L  original absolute vector. All 

position values iq  of the remainder elements are used to build a position vector ),...,,,( 1210 1−mqqqq of 1L . 

The relationship between the original absolute vector of 0L and the new absolute vector of 1L is that: the original 

absolute vector of 0L is the upper-level vector of the new absolute vector of 1L , and the new absolute vector of 1L is  the 

lower-level vector of the original absolute vector of 0L .The relationship between any two neighbour level absolute 

vector  is the same. The detail relationship is described as following: 
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Figure 31: Example processing of first level for 20=aK . 

2) Then the position vector ),...,,,( 1210 1−mqqqq of the new absolute vector of 1L  related to the original absolute 

vector of 0L  is indexed based on a permutation and combination function, the indexing result being called the middle 

index 1,midI . For the new absolute vector in 1L , the position vector indexing is computed as follows: 
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 1,
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m
mfinalfinal ICII +⋅=  (551) 

where finalI  is initialized to zero before the first step at the beginning of the procedure, 0m  is the dimension of the 

original absolute vector of 0L , 1m  is the dimension of the new absolute vector of 1L . 

If there is more than one type of element in the new absolute vector, the new absolute vector, named the upper-level 
vector, will be encoded using the multi-level permutation-based index encoding method as following step: 

3) Increment the n value. At level nL , maxn MLL <<0 , the intermediate absolute value vector is obtained by 

removing the most frequent element as given in the decomposition order column of table 46 from the upper-level 
vector. Sequentially the remaining elements are built into a new absolute vector for the current level; it has a position 
order related to the level 1−nL  absolute vector. All position values of the remainder elements are used to build a 

position vector. 

4) The position vector of the current lower-level vector related to its upper-level vector is indexed based on a 
permutation and combination function, the indexing result being called the middle index nmidI , . For the absolute vector 

in the current lower level, the position vector indexing is computed as follows: 
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The elements ...,, 210 qqq  are the element values in the nL  level position vector ranged from left to right according to 

their level, 1−nm  is the dimension of the upper-level absolute vector, nm  is the dimension of the current-level absolute 

vector, m
qC  represents the permutation and combination formula 

)!(!

!

qpm

q
Cm

q −
= , { }8,4,3,2,1, =mq , and mq > . All 

the values for m
qC can be stored in a simple table in order to avoid calculation of factorials. The 1−nL  level final-index, 
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finalI , is multiplied by the possible index value number, n

n

m
mC

1−
, in the current level and is added to the index, nmidI , , 

in the current level, to obtain the final index, finalI , of the current level. 

5) Repeat steps 3 and 4 until there is only one type of element left in the current absolute vector. The finalI  for the 

lowest level is the rank of the absolute vector called )( 0yrank . Table 46  is a sample extracted from the 36 leader table 

case. The leaders are indexed by aK . The decomposition order corresponds to the level order. The decomposition order 

column gives the order in which the element will be removed from the higher level. The last column gives the three 
class parameters, the first one is the number of sign bits, nS , the second one is the number of decomposition levels and 

equals the number of element types in the leader, cV , from the third one to the last one they represent the absolute 

vector dimension in each lower level except the highest level, 321 ,, mmm  (note that the dimension for the highest level 

is eight, but is not listed in table 46). 

Table 46: List of leaders in base codebooks 
jnQ  with their decomposition order and set parameter of 

multi-level permutation-based encoding 

aK  Leader Decomposition 
order 

nS , cV , 

321 ,, mmm  

Q0 Q2 Q3 Q4 

 {0,0,0,0,0,0,0,0}   X    
0 {1,1,1,1,1,1,1,1} {1} {7,1}  X X  
1 {2,2,0,0,0,0,0,0} {0,2} {2,2,2}  X X  
2 {2,2,2,2,0,0,0,0} {0,2} {4,2,4}   X  
3 {3,1,1,1,1,1,1,1} {1,3} {7,2,1}   X  
4 {4,0,0,0,0,0,0,0} {0,4} {1,2,1}  X X  
5 {2,2,2,2,2,2,0,0} {2,0} {6,2,2}    X 
6 {3,3,1,1,1,1,1,1} {1,3} {7,2,2}    X 
7 {4,2,2,0,0,0,0,0} {0,2,4} {3,3,3,1}   X  
8 {2,2,2,2,2,2,2,2} {2} {8,1}    X 
9 {3,3,3,1,1,1,1,1} {1,3} {7,2,3}    X 

10 {4,2,2,2,2,0,0,0} {2,0,4} {5,3,4,1}    X 
11 {4,4,0,0,0,0,0,0} {0,4} {2,2,2}   X  
12 {5,1,1,1,1,1,1,1} {1,5} {7,2,1}    X 
13 {3,3,3,3,1,1,1,1} {1,3} {7,2,4}    X 
14 {4,2,2,2,2,2,2,0} {2,0,4} {7,3,2,1}    X 
15 {4,4,2,2,0,0,0,0} {0,2,4} {4,3,4,2}    X 
16 {5,3,1,1,1,1,1,1} {1,3,5} {7,3,2,1}    X 
17 { 6,2,0,0,0,0,0,0} {0,2,6} {2,3,2,1}   X  
18 { 4,4,4,0,0,0,0,0} {0,4} {3,2,3}    X 
19 { 6,2,2,2,0,0,0,0} {0,2,6} {4,3,4,1}    X 
20 { 6,4,2,0,0,0,0,0} {0,2,4,6} {3,4,3,2,1}    X 
21 { 7,1,1,1,1,1,1,1} {1,7} {7,2,1}    X 
22 { 8,0,0,0,0,0,0,0} {0,8} {1,2,1}    X 
23 {6,6,0,0,0,0,0,0} {0,6} {2,2,2}    X 
24 {8,2,2,0,0,0,0,0} {0,2,8} {3,3,3,1}    X 
25 {8,4,0,0,0,0,0,0} {0,4, 8} {2,3,2,1}    X 
26 {9,1,1,1,1,1,1,1} {1,9} {7,2,1}    X 
27 {10,2,0,0,0,0,0,0} {0,2,10} {2,3,2,1}    X 
28 {8,8,0,0,0,0,0,0} {0,8} {2,2,2}    X 
29 {10,6,0,0,0,0,0,0} {0,6,10} {2,3,2,1}    X 
30 {12,0,0,0,0,0,0,0} {0,12} {1,2,1}    X 
31 {12,4,0,0,0,0,0,0} {0,4,12} {2,3,2,1}    X 
32 {10,10,0,0,0,0,0,0} {0,10} {2,2,2}    X 
33 {14,2,0,0,0,0,0,0} {0,2,14} {2,3,2,1}    X 
34 {12,8,0,0,0,0,0,0} {0,8,12} {2,3,2,1}    X 
35 {16,0,0,0,0,0,0,0} {0,16} {1,2,1}    X 
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The last value of the decomposition order for the leader 20=aK  is stored separately because this leader is the only one 

with 4 different values, the second dimension of the decomposition order being thus reduced from 4 to 3. 

Figure 32 gives an encoding example for the leader 20=aK . 

 
Figure 32: Example processing for 20=aK . 

For example, in case the input vector is {0,–2,0,0,4,0,6,0}, the absolute input vector will be {0,2,0,0,4,0,6,0}, its 
associated leader can be found for 20=aK Ka. The set of decomposition order is {0,2,4,6}. For the highest level L0, 

element "0" is removed first from the absolute vector. The first level 1L  absolute vector is {2,4,6}, its position vector is 

{1,4,6}. The second element which will be removed is "2", the second level 2L  absolute vector is {4,6}, its position 

vector is {1,2}. The third element which will be removed is "4", the third level 3L  absolute vector is {6}, its position 

vector is {1}. 

The absolute vectors that have only two different values, out of which the most frequent is zero, are treated separately in 
a less complex procedure combining the encoding of the position vector with the sign encoding. These vectors have 
generally higher probability of occurrence. Example of such vectors are those derived for instance from the leaders: 
(2,2,0,0,0,0,0,0), (2,2,2,2,0,0,0,0). For these vectors there is a single level for the creation of the index and the first level 
remaining elements are the non-null components which are the significant elements for the sign encoding. The 
determination of the remaining elements and the creation of the sign index can be done thus in a single loop. 

5.2.3.1.6.9.4 Voronoi extension determination and indexing 

If the nearest neighbour jc  is not in the base codebook, then the Voronoi extension has to be determined through the 

following steps. 

(a) Set the Voronoi extension order 1=v
jr  and the scaling factor 

v
jrv

jM 2= . 

(b) Compute the Voronoi index v
jI  of the lattice point jc  that depends on the extension order v

jr  and the scaling 

factor v
jM . The Voronoi index is computed via component-wise modulo operations such that v

jI  depends only 

on the relative position of jc
 
in a scaled and translated Voronoi region: 

 )(mod 1−= GcI jM
v
j v

j
 (554) 
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where G  is the 8RE  generator matrix. Hence, the Voronoi index v
jI  is a vector of integers with each component 

in ]1,0[ −v
jM . 

(c) Compute the Voronoi codevector jv  from the Voronoi index v
jI . The Voronoi codevector is obtained as 

 j
v
jjj M 21 ŷyv ⋅−=  (555) 

where j2ŷ  is the nearest neighbour of j2y  in infinite 8RE  (see subclause 5.2.3.1.6.9.2.2 for search details) and j1y  

and j2y  are defined as 
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v
jj Iy  (556) 

and 

 ( ) v
jjj M]0,0,0,0,0,0,0,2[12 −= yy  (557) 

 (d) Compute the difference vector jjj vcw −= . This difference vector jw  always belongs to the scaled lattice 

8REM v
j ⋅ . Compute v

jjj Mwz = , i.e. apply the inverse scaling to the difference vector jw . The codevector 

jz  belongs to the lattice 8RE  since jw  belongs to 8REM v
j ⋅  lattice. 

(e) Verify whether jz  is in the base codebook AVQC  (i.e. in 3Q  or 4Q ). 

If jz  is not in C, increment the extension order v
jr  by 1, multiply the scaling factor v

jM  by 2, and go back to 

sub-step (b). 

Otherwise, if jz  is in C, then the Voronoi extension order v
jr  has been found and the scaling factor 

v
jrv

jM 2=  is 

sufficiently large to encode the index of jc . 

5.2.3.1.6.9.3 Insertion of AVQ parameters into the bitstream 

The parameters of the AVQ in each sub-band j consist of the codebook number jn , the vector index in base codebook 

jI  and the 8-dimensional Voronoi index v
jI . The codebook numbers jn  are in the set of integers {0, 2, 3, 4, 5, 6, 7, 8} 

and the size of its unary code representation is jn  bits with the exception of 0Q  that requires 1 bit and a possible 

overflow in the last AVQ coded sub-band. The size of each index jI  and v
jI  is given by 4nj bits and v

jr8  bits, 

respectively. 

The AVQ parameters jn , jI , 
v
jI , are written sequentially in groups corresponding to the same sub-band into the 

corresponding bitstream as 

 )...])([( 111000
vv InIn II . (558) 
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Note that if the lattice point in the block j  is in the base codebook C , the Voronoi extension is not searched and 

consequently the index v
jI  is not written into the bitstream in this group. 

The actual bit-budget needed to encode AVQ parameters in current frame varies from sub-frame to sub-frame. The 
difference of bits between the allocated bits and actually spent bits are unused bits that can be employed in the 
subsequent sub-frame or high-rate higher band coding. 

5.2.3.1.7 Gain quantization 

5.2.3.1.7.1 Memory-less quantization of the gains 

The adaptive codebook gain (pitch gain) and the algebraic codebook gain are quantized jointly in each subframe, using 
a 5-bit vector quantizer. While the adaptive codebook gain is quantized directly, the algebraic codebook gain is 
quantized indirectly, using a predicted energy of algebraic codevector. Note that, in this case, the prediction does not 
use any past information which limits the effect of frame-erasure propagation. 

First, energy of residual signal in dB is calculated in each subframe as 

 [ ] ( ) ,3,2,1,0,
64

1
log10

63

0

2 =
⎟
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⎜
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iforirE

i

i
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where i denotes the subframe and ( )nr is the residual signal, defined in subclause 5.2.3.1.1. Then, average residual 

signal energy is calculated for the whole frame as 

 [ ]∑
=

=
3

0

25.0
i

i
rr EE  (560) 

which is further modified by subtracting an estimate of the adaptive codebook contribution. That is 

 [ ] [ ]( )105.0 normnormri CCEE +−=  (561) 

where [ ]0
normC  and [ ]1

normC , are as defined in subclause 5.1.10.4, are the normalized correlations of the first and the 

second half-frames, respectively. The result of equation (561), iE , serves as a prediction of the algebraic codevector 

energy and is quantized with 3 bits once per frame. The quantized value of the predicted algebraic codevector energy is 
defined as 

 
( )

( )indbooki

booki
k

ind

kEE

kEEk
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−=
=

ˆ

min
7

0  (562) 

where ( ) n
book kkE 2,,0, K= is the n-bit codebook for the predicted algebraic codevector energy and indk is the index 

minimizing the criterion above. The bit allocation n  is bit-rate and mode dependant and is given in Table 47 

Table 47: Predictor energy codebook bit allocation 

Rate 
(kbps) 

VC GC TC IC/UC 

7.2  n.a.  n.a. 4 n.a. 
8  n.a. n.a. 4 n.a. 

9.6 3 3 n.a. n.a. 
13.2 5 4 4 n.a. 
16.4 3 3 n.a. 3 
24.4 3 3 n.a. 3 
32  n.a. 5 5 5 
64  n.a. 5 5 5 
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Now, let cE denote the algebraic codebook excitation energy in dB in a given subframe, which is given by 

 ( )
⎟
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=
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0
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64

1
log10

n

c ncE  (563) 

In the equation above, ( )nc  is the filtered algebraic codevector, found in subclause 5.2.3.1.5. 

Using the predicted algebraic codevector energy and the calculated algebraic codebook excitation energy, we may 
estimate the algebraic codebook gain as 

 ( )ci EE
cg −=′ ˆ05.010  (564) 

A correction factor between the true algebraic codebook gain, cg , and the estimated one, cg′ , is given by 

 
c

c
g

g
′=γ  (565) 

The pitch gain, pg , and correction factor γ are jointly vector-quantized using a n-bit codebook, where n is dependent on 

the bit-rate and coding mode as shown in Table 48 

Table 48: Gain codebook bit allocation per subframe 

Rate 
(kbps) 

VC GC UC/IC 

7.2 7/6/6/6 6/6/6/6 n.a. 
8 8/7/6/6 8/7/6/6 n.a. 

9.6 5/5/5/5 5/5/5/5 n.a. 
13.2 6/6/6/6 6/6/6/6 n.a. 
16.4 7/7/7/7/7 7/7/7/7/7 6/6/6/6/6 
24.4 7/7/7/7/7 7/7/7/7/7 6/6/6/6/6 
32 6/6/6/6/6 6/6/6/6/6 6/6/6/6/6 
64 12/12/12/12/12 12/12/12/12/12 6/6/6/6/6 

 

The gain codebook search is performed by minimizing a mean-squared weighted error between the original and the 
reconstructed signal, which is given by 

 zyzxyxzzyyxx T
cp

T
c

T
p

T
c

T
p

T ggggggE 22222 +−−++=  (566) 

where x is the target vector, y is the filtered adaptive codevector, and z is the filtered algebraic codevector. The 

quantized value of the pitch gain is denoted as pĝ and the quantized value of the algebraic codebook gain is denoted as 

cc gg ′= γ̂ˆ  , where γ̂  is the quantized value of the factor γ . 

Furthermore, if pitch gain clipping is detected (as described in subclause 5.2.3.1.4.2), the last 13 entries in the codebook 
are skipped in the quantization procedure since the pitch gain in these entries is higher than 1. 

5.2.3.1.7.2 Memory-less joint gain coding at lowest bit-rates 

For the lowest bitrates of 7.2 and 8.0 kbps, slightly different memory-less joint gain coding scheme is used. This is due 
to the fact that there are not enough bits to cover the dynamic range of the target vector for algebraic search. 

In the first subframe of the current frame, the estimated (predicted) gain of algebraic codebook is given by 

 )(log]0[
0

101010 cECTaa
cg

−+=  (567) 

where CT is a signal classification parameter (the coding mode), selected for the current frame in the pre-processing 
part, and cE  is the energy of the filtered algebraic codevector, calculated in equation (563). The inner term inside the 

logarithm corresponds to the gain of innovation vector. The constants a0 and a1 are found by means of MSE 
minimization on a large signal database. The only parameter in the equation above is the coding mode CT which is 
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constant for all subframes of the current frame. The superscript [0] denotes the first subframe of the current frame. The 
estimation process for the first subframe is schematically depicted in the figure below. 
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Figure 33: Schematic description of the calculation process of algebraic gain in the first subframe 

All subframes following the first subframes use slightly different estimation scheme. The difference is in the fact that in 
these subframes, the quantized gains of both the adaptive and the algebraic codebook from previous subframe(s) are 
used as auxiliary estimation parameters to increase the efficiency. The estimated value of the algebraic codebook gain 
in kth subframe, k>0 is given by 
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where k=1,2,3. Note, that the terms in the first and in the second sum of the exponent, there are quantized gains of 
algebraic and adaptive excitation of previous subframes, respectively. Note that the term including the gain of 
innovation vector )(10log cE  is not subtracted. The reason is in the use of the quantized values of past algebraic 

codebook gains which are already close enough to the optimal gain and thus it is not necessary to subtract this gain 
again. The estimation constants b0,…,b2k+1 are found again through MSE minimization on a large signal database. The 
gain estimation process for the second and the following subframes is schematically depicted in the figure below. 
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Figure 34: Schematic description of the calculation process of algebraic gain in the following 
subframes 

The gain quantization is done both at the encoder and at the decoder by searching the gain codebook and evaluating the 
MMSE between the target signal and the filtered adaptive codeword. In each subframe, the codebook is searched 
completely, i.e. for q=0,..,Q-1 where Q is the number of codebook entries. It is possible to limit the searching range in 
case ĝp is mandated to lie below certain threshold. To allow reducing the search range, the codebook entries are sorted 
in ascending order according to the value of ĝp. 

The gain quantization is performed by calculating the following MMSE criterion for each codebook entry 

 50403
2

021
2

0 ˆˆˆ]ˆ[ˆˆ cggcgcgcgcgcE cpccpp +++++= γγγ  (569) 

where the constants c0, c1, c2, c3, c4 and c5 are calculated as 

 xxzyzxzzyxyy TTTTTT cccccc ====== 543210 ,,,,,  (570) 

in which x(i) is the target signal, y(i) is the filtered adaptive excitation signal and z(i) is the filtered algebraic excitation 
signal. The codevector leading to the lowest energy is chosen as the winning codevector and its entries correspond to 
the quantized values of gp and γ. 

Before the gain quantization process it is assumed that both the filtered adaptive and innovation codewords are already 
known. The gain quantization at the encoder is performed by searching the designed gain codebook in the MMSE 
sense. Each entry in the gain codebook consists of two values: the quantized gain of the adaptive part and the correction 
factor γ  for the algebraic part of the excitation. The estimation of the algebraic gain excitation is done beforehand and 

the resulting gc0 is used to multiply the correction factor selected from the codebook. In each subframe the gain 
codebook is searched completely, i.e. for q=0,..,Q-1. It is possible to limit the search range if the quantized gain of the 
adaptive part of the excitation is mandated to be below certain threshold. To allow for reducing the search range, the 
codebook entries are sorted in ascending order according to the value of gp. The gain quantization process is 
schematically depicted in the figure below. 
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Figure 35: Schematic diagram of the gain quantization process in the encoder 

The gain quantization is performed by minimizing the energy of the error signal e(i) The error energy is given by 

 )()( zyxzyxee cp
T

cp
T ggggE −−−−==  (571) 

By replacing cg  by 0cgγ  we obtain 

 40302
2
0

2
10

2
5 222 cggcgcgcgcgcE cpccpp γγγ +−+−+=  (572) 

The constants c0, c1, c2, c3, c4 and c5 and the estimated gain 0cg  are computed before the search of the gain codebook. 

The error energy E is calculated for each codebook entry. The codevector [ pg ; γ ] leading to the lowest error energy is 

selected as the winning codevector and its entries correspond to the quantized values of gp and γ. The quantized value of 
the fixed codebook gain is then calculated as 

 γ.0cc gg =  (573) 

In the decoder, the received index is used to retrieve the values of the quantized gain of the adaptive excitation and the 
quantized correction factor of the estimated gain of the algebraic excitation. The estimated gain for the algebraic part of 
the excitation is done in the same way as in the encoder. 

5.2.3.1.7.3 Scalar gain coding at highest bit-rates 

At the bit-rate of 64kbps and at the last subframe of TC7 and TC165 (see later in subclause 5.2.3.2.2), the adaptive 
codebook gain (pitch gain) and the algebraic codebook gain are quantized using a scalar quantizers. The adaptive 
codebook gain is quantized using a uniform scalar quantizer according to MMSE criterion in the range between 
[0; 1.22]. In contrast the quantized algebraic codebook gain is obtained as a product of a correction factor γ  and the 

estimated algebraic codebook gain cg ′ , see equation 565, where the correction factor is quantized in log domain in the 

range between [0.02; 5.0]. 
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At 64 kbps, both the adaptive codebook gain and the algebraic codebook gain are quantized by means of 6 bits each. In 
the last subframe of TC configurations TC7 and TC165, they are quantized by means of 6-8 bits depending on the bit-
rate. 

 

5.2.3.1.8 Update of filter memories 

An update of the states of the synthesis and weighting filters is needed in order to compute the target signal in the next 
subframe. 

After the two gains have been quantized, the excitation signal, ( )nu′ , in the present subframe is found by 

 ( ) ( ) ( ) 63,,0,ˆˆ
K=+=′ nncgnvgnu cp  (574) 

where pĝ and cĝ are the quantized adaptive and algebraic codebook gains, respectively, ( )nv is the adaptive codevector 

(interpolated, low-pass filtered past excitation), and ( )nc is the algebraic codevector (including pre-filtering). The states 

of the filters can be updated by filtering the signal ( ) ( )nunr ′−  (difference between the residual signal and the excitation 

signal) through the filters ( )zÂ1 and ( ) ( )zHzA emphde−1γ and saving the states of the filters. This would require 3 

stages of filtering. A simpler approach, which requires only one filtering, is as follows. The local synthesis signal 

(without excitation post-processing) from layer ( )ns1̂,1 is computed by filtering the excitation signal through ( )zÂ1 . 

The output of the filter due to the input ( ) ( )nunr ′− is equivalent to ( ) ( ) ( )nsnsnx 11 ˆ−= . So, the states of the synthesis 

filter ( )zÂ1 are given by ( ) 63,,48,1 K=nnx . 

The updating of the states of the filter ( ) ( )zHzA emphde−1γ can be done by filtering the error signal ( )nx1 through this 

filter to find the perceptually weighted error ( )nx w,1 . However, the signal ( )nx w,1 can be equivalently found by 

 ( ) ( ) ( ) ( )nzgnygnxnx cpw ˆˆ,1 −−=  (575) 

where ( )nx is the adaptive codebook search target signal, ( )ny is the filtered adaptive codebook vector, and ( )nz is the 

filtered algebraic codebook vector. Since the signals ( )nx , ( )ny , and ( )nz are available, the states of the weighting 

filter are updated by computing ( )nx w,1 as in equation 575 for  63,,48K=n . This saves two stages of filtering. 

5.2.3.2 Excitation coding in TC mode 

The principle of excitation coding in TC mode is shown on a schematic diagram in Figure 36. The individual blocks and 
operations are described in detail in the following clauses. 

5.2.3.2.1 Glottal pulse codebook search 

The TC mode improves the robustness of the codec to frame erasures. It also encodes frames with an outdated past 
excitation buffer, e.g. after switching from HQ core frame. 

The TC mode in the current frame is selected based on the classification algorithm described in subclause 5.1.13. The 
increased robustness, or the excitation building when the past excitation is outdated, is achieved by replacing the 
adaptive codebook (inter-frame long-term prediction) with a codebook of glottal impulse shapes (glottal-shape 
codebook) [19], which is independent from past excitation. The glottal-shape codebook consists of quantized 
normalized shapes of the truncated glottal impulses placed at specific positions. The codebook search consists of both 
the selection of the best shape and the best position. 

To select the best codevector, the mean-squared error between the target signal, ( )nx  (the same target signal as used for 

the adaptive codebook search described in subclause 5.2.3.1.2), and the contribution signal, ( )ny , is minimized for all 

candidate glottal-shape codevectors. The glottal-shape codebook search has been designed in a similar way as the 
algebraic codebook search, described in subclause 5.2.3.1.5.9. In this approach, each glottal shape is represented as an 
impulse response of a shaping filter ( )zG . This impulse response can be integrated in the impulse response of the 
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weighted synthesis filter ( ) ( )zHzW prior to the search of the optimum impulse position. The searched codevectors can 

then be represented by vectors containing only one non-zero element corresponding to candidate impulse positions, and 
they can be searched very efficiently. Once selected, the position codevector is convolved with the impulse response of 
the shaping filter. This procedure needs to be repeated for all the candidate shapes and the best shape-position 
combination will form the excitation signal. 
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Figure 36: Schematic diagram of the excitation coding in TC mode 

In the following, all vectors are supposed to be column vectors. Let k ′p  be a position codevector with one non-zero 

element at a position k ′ , and k ′q  the corresponding glottal-shape codevector with index k ′ representing the centre of 

the glottal shape. Index k ′ is chosen from the range [0, 63], where 64 is the subframe length. Note that, due to the non-
causal nature of the shaping filter, its impulse response is truncated for positions in the beginning and at the end of the 
subframe. The glottal shape codevector k ′q can be expressed in a matrix form as kk ′′ = Gpq , where G is a Toeplitz 

matrix representing the glottal impulse shape. Similarly to the algebraic codebook search, we can write 
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where H is a lower triangular Toeplitz convolution matrix of the weighted synthesis filter. The rows of a convolution 

matrix TZ correspond to the filtered shifted version of the glottal impulse shape or its truncated representation. 
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Because of the fact that the position codevector k ′p has only one non-zero sample, the computation of the criterion 

(576) is very simple and can be expressed as 
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′
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2

 (577) 

As it can be seen from criterion (577), only the diagonal of the correlation matrix gΦ from criterion (576) needs to be 

computed. 

The codebook consists of 8 prototype glottal impulse shapes of length 17=L samples placed at all subframe positions. 
Note that, since L is shorter than the subframe length, the remaining samples in the subframe are set to zero. 

In general, the coding efficiency of the glottal-shape codebook is lower than the efficiency of the long-term prediction, 
and more bits are generally needed to assure good synthesized speech quality. 

However, the glottal-shape codebook does not need to be used in all subframes. First, there is no reason to use this 
codebook in subframes that do not contain any significant glottal impulse in the residual signal. Second, the glottal-
shape codebook search is important only in the first pitch period in a frame. The following pitch periods can be encoded 
using the more efficient standard adaptive codebook search as it does not use the excitation of the past frame anymore. 
To satisfy the constant bit-rate requirement, the glottal-shape codebook is used in the EVS codec only in one of the four 
subframes in a frame. This leads to a highly structured coding mode where the bit allocation is dependent on the 
position of the first glottal impulse and the pitch period. The subframe where the glottal-shape codebook is used is 
chosen as the subframe with the maximum sample in the residual signal in the range [ ]2,0 +opT , where opT  is the open-

loop pitch period estimated over the first half of the frame. The other subframes are processed as described in subclause 
5.2.3.2.2. 

Criterion (577) is typically used in the algebraic codebook search by pre-computing the backward filtered target vector 

gd  and the correlation matrix gΦ . Given the non-causal nature of the filter ( )zG , the matrix Z is not triangular and 

Toeplitz anymore, and this approach cannot be efficiently applied for the first 821 =L positions in the glottal-shape 

codebook search. 

Let k ′z  be the ( )1+′k th row of the matrix TZ , where TTT HGZ = is computed in two steps to minimize the 

computational complexity. In the first step, the first 121 +L rows of this matrix TZ are calculated that correspond to the 

positions k ′ from the range [ ]21,0 L . In the second step, the criterion (577) is used in a similar way as in the algebraic 

codebook search for the remaining part of TZ  (the last 164 21 −− L rows of the matrix TZ ). 

In the first step, the convolution between the glottal-shape codebook entry for position 0=′k and the impulse response 
( )nh is first computed using 
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 (578) 

where we take advantage of the fact that the filter ( )zG has only 121 +L non-zero coefficients. 

Next, the convolution ( )nz1 between the glottal-shape codebook entry for the position 1=′k and the impulse response 

( )nh is computed, reusing the values of ( )nz0 . For the following rows, the recursion is reused, resulting in 

 
( ) ( ) ( )
( ) ( ) ( ) ( ) 63,,11

,00

1 K=′−+−=
′−=

−′′

′

nfornhkgnznz

hkgz

kk

k  (579) 

The recursion (579) is repeated for all 21Lk ≤′ . 

Now, the criterion (577) can be computed for all positions k ′ from the range [ ]21,0 L in the form 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

187

 

( ) ( )

( ) ( )∑

∑

=
′′

=
′

′

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

=ℑ
63

0

263

0

1

.

.

i

kk

i

k

k

iziz

ixiz

 (580) 

In the second step, we take advantage of the fact that rows 63,,121 K+L of the matrix TZ are built using the 

coefficients of the convolution   that are already computed as described by recursion (579) for 21Lk =′ . That is, each 

row corresponds to the previous row shifted to the right by 1 with a zero added at the beginning 
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and this is repeated for k ′  from the range [ ]63,,121 K+L . 

Next, the target vector gd and the diagonal of the matrix gΦ need to be computed. First, we evaluate the numerator and 

the denominator of the criterion (577) for the last position 63=′k  
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and 
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For the remaining positions, the numerator is computed using equation (582), but with the summation index changed. In 
the computation of the denominator, some of the previously computed values can be reused. For example, for the 
position 62=′k , the denominator of criterion (577) is computed using 

 ( ) ( ) ( ) ( )1163,6362,62 2121 2121
+++= LzLzΦΦ LLgg  (584) 

Similarly, we can continue to compute the numerator and the denominator of criterion (577) for all positions 21Lk >′ . 

The search continues using the previously described procedure for all other glottal impulse shapes and the codevector 
corresponding to the best combination of glottal-shape and position is selected. To maintain the complexity low, the 
computation described above is further reduced by limiting the position search to ±4 samples around the maximum 
absolute value of the residual signal. 

The last parameter to be determined is the gain of the glottal-shape codebook excitation. The gain is quantized in two 
steps. First, a roughly quantized gain of the glottal-shape codevector, mg , is found. Then, after both the first-stage 

contribution (glottal-shape codevector) and the second-stage contribution (algebraic codevector) of the excitation signal 
are found, the gain pg of the first-stage contribution signal is jointly quantized with the second-stage contribution gain, 

cg . This is done using the memory-less gain vector quantization, as described in subclause 5.2.3.1.7.1. The found 

glottal shape codevector ( )nqk ′  is thus the position codevector ( )npk ′  filtered through the shaping filter ( )zG that 

represents the best found glottal shape. When scaling the glottal-shape codevector ( )nqk ′ with the signed quantized 

gain mĝ , we finally obtain the first stage excitation codevector, ( )nv . 

The glottal-shape gain mg is quantized using a quantization table as follows. First, an unquantized gain in the current 

glottal-shape subframe is found as 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

188

 

( ) ( )

( ) ( )∑

∑
−

=

−

=

+

=
1

0

1

0

.01.0

.

N

n

N

n
m

nyny

nynx

g  (585) 

where N  is the subframe length, ( )nx is the target signal and ( )ny is the glottal-shape codevector ( )nqk ′ filtered 

through the weighted synthesis filter ( ) ( )zAzW ˆ . Further, the sign of the glottal-shape gain is set to 0 if 0<mg and 1 

otherwise, and written to the bitstream. Finally, the glottal-shape gain quantization index gmI is found as the maximum 

value of gmI that satisfies ( ) mgm gI <t , where t is the glottal-shape gain quantization table of dimension 8. The signed 

quantized glottal-shape gain mĝ is thus found as ( )gmm Ig t=ˆ and its value is quantized using 4 bits (1 bit for sign, 3 bits 

for the value). 

It should be noted that the closed-loop pitch period, 0T , does not need to be transmitted anymore in a subframe which 

uses the glottal-shape codebook search with the exception of subframes containing more than one glottal impulse, i.e., 
when ( ) 210 64 LTk +<+′ . There are situations where the pitch period of the input signal is shorter than the subframe 

length and, in this case, we have to transmit its value. Given the pitch period length limitations and the subframe length, 
a subframe cannot contain more than two impulses. In the situation that the glottal-shape codevector contains two 
impulses, an adaptive codebook search is used in a part of the subframe. The first 0T samples of the glottal-shape 

codevector ( )nqk ′ are built using the glottal-shape codebook search and then the other samples in the subframe are built 

using the adaptive search as shown in Figure 37. 

)
(
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q k′

 

Figure 37: Glottal-shape codevector with two impulses construction 

The described procedure is used even if the second glottal impulse appears in one of the first 21L positions of the next 

subframe. In this situation, only a few samples (less than 121 +L ) of the glottal shape are used at the end of the current 

subframe. This approach has a limitation because the pitch period value transmitted in these situations is limited to 
NT <0 , if it is bigger, it is not transmitted. 

In order to enhance the coding performance, a low-pass filter is applied to the first stage excitation signal ( )nv . In all 

subframes after the glottal-shape codebook subframe, the low-pass filtered first stage excitation is found as described in 
subclause 5.2.3.1.4.2. 

5.2.3.2.2 TC frame configurations 

5.2.3.2.2.1 TC frame configurations at 12.8 kHz internal sampling 

At bit-rates with 12.8 kHz internal sampling rate the glottal-shape codebook is used in one out of four subframes. The 
other subframes in a TC frame (not encoded with the use of the glottal-shape codebook) are processed as follows. If the 
subframe with glottal-shape codebook search is not the first subframe in the frame, the excitation signal in preceding 
subframes is encoded using the algebraic CELP codebook only, this means that the first stage contribution signal is 
zero. If the glottal-shape codebook subframe is not the last subframe in the frame, the following subframes are 
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processed by the standard CELP coding (i.e., using the adaptive and the algebraic codebook search). Thus, the first 
stage excitation signal is the scaled glottal-shape codevector, the adaptive codevector or the zero codevector. 

In order to further increase encoding efficiency and to optimize bit allocation, different processing is used in particular 
subframes of a TC frame dependent on the pitch period. When the first subframe is chosen as a TC subframe, the 
subframe with the 2nd glottal impulse in the LP residual signal is determined. This determination is based on the pitch 
period value and the following four situations then can appear. In the first situation, the 2nd glottal impulse is in the 1st 
subframe, and the 2nd, 3rd and 4th subframes are processed using the standard CELP coding (adaptive and algebraic 
codebook search). In the second situation, the 2nd glottal impulse is in the 2nd subframe, and the 2nd, 3rd and 4th 
subframes are processed using the standard CELP coding again. In the third case, the 2nd glottal impulse is in the 3rd 
subframe. The 2nd subframe is processed using algebraic codebook search only as there is no glottal impulse in the 2nd 
subframe of the LP residual signal to be searched for using the adaptive codebook. The 3rd and 4th subframes are 
processed using the standard CELP coding. In the last (fourth) case, the 2nd glottal impulse is in the 4th subframe (or in 
the next frame), the 2nd and 3rd subframes are processed using the algebraic codebook search only, and the 4th 
subframe is processed using the standard CELP coding. Table 49 shows all possible coding configurations in the EVS 
codec at 12.8 kHz internal sampling rate. 

The TC configuration is transmitted in the bit-stream using a Huffman-style coding and its bit sequence is show in the 
Table 49 in the column bitstream. 

Table 49: TC configurations used in the EVS codec at 12.8 kHz internal sampling rate 

Coding 
configuration Bitstream 

Positions of the first (and the 
second, if relevant) glottal 

impulse(s) in the frame 

Type of codebook used (GS = glottal-
shape, 

Ada = adaptive, Alg = algebraic) 
1st 

subfr. 
2nd 

subfr. 
3rd 

subfr. 
4th 

subfr. 

TC1 1 
 

GS + 
Alg 

Ada + 
Alg 

Ada + 
Alg 

Ada + 
Alg 

TC2 0101 
 

GS + 
Alg 

Ada + 
Alg 

Ada + 
Alg 

Ada + 
Alg 

TC3 0100 
 

GS + 
Alg Alg Ada + 

Alg 
Ada + 

Alg 

TC4 011 
 

GS + 
Alg Alg Alg Ada + 

Alg 

TC5 001 
 

Alg GS + 
Alg 

Ada + 
Alg 

Ada + 
Alg 

TC6 0001 
 

Alg Alg GS + 
Alg 

Ada + 
Alg 

TC7 0000 
 

Alg Alg Alg GS + 
Alg 

 

5.2.3.2.2.2 TC frame configurations at 16 kHz internal sampling 

At bit-rates with 16 kHz internal sampling rate the glottal-shape codebook is used in one out of five subframes. If the 
subframe with glottal-shape codebook search is not the first subframe in the frame, the excitation signal in preceding 
subframes is encoded using the algebraic CELP codebook only. If the glottal-shape codebook subframe is not the last 
subframe in the frame, the following subframes are processed by the standard CELP coding. 

As the bit-rates with 16 kHz internal sampling rate are with high bit-budget, the number of TC configurations is reduced 
compared to the 12.8 kHz internal sampling rate. Table 50 shows all possible coding configurations in the EVS codec at 
16 kHz internal sampling rate 
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Table 50: TC configurations used in the EVS codec at 16 kHz internal sampling rate 

Coding 
configuration Bitstream Positions of the first glottal impulse in 

the frame 

Type of codebook used 
(GS = glottal-shape, 

Ada = adaptive, Alg = algebraic) 
1st 

subfr. 
2nd 

subfr. 
3rd 

subfr. 
4th 

subfr. 
5th 

subfr. 

TC161 00 
 

GS + 
Alg 

Ada + 
Alg 

Ada + 
Alg 

Ada + 
Alg 

Ada + 
Alg 

TC162 01 
 

Alg 
GS + 
Alg 

Ada + 
Alg 

Ada + 
Alg 

Ada + 
Alg 

TC163 10 
 

Alg Alg GS + 
Alg 

Ada + 
Alg 

Ada + 
Alg 

TC164 110 
 

Alg Alg Alg GS + 
Alg 

Ada + 
Alg 

TC165 111 
 

Alg Alg Alg Alg 
GS + 
Alg 

 

5.2.3.2.4 Pitch period and gain coding in the TC mode 

When using the TC, it is not necessary to transmit the pitch period for certain subframes. Further, it is not necessary to 
transmit both pitch gain, pg , and the algebraic codebook gain, cg , for subframes where there is no important glottal 

impulse, and only the algebraic codebook contribution is computed (the first stage excitation is the zero vector). 

In subframes, where the glottal-shape, or adaptive, search is used, the first stage excitation gain (pitch gain), pg , and 

the second stage excitation gain (algebraic gain), cg , are quantized at bit-rates ≤ 32 kbps using the memory-less vector 

gain quantization described in subclause 5.2.3.1.7.1. At 64 kbps bit-rate, gains are scalar quantized as described in 
subclause 5.2.3.1.7.3. In glottal-shape subframes, the first stage gain, pg , is found in the same manner as described in 

subclause 5.2.3.1.4.2. 

When only an algebraic gain is quantized in the current frame (the first stage excitation is the zero vector), the following 
scalar quantization process is used. First, an optimal algebraic gain in the current subframe is found as 
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where N is the subframe length, ( )nx is the target signal and ( )nz is the algebraic codevector ( )nc filtered through the 

weighted synthesis filter ( ) ( )zAzW ˆ with the pre-filter ( )zF . The predictive algebraic energy calculated once per frame 

is employed as described in subclause 5.2.3.1.7. Further the algebraic codebook gain, cg′ , and the correction factor, γ , 

are given by equations (564) and (565), respectively. Finally, the correction factor quantization index, γI , is found as 

the maximum value of γI that satisfies 
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where t is the algebraic gain quantization table of dimension 8. The correction factor γ  is quantized with 3 bits using 

the quantization table t and the quantized algebraic gain is obtained by 

 ( ) cc gIg ′= .ˆ γt  (588) 

The following is a list of all TC configurations corresponding to Table 49 and Table 50. 
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Configuration TC1 

In this configuration, two first glottal impulses appear in the first subframe that is processed using the glottal-
shape codebook search. This means that the pitch period value in the 1st subframe can have the maximum value 
less than the subframe length, i.e., NT << 034 . Here, 0T is the closed-loop pitch period and N  the subframe 

length. With the ½ sample resolution it can be coded with 6 bits. The pitch periods in the next subframes are 
found using – depending on the bit-rate – a 5- or 6-bit delta search with a fractional resolution. 

Configuration TC2 

When configuration TC2 is used, the first subframe is processed using the glottal-shape codebook search. The 
pitch period is not needed and all following subframes are processed using the adaptive codebook search. 
Because we know that the 2nd subframe contains the second glottal impulse, the pitch period maximum value 
holds 1.20 −< NT . This maximum value can be further reduced thanks to the knowledge of the glottal impulse 

position value k′ . The pitch period value in the 2nd subframe is then coded using 7 bits with a fractional 
resolution in the whole range of ( )[ ]kNkN ′−−′− 1.2,34,min . In the 3rd and 4th subframes, a delta search using 

6 bits is used with a fractional resolution. 

Configuration TC3 

When configuration TC3 is used, the first subframe is processed using the glottal-shape codebook search with no 
use of the pitch value again. But because the 2nd subframe of the LP residual signal contains no glottal impulse 
and the adaptive search is useless, the first stage contribution signal is replaced by zeros in the 2nd subframe. 
The adaptive codebook parameters ( 0T  and pg ) are not transmitted in the 2nd subframe. The first stage 

contribution signal in the 3rd subframe is constructed using the adaptive codebook search with the pitch period 
maximum value ( )kN ′−−1.3 and the minimum value ( )kN ′−−1.2 , thus only a 7-bit coding of the pitch value 

with fractional resolution in all range is needed. The 4th subframe is processed using the adaptive search with – 
depending on the bit-rate – a 5- or 6-bit delta search coding of the pitch period value. 

In the 2nd subframe, only the algebraic codebook gain, gc, is transmitted. Consequently, only 3 bits are needed 
for gain quantization in this subframe as described at the beginning of this subclause. 

Configuration TC4 

When configuration TC4 is used, the first subframe is processed using the glottal-shape codebook search. Again, 
the pitch period does not need to be transmitted. But because the LP residual signal contains no glottal impulse 
in the 2nd and also in the 3rd subframe, the adaptive search is useless for both these subframes. Again, the first 
stage excitation signal in these subframes is replaced by zeros. The pitch period value is transmitted only in the 
4th subframe by means of 7 bits and its minimum value is ( )kN ′−.3 .The maximum value of the pitch period is 

limited by the 231max =T value only. It does not matter if the second glottal impulse will appear in the 4th 

subframe or not (the second glottal impulse can be present in the next frame if NTk ≥+′ max ). 

Note that the absolute value of the pitch period is necessary at the decoder for the frame concealment; therefore, 
it is transmitted also in the situation when the second glottal impulse appears in the next frame. When a frame 
m preceding the TC frame 1+m is missing, the correct knowledge of the pitch period value from the frames 

1−m  and 1+m helps to reconstruct the missing part of the synthesis signal in the frame m successfully. 

The algebraic codebook gain, cg , is quantized with 3 bits in the 2nd subframe and 3rd subframe. 

Configuration TC5 

When the first glottal impulse appears in the 2nd subframe, the pitch period is transmitted only for the 3rd and 
4th subframe. 3rd subframe, the pitch value is coded using 9-bit absolute search while in the 4th subframe using – 
depending on the bit-rate – 5- or 6- bits delta search. In this case, only algebraic codebook parameters are 
transmitted in the 1st subframe (with the algebraic codebook gain, cg , quantized with 3 bits). 

Configuration TC6 

When the first glottal impulse appears in the 3rd subframe, the pitch period does not need to be transmitted for 
the TC technique. In this case, only algebraic codebook parameters are transmitted in the 1st and 2nd subframe 
with the algebraic codebook gain, cg , quantized with 3 bits in both subframes. Nevertheless, the pitch period is 
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transmitted in the 4th subframe by means of 9 bit absolute search coding for the reason of better frame erasure 
concealment in the frame after the TC frame. Also, the pitch period is transmitted for the 3rd subframe by means 
of 5 bit absolute search coding although it is not usually necessary. 

Configuration TC7 

When the first glottal impulse appears in the 4th subframe, the pitch period value information is not usually used 
in this subframe. However, its value is necessary for the frame concealment at the decoder (this value is used for 
the missing frame reconstruction when the frame preceding or following the TC frame is missing) or in case of 
strong onsets at the frame-end and very short pitch period. Thus, the pitch value is transmitted only in the 4th 
subframe by means of 9-bit absolute search coding and only algebraic codebook parameters are transmitted in 
the first three subframes (the gain pitch, pg , is not essential). The algebraic codebook gain, cg , is quantized 

with 3 bits in the 1st, 2nd and 3rd subframes. The scalar gain quantization is employed only at the 4th subframe in 
this configuration to encode the gain pitch and the algebraic codebook gain. 

Configuration TC161 

In this configuration, one or two first glottal impulses appear in the first subframe that is processed using the 
glottal-shape codebook search. This means that the pitch period value in the 1st subframe can have the maximum 
value less than the subframe length N , i.e., NT << 042  and it is coded with 6 bits. Then the pitch period in the 

2nd subframe is found using 8-bit absolute search on the interval NT *242 0 << . Finally the pitch period in the 

3rd subframe is coded using 10-bit absolute search and in the 4th and 5th subframe using 6-bit delta search. 

The gain pitch and the algebraic codebook gain are coded in all subframes using 6-bit VQ at 32 kbps resp. 12-bit 
SQ at 64 kbps. 

Configuration TC162 

The first glottal impulse appears in the 2nd subframe and the pitch period is transmitted for the 3rd, 4th and 5th 
subframe. In the 3rd subframe, the pitch value is coded using 10-bit absolute search while in the 4th and 5th 
subframe using 6- bits delta search. The pitch period is transmitted also in the 2nd subframe by means of 6 bits 
and serves in case when two first glottal impulses appears in the second subframe. 

The gain pitch and the algebraic codebook gain are coded in the 2nd, 3rd, 4th and 5th subframe using 6-bit VQ at 
32 kbps resp. 12-bit SQ at 64 kbps. The algebraic codebook gain, cg , is quantized in the 1st subframe with 3 bits 

at 32 kbps resp. 6 bits at 64 kbps 

Configuration TC163 

The first glottal impulse appears in the 3rd subframe. In this case, only algebraic codebook parameters are 
transmitted in the 1st and 2nd subframe with the algebraic codebook gain, cg , quantized in both subframes with 

3 bits at 32 kbps resp. 6 bits at 64 kbps. Then the pitch period is coded by means of 10-bit absolute search in the 
3rd subframe and by means of 6-bit delta search in the 4th and 5th subframe. 

The gain pitch and the algebraic codebook gain are coded in the 3rd, 4th and 5th subframe using 6-bit VQ at 32 
kbps resp. 12-bit SQ at 64 kbps. 

Configuration TC164 

The first glottal impulse appears in the 4th subframe. In this case, only algebraic codebook parameters are 
transmitted in the 1st, 2nd and 3rd subframe with the algebraic codebook gain, cg , quantized in all these 

subframes with 3 bits at 32kbps resp. 6 bits at 64kbps. Then the pitch period is coded by means of 10-bit 
absolute search in the 4th subframe and by means of 6-bit delta search in the 5th subframe. 

The gain pitch and the algebraic codebook gain are coded in the 4th and 5th subframe using 6-bit VQ at 32 kbps 
resp. 12-bit SQ at 64 kbps. 

Configuration TC165 

When the first glottal impulse appears in the 5th subframe, the pitch period value information is not usually used in this 
subframe. However, its value is necessary for the frame concealment at the decoder (this value is used for the missing 
frame reconstruction when the frame preceding or following the TC frame is missing) or in case of strong onsets at the 
frame-end and very short pitch period. Thus, the pitch value is transmitted only in the 5th subframe by means of 10-bit 
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absolute search coding and only algebraic codebook parameters are transmitted in the first four subframes. The 
algebraic codebook gain, cg , is quantized in the 1st, 2nd and 3rd subframes with 3 bits at 32kbps and 6 bits at 64 kbps. 

The gain pitch and the algebraic codebook gain are coded only in 5th subframe using a scalar gain quantizer. 

5.2.3.2.5 Update of filter memories 

In TC mode, the memories of the synthesis and weighting filter are updated as described in subclause 5.2.3.1.8. Note 
that signals in equation (574) are the first stage excitation signal ( )nv  (i.e., the glottal-shape codevector, the low-pass 

filtered adaptive codevector, or the zero codevector) and the algebraic codevector ( )nc  (including pre-filtering). 

5.2.3.3 Excitation coding in UC mode at low rates 

The principle of excitation coding in UC mode is shown in a schematic diagram in Figure 38. The individual operations 
are described in detail in the following clauses. 

ˆ ( )A z

ˆ( )A z

 

Figure 38: Schematic diagram of the excitation coding in UC mode 

5.2.3.3.1 Structure of the Gaussian codebook 

In UC mode, a Gaussian codebook is used for representing the excitation. To simplify the search and reduce the 
codebook memory requirement, an efficient structure is used whereby the excitation codevector is derived by the 
addition of 2 signed vectors taken from a table containing 64 Gaussian vectors of dimension 64 (the subframe size). Let 

it  denote the i th 64-dimensional Gaussian vector in the table. Then, a codevector is constructed by 

 
21 21 pp ssc tt +=  (589) 

where 1s and 2s are the signs, equal to –1 or 1, and 1p and 2p are the indices of the Gaussian vectors from the table. In 

order to reduce the table memory, a shift-by-2 table is used, thus only 64 + 63 × 2 = 190 values are needed to represent 
the 64 vectors of dimension 64. 

To encode the codebook index, one has to encode 2 signs, 1s and 2s , and two indices, 1p and 2p . The values of 1p and 

2p are in the range [ ]63,0 , so they need 6 bits each, and the signs need 1 bit each. However, 1 bit can be saved since the 

order of the vectors iv and jv is not important. For example, choosing 16v as the first vector and 25v as the second 

vector is equivalent to choosing 25v as the first vector and 16v as the second vector. Thus, similar to the case of 

encoding two pulses in a track, only one bit is needed for both signs. The ordering of the vector indices is such that the 
other sign information can be easily deduced. This gives a total of 13 bits. To better explain this procedure, let us 
assume that the two vectors have the indices 1p and 2p with sign indices 1σ and 2σ , respectively ( 0=σ if the sign is 

positive and 1=σ if the sign is negative). The codevector index is given by 
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 ( )211 62 ppI +××+= σ  (590) 

If 21 pp ≤ then 21 σσ = ; otherwise 2σ  is different from 1σ . Thus, when constructing the codeword (index of 

codevector), if the two signs are equal then the smaller index is assigned to 1p and the larger index to 2p , otherwise the 

larger index is assigned to 1p and the smaller index to 2p . 

5.2.3.3.2 Correction of the Gaussian codebook spectral tilt 

In UC mode, the Gaussian codebook spectral tilt is corrected by a modification factor, which is encoded using 3 bits per 
subframe. First, the tilt of the target vector ( )nx is computed as 
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and the tilt of the filtered Gaussian codebook ( )ny is computed as 
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The filtered Gaussian codebook, ( )ny , is the initial Gaussian codebook, ( )nt , convolved with the weighted filter, ( )nh . 

Note that vector ( )nt represents the whole codebook, i.e., 189,,0K=n . 

The spectral tilt modification factor is found by 
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and the integer quantization index is found by 

 ⎣ ⎦δδ 16=I  (594) 

where the operator ⎣ ⎦.  returns the integer part of a floating point number. The integer quantization index is limited to 

[0, 7]. 

Finally, the quantized spectral tilt modification factor is used to adapt the tilt of the initial Gaussian codebook. That is 
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where the quantized spectral tilt modification factor is found as 

 
16

ˆ δδ I=  (596) 

In the following, the adapted Gaussian codebook ( ) 189,,0, K=′ nnt , is searched to obtain the best two codevectors and 

signs which form the final codevector, ( )nc , of dimension 64. In the following, we assume ( ) ( )ntnt ′← . 
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5.2.3.3.3 Search of the Gaussian codebook 

The goal of the search procedure is to find the indices 1p and 2p of the two best random vectors and their 

corresponding signs, 1s and 2s . This is achieved by maximizing the following search criterion 

 
( ) ( ) ( )
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222

===  (597) 

where ( )nx is the target vector and Hcz = is the filtered final codevector. Note that in the numerator of the search 

criterion, the dot product between ( )nx and ( )nz , 63,,0K=n , is equivalent to the dot product between ( )nd and ( )nc , 

where xHd T= is the backward filtered target vector which is also the correlation between ( )nd and the impulse 

response ( )nh . The elements of the vector ( )nd are found by 

 ( ) ( ) ( ) ( ) ( ) 63,,1*
63

K=−=−= ∑
=

nfornihixnhnxnd

ni

 (598) 

Since ( )nd is independent of the codevector ( )nc , it is computed only once, which simplifies the computation of the 

numerator for different codevectors. 

After computing the vector ( )nd , a predetermination process is used to identify K out of the 64 random vectors in the 

random table, so that the search process is then confined to those K vectors. The predetermination is performed by 
testing the numerator of the search criterion kQ for the K vectors which have the largest absolute dot product (or 

squared dot product) between ( )nd and ( )nvi , 63,,0K=i . That is, the dot products iχ that are given by 

 ( ) ( )nvnd i

n

i ∑
=

=
63

0

χ  (599) 

are computed for all random vectors ( )nvi and the indices of the K vectors which result in the K largest values of 

iχ are retained. These indices are stored in the index vector im , 1,,0 −= Ki K . To further simplify the search, the sign 

information corresponding to each predetermined vector is also preset. The sign corresponding to each predetermined 
vector is given by the sign of iχ for that vector. These preset signs are stored in the sign vector is , 1,,0 −= Ki K . 

The codebook search is now confined to the pre-determined K vectors with their corresponding signs. Here, the value 
8=K is used, thus the search is reduced to finding the best 2 vectors among 8 random vectors instead of finding them 

among 64 random vectors. This reduces the number of tested vector combinations from 20802/6564 =× to 
362/98 =× . 

Once the most promising K vectors and their corresponding signs are predetermined, the search proceeds with the 
selection of 2 vectors among those K vectors which maximize the search criterion Q . 

We first start by computing and storing the filtered vectors jw , 1,,0 −= Kj K corresponding to the K predetermined 

vectors. This can be performed by convolving the predetermined vectors with the impulse response of the weighted 
synthesis filter, ( )nh . The sign information is also included in the filtered vectors. That is 

 ( ) ( ) ( ) 1,,0,63,,0
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We then compute the energy of each filtered pre-determined vector as 
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0

2 −=== ∑
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T
jj Kwwε  (601) 

and its dot product with the target vector 
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Note that jρ and jε correspond to the numerator and denominator of the search criterion due to each predetermined 

vector. The search proceeds now with the selection of 2 vectors among the K predetermined vectors by maximizing the 
search criterion Q . Note that the final codevector is given in equation (589). 

The filtered codevector ( )nz is given by 

 
2121 21 pppp ss wwHtHtHcz +=+==  (603) 

Note that the predetermined signs are included in the filtered predetermined vectors jw . The search criterion in 

equation (597) can be expressed as 
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The vectors jw and the values of jρ and jε are computed before starting the codebook search. The search is performed 

in two nested loops for all possible positions 1p and 2p that maximize the search criterion Q . Only the dot products 

between the different vectors jw need to be computed inside the loop. 

At the end of the two nested loops, the optimum vector indices 1p and 2p will be known. The two indices and the 

corresponding signs are then encoded as described above. The gain of the final Gaussian codevector is computed based 
on a combination of waveform matching and energy matching. The gain is given by 

 ewc ggg 4.06.0 +=  (605) 

where wg is the gain that matches the waveforms of the vectors ( )nx and ( )nz and is given by zzzx TT
wg = and eg is 

the gain that matches the energies of the vectors ( )nx and ( )nz and is given by zzzx TT
eg =  . Here, ( )nx is the target 

vector and ( )nz is the filtered codevector ( )nc , 63,,0K=n . 

5.2.3.3.4 Quantization of the Gaussian codevector gain 

In UC mode, the adaptive codebook is not used and only the Gaussian codevector gain needs to be quantized. The 
Gaussian codevector gain in dB is given by 

 ( )c
dB
c gg log20=  (606) 

is uniformly quantized between minΓ and maxΓ with the step size given by 

 ( )
L

minmax Γ−Γ=δ  (607) 

where L is the number of quantization levels. The quantization index k is given by the integer part of 
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Finally, the quantized gain in dB is given by 

 minˆ Γ+×= δkgdB
c  (609) 

and the quantized gain is given by 
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 20ˆ10ˆ
dB
cg

cg =  (610) 

In every subframe, 7 bits are used to quantize the gain. Thus, 128=L and the quantization step is 71875.1=δ dB with 
the quantization boundaries 30min −=Γ and 190max =Γ . The quantized gain, cĝ , is finally used to form the total 

excitation in the UC mode by multiplying each sample of the codevector, ( )nc , by cĝ . 

5.2.3.3.5 Other parameters in UC mode 

In UC mode, the SAD and noisiness parameters are encoded to modify the excitation vector in stationary inactive 
segments. The noisiness parameter is required for an anti-swirling technique used in the decoder for enhancing the 
background noise representation during inactive speech. 

The noisiness parameter is defined as the ratio between low- and high-order LP residual variances: 

 
2

16,

2
2,

e

e

σ
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ν =  (611) 

where 2
2,eσ  and 2

16,eσ denote the LP residual variances for second-order and 16th-order LP filters, respectively. The LP 

residual variances are readily obtained as a by-product of the Levinson-Durbin procedure, described in subclause 
5.1.9.4. 

The noisiness parameter is normalized to the interval [0, 1] within which it is linearly quantized with 32 levels. That is 

 ( )
⎥⎦
⎥

⎢⎣
⎢ −= 32

1.ˆ νμν  (612) 

where μ is a normalization factor, which is different for WB and NB signals. For WB signals, 2=μ , otherwise 

5.0=μ . 

5.2.3.3.6 Update of filter memories 

In UC mode, the memories of the synthesis and weighting filter are updated as described in subclause 5.2.3.1.8. Note 
that the excitation component ( )nv is missing in equation (574) for UC mode. 

5.2.3.4 Excitation coding in IC and UC modes at 9.6 kbps 

At 9.6 kbps, the IC and UC modes are coded with a hybrid coding embedding two stages of innovative codebooks, the 
algebraic pulse codebook and a Gaussian noise-like excitation. Since the long term prediction gain is expected to be 
very low for such frames, the adaptive codebook is not used. The principle is depicted in figure 39 
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Figure 39: Schematic diagram of the excitation coding in UC and IC modes at 9.6 kbps 

5.2.3.4.1 Algebraic codebook 

5.2.3.4.1.1 Adaptive pre-filter 

For UC mode, the adaptive pre-filter is performed similarly as in subclause 5.2.3.1.5.1. Additional the pre-filter ( )zF  is 

amended with a phase scrambling filter as follows: 
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For NB IC mode, the filter is designed as follows: 
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where ( )0F is defined in subclause 5.2.3.1.5.1 with 64=T , 1β  is also defined in subclause 5.2.3.1.5.1, and  

75.01 =η and 9.02 =η . 

For WB IC mode, ( )zF  is defined as: 
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 (615) 

where 64=T , 5.0=a , 25.0=b and γ  represents the tilt of following filter: 
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The tilt is computed as: 

 ∑
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1β  is bounded by [0.25 0.5] and given is by: 
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where [ ]1−
vE and [ ]1−

cE are the energies of the scaled pitch codevector and the scaled algebraic codevector of the previous 

subframe, respectively. 

5.2.3.4.2 Gaussian noise generation 

The Gaussian noise excitation is a second excitation added to the first innovative excitation from the algebraic 
codebook. This second contribution is only computed and added in WB. 

The Gaussian noise excitation is produced by calling three times a random generator with a uniform distribution 
between -1 and +1. It follows the Central Limit Theorem. 
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The Gaussian noisy excitation )(2 nc is spectrally shaped by applying the pre-filter ( )zF  defined in subclause 

5.2.3.4.1.1. 

5.2.3.4.3 Gain coding 

For NB only one gain has to be quantized, the gain of the algebraic codebook cg . It is quantized using a 6-bit 

quantizer. 

For WB, the two gains cg  and 2cg  are quantized jointly in each subframe, using a 7-bit vector quantizer. 

In both cases the optimal algebraic codeword gain is computed as follows: 
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In the equation above, ( )nz  is the algebraic codevector ( )nc  filtered through the weighted synthesis filter ( ) ( )zAzW ˆ  

with the pre-filter ( )zF .is the filtered algebraic codevector. 

The algebraic codebook excitation energy in dB, cE , is also computed as follows: 
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5.2.3.4.3.1 Innovative codebook gain coding (NB) 

The algebraic codevector gain in dB is given by 

 ( )c
dB
c gg log20=  (622) 
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is uniformly quantized between -30 dB and 90dB with the step size of 1.9dB. The quantization index k  is given by the 
integer part of 

 
⎥
⎥
⎦

⎥

⎢
⎢
⎣

⎢
+++= 5.0

9.1

30c
dB
c Eg

k  (623) 

Finally, the quantized gain in dB is given by 

 309.1ˆ −×= kgdB
c  (624) 

and the quantized gain is given by 

 20)ˆ(10ˆ c
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cg −=  (625) 

5.2.3.4.3.2 Joint gain coding (WB) 

The algebraic codebook gain is quantized indirectly, using a predicted energy of algebraic codevector. The energy of 
residual signal in dB is calculated. 

Then, average residual signal energy is calculated for the whole frame and serves as a prediction of the algebraic 
codevector energy. It is quantized on 4 bits once per frame. The quantized value of the predicted algebraic codevector 
energy is defined as 
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where ( ) 15,,0, K=kkEbook is the 4-bit codebook for the predicted algebraic codevector energy and indk  is the index 

minimizing the criterion above. 

Using the predicted algebraic codevector energy, we may estimate the algebraic codebook gain as 

 ( )ci EE
cg −=′ ˆ05.010  (627) 

A correction factor between the true algebraic codebook gain, cg , and the estimated one, cg′ , is given by 
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g
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The correction factor γ  is uniformly quantized on 5 bits between -20 dB and 20dB with the step size of 1.25dB. The 

quantization index k is given by the integer part of 
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Finally, the quantized gain in dB is given by 

 ic
dB
c EEkg ˆ2025.1ˆ +−−×=  (630) 

and the quantized gain is given by 

 20ˆ10ˆ
dB
cg

cg =  (631) 

The gain of Gaussian noise excitation is quantized on 2 bits. Unlike the algebraic codeword gain, the Gaussian noise 
excitation gain is optimized in order to minimize the energy mismatch between the target signal and reconstructed 
signal. The following criterion is minimized: 
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where C  is an attenuation factor set to 1 for clean speech, where high dynamic of energy is perceptually important and 
set to 0.8 for noisy speech where the noise excitation is made more conservative for avoiding fluctuation in the output 
energy between unvoiced and non-unvoiced frames 

The quantized gain is expressed as follows where the index 2k  of the optimal gain is sent on 2 bits: 
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5.2.3.4.4 Memory update 

The update of the filter memories is performed as described in subclause 5.2.3.1.8 except that there is no adaptive 
codebook contribution. The Gaussian noise excitation is not taken into account for the update and for computing the 
next subframe signal target. 

5.2.3.5 Excitation coding in GSC mode 

In the GSC mode, the excitation is encoded using mixed time-domain/frequency-domain coding technique. This mode 
is aimed at encoding generic audio signals at low bit rates without introducing more delay than the ACELP structure 
requires. The GSC mode is used only at 12.8 kHz internal sampling rate, and the excitation could be encoded with 4 
subframes, 2 subframes, or 1 subframe per frame depending on the bit rate or the signal type. 

Figure 40 is a schematic block diagram showing the general concept of coding the excitation in the GSC mode. The 
speech/music selector is used to choose between coding the excitation signal in the GSC mode or the other ACELP 
modes described above. The selector mainly consists of the speech music classification (as described in subclause 
5.1.13.5), where GSC is used in case music signals are detected. A further detector (as described in subclause 
5.1.13.5.3) is used to verify if a detected music contains a temporal attack. In such a case the time domain transient 
coding mode is used to code only the attack. 

When encoding in the GSC mode, the time-domain excitation contribution is first computed. In case of 4 subframes, the 
time-domain excitation consists of both adaptive codebook and fixed codebook as in ordinary ACELP. In case 1 or 2 
subframes are used, the time-domain excitation consists only of the adaptive codebook contribution. Then the time-
domain contribution and residual signal are both converted to the transform domain (using DCT). The transform-
domain signals are used to determine a cut-off frequency (the upper band still containing significant pitch contribution). 
The time-domain excitation contribution is then filtered by removing the frequency content above the cut-off frequency. 
The filtered time-domain contribution in the frequency domain is subtracted from the frequency-domain residual signal, 
and difference signal is quantized in the frequency domain using PVQ. The quantized difference signal is then added to 
the filtered transformed time-domain excitation contribution, and the resulting signal is converted back to the time 
domain to obtain the total excitation signal. 

The GSC mode is used for encoding audio signals at 7.2, and 13.2 kbit/s for WB inputs. It is also used to encode 
unvoiced active speech and some audio signal at 13.2 kbit/s in case of SWB inputs. Further, the GSC mode is used to 
encode inactive signals in case of NB, WB, SWB, and FB signals (in case DTX is off) at 7.2, 8 and 13.2kbit/s. 
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Figure 40: GSC encoder overview 

5.2.3.5.1 Determining the subframe length 

The subframe length, or number of subframes per frame, is determined depending on the bit rate and nature of encoded 
signal. In case of SWB unvoiced mode at 13.2 kbit.s, 4 subframes are used. For NB and WB signals at 13.2 kbit/s, 2 
subframes are used in case of inactive signals or when the high frequency dynamic range flag hfF  is 0, where hfF is an 

indicator when set to 1 is indicates the presence of high frequency spectral correlation and is computed in subclause 
5.1.11.2.6. Otherwise 1 subframe is used (audio signal where long-time support is needed to get better frequency 
resolution). 

For the bit rates of 7.2 and 8 kbit/s, 1 subframe is always used (NB, WB, and SWB audio signals and inactive speech 
signals). The number of subframe information is encoded at 13.2 kbps with 1 bit. 

5.2.3.5.2 Computing time-domain excitation contribution 

For the SWB unvoiced mode at 13.2 kbit/s, 4 subframes are used and the excitation is computed similar to ACELP 
Generic coding mode using both adaptive and fixed codebooks (see subclause 5.2.3.1).  The signal is encoded using 
GENERIC coding type at 7.2 kbit/s, and the remaining bits are used to encode the frequency domain contribution. The 
target signal for FCB search is computed without low-pass filtering of ACB excitation. 

In other modes where 1 or 2 subframes are used the time-domain excitation contributions consists only of the adaptive 
codebook contribution. This is determined using ordinary closed-loop pitch search as in subclause 5.2.3.1.4.1. 

When only 1 or 2 subframe are used,  for example at 7.2 and 8 kbit/s rates, the adaptive codebook excitation and pitch 
gain quantization use the AUDIO coding type. The pitch found is quantized using 10 bits for the first subframe and 6 bit 
for the following subframe, if any. In these case, he pitch gain is quantized using a 4 bits vector quantizer. 

The total excitation is finally constructed based on both ACB and FCB at 13.2 UC mode or only ACB contribution for 
other modes using a total between 14 and 24 bits in case of 1 or 2 subframe up to 106 bits for the 4 subframe case.. 
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5.2.3.5.3 Frequency transform of residual and time-domain excitation contribution 

In the frequency-domain coding of the mixed time-domain / frequency-domain GSC mode, the residual signal and the 
time-domain excitation contribution are transformed to frequency domain. The time-to-frequency transform is 
performed using a 256-point Type IV discrete cosine transform (DCTIV) giving a resolution of 25 Hz at the internal 
sampling frequency of 12.8 kHz. 

The DCTIV, )(ky , of a signal )(nx of length L is defined by the following equation: 
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Here 256=L  and )(nx  refers to either residual signal )(nr  or time-domain excitation contribution )(nu  with DCT 

output )(ky  corresponding to frequency transformed signals )(kfr  and )(kfu , respectively. 

5.2.3.5.3.1 eDCT for DCTIV 

The efficient eDCT is built upon a discrete cosine transform type IV (DCTIV) but the eDCT requires less storage and 
has lower complexity. 

The DCTIV formula in above subclause can be rewritten as: 
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where the values ( )qZ are given by 
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and )21()2()( pLjxpxpz −−+= , 12/,,1,0 −= Lp K , and )
N

2
sin()

N

2
cos(e N

2
j ππ

π

jWN −==
−

. 

Hence, the eDCT is computed using a Fast Fourier Transform (FFT) of 2/L  points on the pre-rotated data )( pz : 

A complex DFT with length 2/L  is applied to the rotated data )( pz : 

 ( ) 12/,,0)(
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0 2/ −==∑
−

=
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L

k
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L L  (637) 

Here, when 1603202/ orL = ,  a simple power-2 DFT is not suitable, so it is implemented with the following low 

complexity 2-dimensional ( QPL ×=2 ) DFT, where )1602/(32)3202/(64 === LorLP  and 5=Q  are coprime 

factors. 

To reduce complexity, an address table is introduced. It can be calculated by: 

 ( ) 1,,0,1,,02/mod),( 21221121 −=−=⋅+⋅= QnPnLnKnKnnI LL  (638) 

where 1K , 2K  are coprime and satisfy the condition 0)2/(mod)( 21 =⋅ LKK . 

Here, )32(96)64(256,65 21 ==== PorPKK . The address table I  is stored for low complexity 2-dimentional 

DFT, and is used to indicate which samples are used for P -point DFT or Q -point DFT following: 

a) Applying P -point DFT to )( pz  for Q  times based on the address table I . 

 The input data to the i-th ( 1,...,0 −= Qi ) P -point DFT is found by seeking their addresses stored in the address table 

I . For the i-th P -point DFT, the addresses of the input data are the P  continuous elements starting from the 
s'Pi ⋅  element in table I . For every time of P -point DFT, the resulting data need to be applied a circular shift 

with a step of 1c , where 1c  is the re-ordered index, which satisfies 1mod))mod)/((( 2
11 =⋅ PPQKc . 
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 The output of step a) is: 

 ( ) 1,,0))((_
1

−=+= QiiPIzPDFTkw c L  (639) 

 For the i-th ( 1,...,0 −= Qi ) P -point DFT, the addresses of the input data are the P  continuous elements starting 

from ][PiI , and the results are circular shifted with 51 =c . Here is an example of circular shift, the original vector 

is ][ 43210 zzzzzZ = , the new vector with 2 circular shift is ][ 31420 zzzzzZ = . 

b) Applying Q -point DFT to ( )kw  for P  times based on the address table I . 

 The input data to the i-th ( 1,...,0 −= Pi ) Q -point DFT is found by seeking their addresses stored in the address 

table I . For the i-th Q -point DFT, the addresses of the input data are the Q  elements starting from the i-th element 

in table I , each of which separated by a step of P . For every time of Q -point DFT, the resulting data need to be 

applied a circular shift with a step of 2c . 2c  is the re-ordered index, which satisfies 

1mod))mod)/((( 2
22 =⋅ QQPKc . 

 The output of step b) is: 

 ( ) 1,,0))((_
2c −=+= PiiIwQDFTkr L  (640) 

For the i-th ( 1,...,0 −= Pi ) Q -point DFT, the addresses of the input data are the Q  continuous elements starting from 

][iI , each of which is separated by a step of P , and the results are circular shifted with )32(2)64(42 === PorPc . 

Finally, the coefficients are output according to the stored address corresponding to the address table I . 

5.2.3.5.4 Computing energy dynamics of transformed residual and quantization of noise 
level 

The DCT of the residual is divided into 16 bands (0 to 15) of length 16 bins. For bands 7 to 14, the energy dynamic per 
band is computed as the square of the maximum value divided by the average value per band, scaled by a factor 10. 
Then the average value avD  over the 8 band (from 7 to 14) is computed. 

A long-term dynamic ltD  is updated as 
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ltD  is quantized with 8 levels in the rage 50-82 (50, 54, 58, 62, 66, 70, 74, 78) with quantization index Di  from 0 to 7. 

The noise level is computed as Dlev iN −= 15  

For the bit rates of 7.2 and 8 kbit/s, the noise level is low limited to 12. Thus only values 12, 13, 14, 15 are permitted 
and levN  is quantized with 2 bits). For UC SWB mode at 13.2 kbit/s levN  is set to 15, otherwise levN  is quantized 

with 3 bits (values 8 to 15). 

 

5.2.3.5.6 Find and encode the cut-off frequency 

The cut-off frequency consists of the last band with significant pitch contribution (the frequency after which coding 
improvement brought by the time-domain excitation contribution becomes too low to be valuable). Finding the cut-off 
frequency starts by computing the normalized cross-correlation for each frequency band between the frequency-
transformed LP residual )(kfr and the frequency-transformed time-domain excitation contribution )(kfu . The 256-

sample DCT spectrum is divided into the 16 bands with the following number of frequency bins per band 

 }32,16,16,16,16,16,16,16,16,16,16,16,16,16,8,8{)( =iBb  (642) 

with cumulative frequency bins per band 
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 }224,208,192,176,160,144,128,112,96,80,64,48,32,16,8,0{)( =iCBb  (643) 

The last frequency fL  included in each of the 16 frequency bands are defined in Hz as: 

 { }6375,5575,5175,4775,4375,3975,3575,3175,2775,2375,1975,1575,1175,775,375,175)( =iL f  (644) 

The normalized correlation per band is defined as 
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The cross-correlation vector is then smoothed between the different frequency bands using the following relation 
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where 95.0=α , ( )αδ −= 1  and 2/δβ =  

The average of the smoothed cross-correlation vector is computed over the first 13 bands (representing 5575 Hz). It is 
then limited to a minimum value of 0.5 normalised between 0 and 1. 

A first estimate of the cut-off frequency is obtained by finding the last frequency of a frequency band fL  which 

minimizes the difference between the last frequency of a frequency band fL  and the normalized average 2cC  of the 

smoothed cross-correlation vector multiplied by the width of the spectrum of the input sound signal. That is 

 ( ) 120,)2/()(min 2min <≤−= iforFCiLi scf  (647) 

and the first estimate of the cut-off frequency is given by 

 )( min1 iLf ftc =  (648) 

where 12800=sF  Hz. 

At 7.2 and 8 kbit/s, where the normalized average 2cC
 
is never really high, or to artificially increase the value of 

1tcf
 

to give a little more weight to the time domain contribution, the value of 
2cC  is upscaled with a factor of 2. 

The 8th pitch harmonic is computed from the minimum or lowest pitch lag value of the time-domain excitation 
contribution of all sub-frames, and the frequency band containing the 8th harmonic is determined. The final cut-off 
frequency is given by the higher value between the first estimate of the cut-off frequency 1tcf  and the last frequency of 

the frequency band in which the 8th harmonic is located )( 8iL f . 

The cut-off frequency is quantized with a maximum of 4 bits using the values {0, 1175, 1575, 1975, 2775, 3175, 3575, 
3975, 4375, 4775, 5175, 5575, 6375}. 

Some hangover is added to stabilize the decision and prevent the cut-off frequency to switch between 0 (meaning no 
temporal contribution) and something else too often. First for the temporal contribution to be allowed, the average 

normalized correlation 2normC and the long-term correlation 2
~

normC as computed in subclause 5.1.13.5.3, the long term 

average pitch gain of the GSC temporal contribution pltG and the last value of the cut-off frequency are compared to 

some threshold to decide if it is allowed to remove all the temporal contribution (cut-off frequency would be 0). In 
addition a hangover logic is used to diminish any undesired switching to a complete frequency model where the cut-off 
frequency would be 0. 
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For the lowest bitrate, 7.2 and 8.0 kbit/s, only 1 bit is used to send the cut-off frequency information when the coding 
mode is INACTIVE otherwise, the cut-off frequency is considered as greater than 0 (meaning the temporal contribution 
is used) and the length of the contribution is deduced from the pitch information. At 13 kbps, 4 bits are used to send the 
cut-off frequency allowing all the possible cut-off frequency values. 

Once the cut-off frequency is determined, the transform of the time-domain excitation contribution is filtered in the 
frequency domain by zeroing the frequency bins situated above the cut-off frequency supplemented with a smooth 
transition region. The transition region is situated above the cut-off frequency and below the zeroed bins, and it allows 
for a smooth spectral transition between the unchanged spectrum below tcf  and the zeroed bins in higher frequencies. 

5.2.3.5.7 Band energy computation and quantization 

The filtered time-domain contribution in the frequency domain )(' kfu  is subtracted from the frequency-domain 

residual signal )(kfr , and the resulting difference signal in the frequency domain )(kfd is quantized with the PVQ. 

Before the quantization is done, some gains per frequency band bB , as defined above, are computed and quantized 

using a split VQ. First the gain per band on the difference signal bdG  is computed as : 
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where BbC and bB are defined in subclause 5.2.3.5.6. 

In case of NB content, only the first 10 bands are quantized using a split VQ. For other bandwidth, the number of band 
quantized depends on the bitrate. At low bit rate only 12 bands are quantized, being the band 0 to 8 plus the bands 10, 
12 and 14. The band 9, 11, 13 and 15 being interpolated based on the quantized bands 8, 10, 12, and 14. The codebook 
used for the vector quantization are different depending of the bitrate and the bandwidth of the input signal giving a 
total 4 different set of codebooks. 

In all cases, prior to the vector quantitation of the bands, the average gain of all the bands is subtract from the bands and 

vector quantized as well using 6 bits. In total between 21 and 26 bits are used to get the gain per band quantized bdĜ  

depending of the bitrate. 

5.2.3.5.8 PVQ Bit allocation 

The PVQ is a coding technic that is flexible in its bit allocation. To decide where bits should be allocated inside the 
difference spectrum to quantize, some parameters are analyse as the bitrate, the cut-off frequency 1tcf , the noise 

level levN , the coding mode (INACTIVE, AUDIO or active UC), the bit budget available and the bandwidth. 

First, only a subset of bands will be sent to the PVQ for quantization. The minimum number of band is 5 out of 16. To 
determine the number of band, a first criteria is the bit rate, a second criteria is the cut-off frequency and another criteria 
is noise level. When the number of band is decided, a minimum amount of bit is spread over the number of band 
decided with an emphasis on the low frequencies. If some bits remain after the minimum bit allocation, then the 
remaining bits are split among the bands. When the number of bands and its bit allocation are found, the bands are 
picked from the initial spectrum of the difference signal )(kfd based on the quantized gain of this band. The 5 first 

bands are always sent to the PVQ, the choice of the other bands on the energy associated to that band and the high 
frequency flag indicator hfF . 
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5.2.3.5.9 Quantization of difference signal 

Once the bit allocation the number of band to quantize and their position in the spectrum is defined, a new vector is 
concatenated containing all the chosen bands. The values are then passed to the PVQ for quantization to obtain the 

quantized difference spectrum )(ˆ kfd . The PVQ quantization scheme is described in subclause 5.3.4.2.7. 

5.2.3.5.10 Spectral dynamic and noise filling 

After the quantization by the PVQ, some band are empty and many more bins are zeroed due to the low inherent to the 
GSC technology available. To make the frequency model as robust as possible on speech like content, the spectral 
dynamic is revised and some noise filling is added to the difference spectrum. 

For INACTIVE content below 13.2 kbit/s, the quantized spectrum above 1.6kHz is multiplied by a factor of 0.15. For 
INACTIVE content at 13.2 kHz, the quantized spectrum above 2.0kHz is multiplied by a factor of 0.25. Otherwise the 
scaling factor for the spectral dynamic fsdS  and the frequency bin where the scaling of the spectral dynamic fsdF is 

applied is computed as follow: 
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and 

 ( ) 16*14112 levfsd NF −+=  (651) 

Furthermore, for frequencies above 3.2 kHz, the spectral dynamic is limited to an amplitude of ±1 for bitrate below 13.2 
kbit/s and to ± 1.5 otherwise. 

This scaling is then applied to the quantized difference spectrum )(ˆ kfd , to obtain its scaled version )(ˆ kfds . 

A noise filling is then applied to the whole difference spectrum. The noise level added is based on the bitrate, the coding 

mode and the spectral dynamic levN  to obtain the scaled difference spectrum with noise )(ˆ kfdsn on which the gain will 

be applied on. 

5.2.3.5.11 Quantized gain addition, temporal and frequency contributions combination 

Once dynamic of the quantized difference spectrum has been scaled and the noise fill has be performed, the gain of each 
bands is computed exactly as in subclause 5.2.3.5.7 to get gain of the quantized spectrum 2bdG . The gain per band to 

apply ( )iGa  consists as: 

 ( ) ( ) ( )( )iGiG
a

dbdbiG 2
ˆ

10 −=  (652) 

This gain is applied to both the scaled difference spectrum with noise )(ˆ kfdsn  and the scaled difference 

spectrum )(ˆ kfds and both vectors are added to the temporal contribution to get two different spectral representation of 

the quantized excitation in the frequency domain, one with noise fill ( )ifu"  and the other without ( )ifu "2  as shown 

below. 
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5.2.3.5.12 Specifics for wideband 8kbps 

The available bits are allocated to the bands of the frequency excitation signal according to the bit allocation algorithm 
as described in subclause 5.2.3.5.8, where the frequency excitation signal is the output of DCTIV as described in 
subclause 5.2.3.5.3. If the index bithighI _  of the highest frequency band with bit allocation is more than a given 

threshold, the bit allocation for the frequency excitation bands will be adjusted: Decrease the number of the allocated 
bits of the bands with more bits, and increase the number of the allocated bits of the band bithighI _  and the bands near 

to bithighI _ . And then, encode the frequency excitation signal with the allocated bits, where the given threshold is 

determined by the available bits and the resolution of the frequency excitation signal. 

The details are described as follows: 

1) Allocate most of the available bits to the 5 lower frequency bands by the pre-determined bit allocation table; 

2) Allocate the remaining bits to those bands excluding the lower frequency 5 bands  which have the largest band 
energy, if there are remaining bits after the first step; 

3) Search the index bithighI _ of the highest frequency band with bit allocation. 

If the index bithighI _  of the highest frequency band with bit allocation is more than a given threshold 71 =Tr , the bit 

allocation for the frequency excitation bands will be adjusted: 

1) Allocate bits to some more bands whose index is above bithighI _ . The number of the newly bit allocated 

bands extrN  is determined by the noise level levN and the coding mode. 

2) For the newly bit allocated bands, allocate 5 bits to each band. If the number of the newly bit allocated 
bands 2≤extrN , allocate 1 more bit to each band whose index starts from 4 to extrbithigh NI +_ . 

3) The total number of newly allocated bits extrR  is 45 _ −++⋅ extrbithighextr NIN . extrR is obtained by decreasing 

the number of the bits allocated to the 4 lower frequency bands. 

Otherwise, the original number of allocated bits to each band is not changed. 

Finally, quantize and encode the frequency excitation signal according to the allocated bits. 

Then, reconstruct the frequency excitation signal based on the quantized parameters. The reconstructed frequency 
excitation signal is corresponding to the decoded frequency excitation signal in decoder. 

For the reconstructed frequency excitation signal, if the index binlastI _  of the highest frequency band with bit 

allocation is more than a given threshold, or there is the temporal contribution in the reconstructed frequency excitation 
signal, the frequency excitation signal above )( _ bithighBb IC ′  will be reconstructed by the reconstructed frequency 

excitation signal; otherwise, the frequency excitation signal above )( _ bithighBb IC ′ will be reconstructed by noise filling. 

The detailed descriptions are as follows: 

When the coding mode of previous frame is AC mode, if the last sub-band index of bit allocation binlastI _ is larger than 

82 =Tr  or there is the temporal contribution in the reconstructed frequency excitation signal, the BWE flag BWEF is set 

to 1. It should be noted that the BWE flag BWEF  is initialized to 0 and calculated for every frame. binlastI _ is then 

refined by: 
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If 1=BWEF , the frequency excitation signal below )( _ binlastBb IC  will be reconstructed as described in subclause 

5.2.3.5.11, and the frequency excitation signal above )( _ binlastBb IC  will be reconstructed as follows: 
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 ( ) ( )1162550159")255(ˆ
_2 −⋅−<≤−=− binlastud Ikkfkf  (656) 

And then the frequency excitation signal ( )1162550)255(ˆ
_ −⋅−<≤− binlastd Ikkf  is scaled by the quantized gains 

to obtain the scaled frequency excitation signal ( )1162550)255(" _2 −⋅−<≤− binlastu Ikkf . 

When the energy ratio between the current frame and the previous frame is in the range (0.5, 2), for any band with index 
range is [4, 9], if the band is bit allocated in the current frame or in the previous frame, the coefficients in the band are 
smoothed by weighting the coefficients of the current frame and the previous frame. 

For the scaled frequency excitation signal above )( _ binlastBb IC , estimate the position of the formant by LSF 

parameters. If the magnitudes of the coefficients near to the formant are larger than a threshold, the magnitudes are 
decreased to improve the perceptual quality. 

Otherwise, If 0=BWEF , the un-quantized coefficients, i.e. un-decoded coefficients at the decoder side will be 

reconstructed by noise filling as described in subclause 5.2.3.5.10. 

5.2.3.5.13 Inverse DCT 

After the gain has been applied and the combination in the frequency domain done, both frequency representations of 
the coded excitation are convert back to time domain using the exact same DCT as in subclause 5.2.3.5.3. The inverse 
transform is performed to get the quantized excitation ( )nû  which is the temporal representation of ( )ifu "  and 

( )nu2ˆ which is the temporal representation of ( )ifu "2 . ( )nû  will be used to update the TDBWE while ( )nu2ˆ  is used to 

update the internal CELP state as the adaptive codebook memory. 

5.2.3.5.14 Remove pre-echo in case of onset detection 

Compute the energy of the excitation ( )nû over each 4 samples using a 4-sample sliding window, and find the more 

energetic section to determine a possible attack (onset). If the attack is larger than the previous frame energy plus 6 dB, 
the algorithm finds the energy before the attack (excluding the section where the attack has been detected) and it scales 
it to the level of the previous frame energy plus 6dB. 
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5.2.4 Bass post-filter gain quantization 

At 16.4 and 24.4 kbps, the bass post-filter gain is quantized on 2 bits. First the signal is reconstructed as defined in 
subclause 6.1.3. The bass post-filter is applied and the enhancement signal, )(nr  is computed as described in subclause 

6.1.4.2. 

The residual signal is then low pass filtered in time domain by a convolution with the impulse response )(nhlp , impulse 

response simulating the filtering done in CDLFB at the decoder side. Moreover the signal is adjusted by an estimated 
gain α corresponding to the attenuation factor of the anti-harmonic components. It is estimated as follows; 

 )()()( nhnrns lpe ∗⋅−= α  (657) 

The optimal gain adjustment is computed as: 
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The optimal gain adjustment is quantized on 2 bits as follows: 

 ⎣ ⎦)5.02,0max(,3min( +⋅= γαk  (659) 

The quantization is adjusted in case the delta SNR provided by the estimated gain is detected as positive: 
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The index k is then modified in the following way: 

 0    ),1max( >Δ= αsnrifkk  (661) 

The again adjustment is decoded as follows 

 ααγ ⋅⋅= )125.0,5.0max(ˆ k  (662) 

5.2.5 Source Controlled VBR Coding 

5.2.5.1 Principles of VBR Coding 

VBR coding [20] [21] describes a method that assigns different number of bits to a speech frame in the coded domain 
depending on the characteristics of the input speech signal. This method is often called source-controlled coding as well. 
Typically, a source-controlled coder encodes speech at different bit rates depending on how the current frame is 
classified, e.g., voiced, unvoiced, transient, or silence. Note that DTX operation can be combined with VBR coders in 
the same way as with Fixed Rate (FR) coders; the VBR operation is related to active speech segments. 

The speech signal contains a varying amount of information across time, due to the way the human speech production 
system operates. Stationary voiced and unvoiced segments are good candidates to be encoded at lower bit-rates with 
minimal impact to voice quality. Transient speech contains information which is normally not well correlated to the past 
signal, and therefore hard to predict from the past. As a result, they are typically encoded at the higher bit-rates. 
Therefore it is reasonable to quantize each of the types of signals using only the necessary amount of bits, which has to 
be varied for maximal efficiency while at the same time minimizing the impact to voice quality. 
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The VBR solution provides narrowband and wideband coding using the bit rates 2.8, 7.2 and 8.0 kbps and produces an 
average bit rate at 5.9 kbps. 

The Average Data Rate (ADR) control mechanism in subclause 5.2.5.5 relies on properties of the human speech 
production system, which do not apply well across different types of music signals. In such cases, the ADR for VBR 
mode starts approaching the most frequently used peak rate of 7.2 kbps. Due to the finer bit allocation, in comparison to 
Fixed Rate (FR) coding, VBR offers the advantage of a better speech quality at the same average active bit rate than FR 
coding at the given bit rate. The benefits of VBR can be exploited if the transmission network supports the transmission 
of speech frames (packets) of variable size, such as in LTE and UMTS networks. 

5.2.5.2 EVS VBR Encoder Coding Modes and Bit-Rates 

The signal classification algorithm described in subclause 5.1.13 forms the basis for coding mode selection in the VBR 
encoder. In addition to the coding modes described in subclause 5.1.13, the VBR encoder introduces two low bit-rate 
(2.8 kbps) coding modes called PPP (Prototype Pitch Period) for voiced speech and NELP (Noise Excited Linear 
Prediction) for unvoiced speech. The Transition Coding (TC) mode uses 8 kbps and all other coding modes operate at 
7.2 kbps. The VBR mode targets an average bit-rate of 5.9 kbps by adjusting the proportion of the low bit-rate (2.8 kbps) 
and high bit-rate (7.2, 8 kbps) frames for optimal voice quality. 

Next, we describe the VBR specific algorithmic modules and the average rate control mechanism. 

5.2.5.3 Prototype-Pitch-Period (PPP) Encoding 

5.2.5.3.1 PPP Algorithm 

It was the perceptual importance of the periodicity in voiced speech that motivated the development of the (Prototype 
Pitch Period) PPP coding technique. PPP exploits the fact that pitch-cycle waveforms in a voiced segment do not 
change quickly in a frame. This suggests that we do not have to transmit every pitch-cycle to the decoder; instead, we 
could transmit just a representative prototype pitch period. At the decoder, the non-transmitted pitch-cycle waveforms 
could then be derived by means of interpolation. In this way, very low bit-rate coding can be achieved while 
maintaining high quality reconstructed voiced speech. Figure 41 illustrates an example of how the pitch-cycle 
waveforms are extracted and interpolated. We will refer these pitch-cycle waveforms as Prototype Pitch Periods 
(abbreviated as PPPs). 

 
Figure 41: Illustration of principles of PPP coding [20] 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

212

The quantization of PPP is carried out in frequency domain. Hence the time-domain signal is converted to a discrete-
Fourier series (DFS), whose amplitudes and phases are independently quantized. 

Figure 42 presents a high-level schematic diagram of PPP coding scheme. Front-end processing including LPC analysis 
is same for this scheme.  The LSP quantization scheme for the PPP mode is the same as that of the Voiced Coding (VC) 
mode. 

 
 

Figure 42: Block diagram of PPP coding scheme [20] 

After computing the residual signal, a PPP is extracted from the residual signal on a frame-wise basis. The length of the 
PPP is determined by the lag estimate supplied by the pitch estimator. Special attention needs to be paid to the 
boundaries of the PPP during the extraction process. Since each PPP will undergo circular rotation in the alignment 
process (as will be seen later), the energy around the PPP boundaries needs to be minimized to prevent discontinuities 
after circular rotation (where the left side of the PPP meets the right side). Such minimization can be accomplished by 
slightly jittering the location of the extraction. After the extraction, the PPP of the current frame needs to be time-
aligned with the PPP extracted from the previous frame. Specifically, the current PPP is circularly shifted until it has the 
maximum cross-correlation with the previous PPP. The alignment process serves two purposes: Firstly, it facilitates 
PPP quantization especially in low-bit-rate predictive quantization schemes, and secondly it facilitates the construction 
of the whole frame of excitation in the synthesis procedure which will be discussed next. The aligned PPPs are then 
quantized and transmitted to the decoder. To create a full-frame of excitation from the current and previous PPPs, we 
need to compute an instantaneous phase track which is designed carefully so as to achieve maximum time-synchrony 
with the original residual signal. For this purpose, a cubic phase track can be employed along with four boundary 
conditions: 

(1) the initial lag value, 

(2) the initial phase offset, 

(3) the final lag value and 

(4) the final phase offset. 

Having created the entire frame of quantized residual, the decoder concludes its operation with LPC synthesis filter and 
memory updates. 

5.2.5.3.2 Amplitude Quantization 

The DFS amplitude is first normalized by two scaling factors at the encoder – one for the low band and one for the high 
band. The two resulting scaling factors are vector-quantized in the logarithmic domain and transmitted to the decoder. 
The normalized spectrum is non-uniformly-downsampled/averaged to transform a variable dimension vector (pitch lag 
dependent) to a fixed dimension vector. The Equivalent Rectangular Bandwidth (ERB) auditory scale is used for the 
downsampling/averaging process which helps to model the frequency-dependent frequency resolution of the human 
auditory system and removes perceptually irrelevant information in the spectra. The downsampled spectrum is split into 
a low band and high band spectra, each of which is separately quantized. At the decoder, the low and the high band 
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spectra are first reconstructed from the bit-stream transmitted from the encoder. The two spectra are then combined and 
sent to a non-uniform spectral upsampler. Afterwards, the scaling factors recovered from the bit-stream are used to 
denormalize the upsampled spectrum to reconstruct the quantized spectrum. Both the scaling factors and the spectra are 
quantized differentially to ensure minimal bit consumption. 

5.2.5.3.3 Phase Quantization 

The phase spectrum of the current PPP can be readily derived by combining the phase spectrum of the previous PPP 
and the contributions from a simplified pitch contour derived from the previous and current frame pitch lags. Finally, 
the number of samples needed to align the pitch pulse of the quantized PPP with that of the original residual signal is 
computed and sent to the decoder. This helps with closed loop pitch search in the subsequent ACELP frame. 

5.2.5.4 Noise-Excited-Linear-Prediction (NELP) Encoding 

The objective of NELP coding is to accurately capture unvoiced segments of speech using a minimal number of bits per 
frame. Front-end processing including LPC analysis is same for this scheme. The LSP quantization scheme for the 
NELP mode is the same as that of the Unvoiced Coding (UC) mode. The resulting residual signal is then divided into 
smaller sub-frames whose gains are computed and quantized. The quantized gains are applied to a randomly generated 
sparse excitation which is then shaped by a set of bandpass filters. The spectral characteristics of the shaped excitation 
are analyzed and compared to the spectral characteristics of the original residual signal. Based on this analysis, a filter is 
chosen to further shape the spectral characteristics of the excitation to achieve optimal performance. 

5.2.5.5 Average Data Rate (ADR) Control for the EVS VBR mode 

This section describes an ADR control mechanism which ensures the compliance of ADR requirements under a wide 
variety of language and noise type mix. The average rate control is done by a combination of threshold changes and the 
change of the high rate and low rate frame selection pattern. A set of thresholds referred to as bump-up thresholds play 
a key role in the rate control algorithm. When coding PPP frames, the encoder runs a set of checks to verify whether the 
given frame is suited for PPP mode of coding. If the set of checks fail the PPP coding module decides the given frame is 
not suitable for PPP coding and the frame is coded as a high rate frame (H-frame). This rejection is referred to as a 
“bump-up”. There are two types of bump-ups used in the PPP coding module. 

1. Open loop bump-ups: Bump-up is performed before the prototype pitch period wave form is coded. For example 
if the pitch lag difference  between the current and previous frame is more than a certain threshold, the PPP 
coding module decides that the current frame is not suitable for PPP coding. 

2. Closed-loop bump-ups: This is done after the prototype pitch period waveform is coded. For example if the 
energy ratio of the prototype pitch waveform before and after the quantization is not within a certain set of 
thresholds, the PPP coding module abandons the PPP mode of coding and subsequently that frame is coded 
using high rate coding. In general the close loop bump-ups make sure the PPP coding is in good quality. 

The PPP coding module decides the current speech frame as clean speech or noisy speech by comparing the current 
frame’s SNR against a threshold. This threshold is referred to as the clean and noisy speech threshold (TH ) which is 
localized to the PPP coding module. If the SNR of the current frame is more than TH  then the current frame is 
classified as a clean speech frame or as a noisy speech frame otherwise.  For each of the two cases (clean and noisy) 
there are two sets of bump up thresholds, resulting four sets of bump up thresholds collectively. For clean speech the 
two bump up threshold sets consist of a strict set 1CLT  (a strict set of bump up thresholds resulting more bump ups) and 
a relaxed set 2CLT (a relaxed set of bump up thresholds resulting less bump ups). Similarly there are two similar bump 
up threshold sets available for noisy speech 1NT  and 2NT .  Clean speech bump up threshold sets are more stricter 
compared to corresponding noisy speech bump up threshold sets ( 1CLT  creates more bump ups compared to 1NT  and 
similarly 2CLT  creates more bump ups compared to 2NT ). 

 

ADR Control mechanism is introduced based on multiple steps depending on long term ADR, short term ADR (ADR 
during last 600 frames) and the target rate. Following rate control mechanisms are picked based on the long term and 
short term average rates to achieve the desired average rate. 

a. Change the threshold ( TH ) which classifies the speech as clean or noisy. Increasing TH  classifies more frames 
as noisy speech and reduces the number frames classified as clean. At this point 1CLT  and 1NT  threshold sets are 
used for bump ups. However by classifying more frames as noisy speech, more frames will use the threshold set 

1NT  thus lesser number of bump ups will occur. 
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b. Use a low rate (L) and high rate (H) frame pattern which generates more low rate frames. For example we can 
set the default pattern to LHH and change the pattern to LLH to obtain more L frames, which reduces the ADR. 

c. Use relaxed PPP bump up threshold sets ( 2CLT  and 2NT ) for both clean and noisy speech. This reduces the 
number of bump ups thus more L frames are generated. In item (a) we increased the threshold (TH ) which 
classifies the speech frames as clean or noisy without relaxing the corresponding PPP bump up thresholds (used 

1CLT  and 1NT ). 

d. Impact the open loop voicing and un-voicing decisions to reduce the rate by increasing PPP and NELP frames. 

e. Apart from rate reduction mechanisms, the algorithm utilizes a speech quality improvement strategy if the global 
rate is less than the target rate by a specific margin. To achieve that a percentage of the L frames are sent to H 
frames to improve the speech quality. 

The objective of the ADR control algorithm is to keep the average data rate of the VBR mode at 5.9 kbps and not to 
exceed it by 5%. The target rate is set by the algorithm (e.g. 5.9 kbps) and short term and long term average rates are 
computed to control different actions given in items (a) through (e) above.  

The average rate during last N frames or the short term average rate ( =framesNLastR   average of last 600 active frames) 

is used to compute the long term average rate as follows. )(nRLT  is updated after every N active frames. The value α  

is selected as 0.98. 

 ( ) ( ) ( ) framesNLastLTLT RnRnR .11. αα −+−=  (663) 

The rate control is done in multiple steps. If the long term average rate LTR  is larger than the target rate, the clean and 
noise decision threshold TH  (in above (a)) is increased in steps. If the LTR  cannot be reduced with the maximum TH  
value, the encoder will use the LLH pattern to generate more quarter rate PPP frames.  If the LTR  is not reduced below 
the target rate, bump up thresholds are relaxed (item (c) above). Finally the open loop voiced and unvoiced decisions 
are relaxed such that the number of PPP and NELP frames will be increased to control the average rate. 

Once the LTR  is reduced below the target rate, the rate control mechanisms are relaxed gradually. First the open loop 
decision thresholds are restored to the values before the aggressive rate control. The next step is to revert to the lesser 
aggressive bump up thresholds ( 1CLT and 1NT ). If the long term average rate is still well under the target rate, frame 
selection pattern LLH is reverted back to LHH and then the noise decision threshold TH  is gradually reduced to its 
default value. 

If the long term average rate LTR  is well under control and below a minimum target rate tol2target ΔR −  speech quality 

improvement algorithm in (e) is exercised by converting some of the low rate PPP frames (L frames) into  high rate H 
frames. 

Figure 43 shows the flow chart of the average rate control based on this method. Table 51 contains the summary of the 
terms used in the flowchart in figure 43. 
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Table 51: Summary of the terms used in the flowchart 

Symbol Description 

eLLH mod  Set to 1 if the LLH pattern is used. Set to 0  if LHH pattern is used 

maxTH  Maximum value for the clean and noisy speech decision threshold 

THRelax_BMP_  Set to 1 if the relaxed bump up thresholds is used. Set to 0 otherwise 

TLR  Long term average data rate 

ettR arg  Target average date rate 

1tolΔ  Rate tolerance 1. (e.g. set to 0.1 kbps for a target rate of 6.1 kbps target rate) 

2tolΔ  Rate tolerance 1. (e.g. set to 0.05 kbps for a target rate of 6.1 kbps target rate) 

1thΔ  Set size to increase the TH  ( value for the clean and noisy speech decision threshold) 

2thΔ  Set size to decrease the TH  ( value for the clean and noisy speech decision threshold) 

Relax_OL  Set to 1 if open loop voicing/unvoicing decisions are changed to have more PPP and NELP frames. 
Set to 0 otherwise. 
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Figure 43: Average rate control in Variable Bit-Rate Coding 
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5.2.6 Coding of upper band for LP-based Coding Modes 

5.2.6.1 Bandwidth extension in time domain 

The time-domain bandwidth extension (TBE) module codes the signal content beyond the range of frequencies that are 
coded by the low band core encoder. The inaccuracies in the representation of the spectral and the temporal information 
content at higher frequencies in a speech signal are masked more easily than contents at lower frequencies. 
Consequently, TBE manages to encode the spectral regions beyond what is coded by the core encoder in speech signals 
with far fewer bits than what is used by the core encoder. 

The TBE algorithm is used for coding the high band of clean and noisy speech signals when the low band is coded 
using the ACELP core. The input time domain signal of current frame is divided into two parts: the low band signal and 
the super higher band (SHB) signal for SWB signal or the higher band (HB) signal for WB signal. While the SWB TBE 
encoding of upper band (6.4 to 14.4 kHz or 8 to 16 kHz) is supported at bitrates 9.6 kbps, 13.2 kbps, 16.4 kbps, 24.4 
kbps, and 32 kbps; the WB TBE encoding of upper band (6 to 8 kHz) is supported at 9.6 kbps and 13.2 kbps. 
Specifically, at 13.2 kbps and 32 kbps the SWB TBE algorithm is employed as the bandwidth extension algorithm when 
the speech/music classifier determines that the current frame of signal is active speech or when GSC coding is selected 
to encode super wideband noisy speech. Similarly, at 9.6 kbps, 16.4 kbps and 24.4 kbps the TBE algorithm is used to 
perform bandwidth extension for all ACELP frames. The ACELP/MDCT core coder selection at 9.6 kbps, 16.4 kbps 
and 24.4 kbps is based on an open-loop decision as described in subclause 5.1.14.1. 

In coding the higher frequency bands that extend beyond the narrowband frequency range, bandwidth extension 
techniques exploit the inherent relationship between the signal structures in these bands. Since the fine signal structure 
in the higher bands are closely related to that in the lower band, explicit coding of the fine structure of the high band is 
avoided. Instead, the fine structure is extrapolated from the low band. The high level architecture of the TBE encoder is 
shown in figure 44 below. The front end processing to generate the high band target signal in figure 44, is replaced by a 
simple flip-and-decimate-by-4 operation in the WB TBE framework. 

Figure 44: Time Domain Bandwidth Extension Encoder. Blocks in dashed lines are activated only at 
higher bit rates (24.4 kb/s or higher) 
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5.2.6.1.1 High band target signal generation 

The input speech signal, )(nsinp , that is sampled at either 32 kHz or 48 kHz sampling frequency,  is processed through 

the QMF analysis filter bank. This processing step is performed as part of the common processing step as described in 
subclause 5.1. The output of the QMF analysis filter bank, ),( ktX CR  and ),( ktXCI  are the real and imaginary sub-

band values, respectively, t  is the sub-band time index with 0 15t≤ ≤  and k  is sub-band frequency band index with 

CLk ≤≤0 . The number of sub-bands, HzFL sC 800/= , where Fs is the sample rate of the input signal, )(nsinp . For 

example, for a SWB 32 kHz sampled input, Lc = 40, and for a FB 48 kHz sampled input, Lc = 60 sub-bands. 

The spectral flip and down mix module extracts the high band components from the input speech signal. The high band 
target signal contains the high frequency components of the input signal that are to be represented by the time domain 
bandwidth extension encoder. The frequency range of the high band depends on the coding bandwidth of the low band 
ACELP core. When the low band ACELP core codes up to a maximum bandwidth of 6.4 kHz, then the high band target 
signal, )(nS HB , contains input signal components in the 6.4 -- 14.4 kHz band. When the low band ACELP core codes 

up to a maximum bandwidth of 8 kHz, then the high band target signal contains input signal components in the 8 -- 16 
kHz band. In the high band target signal, )(nS HB , the input signal components are arranged in a flipped and down-

mixed format such that the 0 frequency value in the SWB high band target signal corresponds to the maximum 
frequency in the above mentioned bandwidth. The process of deriving the SWB high band target signal is shown 
pictorially in figure 45. 

 

Figure 45: Generation of high band target signal for SWB TBE 

Similarly, the WB high band target signal containing signal components from 6 to 8 kHz is generated as shown in figure 
46. In particular, a simple flip-and-decimate-by-4 operation is performed to extract the 6 to 8 kHz high band from the 
16 kHz sampled WB input signal. 

 

 

Figure 46: Generation of high band target signal for WB TBE 
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The process of deriving the SWB high band target signal using the complex low-delay filter bank (CLDFB) analysis is 
described below. The real, ),( ktX CR , and imaginary, ),( ktXCI , CLDFB coefficients are first flipped as follows: 

 mMkLtfor
kMtXktX

kMtXktX
C

CI
tM

CI

CR
tM

CR −<≤<≤
−−=
−−−=

0,0
),()1(),(ˆ
),()1(),(ˆ

 (664) 

The values m and M are dependent on the maximum bandwidth coded by the ACELP core as shown in table 52. The 

flipped coefficients, ),(ˆ ktX CR  and ),(ˆ ktX CI are used to generate the high band target signal using the CLDFB 

synthesis as described in subclause 6.9.3. 

Table 52: Maximum and minimum frequencies for spectral flipping and downmix 

ACELP core 
m M High band target signal 

band Low band core sample rate Low band coded bandwidth 
@12.8 kHz core 6.4 kHz 14 34 6.4-14.4 kHz 

@ 16 kHz core 8 kHz 19 39 8-16 kHz 

@12.8 kHz core 6.4 kHz - - 6-8 kHz (WB) 

 

5.2.6.1.2 TBE LP analysis 

TBE linear prediction analysis is performed on a 33.75ms high band signal that includes the current 20ms SHB target 
frame with 5ms of past samples and 8.75ms of look ahead samples. The SWB high band target signal )(nS HB  is 

generated using the CLDFB synthesis filter bank described in subclause 6.9.3. Twenty milliseconds of the high band 
target signal is used to populate the shb_old_speech buffer from sample 220 to sample 539 as shown in figure 47 . Both 
the WB TBE and SWB TBE LP analysis follow similar steps as described below except that the buffer lengths in SWB 
TBE and WB TBE are different reflecting the effective upper band coding bandwidth. Certain steps that are relevant at 
low bit rates and only for WB TBE and not for SWB TBE LP analysis are specified where applicable. 

n+54 n+374High-band target signal 

after delay compensation

High band LPC analysis frame (33.75 ms)

Previous 

frame

n+80

n+540

Current frame

n

5 ms 20 ms 8.75 ms

Look-ahead

 

Figure 47: SWB Highband target signal buffers 

The first 220 samples in the shb_old_speech buffer are filled from the memory shb_old_speech_mem. The 
shb_old_speech_mem is updated as 

 2190]320[eech shb_old_sp][ eech_memshb_old_sp <≤+= nfornn  (665) 

For linear prediction analysis, a 540 sample LPC analysis frame is derived from the shb_old_speech buffer. A single 
analysis window ( ) 5390, <≤ nnWSHB , is used to calculate 10 auto correlation coefficients. The window function is as 

shown in figure 48 
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Figure 48: SWB TBE analysis window 

The autocorrelation coefficients ( )kr SHB
C  is calculated according to 

 ( ) ( ) ( ) 10, ,0,  
1

…=−×=∑
−

=

kknsnskr SHB
w

SHB
w

L

kn

SHB
C  (666) 

A bandwidth expansion is applied to the autocorrelation coefficients by multiplying the coefficients by the expansion 
function: 

 ( ) ( ) ( ) 10, ,0,  ˆ …=×= kkwackrkr SHB
C

SHB
C  (667) 

The bandwidth expanded autocorrelation coefficients are used to obtain LP filter coefficients, , 1, ,1 1,SHB
ka k = …  by 

solving the following set of equations using the Levinson-Durbin algorithm. 

 ( ) ( ) 11,1,  ˆˆ
10

1

…=−=−×∑
=

iirkira SHB
C

SHB
C

SHB
k

k

 (668) 

It should be noted that 1 1SHBa =  

5.2.6.1.3 Quantization of linear prediction parameters 

First a spectral bandwidth expansion operation is performed on the LPC coefficients by multiplying SHB
ka  with 

bandwidth expansion weights SHB
kbew  

 11, 2,  ˆ …=×= kbewaa SHB
k

SHB
k

SHB
k  (669) 

The SHB
kbew  coefficients are given in table 53: 

Table 53: LPC bandwidth expansion coefficients 

k 
2 3 4 5 6 7 8 9 10 11 

0.975 0.950625 0.926859375 0.903687891 0.881095693 0.859068301 0.837591593f 0.816651804 0.796235509 0.776329621 

 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

221

The bandwidth expansion of LP coefficients is performed in WB TBE LP analysis and low bitrate SWB TBE analysis 

for bit rates below 13.2 kbps. The bandwidth expanded LP coefficients 11, ,1, ˆ …=kaSHB
k  are converted to line spectral 

frequencies 10, ,1, …=kSHB
kρ  

The LSP weights SHB
kw  are calculated from the line spectral frequencies SHB

kρ  

 
( )

( ) ( )kk
facwSHB

k
21

22
250

δδ
π
×

××=  (670) 

And based on the spacing between adjacent LSF parameters, 1δ  and 2δ  
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where 5  4  1.1 orkiffac ==  and 0.1=fac , otherwise. 

5.2.6.1.3.1 LSF quantization 

WB TBE LSF quantization uses a single stage vector quantizer that utilizes 2 bits and 8 bits for LSF quantization, 
respectively, at 9.6 kbps and at 13.2 kbps. For low bit rate SWB LSF quantization at 9.6 kbps and primary frame 
encoding in channel aware mode at 13.2 kbps (see subclause 5.8.3.1), a simple 8-bit 10-dimensional single stage vector 
quantizer is used. In SWB TBE encoding, for bit rates at and above 13.2 kbps, the 10 dimensional LSF 

vector 10,,1, K=kSHB
kρ is encoded in a SQ and extrapolation procedure. The low-frequency half (first five LSF 

coefficents 5,,1, K=kSHB
kρ ) of the LSF vector are scalar quantized with the following number of bits {4, 4, 3, 3, 3}. 

That is the first two coefficents are quantized with four bits each, with the CB from table 54, while the remaining three 
coefficients are quantized with three bits each with reconstruction values in table 55. 

Table 54: Four bit CB for LSF quantization 

Index Value 

0000 0.01798018 

0001 0.02359377 

0010 0.02790103 

0011 0.03181538 

0100 0.03579450 

0101 0.03974377 

0110 0.04364637 

0111 0.04754591 

1000 0.05181858 

1001 0.05624165 

1010 0.06022101 

1011 0.06419064 

1100 0.06889389 

1101 0.07539274 

1110 0.08504436 

1111 0.10014875 
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Table 55: Three bit CB for LSF quantization 

Index Value 

000 0.02070812 

001 0.02978384 

010 0.03800822 

011 0.04548685 

100 0.05307309 

101 0.06137543 

110 0.07216742 

111 0.09013262 
 

The output of the SQ is five quantized coefficients 5,,1,ˆ
K=kSHB

kρ , which are also used as an input to extrapolation 

of the remaining five coefficients. 
 

The high-frequency half (last five LSF coefficents 10,,6, K=kSHB
kρ ) are calculated as weighted averaging of the 

quantized low-frequency part of the LSF vector and selected optimal grid points. First the already quantized coefficents 
are flipped arround a quantized mirroring frequency, which separates the low-frequency part from the high-frequency 
part of the LSF vector. Then the the fipped coefficients are adjusted by an optimal frequency grid codebook, which is 
obtained in a closed-loop search procedure. 
 
The transmitted mirroring frequency m̂  is obtained as quantized difference between the first extrapolated and last 
quantized coefficient, added to the last coded position 
 

 ( ) SHBSHBSHBQm 556 ˆˆˆ ρρρ +−=  (673) 

The quantization is performed with two bit SQ with reconstruction points {0.01436178,  0.02111641,  0.02735687,  
0.03712105}. 

The quanized five low-frequency LSF coefficents 5,...,1    ,ˆ =kSHB
kρ  are flipped arround the mirroring frequency m̂ , to 

form a set of flipped coefficients SHB
kρ(  
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k
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Then the flipped coefficients are further scaled according to 
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SHB
SHBSHB

k
SHB
k

ρ

ρρρ
ρ

(

(
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25.0ˆ
ˆ

ˆ5.0
~ 1

1
 (675) 

The flip and scaled coefficients SHB
kρ~ are adjusted with one of four grid vectors.  The pre-stored set of four grid vectors 

4,...,1    , =igi from table 56, is first re-scaled to fit into the interval between the last quantized LSF SHB
5ρ̂  and 

maximum grid point value 0.5 
 

 ( ) 5,...,1    4,...,1    ˆˆ5.0~
55,, ==+−= kigg SHBSHB

kiki ρρ  (676) 
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Table 56: CB with LSF grid points 

grid 1 grid 2 grid 3 grid 4 

0.15998503 0.15614473 0.14185823 0.15416561 

0.31215086 0.30697672 0.26648724 0.27238427 

0.47349756 0.45619822 0.39740108 0.39376780 
0.66540429 0.62493785 0.55685745 0.59287916 
0.84043882 0.77798001 0.74688616 0.86613986 

  

Then smoothed coefficients SHB
ki,ρ  are obtained by weighed averaging of the re-scaled grid sets kig ,

~  and re-scaled 

flipped coefficients SHB
kρ~  

 ( ) 5,...,1    4,...,1    ~~1 ,, ==+−= kig kiik
SHB
kk

SHB
ki λρλρ  (677) 

where kλ  are pre-defined weights { }8.0   ,75.0   ,5.0   ,35.0   ,2.0=λ  

 

Different grid vectors ig  form different sets of smoothed coefficients SHB
ki,ρ . The optimal grid is selected as the one 

that produces smoothed coefficients SHB
ki,ρ  closest, in the mean-squared-error sense, to the actual high-frequency 

coefficients 5,...,1    , =kSHB
kρ  

 ( )
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

−= ∑
=

5

1

2
,minarg

k

SHB
k

SHB
ki

i

opti ρρ  (678) 

The CB indices for the five low-frequency coefficients, mirroring frequency index, and the index of the optimal grid are 
transmitted to the decoder. 

The quantized LSF parameters SHB
kρ̂  are checked for inter-LSF spacing. First, the spacing between adjacent LSFs is 

determined 

 ( )
⎪
⎪
⎩

⎪⎪
⎨

⎧

−
=−
=

=

−

−
otherwise

k

k

k
SHB
k

SHB
k

SHB
k

SHB

1

1

0

1 105.0

0

ρρ
ρ

ρ
δ  (679) 

If ( ) 0234952.01 <kδ , then the quantized LSFs are adjusted as follows 

If 0=k , then 

 ( ) 0234952.0ˆˆ 1 +−= kSHB
k

SHB
k δρρ . 

If 10=k , then 

 ( ) 0234952.0ˆˆ 111 −+= −− kSHB
k

SHB
k δρρ . 

Otherwise, 

 
( )( )
( )( )0234952.05.0ˆˆ

0234952.05.0ˆˆ

11

111

−×−=
−×+=

−

−−
k

k
SHB
k

SHB
k

SHB
k

SHB
k

δρρ
δρρ

 

5.2.6.1.4 Interpolation of LSF coefficients 

The quantized LSF parameters SHB
kρ̂  are converted into LSPs SHB

kσ̂  

 ( )SHB
k

SHB
k ρπσ ˆ2cosˆ ×=  (680) 

The interpolation between the LSPs of the current frame, SHB
kσ̂ , and that of the previous frame SHB

kprevσ̂  is performed 

to a set of 4 interpolated LSPs, ( ) 4,1 ~ …=jforjSHB
kσ  as follows: 

 ( ) ( ) ( ) 4,.., 1  10,1  ˆˆ~
21 =…=×+×= jandkforjICprevjICj SHB

k
SHB
k

SHB
k σσσ  (681) 
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The interpolated LSPs are then converted back to LSFs. This process gives 4 sets of interpolated 

LSFs ( ) 4,1 ~ …=jforjSHB
kρ . Further the LSFs are converted into LP coefficients ( ) 4,..1 11, ,1, ~ =…= jandkja SHB

k . 

Note ( ) 1~
1 =ja SHB  for all j. The conversion from the interpolated LSFs to LP coefficients is done similar to the process 

employed in the core coding modules. 

5.2.6.1.4.1 LSP Interpolation at 13.2 kbps and 16.4 kbps 

LSP interpolation is employed to smooth the SWB TBE LSP parameters at 13.2 kbps and 16.4 kbps. When the bit rate 
of operation is 13.2 kbps or 16.4 kbps, the similarity of signal characteristics of the current frame and the previous 
frame are analysed to determine whether they meet the Preset Modification Conditions (PMCs) or not. The PMCs 
denote if the PMCs are met, then a first set of correction weights are determined from the Linear Spectral Frequency 
(LSF) differences of the current frame and the LSF differences of the previous frame. Otherwise a second set of 
correction weights are set with constant values that lie in the range 0.0 to 1.0. The LSPs are then interpolated using the 
appropriate set of correction weights. The PMCs are used to determine whether the signal characteristic of the current 
frame and the previous frame is close or not. 

The PMCs are determined by first converting the linear prediction coefficients (LPCs) to reflection coefficients (RCs) 

as follows using a backwards Levinson Durbin recursion. For a given N-th order LPC vector ],...,,1[ 1
SHB
NN

SHB
NN aaLPC =  

the Nth reflection coefficient value is derived using the equality SHB
NNaNrefl −=)( , it is then possible to calculate the 

lower order LPC vectors 11,..., LPCLPCN − using the following recursion. 

 

 

pm
F

aprefl

F

a
a

NNppreflF

aprefl

SHB
mpp

SHB
mpSHB

mp

pp
SHB
pp

<<=−=

−=−=

=

−
− 1,

)(

2,...,1,,)(1

)(

,,
,1

2  (682) 

which yields the reflection coefficient vector )](),...2(),1([ Nreflreflrefl . 

A spectral tilt parameter paratilt _  is then calculated from the first reflection coefficient )1(refl  as follows: 

 3041.1))1(0.1(*8714.3))1(0.1(*))1(0.1(*6956.6_ ++−++= reflreflreflparatilt  (683) 

The PMCs are then determined from the spectral tilts of the current frame and the previous frame along with the coding 
types of the current and the previous frames. In the case that the current frame is a transition frame, the PMCs are  by 
default not met. 

In order to determine that the current frame is not a transition frame requires the following steps: 

1) Determining whether there is a change from a fricative frame to a non-fricative frame. Specifically, if the tilt of the 
previous frame is greater than a tilt threshold value of 5.0 and the coder type of the frame is a transient, or the tilt 
of the previous frame is greater than a tilt threshold value of 5.0 and the tilt of the current frame is smaller than a 
tilt threshold value of 1.0 then the frame is a transition frame. 

2) Determining whether there is a change from a non-fricative frame to a fricative frame. Specifically, if the tilt of the 
previous frame is smaller than a tilt threshold value of 3.0 and the coder type of the previous frame is equal to one 
of the four types of VOICED, GENERIC, TRANSITION or AUDIO, and the tilt of the current frame is greater 
than a tilt threshold value of 5.0 then again the frame is a transition frame 

3) The current frame is not a transition frame if both 1) and 2) are not met, and then the PMCs are met. 

When the PMCs are met, the first set of correction weights are defined as follows 

 9,...,0,

,/

,/

][

_,_,_,_,

_,_,_,_,

1 =

⎪
⎪
⎩

⎪⎪
⎨

⎧

>=

<

= kkw
SHB

diffoldk
SHB

diffnewk
SHB

diffnewk
SHB

diffoldk

SHB
diffoldk

SHB
diffnewk

SHB
diffoldk

SHB
diffnewk

ρρρρ

ρρρρ
 (684) 
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where the 9,...,0,_, =kSHB
diffnewkρ  and 9,...,0,_, =kSHB

diffoldkρ  are defined as 

 

⎪
⎪
⎩

⎪⎪
⎨

⎧

=

=−

=

= −

9,5.0

8,...,1,

0,5.0

,1,_,

k

k

k
SHB

newk
SHB

newk
SHB

diffnewk ρρρ  (685) 
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9,5.0
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0,5.0

,1,_,

k

k

k
SHB

oldk
SHB

oldk
SHB

diffoldk ρρρ  (686) 

where the 9,...,0,, =kSHB
newkρ  are the LSFs difference of the current frame and the 9,...,0,, =kSHB

oldkρ are the LSFs 

difference of the previous frame. 

When the PMCs are not met, the second set of correction weights is used and these are set to 0.5 as follows: 

 9,...,05.0)(2 == kkw  (687) 

 9,...,0,
),(

)(
o),(2

1 =
⎪⎩

⎪
⎨
⎧

= k
w

metarePMCskw
kw

therwisek
 (688) 

The correction weights 9,...,0),( =kkw are finally used in the interpolation between the LSPs of the current frame and 

the LSPs of the previous frame, it is described as follows: 

 9,...,0,ˆ*)(ˆ*))(1(ˆ =+−= kcurrjwprevkw SHB
k

SHB
k

SHB
k σσσ  (689) 

where 9,...,0,ˆ =kprevSHB
kσ  are the LSPs of the previous frame, 9,...,0,ˆ =kcurr SHB

kσ are the LSPs of the current frame, 

9,...,0,ˆ =kSHBσ are the interpolated LSPs. The interpolated LSPs are used to encode the current frame. 

The interpolated LSPs are then converted back to LSFs，further the LSFs are converted into LP coefficients. 

5.2.6.1.4.2 LSP Interpolation at 24.4 kbps and 32 kbps 

The interpolation between the LSPs of the current frame, SHB
kσ̂ , and that of the previous frame SHB

kprevσ̂  is performed 

to yield a set of 4 interpolated LSPs, ( ) 4,1 ~ …=jforjSHB
kσ  as follows: 

 ( ) ( ) ( ) 4,.., 1  10,1  ˆˆ~
21 =…=×+×= jandkforjICprevjICj SHB

k
SHB
k

SHB
k σσσ  (690) 

Table 57: LSP interpolation factors IC1 and IC2 over four sets 

LSP set, j IC1 IC2 

Set 1 0.7 0.3 

Set 2 0.4 0.6 

Set 3 0.1 0.9 
Set 4 0 1.0 

 

The interpolated LSPs are then converted back to LSFs. This process gives 4 sets of interpolated 

LSFs ( ) 4,1 ~ …=jforjSHB
kρ . Further the LSFs are converted into LP coefficients ( ) 4,..1 11, ,1, ~ =…= jandkja SHB

k . Note 

( ) 1~
1 =ja SHB  for all j. 
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5.2.6.1.5 Target and residual energy calculation and quantization 

At 24.4 kb/s and 32 kb/s, energy parameters from the high band target frame and an LPC residual calculated from the 

target signal and the interpolated LP coefficients, ( )1
SHBa j% , are calculated and transmitted to the decoder. 

For calculation of the energy parameters, the signal in the high band target frame (see figure 47), denoted as ( )Tar
HBS n  

is used. The 4 energy parameters are calculated according to: 

 ( )
( )

( )[ ]2180

801

003125.0 nSj Tar
HB

j

jn
∑

−×

×−=

×=ϑ  (691) 

The sum of energy parameters, ( )∑ =

3

0j
jϑ , is quantized using 6 bits in SWB TBE at 24.4 kbps and 32 kbps. A 

residual signal ( )Tar
HBr n   is calculated from ( )Tar

HBS n  using the interpolated LP coefficients ( )1
SHBa j% . For j=1, …4 

and n=0,…79, 

 ( )( )
( )

( ) ( ) ( )
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝
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⎥
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⎡
−×−=×−+ ∑∑
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×−=

knSjanSjnr Tar
HB

SHB
k

k
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HB
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jn
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HB

~801
10

1

180

801

 (692) 

The residual signal is then used to calculate the residual energy parameters, ( ) 5,1,  …=jjresϑ  

 ( )
( )

( )[ ]2164

641

nrj Tar
HB

j

jn

res ∑
−×

×−=

=ϑ  (693) 

The residual energy parameters are then normalized. First the maximum residual energy parameter is calculated 

( )( )jmax resres ϑϑ max=  . Then ( )jresϑ  is normalized to get ( )jresϑ̂  as per 

 ( ) ( )
res

res
res

max

j
j

ϑ
ϑϑ =ˆ  (694) 

Each ( ) ˆ jresϑ is then scalar quantized using a 3 bit uniform quantizer with the lowest quantization point as 0.125 and 

uniform quantization steps of 0.125. 

5.2.6.1.6 Generation of the upsampled version of the lowband excitation 

An upsampled version of the low band excitation signal is derived from the ACELP core as show in figure 49 below. 

 

Figure 49: Generating the upsampled version of the lowband excitation 

For each ACELP core coding subframe, i, a random noise scaled by a factor voice factor, iVf  is first added to the fixed 

codebook excitation that is generated by the ACELP core encoder. The voice factor is determined using the subframe 
maximum normalized correlation parameter, ,iβ  that is derived during the ACELP encoding. First the iβ  factors are 

combined to generate iVf . 
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 ( ) 234.05.05.034.0 iiiVf ββ ×−+×+=  (695) 

iVf  calculated above is limited to a maximum of 1 and a minimum of 0. When the ACELP coder type is voiced the iVf  
is modified based on the integer pitch value T0 is modified as in the pseudo-code below: 

if((coder_type == VOICED)) 
   if(T0 <= 57.75f) 

      iVf  = -0.0126f*T0 + 1.23f; 

   else if(T0 > 57.75f && T0 < 115.5f) 

      iVf  = min(0.0087f*T0, 1.0); 

 end 
end 

 
Regardless of the ACELP coder type, if the open loop pitch lag T0 exceeded 115, Vf is set to 1; 

( ) ( ) ( )  2560  1 ≤≤×+= nfornrandomVfncoden iε  if the ACELP core encodes a maximum of 6.4 KHz or 3200 ≤≤ n  if 

the ACELP core encodes a maximum bandwidth of 8 KHz. 

The ACELP fixed code book excitation signal mixed with noise is then resampled by a factor β . The resampling factor 
 β is set to 5/2 when the ACELP core encodes a maximum bandwidth of 6.4 KHz and it is set to 2 when the ACELP 

core encodes a maximum bandwidth of 8 KHz. 

The resampled output is scaled by the ACELP fixed codebook gain and added to a delayed version of itself. 

 ( ) ( ) ( )Pngngn pc βεεε −×+×= 22  (696) 

where gc is the subframe ACELP fixed codebook gain, gp is the subframe ACELP adaptive codebook gain and P is the 
open loop pitch lag. 

5.2.6.1.7 Non-Linear Excitation Generation 

The excitation signal ( )nε  is processed through a non-linear function in order to extend the pitch harmonics in the low 

band signal into the high band. The non-linear processing is applied to a frame of ( )nε  in two stages; the first stage 

works on the first half subframe (160 samples) of ( )nε  and the second stage works on the second half subframe. The 

non-linear processing steps for the two stages are described below. In the first stage 160, 0 21 == nn , and in the second 

stage, 320, 160 21 == nn . 

First, the maximum amplitude sample maxε  and its location relative to the first sample in the stage maxi  are 

determined. 

 ( )( ) ( )( ) 211      max nnnfornnargmaxiandn maxmax <≤−== εεε  (697) 

Based on the value of maxε , the scale factor sf  is determined. 
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The scale factor sf  and the previous scale factor parameter from the memory prevsf  are then used to determine the 

parameter scale step  ss . 
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0   1

log*
1  (699) 

If 0≤prevsf , then sssf prev =  

The output of the non-linear processing ( )nNLε  is derived as per 
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 ( ) ( ) ( )
( ) ( ) 212

2
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0 
nnnfor

nifsfn

nifsfn
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⎪
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εε
εε

ε  (700) 

If the current frame is VOICED frame and sum of voice factors over the subframes is less than a threshold, ths , then 
the sign reversal when ( ) 0<nε  is not performed. The threshold, ths = 0.70 when there are five subframes per frame 

and ths = 0.78 when there are four subframes per frame. 

The previous scale factor parameter is updated recursively for all maxij <  according to 

for(j=n1; j< n2; j++) 
 if(j<imax) 

 prevsf =  prevsf ss×  

 end 
end 
 

5.2.6.1.8 Spectral flip of non-linear excitation in time domain 

The non-linear excitation )(nNLε  is spectrally flipped so that the high band portion of the excitation is modulated down 

to the low frequency region. This spectral flip is accomplished in time domain 

 ( ) ( ) ( ) 319,0 , 1 …=−= nfornn NL
n

flipped εε  (701) 

5.2.6.1.9 Down-sample using all-pass filters 

( )nflippedε  is then decimated using a pair of all pass filters to obtain an 8 kHz bandwidth (16 kHz sampled) excitation 

signal ( )nk16ε . This is done by filtering the even samples of ( )nflippedε  by an all pass filter whose transfer function is 

given by 
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And the odd samples of ( )nflippedε  by an all pass filter whose transfer function is given by 
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The 16 kHz sampled excitation signal ( ) 159,0  16 …=nfornkε  are obtained by averaging the outputs of the above filter. 

These filter coefficients are specified in below. 

Table 58: All-pass filter coefficients for decimation by a factor of 2 

 All pass coefficients 

a0,1 0.06056541924291 

a1,1 0.42943401549235 

a2,1 0.80873048306552 
a0,2 0.22063024829630  
a1,2 0.63593943961708 
a2,2 0.94151583095682 

 

5.2.6.1.10 Adaptive spectral whitening 

Due to the nonlinear processing applied to obtain the excitation signal ( )nk16ε , the spectrum of this excitation is no 

longer flat. In order to flatten the spectrum of the excitation signal ( )nk16ε , 4th order linear prediction coefficients are 
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estimated from ( ). 16 nkε The spectrum of ( )nk16ε  is then flattened by inverse filtering ( )nk16ε  using the linear 

prediction filter. 

The first step in the adaptive whitening process is to estimate the autocorrelation of the excitation signal 

 ( ) ( ) ( ) 159,0  4, ,0,  1616

1

…=…=−×=∑
−

=

nandkknnkr kk

L

kn

SHB
exc εε  (704) 

A bandwidth expansion is applied to the autocorrelation coefficients by multiplying the coefficients by the expansion 
function: 

 ( ) ( ) ( ) 4, ,0,  ˆ …=×= kkwackrkr SHB
exc

SHB
exc  (705) 

The bandwidth expanded autocorrelation coefficients are used to obtain LP filter coefficients, 5,,1,1 K=kaWHT  by 

solving the following set of equations using the Levinson-Durbin algorithm as described in section. 

 ( ) ( ) 4,1,  ˆˆ
4

1

…=−=−×∑
=

iirkira SHB
exc

SHB
exc

WHT
k

k

 (706) 

It must be noted that 11 =WHTa . 

The whitened excitation signal ( )nWHTε   is obtained from ( )nk16ε  by inverse filtering 

 ( ) ( ) ( )knann k
WHT
k

k

kWHT −−= ∑
=

16

4

1

16 εεε  (707) 

4 samples of ( )nk16ε  from the previous frame are used as memory for the above filtering operation. 

For bit rates 24.4 kb/s and 32 kb/s, the whitened excitation is further modulated (in a two-stage gain shape modulation) 

by the normalized residual energy parameter ( )jresϑ̂ . In other words, for bitrates 24.4 kb/s and 32 kb/s, 

 
( )( ) ( )( ) ( )

( ) 5,1  64641 

 ˆ641641

…=×<≤×−
×+×−=+×−

jandjnjfor

jnjnj resWHTWHT ϑεε
 (708) 

5.2.6.1.11 Envelope modulated noise mixing 

To the whitened excitation, a random noise vector whose amplitude has been modulated by the envelope of the 
whitened excitation is mixed using a mixing ratio that is dependent on the extent of voicing in the low band. 

First, ( ) ( )nneabs WHTε=  is calculated and then the envelope of the envelope of the whitened excitation signal 

( ) nWHTε is calculated by smoothing ( )neabs  

 ( ) ( ) ( )121 −×+×= nenvNEneabsnenvNE αα  (709) 

In SWB mode, the factors 1α  and 2α  are calculated using the voicing factors,  iVf  for subframes 4,1 …=i , which 

calculated by parameters which determined from the low band ACELP encoder. The voicing factors denote voicing 
extend of the high band signal since the fine signal structure in the higher bands are closely related to that in the lower 

band. The average of the 4 voicing factors, ∑ =
×=

4,..1
25.0

i iVfVf , is calculated and modified as 

VfVf ×−= 49875.009875.1 . This is then confined to values between 0.6 and 0.999. Then 1α  and 2α  are estimated as 

 Vf−= 11α  (710) 

 Vf−=2α  (711) 
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However, for bit rates 16.4 kb/s and 24.4 kb/s and if TBE was not used in the previous frame, 1α  and 2α  are set to 

 2.01 =α  (712) 

 8.02 −=α  (713) 

and for 0=n , )1( −nenvNE is substituted by an approximated value approxprevenvNE ,  as 

 ∑
=

=
19

0

, )(
20

1

n

approxprev neabsenvNE  (714) 

In WB mode, the factors 1α  and 2α are initialized to 05.01 =α and 96.02 −=α . However, if the bitrate is 9.6kb/s, they 

are reset to 2.01 =α and 8.02 −=α if the low band coder type is voiced or 35.0>Vf , or to 01.01 =α and 99.02 −=α  if 

the low band coder type is unvoiced or 2.0<Vf . In SWB mode, for bit rates 24.4 kbps and 32 kbps, the mix factors are 

estimated based on both the low band voice factor, iVf , and the high band closed-loop estimation, where 

 5,4,3,2,1,__* == ifacadjustHBVfVf ii   

The facadjustHB __  mix factor is estimated based on the high band residual signal, ( )nrTar
HB , transformed low band 

excitation, ( )nwhtε , and the modulated white noise excitation ( )nrnwht . 

A vector of random numbers, ( )nrnd  of length 160 is then modulated by ( )nenvNE  to generate ( )nrnwht  as 

 ( ) ( ) ( )nenvNEnrndnrnwht ×=  (715) 

The whitened excitation is then de-emphasized with 68.0=μ  which is the pre-emphasised effect since the used 
spectrum is flipped. 

 ( ) ( ) ( )1−×+= nrnnrnnrn whtwhtwht μ  (716) 

If the lowband coder type is unvoiced, the excitation ( )nrnwht  is first rescaled to match the energy level of the whitened 

excitation ( )nWHTε  

 ( ) ( )nrnscalenrn whtwht ×=  (717) 

where 
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∑

∑

=

==
ε

 (718) 

And then pre-emphasised with μ =0.68 to generate the final excitation which is the de-emphasised effect since the used 
spectrum is flipped. 

 ( ) ( ) ( )11 −×−= nrnnrnn whtwht με  (719) 

If the lowband coder type was not un-voiced, the final excitation is calculated as 

 ( ) ( ) ( )nnrnn whtwht εααε ×+×= 211  (720) 

For bit rates less than 24.4 kb/s, the mixing parameters 1α  and 2α  are estimated for other low band coder types as, 

 ( ) 4/1
1 iVf=α  (721) 
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For bit rates 24.4 kb/s and 32 kb/s, the mixing parameters 1α is estimated for other low band coder types as follows: 

 ( ) ( )formanti facVf ×−×= 15.00.11α  (723) 

where the parameter formantfac  is defined in equation (731). 

For bit rates 24.4 kb/s and 32 kb/s, the mixing parameter 2α  is calculated as for bit rates at 13.2 kbps and 16.4kbps. 

5.2.6.1.12 Spectral shaping of the noise added excitation 

The excitation signal ( )1 nε  is then put through the high band LPC synthesis filter that is derived from the quantized 

LPC coefficients (see subclause 5.2.4.1.3). 

For bitrates below 24.4 kb/s, a single LPC synthesis filter 11, 1, ~ …=ka SHB
k  is used and the shaped excitation signal 

( )nsε  is generated as 

 ( ) ( ) ( )knsanns SHB
k

k

−×−= ∑
=

εεε ~
11

1

1  (724) 

For bitrates at and above 24.4 kb/s the LPC synthesis filter is applied to the excitation signal ( )n1ε  in four subframes 

based on 
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In particular, for bit rates at and above 24.4 kbps, first a memory-less synthesis is performed (with past LP filter 
memories set to zero) and the energy of the synthesized high band is matched to that of the original signal. In the 
subsequent step, the scaled or energy compensated excitation signal as shown below, ( )n1ε , is used to perform 

synthsesis in the second step. 
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5.2.6.1.13 Post processing of the shaped excitation 

The shaped excitation )(nsε is the synthesized high band signal which is generated by passing the excitation signal  

)(1 nε  through the LPC synthesis filter. The excitation signal  )(1 nε  is determined by the low band model parameters 

and the coefficients of the LPC synthesis filter are determined by the high band model parameters. A short-term post-
filter is applied to the synthesized high band signal to obtain a short-term post-filtered signal. Comparing with the shape 
of the spectral envelope of the synthesized high frequency band signal, the shape of the short-term post-filtered signal is 
closer to the shape of the spectral envelope of the high-frequency band signal. The short-term post-filter is a pole-zero 
filter, the coefficients of the pole-zero filter are set by the set of high band model parameters. It is described as follows: 
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 (726) 
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 ( ) ( ) fff gzHzH /ˆ =  (727) 

 
)(zH f  is derived from the quantized LPC coefficients (see subclause 5.2.6.1.3) with the factors β  and γ controlling 

the degree of the short-term post-filtering. The factors β  and γ are calculated according to: 
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+=

−=

formant

formant
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*0.1565.0

*0.1565.0

γ
β

 (728) 

where formantfac  is parameter that  jointly controls envelope shape and excitation noisiness. It is based on the spectral 

tilt, determined by the LPC coefficient SHBa2 : 

 

 past
formant

SHB
formant facafac *5.0*5.0 2 +=  (729) 

where past
formantfac  is the past value of formantfac  . 

 

 )0.0),0.1,1max(min( −= formantformant facfac  (730) 

 formantformant facfac *5.00.1 −=  (731) 

The gain term fg  is calculated from the truncated impulse response )(nh f  of the filter )(zH f  and is given by: 

 ∑
=

=
19

0

|)(|
n

ff nhg  (732) 

The shaped excitation )(nsε  is divided into four subframes 4,3,2,1),80*)1(( =−+ jjnsε , and each subframe 

4,3,2,1),80*)1(( =−+ jjnsε is filtered through fn gzH /)( , and then filtered with the synthesis filter )(/1 zHd  to 

produce the short-term post-filtered signal 4,3,2,1),80*)1(( =−+ jjnrsε . 

After filtering the synthesized high band signal using the pole-zero filter, filter )(zHt then compensates for the tilt in 

the pole-zero filter )(zH f  and is given by: 

 ( ) 11 −−= zzHt μ  (733) 

 ( ) ( ) ttt gzHzH /ˆ =  (734) 

where μ is set to default constant value or adaptively calculated according to the high band coding parameters and the 

synthesized high band signal. The calculation process is as follows: '
1ktγμ =  is a tilt factor, with '

1k  being the first 

reflection coefficient calculated from )(nh f by: 
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 (735) 

A gain term ||1 '
1kg tt γ−=  is applied to compensate for the decreasing effect of fg in )(ˆ zH f . It has been shown that 

the product filter )(ˆ)(ˆ zHzH tf has a gain close to unity. tγ  is set according to the sign of '
1k . If '

1k  is positive, 65.0=tγ , 

otherwise, 85.0=tγ . 
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The short-term post-filtered signal 4,3,2,1),80*)1(( =−+ jjnrsε is passed through the tilt compensation filter )(ˆ zHt  

resulting in the post-filtered speech signal 4,3,2,1),80*)1(( =−+′ jjnrsε  

Adaptive Gain Control (AGC) is applied to compensate for any gain difference between the synthesized speech 
signal 4,3,2,1),80*)1(( =−+ jjnsε   and the post-filtered signal 4,3,2,1),80*)1(( =−+′ jjnrsε . The gain scaling factor 

γ sc  for each subframe is calculated by: 
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γ  (736) 

and the post processed shaped excitation 4,3,2,1),80*)1((' =−+ jjnsε  is given by: 

 4,3,2,1;79,...,0),80*)1(()()80*)1((ˆ ' ==−+=−+ jnjnrsnjns sc εβε  (737) 

where  )(nscβ  is updated in sample-by-sample basis and given by: 

 scscsc nn γααββ )1()1()( −+−=  (738) 

and where α  is an AGC factor with value of 0.85. 

In order to smooth the evolution of the post-processed spectrally shaped highband excitation signal across frame 
boundaries, the look-ahead and the overlap samples are scaled based on the ratio of the current frame’s energy in the 
overlap region and the previous frame’s energy in the overlap region. The scale factor computation is performed as 
shown in equation (1579) in subclause 6.1.5.1.12. 

The tenth-order LPC synthesis performed as described according to subclause 5.2.6.1.12 uses a memory of ten samples, 
thus there is at least an energy propagation over ten samples from the previous frame into the current frame. When 
calculating the energy scaling to be applied to the current frame, the first 10 samples of the current frame are considered 
as a part of previous frame energy. If the voicing factor 0Vf is greater than 0.75, the numerator in equation (1579) is 

attenuated by 0.25. The spectrally shaped high band signal is then modified by the scale factor as shown in equation 
(1580) in Clause 6.1.5.1.12. 

5.2.6.1.14 Estimation of temporal gain shape parameters 

There are different initialization estimation of temporal gain shape for the WB mode and the SWB mode. 

5.2.6.1.14.1 Initialization estimation of temporal gain shape for WB mode 

The subframe energies in the target signal and the shaped excitation signal are calculated as follows: 

Asymmetric windows are applied to the first and the eighth subframes, 
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 (739) 
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And symmetric windows are applied to the subframes from the second to the seventh. 
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Four high band gain shapes are then calculated by combining pairs of subframe energies as follows 

 4,3,2,1,)(
)2)1(*2()1)1(*2(

)2)1(*2()1)1(*2( =
+
+

=
+−+−

+−+−
jjgs

jShEjShE

jTarjTar

ϕϕ
ϕϕ

 (743) 

The asymmetric windows are determined by the number of look head samples and the number of subframes. The 
asymmetric window and the symmetric windows are described as follows, the number of look head samples is 5, and 
the length of the non-symmetrical window and the symmetrical window are both 20. 

 

Figure 50: Asymmetric window and symmetric window 

The variable  )(nswin  for 10,...,0=n is tabulated in table 59 below: 

Table 59: Window for highband gain shape calculation 

Index Value 

0 0.0 

1 0.15643448 

2 0.30901700 

3 0.45399052 

4 0.58778524 

5 0.70710677 

6 0.80901700 

7 0.89100653 

8 0.95105654 

9 0.98768836 

10 1.0 
 

5.2.6.1.14.2 Initialization estimation of temporal gain shape for SWB mode 

The high band target frame (see subclause 5.2.6.1.1), ( )nSTar
HB  and the shaped excitation ( )nsε  are used to calculate 4 

temporal gain shape parameters, ( ), jgs  for  1, 4j = … . The gain shape parameters are calculated using an overlap of 

20 samples from the previous frame to avoid transition artifacts during the reconstruction at the decoder. 
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 ( ) ( )
( ) 4,1  …== jfor
j

j
jgs

ShE
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ϕ
ϕ

 (744) 

where the subframe energies in the target high band signal and the shaped excitation signal are calculated as 

 ( ) ( )( )( ) ( ) 4,1 , 20801
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jfornswinjnSj Tar
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Tarϕ  (745) 

and 

 ( ) ( )( )( ) ( ) 4,1 , 20801 2
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jfornswinjnsj

n

ShE εϕ  (746) 

The window function ( )nswin  is a window signal is given by 
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The variable ( )nwin  for 0, 20n = …  is tabulated in table 60 below. 

Table 60: Window for highband gain shape calculation 

Index Value 

0 0.0 

1 0.006156 

2 0.024472 

3 0.054497 

4 0.095492 

5 0.146447 

6 0.206107 

7 0.273005 

8 0.345492 

9 0.421783 

10 0.5 

11 0.578217 

12 0.654508 

13 0.726995 

14 0.793893 

15 0.853553 

16 0.904508 

17 0.945503 

18 0.975528 

19 0.993844 

20 1.0 
 

5.2.6.1.14.3 Additional processing of temporal gain shape 

Additionally, the gain shape values are normalized such that 

 ( ) ( )
( )jgs

jgs
jgs

k∑ =

=
4

1

 (748) 
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The 4th subframe gain shape value from the last subframe prevgs  is used to smooth the Gain Shape parameter evolution. 

A variable fb  is calculated as 
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If the sum of the voicing factors ∑ =
>

4

0
8.0

i iVf , then the gain shape parameters are smoothed as follows: 

 ( ) ( ) ( )111 gsfbgsfbgs prev ×−+×=  (750) 

 ( ) ( ) ( ) ( ) 4 ,2 for,  11 …=×−+−×= jjgsfbjgsfbjgs  (751) 

The gain shape parameters vector corresponding to a given frame are transformed into the log domain and vector 
quantized. The quantized gain shape parameters are denoted ( ) 4,1 for …=jjgsq  

5.2.6.1.15 Estimation of frame gain parameters 

In addition to the gain shape parameter, an overall frame gain parameter GF  is calculated. First the spectrally shaped 
excitation is scaled by the gain shape parameters. 

 ( ) ( ) ( )( ) ( )  359,0 for 2080120 1
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…=−××−−×=− ∑
=

nnsjnswinjgsns q
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scaled εε  (752) 

Samples with negative indices are obtained from the previous frame and 
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The energies of the scaledsε  and Tar
HBS  for the entire duration of the frame and the overlaps is calculated using a 

window: 

 ( )( ) ( )nswinnSTar
HB

n

Tar 1
2

360

0

20 ×−=∑
=

ϕ  (754) 

 ( )( ) ( )nswinns

n

ShE 1
2

360

0

20 ×−=∑
=

εϕ  (755) 

where the negative samples are obtained from previous frames, and the window function ( )nswin1  is given by 
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where ( )nwin  is defined in table 60. 

The overall frame gain parameter GF  is calculated as 

 
ShE

TarGF
ϕ
ϕ=  (757) 

The parameter GF  is attenuated if the quantization of the gain shape parameter is poor. First the power-off-the-peak 
value for unquantized and quantized gain shape parameters is calculated: 
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If unqq ππ ×> 0.2 , then the gain shape parameter quantization is deemed poorly quantized and the gain frame parameter 

is attenuated as follows in order to avoid perceptually annoying artifacts in the reconstructed speech signal at the 
decoder. 
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 (760) 

Further, the GF parameter is smoothed if the current frame is determined to be similar in spectral characteristics to the 
previous frames. To determine similarity in spectral characteristics, the fast and slow evolution rates, FER  and SER  , 
and the minimum LSP spacing minδ  are determined as follows: 
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where ( ) ( ) ( ) ( ) SHB
kfese

SHB
ksese klspklspklspklsp 11 7.013.0 and 3.017.0 −− ×+−×=×+−×= ρρ  and ( ))( min 1 kmin δδ =  

and ( ) =k1 δ SHB
kρ when k=1 and ( ) =k1 δ SHB

k
SHB
k 1−− ρρ otherwise. 

A smoothed version of  minδ  using the   minδ values from the previous frames is also determined: 

 ( ) ( ) ( )321 1.02.03.04.0 −−− ×+×+×+×= zzz minminminminsmoothed δδδδδ  (762) 

If the minimum LSP spacing and smoothed LSP spacing satisy a spacing critierion (e.g., δmin < 0.008, δsmoothed < 0.005) 
indicating an artifact generating condition, the high band target is filtered using the high band LP to attenuate the coding 
artifacts before estimating the gain shape and gain frame parameters.   

If the SER  and the FER  values are smaller than 0.001, then the gain frame parameter GF  is smoothed between the 
previous and the current frame. 

 ( )prevGFGFGF +×= 5.0  (763) 

Also, if 0024.0 <smoothedδ , then an additional attenuation of the GF  is performed: ( ) 8.0GFGF = .  Also, if the current 

frame’s prevGFGF ×> 0.3 , then GF  is modified as per 

 ( )fbGFGF ×+×= 5.08.0  (764) 

where fb  is calculated as described in subclause 5.2.6.1.15. 

For the WB mode and if the bitrate is 9.6 kb/s, the gain frame parameter GF is further adapted, based on the average of 

the 4 voicing factors, ∑ =
×=

4,..1
25.0

i iVfVf , as GFGF ×= 5.0 , if the low band coder type is voiced, and as 

GFGF ×= 75.0 , if the low band coder type is not voiced, but 35.0≥Vf . 

The gain frame parameter GF  is scalar quantized in the log domain using 5 bits. The lowest quantization point is 
chosen to be -1.0 and the quantization steps are set to be 0.15. 
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5.2.6.1.16 Estimation of TEC/TFA envelope parameters 

The Temporal Envelope Coding (TEC) and the Temporal Flatness Adjuster (TFA) shape the temporal envelope of the 
high frequency band signal generated by the TBE. They are enabled as the post processing of the TBE at 16.4 and 24.4 
kbps with the output sampling frequencies higher than 8000 Hz. 

The TEC is for getting better shapes of onsets at the decoder by using the temporal envelope of the low frequency band 
and the transmitted information on the temporal envelope of the high frequency band. The information indicates the two 
different shapes, one is “steep onset” and the other is “gentle onset”.  The TEC has two modes for accommodating those 
shapes of the onsets, “no smoothing mode” is for steep onsets and “smoothing mode” is for gentle onsets. Thus, the 
transmitted information represents the mode of TEC to be used at the decoder as well as the shape of the onset. At the 
decoder, the information is used to calculate the temporal envelope of the high frequency band. 

The TFA flattens the temporal envelope of the high frequency band according to the transmitted information on the 
flatness of the temporal envelope of the input signal. 

5.2.6.1.16.1 Estimation of TEC parameters 

The TEC parameter flagtec _  to be transmitted to the decoder is estimated as follows, which is the information on the 

temporal envelope of the high frequency band and indicates the activation and the used mode of the TEC at the decoder. 

The temporal envelope of the low frequency band of the input signal is defined as the mean of the temporal envelopes 
of three sub-bands in the low frequency band (sub-low-frequency-bands) in the CLDFB domain. The temporal envelope 

of the m-th sub-low-frequency-band )(ienv m
ls is calculated by 
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where ),( kiEC  is the energy in the CLDFB domain described in subclause 5.1.2.2 and, mlk ,  and muk ,  are the lower 

and upper limits of the CLDFB sub-band of the m-th sub-low-frequency-band. And then, the temporal envelope of the 
low frequency band )(ienvl  is calculated by 
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The temporal envelope of the high frequency band of the input signal )(ienvh is calculated in the CLDFB domain. 
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where ),( kiEC  is the energy in the CLDFB domain described in subclause 5.1.2.2 and, xk  and uk  are the lower and 

upper limits of the CLDFB sub-band in the frequency range of the TBE. 

The shape of the onset is detected by these temporal envelopes of the high and low frequency bands. A steep onset is 
detected and the no smoothing mode is selected when 1=tec_mode . And, a gentle onset is detected and the smoothing 

mode is selected when 0=tec_mode . 
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where hv  and lv  are the variances of he and le respectively. 

When 1=tec_mode , the maximum values of the temporal envelopes of the high and low frequency bands and their 

positions are detected: 
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And then, the local minimum and maximum values of the temporal envelope of the high frequency band at the position 
i, are detected and the difference between the local maximum and minimum values is calculated: 

 
( )
( ) 15 , ,0for      ,

)(max)(

)(max)(

 , ,2

 , ,2
K

K

K =
⎪⎩

⎪
⎨

⎧

=

=

−=

−= i
jenvilmin

jenvilmax

h
iij

envh

h
iij

envh
 (771) 

 15 , ,0for      ),()()(minmax_ K=−= iilminilmaxidiff envhenvhll  (772) 

The maximum of the difference )(minmax_ idiff ll and its position are detected: 

 ( ))(max)_( minmax_
51 , ,0

minmax__minmax_minmax__ idiffposmaxdiffmax ll
i

lldifflllldiff
K=

==  (773) 

Using the parameters above, flagtec _ is set as 

 

( )
( )

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

<−

><−

=
otherwise

posmaxposmax

maxposmaxposmax

flagtec
envhlldiff

lldiffenvlenvh

0

2__abs

 and 20 and 2__abs
2

_
minmax__

minmax__

 (774) 

When 0=tec_mode , the smoothed temporal envelope of the low frequency band is calculated 

 15,...,0for       )()(5894.1)(
5

0

, =−⋅×= ∑
=

ijienvjscienv

j

lsml  (775) 

where 

 [ ]1412.01365.01289.01194.01078.03662.0=sc  (776) 

And then, the correlation coefficient hlsmcorr , between )(, ie sml  and )(ieh  is calculated. Further, the ratio between the 

variances of )(, ie sml  and )(ieh is calculated: 

 
0,

, ε+
=

sml

h
hlsm v

v
varr  (777) 

Using these parameters, flagtec _ is set as 

 
⎩
⎨
⎧ <<≥

=
otherwise

rcorr
flagtec hlsmhlsm

0

0288.2var0.3694  and 8795.01
_ ,,  (778) 

5.2.6.1.16.2 Estimation of TFA parameters 

The parameter flagtfa _  to be transmitted to the decoder is estimated as follows, which represents the flatness of the 

temporal envelope of the high frequency band as well as the activation of the TFA at the decoder. 

The flatness measure shbTarfl of the temporal envelope of the signal in the high band target frame )(nSTar
HB  is 

calculated as: 
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 (779) 

where 15 , ,1 ,0   )()(
1)1(20

20

2
K==∑

−+

=
inSienv

i

in

Tar
HBshbTar and where 12

0 10−=ε . 

In addition to the flatness measure, the mean of the pitch lags pitlagm and the mean of the open-loop pitch gains of the 

half frames pitgainm are calculated. Finally, depending to the last core mode, the parameter flagtfa _ is estimated by the 

parameters above: 

in the case that the last core mode is not TCX20, 

 
⎩
⎨
⎧ >>>

=
otherwise

mmfl
flagtfa pitgainpitlagshbTar

0

 7.0 and 100 and 7.01
_  (780) 

in the case that the last core mode is TCX20, 

 
⎩
⎨
⎧ <>

=
otherwise

mfl
flagtfa pitgainshbTar

0

7.0 and 5.01
_  (781) 

5.2.6.1.16.3 Set the transmitted parameter for TEC and TFA 

The TEC and TFA parameters are jointly coded by 2 bits and then transmitted to the decoder together with the other 
TBE information: 

 

⎪
⎪

⎩

⎪
⎪

⎨
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==
==

=
==

=

2_ and 0_11

1_ and 0_10

1_01

0_ and 0_00

__

flagtecflagtfa

flagtecflagtfa

flagtfa

flagtecflagtfa

bitstfatec  (782) 

5.2.6.1.17 Estimation of full-band frame energy parameters 

The full-band TBE algorithm is used for coding the full band. Since the fine signal structure in the full bands are closely 
related to that in the high band and low band, the full band of the signal are coded by using only 4 bits together with the 
information from the low band and the high band. A synthesized full band signal is obtained by coding the high band 
and predicting spectrum from the high band, the synthesized full band signal is then de-emphasized with FBμ which is 

determined by the characteristic factors derived from coding the low band signal. A band passed full band signal is 
obtained by band-pass filtering the input signal. The energy ratio is calculated by comparing the energy calculated from 
the de-emphasized synthesized full band signal with the energy calculated from the band passed full band signal. 
Finally the parameters including the characteristic factors, high band coding information and the energy ratio are 
transmitted to the decoder. 

The synthesized full band signal is obtained as follow: A vector of random numbers ( ) 319,...0, =nnrnd  of length 320 

passes through the LPC synthesis filter, the spectrum of ( ) 319,...0, =nnrnd   is used as the predicted spectrum from the 

high band and the coefficients of the LPC synthesis filter are derived from the quantized LPC coefficients (see 
subclause 5.2.6.1.3). 

 ( ) ( ) ( ) 319,...,0,~
11

1

=−×−= ∑
=

nknsanrndns FB
SHB
k

k

FB εε  (783) 

Then the synthesized full band signal ( ) 319,...0, =nns FBε is de-emphasized as follows: 

The spectrum of ( ) 319,...0, =nns FBε  are moving corrected described as follows: 
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 ( ) ))32/(mod(_cos_)(ˆ nexcfbnsns FBFB ×= εε  (784) 

The variables 31,...0),(_cos_ =nfornexcfb are the parameters of spectrum moving correction tabulated in Table 61 

below: 

Table 61: Parameters of spectrum moving correction 

Index Value Index Value 

0 9.536743164062500e-007 16 -9.536743164062500e-007 

1 9.353497034680913e-007 17 -9.353497034680913e-007 

2 8.810801546133007e-007 18 -8.810801546133007e-007 

3 7.929511980364623e-007 19 -7.929511411930434e-007 

4 7.929511980364623e-007 20 -6.743495077898842e-007 

5 5.298330165715015e-007 21 -5.298329597280826e-007 

6 3.649553264040151e-007 22 -3.649552411388868e-007 

7 1.860525884467279e-007 23 -1.860525173924543e-007 

8 0.000000000000000e+000 24 0.000000000000000e+000 

9 -1.860526737118562e-007 25 1.860527589769845e-007 

10 -3.649554116691434e-007 26 3.649554969342717e-007 

11 -5.298331302583392e-007 27 5.298331871017581e-007 

12 -6.743496214767220e-007 28 6.743496783201408e-007 

13 -7.929512548798812e-007 29 7.929513117233000e-007 

14 -8.810802114567196e-007 32 8.810802683001384e-007 

15 -9.353497603115102e-007 31 9.353497603115102e-007 
 

And then flip the spectrum of ( ) 319,...0,ˆ =nns FBε  to get ( ) 319,...0, =′ nns FBε  

 ( ) 319,...,0),(ˆ)1( 1 =∗−=′ + nnsns FB
n

FB εε  (785) 

The signal ( ) 319,...0, =′ nns FBε is then de-emphasized with FBμ described as follows: 

 ( ) ( ) ( )1−′×−′=′′ nsnsns FBFBFBFB εμεε  (786) 

The de-emphasized factor FBμ  is determined by the characteristic factors of the signal such as “voicing factors”, 

“spectral tilt”, “short-term average energy”, “short-term average zero crossing rate”. The calculation of de-emphasized 
factor FBμ  using the voicing factors is described as follows: 

 )48.0),68.0max(( 3VfFB −=μ  (787) 
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2.13,*25.0

i

i

i

i

i

kbpskbpskbpsrateVf

kbpsrateVf

Vf  (788) 

where iVf is the voicing factor of the ith subframe. 

The signal ( ) 319,...,0, =′′ nns FBε is modulated by the gain shape values 3,2,1,0),( =jjgs (see subclause 5.2.6.1.14) and 

the overall frame gain parameter GF (see subclause 5.2.6.1.15). 

 ( ) 319,...,0),320/*16(**)(ˆ =′′= nngsGFnsns FBFB εε  (789) 

The energy of ( ) 319,...0,ˆ =nns FBε  is described as follows: 
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 ∑
=

=
319

0

)(ˆ*)(ˆ

n

FBFBsyn nsns εεϕ  (790) 

 The original input signal ( ) 959,...0, =nns  pass through the band-pass filter to get the band passed full band 

signal ( ) 959,...0,ˆ =nns , and then calculate the energy oriϕ  of ( ) 959,...0,ˆ =nns from 16 kHz to 20 kHz. The energy ratio 

is calculated as follows: 

 
syn

ori
ratio ϕ

ϕϕ =  (791) 

 ratio
qratio

ϕϕ 2_ log=  (792) 

 )),15min(,0max(ˆ __ qratioqratio ϕϕ =  (793) 

The energy ratio qratio_ϕ̂  is then transmitted to the decoder using 4 bits. 

5.2.6.2 Multi-mode FD Bandwidth Extension Coding 

The input signal of current frame is divided into two parts: the low band signal and the super higher band (SHB) signal 
for SWB signal or the higher band (HB) signal for WB signal. The low band signal of the input signal is coded by LP 
coding modes, and the SHB or HB signal of the input signal is coded by the multi-mode FD bandwidth extension (BWE) 
algorithm. A classification decision process of the SHB or HB signal of input signal is first performed. Then, the multi-
mode BWE algorithm for LP-based coding modes uses a combination of adaptive spectral envelope and time envelope 
coding for super wideband extension, and spectral envelope coding for wideband extension, according to the result of 
the classification decision process. The coded bitstream of low band signal, the adaptive coded bitstream of SHB or HB 
signal as well as the result of the classification decision process of current input signal are output. Table 62 describes 
the multi-mode FD BWE at the different bitrates of operation. Theoretically, the delay of the synthesized output signal 
can be determined adaptively in the range of ]),,[max( 2121 DDDD +  according to the delay of the core coding 

algorithm 1D  and the delay of the multi-mode bandwidth extension algorithm 2D . To achieve lowest delay for 

bandwidth extension coding, the super higher band (SHB) signal is delayed by 21 DD − . Here 1D  is larger than 2D . 

Then, the achieved lowest delay of the multi-mode bandwidth extension is 1D  in encoder side. 

Table 62: Multi-mode FD BWE at different bitrates 

Bitrate [kbps] Bandwidth Multi-mode FD BWE 

7.2, 8 WB Blind,  HARMONIC/NORMAL 

13.2 
WB Guided, HARMONIC/NORMAL 

SWB Guided, 
TRANSIENT/HARMONIC/NORMAL/NOISE 

32 SWB/FB Guided, 
TRANSIENT/HARMONIC/NORMAL/NOISE 

 

5.2.6.2.1 SWB/FB Multi-mode FD Bandwidth Extension 

For frames declared as TRANSIENT (TS) frames or as non-TRANSIENT, a bit budget of 31 bits is allocated to the 
SWB Multi-mode FD Bandwidth Extension. If the super higher band (SHB) signal of the input in the previous frame or 
in the current frame is detected as TRANSIENT, then the current frame is also classified as TRANSIENT. Non-
TRANSIENT frames can be further classified as HARMONIC (HM), NORMAL (NM) or NOISE (NS) depending upon 
the frequency fluctuation that is detected. Two bits of the bit budget are allocated to the signal class. In case of a 
TRANSIENT frame, the remaining 29 bits are allocated to encode four spectral envelopes and four time envelopes.  For 
other cases, i.e. non-TRANSIENT frames, the remaining 29 bits are allocated to encode fourteen spectral envelopes, 
and no time envelope is encoded. For FD BWE encoding, the 320 MDCT coefficients of the SHB signal, 

( ) ,319,,0,_ K=kkX SHBM  are coded. In the case of the FB mode, the encoding algorithm from 8kHz to 15.5kHz is 

the same as the SWB mode. To encode 15.5kHz to 20kHz, the spectral energies of from 11 kHz to 15.5 kHz and from 
15.5 kHz to 20 kHz are calculated, and then the ratio of the two energies is coded using 4 bits after being quantized. 
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5.2.6.2.1.1 Windowing and time-to-frequency transformation 

The input high-pass filtered signal ( )nsHP  is delayed by 21 DD − samples and windowed to obtain the windowed input 

signal )(~ nx  as shown in figure 51, where 21 DD − is equal to: 

 
⎩
⎨
⎧

=−
kbps

kbps
DD

3298

2.13102
21  (794) 

M f rameM-1 f rame M+1 frame

D1-D2

 

Figure 51: Windowing of the input high-pass filtered signal 

 

A 640-point length MDCT on top of 639,,1,0),(~
K=nnx is used for SWB FD BWE. Refer to subclause 5.3.2. 

5.2.6.2.1.2 Transient detection 

The input time-domain SHB signal ( )nsSHB  of current frame, sampled at 16kHz, is first high-pass filtered; the high-pass 

filter serves as a precaution against low frequency components adversely affecting the processing. A first order IIR filter 

is used, and it is given by: ( )
1

1

4931.01

)1(7446.0
−

−

−
−

=
z

z
zHHP  (795) 

The output of the high-pass filter ( )ns HPSHB _  is obtained according to:

 ( ) ( ) ( ) ( ) 1,,017446.07446.014931.0_ −=−−+−= Lnfornsnsnsns SHBSHBHPHPSHB K  (796) 

where 320=L  denotes the 20ms frame length at 16kHz. The high-pass filtered signal ( )ns HPSHB _ is divided into four 

sub-frames; each corresponding to 5 ms or 80 samples. 

The energy of each sub-frame, ][mE , is computed according to: 

 ( )( ) 3,,0
14/)1(

4/

2
_

][
K== ∑

−+

=

mfornsE
Lm

mLn

HPSHB
m  (797) 

For each sub-frame, the signal’s long term energy, [ ]m
LTE , is updated according to the following equation: 

 [ ] [ ] [ ] 3,,0)1( 1
K=+−= − mforEEE mm

LT
m

LT αα  (798) 

In the above equation, the forgetting factor α  is set to 0.25, and the convention is that for the first sub-frame, 

[ ] [ ]31
LTLT EE =−  from the previous frame. It should be noted that when the current frame and the previous frame apply 

different BWE algorithms, or the core configurations are different, then the signals’ long term energy [ ]1−
LTE  is calculated 

as [ ] ( )∑ =
− =

79

0

21 )(
n HPLT nsE . 
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The memory state of the high-pass filter, )(zH HP and [ ]3
LTE  are saved for the next frame’s processing. For each sub-frame 

m , a comparison between the short term energy ][mE  and the short term energy of previous sub-frame [ ]1−mE  or the 

long term energy [ ]1−m
LTE is performed to detect whether the current frame is TRANSIENT or not. A transient is detected 

whenever the energy ratio is above a certain threshold which is larger than 1. Formally, a transient is detected 
whenever: 

 [ ] [ ]1−> m
LT

m EE ρ  (799) 

where ρ  is the energy ratio threshold and is set to 10=ρ  for INACTIVE frames and 5.13=ρ otherwise. 

It should be noted that if the previous frame did not use SWB Multi-mode FD BWE then the current frame is not 
classified as a transient frame. In general, the time-frequency transform is applied on a 40ms frame; therefore, a 
transient affects two consecutive frames. To overcome this, a hangover for a detected transient is applied. A transient 
detected at a certain frame also triggers a transient in the next frame. 

The output of the transient detector is a flag, denoted tIsTransien . The flag is set to the logical value TRUE if a 
transient is detected or FALSE otherwise. 

In addition, the parameters of spectral tilt and frame class for the current frame are also used for further refinement of 
the transient decision. 

The spectral tilt of the low frequency signal )(16_8.12 ns  is calculated by: 

 01_ rrbwetilt =  (800) 

where, 0r and 1r are calculated by: 

 ∑
=

⋅=
255

0

16_8.1216_8.120 )()(
n

nsnsr  (801) 

1r is initialized to )0()1( 16_8.1216_8.12 ss − , and if 

( ) ( ) 2562,0)2()1()1()( 16_8.1216_8.1216_8.1216_8.12 <≤<−−−⋅−− nnsnsnsns , 1r is adjusted by adding 

)1()( 16_8.1216_8.12 −− nsns . 

The spectral tilt and class of the current frame are checked against threshold values, and the high frequency 
TRANSIENT signal classification of the current frame is adjusted. Formally, when tIsTransien  is TRUE, and 8>tilt  , 
the tIsTransien  signal classification is set to FALSE, and also the hangover is set to 0. 

Another flag, LFtIsTransien _ , is used to indicate whether a transient is present in the low frequency signal [ ]m
LFs of the 

current frame. It is calculated as follows: When the condition [ ] [ ] 3,...,0,5.5 1 => − mEE m
LF

m
LF is satisfied, then the 

LFtIsTransien _ flag is set to logical TRUE; and it is set to FALSE otherwise. 

Here, [ ] ( ) 3,,0,)(
6364

64

2
K==∑

+

=
mnsE

m

mn LP
m

LF , and the convention is that for the first sub-frame, [ ] [ ]31
LTLT EE =−  from the 

previous frame. 

5.2.6.2.1.3 Frequency domain classification and coding 

In frames that are classified as containing transients, the value of  
classF  is set (

classF =TRANSIENT). For frames 

without transients, a frequency sharpness parameter is computed to reflect the spectral fluctuation of the frequency 
coefficients in the super high band signal and those frames are categorized in one of three classes: 

a) HARMONIC: when frequency sharpness is high. 

b) NOISE: when frequency sharpness is low. 
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c) NORMAL: when frequency sharpness is moderate. 

The 288 MDCT coefficients in the 6400-13600 Hz frequency range, ( ) 287,...,0,_ =kkX CM  are split into nine 

sharpness bands (32 coefficients per band). The frequency sharpness, ( )jκ , is then defined as the ratio of the peak 

magnitude to the average magnitude in a sharpness band j  

 ( )
( )

( ) ( )
( )

8,,0

,0

0,
.31 3132

32 _3132

32 _ K=

⎪
⎪

⎩

⎪
⎪

⎨

⎧
≠

−=
∑

∑

+

=+

=
j

otherwise

kXif
jAkX

jA

j

j

jk CMj

jk sharpCM

sharp

κ  (802) 

where the maximum magnitude of spectral coefficients in a sharpness band, denoted ( )jAsharp , is given by 

 ( ) ( ) 8,,0max _
3132,32

K

K

==
+=

jkXjA CM
jjk

sharp  (803) 

Then, six parameters are calculated; the global gain, ( )∑ =
=

319

0

2

_ )(
k SHBMglob kXg , the 

average ∑ =
=

287

0 _ )(
288

1
k CMav kXA , the ∑ ∑

=

+

=
−=

8

0

3132

32 _ )(
32

1

j

av
j

jk CMvar AkXS , and three further sharpness 

parameters are determined; the maximum sharpness, maxκ  , the sharpness band counter, sharpc , and the noise band 

counter, noisec . 

The maximum sharpness, maxκ , in all sharpness bands is computed as: 

 ( )( )jAsharp
j 8,0

max max
K=

=κ  (804) 

The counter sharpc is computed from the nine frequency sharpness parameters, ( )jκ , and from the nine maximum 

magnitudes, ( )jAsharp , as follows: Initialized to zero, sharpc  is incremented by one for each j , 8,,0K=j , 

if ( ) 5.4>jκ and ( ) 8>jAsharp . 

The counter noisec  is computed from the nine frequency sharpness parameters ( )jκ as follows: Initialized to zero, noisec  

is incremented by one for each j , 8,,0K=j if ( )jκ is less than 3. 

The class of non-TRANSIENT frames is determined from the three sharpness parameters, maxκ , sharpc  and noisec  and 

four other parameters; the previous frame saved class, [ ]1−
classF , avA , varS , and the ratio of the global gains in the current 

and previous frames. 

The threshold of the number of harmonics sharpi  and the threshold of the maximum sharpness sharpl are set according to 

the signal class of previous frame [ ]1−
classF  and the mode of previous extension layer extllastM _ . When the bandwidth is 

changed i.e., BWESWBM extllast __ ≠ , the sharpi  and sharpl  will be decreased for harmonic mode and increased for 

other signal mode: 
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– If sharpsharp ic > , [ ] 8.15.0 1 << −
globglob gg  and sharpl>maxκ , the current frame is classified as HARMONIC 

frame ( classF = HARMONIC) and the counter for signal class classc is incremented by one when classc is less 

than twelve. Otherwise, classc is decremented by one when classc is larger than zero. 

– Then, if 2≥classc , the current frame is also classified as HARMONIC frame ( classF = HARMONIC). 

– For other cases, depending on the noise counter noisec , avA , varS , and the spectral tilt bwetilt _ ,the current 

frame is classified as NORMAL or NOISE: 

if 4>noisec , avvar AS ⋅< 8.4 and 5_ <bwetilt , the current frame is classified as NOISE frame ( classF = NOISE), 

otherwise, the current frame is classified as NORMAL frame ( classF = NORMAL). 

Two bits are transmitted for SHB signal class coding. Table 63 gives the coded bits for each class. 

Table 63: SHB signal class coding 

Signal class classF  Coded bits 

NOISE  00 

TRANSIENT 01 

NORMAL  10 

HARMONIC 11 

The signal class classF  of the current frame is preserved as [ ]1−
classF  for the next frame. 

5.2.6.2.1.4 Sub-band division 

The 320 MDCT coefficients ( 6=offsetk at 13.2kbps in the 6150-14150 Hz frequency range, 80=offsetk  at 32kbps in 

the 8000-16000 Hz frequency range) are either split into four sub-bands for TRANSIENT frames or fourteen sub-bands 
for non-TRANSIENT frames. Table 64 and table 65 define the sub-band boundaries and sizes for TRANSIENT frames 
and non-TRANSIENT frames respectively. The j -th sub-band comprises coefficients ( )kX SHBM _  where 

( ) ( )1+<≤ jbkjb swbswb . 

Table 64: Sub-band boundaries and number of coefficients per sub-band in TRANSIENT frames 

j ( )jbswb  ( )jNswbcf  

0 0 76 

1 76 76 

2 152 84 

3 236 84 

4 320 - 
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Table 65: Sub-band boundaries and number of coefficients per sub-band in Non-TRANSIENT frames 

j ( )jbswb ) ( )jNswbcf  

0 0 16 

1 16 24 

2 40 16 

3 56 24 

4 80 16 

5 96 24 

6 120 16 

7 136 24 

8 160 24 

9 184 24 

10 208 24 

11 232 24 

12 256 32 

13 288 32 

14 320 - 

 

5.2.6.2.1.5 Spectral envelope calculation and quantization 

The spectral envelope, or the energy of each band, is computed as follows: 

 ( ) ( ) ( )( )
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1
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=

jforkX
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rmsSHBM
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rms

swb
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ε  (807) 

If the current frame is a Non-TRANSIENT frame, energy control is performed to prevent too much noise being applied 
to the generated spectrum. The energy control adjusts the spectral energy of each band, depending on the different 
characteristics between the original high frequency spectrum and the base excitation spectrum. 

First a spectral copy is created by mapping the frequencies, depending upon the bandwidth, the ACELP coding modes 
and the FD BWE mode as defined in table 66. 
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Table 66:  Frequency mapping to generate base excitation spectrum in FD BWE 

Mode, Bit-rate, ACELP 
coding modes l )(, lSt FDsrc  , ( )src FDEnd l

 
)(, lSt FDdst  , ( )dst FDEnd l

 
WB @ 7.2, 8kbps 

All LP-based modes except 
for AUDIO 

0 160 239 240 319 

WB @ 7.2, 8kbps 
AUDIO 

WB @ 13.2kbps 
All 

0 80 159 240 319 

SWB @ 13.2kbps 
NORMAL, NOISE 

0 112 239 246 373 
1 112 239 374 501 
2 176 239 502 565 

SWB @ 13.2kbps 
HARMONIC 

0 0 239 246 485 
1 128 207 486 565 

SWB @ 32kbps 
NORMAL, NOISE 

0 112 239 320 447 
1 112 239 448 575 
2 176 239 576 639 

SWB @ 32kbps 
HARMONIC 

0 0 239 320 559 
1 128 207 560 639 

 

To generate the base excitation spectrum, the spectral copy is normalized by the sum of its absolute spectral 
components; the window size used depends on the signal characteristics.  
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The tonality measures used for the energy control are then calculated:  
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The ratio between the tonality of the original high frequency spectrum ( ( )jTon orgec _ ( )jTon orgec _ ) and the tonality of 

the base excitation spectrum ( ( )jTon simec _ ( )jTon baseec _ ( )jTon simec, ) is then calculated as follows: 
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where FDgamec _ is 0.35. 

The envelope control factor _ ( )FDec fac j  is then applied to the envelope )(_ jSHBrmsf : 

 13,...,0            )(_ * )()(_ == jforjfacecjrmsfjSHBrmsf FD  (811) 

Next the spectral envelope is adjusted by subtracting the mean vectors meanrmsf _ meanrmsf _  which are shown in 

table 67. 

 13,...,0       )(_)(_)(_ =−=′ jforjmeanrmsfjSHBrmsfjSHBrmsf  (812) 
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Table 67: Mean vectors in FD BWE 

j TRANSIENT Non-TRANSIENT 

0 27.23 28.62 

1 23.81 28.96 

2 23.87 28.05 

3 19.51 27.97 

4 - 26.91 

5 - 26.82 

6 - 26.35 

7 - 25.98 

8 - 24.94 

9 - 24.03 

10 - 22.94 

11 - 22.14 

12 - 21.23 

13 - 20.40 

 

If the current frame is a TRANSIENT frame, the following smoothing processes are applied before the envelope 
quantization. 

– If LFtIsTransien _ is TRUE, the coder type is INACTIVE and the transient hangover is equal to one, the flag is set to 

1, and the time envelope is adjusted as follows: 

 ( ) ( ) 3,...,005.0 =′= jforjfjf rmsrms  (813) 

    – Otherwise, the adjustment is as follows: 

 ( )
( )
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⎨
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If the current frame is a Non-TRANSIENT frame, 

 13,...,0             )(_)(_ =′= jforjSHBrmsfjSHBrmsf  (815) 

If the current frame is a TRANSIENT frame, the mean squared error (MSE) criterion is used for the search of the VQ, 
in a Non-TRANSIENT frame, the weighted mean squared error (WMSE) is used. The weighting serves to emphasise 
the lower frequency bands and is calculated by two methods; one is a deterministic weighting based solely on the 
frequency, and the other is a weighting that is calculated based upon the envelope. The first frequency weighting 

)(_1 jw SHB )(_1 jw SHB is defined in table 68 and the second frequency weighting )( jwSHB is calculated as follows: 

 13,...,0      1
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))(_(min)(_
*)(_1)(
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⎟
⎟
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⎜
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i  (816) 
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Table 68: Frequency weighting )(_1 jw SHB  

j Non-TRANSIENT 

0 1.0 

1 0.97826087 

2 0.957446809 

3 0.9375 

4 0.918367347 

5 0.9 

6 0.882352941 

7 0.865384615 

8 0.849056604 

9 0.833333333 

10 0.818181818 

11 0.803571429 

12 0.789473684 

13 0.775862069 

 

The SWB spectral envelope is quantized with a multi-stage split VQ using envelope interpolation as in figure 52. In the 
first stage, two or three candidates’ ( candN , three in TRANSIENT frame, two in Non-TRANSIENT frame) indices are 

chosen using the error minimization criterion. The set of candidates with the least quantization error, taking into account 
all quantization steps, is then selected and the selected indices transmitted.   

0 1 2 3 4 5

5bits / 7dim VQ

7bits / 3dim VQ

6 7 8 9 10 11 12 13

6bits / 4dim VQ

0 2 4 6 8 10 12

1 3 5 7 9 11

5bits / 3dim VQ

Interpolation
errors

2nd stage

1st stage

6bits / 4dim VQ 3rd stage

0 2 4 6 8 10 12

13

0 1 2 3

7bits / 2 dim VQ

0 2

1 3

5bits / 2dim VQ

0 2
2nd stage

1st stage

Interpolation
errors

 

Figure 52: Envelope VQ in a TRANSIENT frame and a Non-TRANSIENT frame 

Again during the first stage, values in even positions are selected and quantized using VQ with 5 bits for Non-
TRANSIENT frames and 7 bits for TRANSIENT frames. 

 
( )

(TRANSIENT   1,0                                                                           

TRANSIENT)-(Non   6,...,0                              *2_)(1
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 (817) 
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( )

(TRANSIENT   1,0                                                                           

TRANSIENT)-(Non   6,...,0                              *2_)(1

=

==

jfor

jforjSWBrmsfjenv
 (818) 

In  Non-TRANSIENT frames, the candidate indices from the first stage VQ are defined as 
11 _1_0 , envenv idxidx  and 

11 _1_0 , envenv idxidx . The quantization error 1err 1err is calculated and the error isis split into 21err 21err  and 22err and 

quantized using 7 bits and 6 bits respectively, as follows; 

 6,...,0                  )(ˆ)*2()( 1_1 =−= jforjnvejfjerr SHBrms  (819) 

then; 

 
( )( ) 3,2,1,0        )3(ˆ3*2)(

2,1,0                     )(ˆ)*2()(

1_22

1_21

=+−+=

=−=

jforjnvejfjerr

jforjnvejfjerr

SHBrms

SHBrms
 (820) 

The candidate indices from the second stage VQ are defined as 
2121 _1_0 , errerr idxidx  and 

2222 _1_0 , errerr idxidx . 

The two quantized values 2221 ˆ,ˆ rrerre are then combined: 

 ( )
( )
( )⎪⎩

⎪
⎨
⎧

=−

=
=

6,5,4,3322ˆ

2,1,0  21ˆ
2ˆ

jforjrre

jforjrre
jrre (821) 

At odd positions, an interpolation using boundary values is applied for intra-frame prediction and the predicted error is 
calculated: 
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The errors are then split into 31Ierr  and 32Ierr and quantized using 5 bits and 6 bits respectively. 
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The candidate indices from the third stage VQ are defined as 
3131 ,1,0 , IerrIerr idxidx and.

3232 ,1,0 , IerrIerr idxidx .In a 

TRANSIENT frame only 2 stages of quantization are applied. At odd positions, an interpolation using boundary values 
is applied for intra-frame prediction and the predicted error is calculated and quantized  

 

( )

⎪
⎩

⎪
⎨

⎧

=−+

=++−+
=

1                                        )(ˆ)1*2(

0                  
2

1(ˆ)(ˆ
)1*2(

)(

1_

11
_

2
jforjnvejf

jfor
jnvejnve

jf
jIerr

SHBrms

SHBrms
(824) 

The candidate indices from the second stage VQ are defined as 
222 ,2,1,0 ,, IerrIerrIerr idxidxidx . 

The final selected set of indices { }
323121211

,,,, IerrIerrerrerrenv idxidxidxidxidx  for a Non-Transient frame, or 

{ }
21

, Ierrenv idxidx  for a Transient frame are then transmitted. 

5.2.6.2.1.6 Time envelope calculation and encoding 

In case of TRANSIENT frames, ie, the super higher band (SHB) signal of the input in the previous frame is detected as 
TRANSIENT and the super higher band (SHB) signal of the input in the current frame is detected as NON-
TRANSIENT, or the super higher band (SHB) signal of the input in the current frame is detected as TRANSIENT, the 
time envelope is also calculated. The time envelope, which represents the temporal energy of the SHB signal, is 
computed as a set of root mean square (RMS) calculations from each 80 samples of time-domain SHB signal. This 
results in four time envelope coefficients per frame. 
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 ( ) 3,,0)80(
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1
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K=+= ∑ =

jnjsjt
n SHBrms  (825) 

The time envelope is firstly adjusted by the attenuated value which represents the energy attenuation of the WB signal, 
and the attenuated value is calculated by the original WB signal )(nsori  and local synthesized WB signal )(nssyn : 
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2255
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n orin syn nsnsR  (826) 
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In order to highlight the characteristics of the transient signal, the time envelope of the transient signals is modified. A 
reference sub-frame is first selected from the sub-frames of the input transient signal, which has the maximal amplitude 
value of envelope compared with values of the envelopes of the rest sub-frames. Then the time envelope of the reference 
sub-frame is increased whilst at the same time the envelopes of the sub-frames before and after the reference sub-frame are 
decreased. Then, the adjusted time envelopes of the SHB signal of the current frame are quantized and coded into the 
bitstream. In order to get better transient effect, in sub-frames before and after the reference sub-frame, the difference 
between the decreased time envelope and the maximum time envelope is greater than a preset threshold. 

– If the sub-frame index tenvidx  which is defined as )1(5)( −′>′ tenvrmstenvrms idxtidxt is less than 4, the time 

envelope is adjusted by: 
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     where
3,...,0

max_ ))(max(arg
=

′=
j

rmstenv jtidx  is the sub-frame index with the maximum time envelope .  It should be  

noted when the  sub-frame index max_tenvidxj > ,and when the condition 

∑ +=
′′<′

−
3

1 max_
max_ max_

)()(
3

1

tenvidxk tenvrmsrms
tenv

idxtkt
idx

 is satisfied, the adjustment of time envelope of sub-

frame max_, tenvidxjj >  can be performed. 

– For other cases, to obtain the time envelopes of the SHB signal of the current frame used to encode, the 
adjustment is as follows: 
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 (829) 

     and 

 3,...,0)(9.0)( _ =′′=′′ jforjtjt temprmsrms  (830) 

In addition, when LFtIsTransien _ is TRUE, the coder type is INACTIVE and the transient hangover is equal to one, 

the flag is then set to 1, and the time envelope is adjusted as follows 

 3,,0
0)(

1)(5.0
)( K=

⎩
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=′′
=′′

=′′′ jfor
flagifjt

flagifjt
jt

rms
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Finally, the values ( ) ( ) 30),(log2 ≤≤′′′+= jjtjt rmsrmsrms ε  are further bounded in the range [0,...,15]: 

( ) 150 ≤≤ jtrms , 30 ≤≤ j . 
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The adjusted time envelopes ( )jtrms  are rounded and quantized with four bits using uniform scalar quantization in the 

case of TRANSIENT frames. 

5.2.6.2.1.7 Bit allocation for FD BWE 

Table 69 illustrates the BWE bit allocation for TRANSIENT and Non-TRANSIENT frames. 

Table 69: SWB FD BWE bit allocation 

Signal class 
Signal class bits 

( classF ) 
Time envelope 

( ( )jtrms ) 
Spectral envelope 

( ( )jf rms ) Total bits 

TRANSIENT 2 16 (=4×4) 13 (=7+6) 31 

NON-TRANSIENT 2 0 29 (=5+7+6+5+6) 31 

 

5.2.6.2.2 WB Multi-mode FD Bandwidth Extension 

At 13.2kbps, for frame declared as HARMONIC (HM) frame or NORMAL (NM), a bit budget of 6 bits is allocated to 
the WB Multi-mode FD Bandwidth Extension. One bit is allocated to the signal class and five bits are allocated to 
encode two spectral envelopes which are calculated by the 80 MDCT coefficients of the higher band (HB) signal, 

( ) 319,,240,_ K=kkX WBM . 

At 7.2kbps or 8kbps, it is blind BWE and no bit budget is allocated. In this case, a two-stage blind BWE is used. In the 
first stage, the high band frequency generation is the same as the BWE in AMR-WB [9], described in subclauses 6.3.1, 
6.3.2.2 and 6.3.3 of [9], and it is added to the ACELP core synthesis. Then the second stage BWE is generated as 
described in the following sub-clauses, and it is added to the core synthesis with the first stage BWE. At 5.9 kbps VBR 
coding and CNG coding up to 8.0 kbps, the BWE is also blind with no bit budget allocated, but only the first stage 
BWE is used. 

5.2.6.2.2.1 Windowing and time-to-frequency transformation 

The input high-pass filtered signal ( )nsHP  is delayed by 21 DD − samples and windowed to obtain the windowed input 

signal )(~ nx  as shown in figure 51, where 3621 =− DD . 

320-point length MDCT on top of 319,,1,0),(~
K=nnx  is used for WB FD BWE. Refer to subclause 5.3.2. 

5.2.6.2.2.2 Frequency domain classification and coding 

At 13.2kbps, frequency domain classification is performed. A frequency sharpness parameter is computed to reflect the 
spectral fluctuation of the frequency coefficients in the higher band signal and those frames are categorized in one of 
two classes: 

a) HARMONIC: when frequency sharpness is high. 

b) NORMAL: when frequency sharpness is moderate. 

The 96 MDCT coefficients in the 5600-8000 Hz frequency range ( ) 319,...,224,_ =kkX WBM  are split into three 

sharpness bands (32 coefficients per band). The frequency sharpness, ( )jκ , is then defined as the ratio of the peak 

magnitude to the average magnitude in a sharpness band j  
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where the maximum magnitude of spectral coefficients in a sharpness band, denoted ( )jAsharp , is given by 

 ( ) ( ) 2,1,0max _
3132224,,32224
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+++=
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 (833) 
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Then, another two sharpness parameters are determined: the maximum sharpness, maxκ  , and the sharpness band 

counter, sharpc . 

The maximum sharpness, maxκ , in all sharpness bands is computed as: 

 ( )( )j
j

κκ
2,1,0

max max
=

=  (834) 

The counter sharpc is computed from the three frequency sharpness parameters, ( ) 2,1,0, =jjκ , and from the three 

maximum magnitudes, ( )jAsharp , as follows: Initialized to zero, sharpc  is incremented by one for each j  

if ( ) 5.4>jκ and ( ) 8>jAsharp . 

The class of HARMONIC frame is determined from these three sharpness parameters, maxκ , sharpc  and the class of the 

previous frame, ]1[−
classF . 

The threshold of the number of harmonics sharpi  and the threshold of the maximum sharpness sharpl are set according 

to the class of the previous frame ]1[−
classF  and the mode of previous extension layer extllastM _ : 
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Initialize the signal class of the current frame as NORMAL frame ( classF = NORMAL). 

– If sharpsharp ic >  and sharpl>maxκ , the current frame is classified as HARMONIC frame ( classF = 

HARMONIC) and the counter for signal class classc is initialized to 0, and incremented by one when classc is less 

than twelve. Otherwise, classc is decremented by one when classc is larger than zero. 

– If the counter for signal class classc  is not less than 2, the current frame is also classified as HARMONIC. 

One bit is transmitted for HB signal class coding. Table 70 gives the coded bit for each class. 

Table 70: HB signal class coding 

Signal class Fclass Coded bit 

NORMAL  0 

HARMONIC 1 

The signal class classF  of the current frame is preserved as ]1[−
classF  for the next frame. 

5.2.6.2.2.3 Spectral envelope calculation and quantization 

The spectral envelopes are computed from each 40 samples of frequency-domain HB signal. This results in two spectral 
envelopes per frame. 
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Then envelope control is performed to prevent too much noise being applied to the reconstructed spectrum. First a 
spectral copy is created by mapping the frequencies, depending upon the bandwidth, the ACELP coding modes and the 
FD BWE mode as defined in table 66. 

To generate the base excitationexcitation spectrum, the spectral copy is normalized by the sum of its absolute spectral 
components. The parameter of adaptive normalization length normL  is calculated depending on the original WB MDCT 

coefficients: 

– The 256 WB MDCT coefficients in the 0-6400 Hz frequency range, ( ) 255,...,0,ˆ
_ =kkX WBM  are split into 16 

sharpness bands (16 coefficients per band). In sharpness band j, if ( ) ( )∑
+

=
>

1516

16 _
ˆ419

j

jk WBMsharp kXjA  

and ( ) 10>jAsharp  , the counter bandC is incremented by one. 

where 15,,0K=j , and the maximum magnitude of the spectral coefficients in a sharpness band, 

denoted ( )jAsharp , is: 

 ( ) ( ) 15,,0ˆmax _
1516,16

K

K

==
+=

jkXjA WBM
jjk

sharp  (838) 

Parameter bandC is initialized to 0 and calculated for every frame. 

– Then the normalization length normL is obtained: 

 ⎣ ⎦curnormprenormnorm LLL __ 5.05.0 +=  (839) 

      where the current normalization length curnormL _  is calculated depending on the HB signal class: 
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     and the current normalization length is preserved as prenormL _ for the next frame. 

Then the base excitation spectrum is obtained by: 
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where, ( ) 320240,__ <≤ kkX copyWBM are the spectral copy coefficients, and the normalized envelope is calculated 

by: 
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The tonality measures used for the energy control are then calculated: 
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The ratio between the tonality of the original high frequency spectrum ( ( )jTon orgec _ ) and the tonality of the base 

excitation spectrum ( ( )jTon baseec _ ) is then calculated as follows: 
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where FDgamec _ is 0.35. 

The envelope control factor _ ( )FDec fac j  is then applied to the envelope )( jrmsf : 

 1,0         )(_ * )()(_ == jforjfacecjrmsfjecrmsf FD  (846) 

Then the spectral envelope of log-domain is obtained by: 

 ( ) 1,0            40)(_log)( 2 =+= jforjecrmsfjrmsf rmsε  (847) 

Finally, the spectral envelopes 1,0),( =jjrmsf are quantized with a 64-dimentional array 

640),(_ <≤ jjHBcodebook  described in table 71. 

The distance between the spectral envelopes and the codebook is calculated by: 

 ( ) ( ) 320)12(_)1()2(_)0()(
22 <≤+−+−= j jHBcodebookrmsfjHBcodebookrmsfjdis  (848) 

and the index ( )  )(minarg
320

jdisk
j

ind
<≤

=  is encoded with 5 bits. 
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Table 71: Codebook )(_ jHBcodebook  

j  0 1 2 3 4 5 

)(_ jHBcodebook 1.1606680 0.6594560 -4.9874350 -5.1700310 10.230799 -0.0125740 

j 6 7 8 9 10 11 

)(_ jHBcodebook  10.605126 9.7910260 -0.3739880 -0.6027910 6.2753817 0.3307670 

j 12 13 14 15 16 17 

)(_ jHBcodebook  9.4537100 8.8558020 2.9320890 2.1643160 3.1332030 2.9710870 

j  18 19 20 21 22 23 

)(_ jHBcodebook  8.061906 -0.5905290 15.754963 5.0496380 17.227070 18.329395 

j  24 25 26 27 28 29 

)(_ jHBcodebook  -2.4710190 -3.1725330 -1.4136470 -1.9457110 15.147771 14.506490 

j  30 31 32 33 34 35 

)(_ jHBcodebook  11.358370 11.714662 9.4275510 -0.1223030 7.0970160 -1.5805260 

j  36 37 38 39 40 41 

)(_ jHBcodebook  12.498663 3.1614850 10.349261 1.5185040 5.3809850 -1.7341900 

j  42 43 44 45 46 47 

)(_ jHBcodebook  1.1224600 -2.2397020 12.362551 12.133788 4.2788690 -1.7729040 

j  48 49 50 51 52 53 

)(_ jHBcodebook  6.1577130 5.4971410 3.3243130 -2.5710470 19.097071 9.3576920 

j 54 55 56 57 58 59 

)(_ jHBcodebook  7.6509204 7.4404626 0.5055090 -3.7073090 18.584702 11.302494 

j  60 61 62 63   

)(_ jHBcodebook  18.706564 18.308905 23.010420 22.915377   

 

5.2.6.2.2.4 Bit allocation for FD BWE 

Table 72 illustrates the WB BWE bit allocation. 

Table 72: WB FD BWE bit allocation 

Signal class  Signal class bit ( classF ) Spectral envelope ( ( )jfrms ) Total bits 

HARMONIC 1 5 6 

NORMAL 1  5 6 

5.2.6.3 Coding of upper band at 64 kb/s 

The SWB, resp. FB, signal at 64 kbps bit-rate is coded in two bands. The lower band that covers 0-8kHz is coded using 
the LP-based coding at 16 kHz internal sampling rate as described earlier and the upper band that extends the coded 
band-width up to 16 kHz, resp. 20 kHz, is coded using a high-rate upper band coding. The same upper band coding with 
a fixed 16 kbps bit-budget is used in all GC, TC and IC frames. This bit-budget can be eventually increased with unused 
bits coming from the AVQ within the combined algebraic codebook. 

The upper band coding is mostly done in the MDCT domain and has two modes: normal and transient. While normal 
mode is used in most of generic and voiced frames, the use of transient mode minimalizes the pre-echo and post-echo in 
frames where the signal at the frame beginning is significantly different from the signal at the frame end, e.g. onsets. 
Detection of transient frames is done in time domain using a detector described in . 

First the input signal, filtered by the HP filter and sampled at 32 or 48 kHz,  ( )HPs n  is transformed using MDCT and 

OLA function. In normal mode, the whole frame is transformed at once while in transient mode the frame is divided 
into four sub-frames and thus four sets of spectral coefficients )(kX  are present. In both modes only spectrum 

coefficients between 7.6 kHz and 14.4 kHz are encoded. While the spectrum between 7.6 kHz and 14.4 kHz is divided 
in normal mode into four bands of 1.7 kHz width each, it is divided into two bands of 3.4 kHz each in transient mode. 
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The other frequency coefficients are zeroed. Consequently spectral coefficients )(kX , 575,...,304=k , are encoded in 

normal mode frames and spectral coefficients )(kX , 143,...,76=k , are encoded in transient mode frames. 

5.2.6.3.1 Coding in normal mode 

In normal mode frames, the global gain globalg  is computed on the spectrum 7.6 kHz – 14.4 kHz as follows 

 
272

)()(
575

304
∑
=

⋅

= k

MM

global

kXkX

g  (849) 

and quantized using a 5-bit log gain quantizer at the range of [3.0; 500.0]. 

The quantized global gain globalĝ  is further used to normalize the spectrum )(kX M  resulting in a normalized spectrum 

by the quantized global gain. 

 2720ˆ)()(_ <≤+=+ kgkkXkkX globalstartMstartnormM  (850) 

where startk  is the start frequency bin of spectrum reconstruction and 304=startk  for normal frames. 

Then the spectrum envelope is computed in four bands which results in 68 spectral coefficients per band. 

 ( )( ) 40
68

1
)(

6768

68

2
__ <≤+= ∑

+

=

jkkXjf
j

jk

startnormMbandenv  (851) 

The spectrum envelope is quantized using two two-dimensional VQs by means of 6 bits codebook )(6 kCB bits  and 5 bits 

codebook )(5 kCB bits  in table 73 and table 74, respectively 
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Table 73: 6 bits spectral envelope VQ codebook 

k  )(6 kCB bits  k  )(6 kCB bits  k  )(6 kCB bits  

0 0.044983 0.0417 22 8.919388 9.762914 44 15.26931 21.53914 

1 0.524276 0.469365 23 11.29932 11.7639 45 16.98352 24.69959 

2 0.671757 0.605513 24 11.78222 5.879754 46 19.59173 22.68968 

3 0.983501 0.855093 25 14.05046 9.665228 47 20.1462 25.88847 

4 1.227874 1.1322 26 11.20153 9.001128 48 17.79742 19.45312 

5 1.672212 1.432704 27 14.43475 13.23657 49 21.29062 20.18658 

6 2.548211 2.361091 28 14.33726 3.904411 50 24.09732 19.08672 

7 3.196961 3.306999 29 20.07105 4.335061 51 23.61309 22.54586 

8 2.580753 5.217478 30 18.10581 8.223599 52 23.68201 16.32824 

9 4.207751 7.243802 31 22.35229 9.603263 53 26.88655 19.40244 

10 3.517157 1.738487 32 7.242756 16.56449 54 26.00977 15.63221 

11 4.381567 2.753657 33 11.77753 19.16765 55 28.93993 16.24062 

12 4.758266 4.696094 34 11.1218 15.45598 56 25.09448 12.36642 

13 6.827988 6.106459 35 14.56358 17.35957 57 27.71338 13.26328 

14 4.450459 10.13121 36 17.82122 11.89472 58 28.33095 10.32926 

15 7.256045 12.48804 37 17.46603 15.29606 59 30.63283 12.85128 

16 6.70872 1.953339 38 21.33696 13.45518 60 25.2738 6.138124 

17 6.60403 3.69956 39 20.54434 17.12537 61 29.19534 7.222413 

18 10.61273 2.537916 40 9.056358 22.33831 62 32.17132 5.019567 

19 9.387467 4.241173 41 11.23842 28.83252 63 31.979 9.473855 

20 7.119045 8.281485 42 13.26273 25.14338    

21 9.062854 7.086526 43 16.24356 28.25685    

 

Table 74: 5 bits spectral envelope VQ codebook 

k  )(5 kCB bits  k  )(5 kCB bits  

0 0.512539 0.472507 16 13.67263 5.457414 

1 1.338963 1.108591 17 16.47199 3.917684 

2 2.544041 1.759765 18 20.91033 6.43281 

3 3.124053 3.045299 19 25.45733 8.61722 

4 4.892713 3.721097 20 16.4107 7.574456 

5 4.010297 5.750862 21 18.57439 10.2915 

6 5.111215 2.164709 22 22.08876 12.51216 

7 6.667518 3.893404 23 21.17053 17.20871 

8 8.454117 2.75143 24 5.276107 9.62247 

9 11.12357 3.518174 25 9.093585 11.27469 

10 6.622948 5.960704 26 11.94566 15.53814 

11 8.562429 5.003579 27 16.55041 15.04656 

12 8.919363 7.784057 28 6.358148 17.5474 

13 10.75904 5.959438 29 13.31662 21.76552 

14 12.44919 8.359519 30 7.646096 26.10672 

15 13.67701 11.23058 31 2.451297 31.9331 

The quantized spectrum envelope )(ˆ
_ jf bandenv is used to further normalize the spectrum resulting in spectrum 

normalized per bands. 

 ( ) 680,40)(ˆ68)68( ___ <≤<≤+⋅+=+⋅+ kjjfkjkXkjkX bandenvstartnormMstartnormM  (852) 
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Afterwards, the number of the bands to be quantized is calculated according to the total bits and the saturated threshold, 
and the bands are selected according to the quantized spectrum envelopes. Once the bands are selected, the first stage 
encoding is processed by means of AVQ. If there are at least 14 remaining bits after the first stage encoding, a second 
stage encoding is employed also by means of AVQ. 

Calculate the number of the bands to be quantized according to total bits totR  and the saturated threshold 4001 =Thr , 

and select the bands to be quantized according to the quantized envelopes as follows: 

– If 400>totR , the selected bands are by: 

 2720)()( __ <≤+= kkkXkX startnormMtempM  (853) 

– Otherwise, the selected bands are by: 
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where the 1indk and 2indk are set as follows: 

 ⎣ ⎦2/864 min_min_1 enenind posposk ⋅+⋅=  (855) 

 ⎣ ⎦2/)1(8)1(64 min_min_2 +⋅++⋅= enenind posposk  (856) 

where min_enpos  is the sub-band index with the minimum envelope , and it is calculated by: 
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=
j

bandenven jfpos  (857) 

The number of the sub-bands svN is obtained according to the number of the total bits totR  and the saturated threshold 

4001 =Thr  as follows: 
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Quantize the normalized coefficients of the selected bands ( svN sub-bands) by AVQ to obtain the quantized normalized 

coefficients. 

The envelope of the spectrum between 14.4 kHz and 16 kHz in SWB is predicted by: 

 )(ˆ5.0 min___ posff bandenvcodnonenv ⋅=  (859) 

And the envelope of the spectrum between 14.4 kHz and 20 kHz in FB is calculated and quantized as follows: 

 ( )( ) ε++= ∑
−

=

1

0

2

_
__

_
1

codnonL

k

endM
codnon

codnonenv kkX
L

f  (860) 

where endk  is the start frequency bin of spectrum reconstruction and 576=endk  for normal frames. codnonL _  is the 

width of the MDCT coefficients between 14.4 kHz and 20 kHz in FB, and is set by: 224_ =codnonL . 

The ratio of the envelopes envR  is refined: 

 ( ))(ˆˆ min___ posfgfR bandenvglobalcodnonenvenv ⋅=  (861) 

And the index of attenuation factor attI  is obtained according to the ratio of the envelopes, and the envelope of the 

spectrum between 14.4 kHz and 20 kHz in FB is finally obtained according to the attenuation factor attI : 
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Then the index attI is encoded with 2bits. 

 If the number of the remaining bits remR  after the first stage encoding is larger than 14, then the second stage encoding 

is needed. Select 2svN  sub-bands from the first stage selected svN sub-bands to perform the second stage encoding, 

and the number of the sub-bands 2svN  is calculated according to the number of remaining bits remR and the saturated 

threshold 122 =Thr  . 

The input coefficients svspecM NkkX ⋅<≤ 80,)(_  of the second stage encoding are obtained by reordering the 

differences between the original normalized coefficients )(_ kX tempM  and the quantized normalized coefficients 

)(ˆ kX norm  as follows: 

First, in the sub-bands j  with the AVQ codebook index 0)( =jnq , 

 svtempMspecM NjlljXlkX <≤<≤+⋅=+⋅ 0,80,)8()8( __  (864) 

where the index k is initialized to 0, and is incremented by 1 when 0)( =jnq . 

Then, in the sub-bands 0=j , if 0)!( =jnq , 80,)8(ˆ)8()8( __ <≤+⋅−+⋅=+⋅ lljXljXlkX normtempMspecM , and the 

index k  is incremented by 1. 

The number of the sub-bands 2svN  is calculated according to the number of the remaining bits remR  and the saturated 

threshold 122 =Thr : 
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The coefficients of the first 2svN  sub-bands in svspecM NkkX ⋅<≤ 80,)(_  are selected to perform the second stage 

encoding as follows: 

The global gain of second stage encoding 2globalg is calculated and quantized as 2ˆ globalg . 
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and the spectrum is normalized with 2ˆ globalg as follows: 
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2
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Then the normalized spectrum is quantized by AVQ. 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

262

5.2.6.3.2 Coding in transient mode 

In transient mode frames, a similar procedure as in normal mode frames is employed and the following descriptions 
focus on the differences. 

The total bit-budget is divided by four in order to obtain a bit-budget for every sub-frame and the encoding is performed 
four times (once for every sub-frame). In sub-frame j , 40 <≤ j ,the global gain globalg is computed on the spectrum 

7.6 kHz – 14.4 kHz using equation (849) for 143,...,76=k and quantized using a 5-bit log gain quantizer at the range of 
[3.0, 500.0]. 
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where  startk  is the start frequency bin of spectrum reconstruction and 76=startk  for transient frames. frL is the frame 

length. 640=frL for SWB signal and 960=frL for FB signal 

The spectrum envelope is computed in two bands for each sub-frame, thus each band contains 34 spectral coefficients. 

Then, the spectral envelope of normalized spectrum is calculated: 
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where, 

 680)4/(
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1
)4/( __ <≤+⋅+⋅=+⋅+ kkLjkX

g
kLjkX frstartspecM

global
frstartnormM  (870) 

The total 8 spectral envelopes in 4 sub-frame are divided into 4 two-dimensional vectors, i.e., ),(_ jif bandenv , 1,0=i , 

3,2,1,0=j  in each sub-frame are combined as a vector, and quantized using two-dimensional VQs. For the first vector, 

the spectral envelopes in the first sub-frame )0,(_ if bandenv  are quantized using one two-dimensional VQ by means of 4 

bits codebook ))((4 jICB envbits defined in table 75. 
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Table 75: 4 bit spectral envelope VQ codebook 

)( jIenv  ))((4 jICB envbits  

0 0.799219 0.677609 

1 1.754571 1.215689 

2 2.846222 2.017775 

3 4.379336 1.975914 

4 5.935472 2.945818 

5 3.938621 4.220399 

6 8.080808 2.632276 

7 7.579771 4.986835 

8 4.956485 10.36366 

9 7.739148 8.652471 

10 9.238397 7.051655 

11 10.205707 5.619638 

12 10.645117 4.374648 

13 11.66018 3.474015 

14 10.845836 2.664596 

15 11.724073 1.637023 

 

The index of this VQs is noted as )0(envI . This 4 bits codebook can be divided into two 3 bits codebook. The first 3 

bits codebook is 8)(0 <≤ jIenv , and the second is 15)(8 <≤ jIenv  in the table 75. Then the first quantized vector is 

determined one of the 3 bits codebook according to the )0(envI . 

If 8)0( <envI , the first 3 bits codebook is selected as new codebook; 

if 8)0( ≥envI , the second 3 bits codebook is selected as new codebook. 

Then the following three vectors are quantized by using the 3 bits codebook determined before. 

 

The quantized spectral envelope )(ˆ
_ if bandenv is applied to the spectrum: 
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where 1,0=i , 3,2,1,0=j  and )1(3434 +⋅<≤⋅ iki . 

Then, the normalized spectrum is quantized by AVQ. 

If HIGHRATEBWESWBM extl __= , the envelope of the spectrum between 14.4 kHz and 16 kHz in SWB is predicted 

by: 

 3,2,1,0),1(ˆ)( ___ == jjfjf bandenvcodnonenv  (872) 

If HIGHRATEBWEFBMextl __= , the envelope of the spectrum between 14.4 kHz and 20 kHz in FB is calculated 

and quantized as follows: 
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where, endk  is the start frequency bin of spectrum reconstruction and 144=endk  for transient frames. codnonL _  is the 

width of the MDCT coefficients between 14.4 kHz and 20 kHz in FB, and is set by 56_ =codnonL . 

The ratio of the envelopes )( jRenv  is refined as: 

 ( ) 3,2,1,0),1(ˆˆ)()( ___ =⋅= jjfgjfjR bandenvglobalcodnonenvenv  (874) 

And the index of attenuation factor )( jIatt  is obtained according to the ratio of the envelopes, and the envelope of the 

spectrum between 14.4 kHz and 20 kHz in FB is finally obtained according to the attenuation factor )( jIatt : 
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where 3,2,1,0=j . Then the index attI is encoded with 2bits. 

Finally, the unused AVQ bits from the current sub-frame are employed in the subsequent sub-frame within the same 
frame. 
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5.3 MDCT Coding Mode 

5.3.1 General description 

The decision algorithm for selecting the MDCT Coding mode, instead of CELP, is described in subclause 5.1.16. In 
general, the MDCT coding mode is selected whenever a signal is not speech or the bit rate for encoding is high enough 
for the transform coder. It always operates on full input signal independent of sample rate and selected audio 
bandwidth. 

The EVS codec supports two major MDCT coding modes, the MDCT based TCX (TCX) and the High Quality MDCT 
coder (HQ). Both operate with different configurations depending on the bit rate for encoding. For some operating 
points, the MDCT coders are switched for optimized efficiency.  The two MDCT selector algorithms are described in 
subclauses 5.1.14.2 and 5.1.14.3. The following table describes the used mode configurations depending on bit rate and 
bandwidth. 

Table 76: Overview of supported MDCT coding modes 

Bitrate 
(kbps) 

Bandwidth MDCT Classifier MDCT mode 

7.2, 8 NB  HQ low-rate 

9.6 NB, WB,SWB  TCX low-rate 

13.2 NB, WB, SWB 
MDCT Selector 

 Switching HQ low-rate and TCX mid-rate 
16.4 NB, WB, SWB FB 

24.4 NB, WB  TCX mid-rate 

32 WB  HQ high-rate 

24.4 SWB,FB MDCT Selector II 
 
 

Switching HQ high-rate and TCX mid-rate 
32 SWB,FB 

48 WB,SWB,FB  TCX high-rate 

64 WB,SWB,FB  HQ high-rate 

96,128 WB,SWB,FB  TCX high-rate 

 

The next subclauses describe the common time-to-frequency transformation for both major MDCT modes. In the 
following the TCX and the HQ coder are described including their modules and configurations. 

5.3.2 Time-to-frequency transformations 

5.3.2.1 Transform sizes and MDCT configurations 

The MDCT encoder operates with a frame of length L  at the input sampling frequency sf . 

5.3.2.2 Long block transformation (ALDO window) 

The window used in long block transformation is an asymmetrical low delay optimized (ALDO) window.  This ALDO 
window is stored in ROM in two versions, one at 48 kHz and another at 25.6 kHz respectively; the ALDO window at 
other input sampling frequencies (namely 8, 12.8, 16, 32 kHz) is obtained by on-the-fly decimation in the folding 
process described in subclause 5.3.2.2.1. 

The ALDO window has a time support of 40 ms and its definition is the same at 48 and 25.6 kHz. To simplify notations 
the sampling frequency (48 or 25.6 kHz) associated with the ALDO window is not included in the following text.  This 
window, 12,,0,)( −= Lnnha K  of length L2 , is structured in 4 segments: 
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where L is the frame length (20 ms) and zL  is the length of the last segment with a weight of 0 (4.375 ms). The 

different segments consist of an increasing segment )(1 nw , a constant segment )(2 nw  with a weight of 1, a decreasing 

segment )(3 nw , a constant segment )(4 nw  with a weight of 0, as illustrated in figure 53. Note that in practice the parts 

corresponding to weights of 1 and 0 are not stored explicitly. 

Figure 53 is also useful to illustrate the time alignment of input signal frames at the MDCT encoder. As the fourth 
segment of the ALDO window has by definition a weight of 0, the frame of new input samples, 1,,0,)( −= Lnnx K , is 

time-aligned in such a way that its end coincides with the end of the third ALDO window segment )(3 nw ; this 

alignment allows to save zL  samples of lookahead (4.375 ms); the previous frame of input signal, 

1,,0,)( −= LnnxOLD K , is partially weighted by the first ALDO window segment, )(1 nw . 

 

xOLD(n) x(n)

Lz2LzL-Lz L-2Lz

w1(n)

w2(n)

w3(n)

w4(n)

 

Figure 53: ALDO window 

The ALDO window was obtained at 48 and 25.6 kHz by a two-step process: first an initial window 
12,,0,)( −= Lnnhinit K  was obtained, then this initial window )(nhinit  was regularized in order to ensure perfect 

reconstruction. The initial window )(nhinit  is defined in 4 segments with an increasing segment )(1 nW , a constant 

segment )(2 nW  with a weight of 1 identical to )(2 nw , a decreasing segment )(3 nW , a constant segment )(4 nW  with 

a weight of 0 identical to )(4 nw . The ALDO window is therefore defined by spelling out the initial window 

)(nhinit and the regularization term )(nΔ . 

 

ALDO window at 48 kHz 

At 48 kHz, the 20 ms frame has 960=L  samples. The first segment )(1 nw  of the ALDO window is given by 

 zLLn
n

nW
nw −=

Δ
= ,,0,

)(

)(
)( 1

1 K  (878) 

where the first segment of the initial window is 
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and the regularization factor is 

 )1()()12()()( −−++−−=Δ nLhLnhnLhnhn initinitinitinit , (880) 
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zLLR −=1  is the length of the first segment (690 samples at 48 kHz),  82812501.946594231 =C is a constant. The 

second segment of the ALDO window is 12,,0,1)(2 −== zLnnw K . The third segment )(3 nw  of the ALDO window 

is given by 

 ( ) ( )
( ) zLLn
n

nW
nw 2,,0,3

3 −=
Δ

= K  (881) 

where the third segment of the initial window is 

 ( )
2

2
3 2
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= π

 (882) 

and the regularization factor is 

 )1()()12()()( −−++−−=Δ nLhLnhnLhnhn initinitinitinit , (883) 

zLLR 22 −=  is the length of the first segment (420 samples at 48 kHz),   937509428100585 0.2 =C is a constant. 

The fourth segment of the ALDO window is 1,,0,0)(4 −== zLnnw K  (270 sample at 48 kHz). 

 

ALDO window at 25.6 kHz 

The ALDO window at 25.6 kHz is defined as the ALDO window at 48 kHz, except the following parameters are used: 

• 512=L  

• 144=zL  

• 06251.941650391 =C  

• 50.943359372 =C  

It follows that 3681 =R  and 2242 =R . 

 

ALDO window at other sampling frequencies 

The ALDO window at 48 kHz is used to derive on the fly the ALDO window at 8, 16, and 32 kHz.  Similarly, the 
ALDO window at 25.6 kHz is used to derive on the fly the ALDO window at 12.8 kHz. Details on this on-the-fly 
decimation are provided in subclause 5.3.2.2.1. 

5.3.2.2.1 Folding and on-the-fly window decimation 

The folding operations and window decimation (when applicable) are combined in the same process. To achieve perfect 
reconstruction ALDO windows the 48 and 25.6 kHz are irregularly decimated. 

The folding process is illustrated in figure 54. The MDCT folding is performed by dividing the 40 ms time support of 
the ALDO window in 4 sections delimited by dotted vertical lines. 
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Figure 54: Folding with ALDO window. 

For each frame of new input samples, a block LT2  of length L2  is folded into a block )(~ nx , 1,,0 −= Ln K . The 

ALDO window at 48 or 25.6 kHz is defined at a sampling frequency corresponding to two frames of length N at 48 or 
25.6 kHz ( LN ≥ ) .  The ratio between N  and L  is called the decimation factor. 

The folded frame is given for 12/,,0 −= Ln K  by: 
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where the ratio LN /  is the decimation factor and d  is an offset that depends on the decimation factor. The ALDO 
window used for decimation, decimation factor and offset are given in table 77. 

Table 77: ALDO window used for decimation, decimation factor and offset parameters. 

MDCT core sampling 
frequency (kHz) 

ALDO window used 
for decimation 

(kHz) 

Decimation 
factor 

LNd f /=  
Offset d  

8 48  6 2 
12.8 25.6  2 0 
16 48 3 1 

25.6 25.6  1 0 
32 48  3 1 
48 48 1 0 

 

The 32 kHz sampling frequency is a special case, as the ratio between 48 and 32 kHz is not integer. For this 32 kHz 
case, in order to achieve perfect reconstruction, the ALDO window )(nha  decimated from 48 to 16 kHz is applied to 

samples with even indices, the samples with odd indices are weighted by a complementary window comph . For the 32 

kHz case, the folded frame is given for 14/,,0 −= Ln K  by: 
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where N  is the frame length at 16kHz, L  is the length of MDCT core frame at 32kHz, 3=fd  is the decimation factor 

and 1=d  is the offset. 

The complementary window )(nhcomp of size N2 is stored in ROM. To obtain the window )(nhcomp , the ALDO 

window at 48 kHz is decimated by 3 (with an offset of 1), the resulting decimated window at 16 kHz is considered as if 
it was obtained from a 32 kHz window decimated by 2 (without any offset) so that half of the samples of the 32 kHz 
window is known; the other half is obtained doing a linear interpolation between known samples. The combination of 
the 16 kHz window obtained by decimation and )(nhcomp is such that perfect reconstruction is ensured for the overall 

32 kHz window. 

5.3.2.2.2 eDCT 

The )(~ nx , 1,,1,0 −= Ln K  are transformed to frequency domain by an eDCT, which is built upon a discrete cosine 

transform type IV (DCTIV) but the eDCT requires less storage and has lower complexity. 

The original L-point DCTIV formula is: 

 1,,1,0,
2

1

2

1
cos)(~)(

1

0

−=⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠

⎞
⎜
⎝

⎛ +⎟
⎠

⎞
⎜
⎝

⎛ +=∑
−

=

Lk
L

knnxkX
L

n

M K

π
 (890) 

 
where )(~ nx  is the windowed input signal of the current audio frame and )(kX M  is the k -th DCT spectral component. 

This formula can be rewritten as: 
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where the values ( )qZ  are given by 
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and )21(~)2(~)( pLxjpxpz −−+= , 12/,,1,0 −= Lp K , and )
N
2

sin()
N
2

cos(e N

2
j ππ

π
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Hence, the eDCT is computed using the following steps which lead to less storage and lower complexity: 

1) Pre-processing 
Apply the twiddle factors to the time domain data )(~ nx , so as to obtain twiddled signal )( pz : 

 12/,,1,0),21(~)2(~)( −=−−⋅+= LppLxjpxpz K  (893) 

Pre-rotate the twiddled signal )( pz  by using a symmetric rotation factor: 

12
4

+⋅ p
LWa ,   12/,,1,0 −= Lp K  
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where 1p2
4

+
LW  in the rotation factor may also be expressed in the following form: 

 12/,,1,0,sincos
4L

1)(2p2
4L

1)(2p21p2
4 −=−= +++ LpjW L K

ππ  (894) 

which satisfies conditions of  ( )( ) ( )( ) ( )( )LLq 412q2sin4)12q-(L2cos4L1)1(22cos 2
L +=+=+−− πππ , 

14/,,1,0 −= Lq K  and ( )( ) ( )( ) ( )( )LLLq 412q2cos4)12q-(L2sin41)1(22sin 2
L +=+=+−− πππ , 

14/,,1,0 −= Lq K , and therefore, in the implementation, only one data table of cosine values covering L/2-

points ( )( ) ( )4L1)(2p2cos4311.24 2 +⋅+ ππ LL , 12/,,1,0 −= Lp K  needs to be stored, and 

( )( )4 24311.2 LLa π+=  is a constant.. 

2) Fast Fourier Transform 
Perform a Fast Fourier Transform (FFT) of L/2 points on the pre-rotated data )( pz . 

3) Perform an in-place fixed value rotation and compensation 

The FFT data )(qZ ,  12/,,1,0 −= Lq K  of )( pz  is rotated in-place by multiplying with a fixed rotation and 

compensation factor 
L

j
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3
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4) Post-processing 

The data )(qZ , 12/,,1,0 −= Lq K  is finally post-rotation processed with a symmetric rotation factor: 

1q2
4

+⋅ LWb ,   12/,,1,0 −= Lq K , 

 where 1q2
4

+
LW  in the rotation factor may also be expressed in the following form: 

 12/,,1,0,sincos
4L

1)(2q2
4L

1)(2q21q2
4 −=−= +++ LqjW L K

ππ  (896) 

In the specific implementation, only one cosine data table of L/2- values needs to be stored i.e. 

( )( ) ( )4L1)(2q2cos4311.24 2 +⋅+ ππ LL ,  12/,,1,0 −= Lq K  which is the same as the pre-processing, and 

( )( )4 24311.2 LLb π+=  is a constant. 

5) Obtain frequency domain data 
Then the real part of the post-processed data is expressed as )2( qy , 12/,,1,0 −= Lq K , which occupies the odd number 

frequency bins of the frequency domain data; and the frequency reversed imaginary parts of the post-rotated data are 
expressed as )21( qLX M −− , 12/,,1,0 −= Lq K , which represent the even number frequency bins of the frequency 

domain data. 
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5.3.2.3 Transient location dependent overlap and transform length 

Beside ALDO window, 3 more overlap shapes are used for windowing: 

• FULL: 8.75 milliseconds overlap described in subclause 5.3.2.5, used for transition from transform with long 
ALDO window to short transform 
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• HALF: 3.75 milliseconds symmetric sine overlap 

• MINIMAL: 1.25 milliseconds symmetric sine overlap 

For long MDCT based TCX (TCX20) transformation, that is not after ACELP, 9 combinations of one overlap shape 
(ALDO, HALF, MINIMAL) on the left side of the window and another overlap shape (ALDO, HALF, MINIMAL) on 
the right side of the window is possible. For HQ MDCT 4 combinations of one overlap shape (ALDO, FULL, HALF, 
MINIMAL) on the left side of the window and ALDO on the right side of the window is possible. 

For short MDCT based TCX transformation (TCX10 or TCX5), 7 of the 9 possible combinations of one symmetric 
overlap shape (FULL, HALF, MINIMAL) on the left side of the window and another symmetric overlap shape (FULL, 
HALF, MINIMAL) on the right side of the window are used (see table 80). 

The overlap length and the transform length of the TCX are dependent on the existence of a transient and its location 
and are chosen so that a transient is mostly contained in only one window as shown in table 78. 

Table 78: Coding of the overlap and the transform length based on the transient position 

Attack index 
Overlap with the 

first window of the 
following frame 

Short/Long Transform 
decision (binary coded) 

0 – Long, 1 - Short 

Binary code for 
the overlap width 

Overlap 
code 

none ALDO 0 0 00 

-2 FULL 1 0 10 

-1 FULL 1 0 10 

0 FULL 1 0 10 

1 FULL 1 0 10 

2 MINIMAL 1 10 110 

3 HALF 1 11 111 

4 HALF 1 11 111 

5 MINIMAL 1 10 110 

6 MINIMAL 0 10 010 

7 HALF 0 11 011 

 

If the transient detector described in the subclause 5.1.8 does not detect a transient, but there is increase of energy at 
high frequencies in the current frame relative to the previous frame ( ( )iEHF  is the high frequency energy for the 

current frame and ( )1−iEHF  is the high frequency energy for the previous frame, as defined in subclause 5.1.2.2): 

 ( ) ( )139 −> iEiE HFHF  (898) 

then the short transform is chosen and overlap is dependent on the attack index set in the transient detector or half 
overlap is chosen if the transient detector didn’t set attack index. The transient detector described in the subclause 5.1.8 
basically returns the index of the last attack with the restriction that if there are multiple transients then MINIMAL 
overlap is preferred over HALF overlap which is preferred over FULL overlap. If an attack at position 2 or 6 is not 
strong enough then HALF overlap is chosen instead of the MINIMAL overlap. 

For bitrates below 48 kbps the short transform length is not allowed and thus the attack index lower than 6 would 
trigger ALDO window and the overlap code 00. 

If the previous frame was coded using ACELP a specific configuration is used as described in subclause 5.4.2.2. 

Depending on the right overlap (current overlap code) and the left overlap (previous overlap code) in the current frame 
the configuration of the transform lengths in the current frame is chosen as presented in table 79. 
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Table 79: Transform lengths decision table 

Previous overlap code 
 
 
 

Current overlap code 00/10 111/011 110/010 

00 TCX20 TCX20 TCX20 

10 2xTCX5, 
TCX10 

2xTCX5, 
TCX10 

2xTCX5, 
TCX10 

111 2xTCX5, 
TCX10 4xTCX5 4xTCX5 

110 2xTCX5, 
TCX10 4xTCX5 4xTCX5 

010 TCX20 TCX20 TCX20 

011 TCX20 TCX20 TCX20 

 

If the current frame is classified as the transition frame (current overlap code is 10, 111 or 110) the detailed 
configuration of the transform and overlap lengths is presented in table 80. 

Table 80: Transform and overlap length configuration for transient frame 

Prev. code 

Curr. code 00/10 111/011 110/010 

10 FULL,TCX5,MIN.,TCX5, 
MIN.,TCX10,FULL 

HALF,TCX5,MIN.,TCX5, 
HALF,TCX10,FULL 

MIN.,TCX5,MIN.,TCX5, 
MIN.,TCX10,FULL 

111 FULL,TCX10,HALF,TCX5, 
MIN.,TCX5,HALF 

HALF,TCX5,MIN.,TCX5,HALF, 
TCX5,MIN.,TCX5,HALF 

MIN.,TCX5,MIN.,TCX5,MIN.,
TCX5,MIN.,TCX5,HALF 

110 FULL,TCX10,MIN.,TCX5, 
MIN.,TCX5,MIN. 

HALF,TCX5,MIN.,TCX5,MIN.,
TCX5,MIN.,TCX5,MIN. 

MIN.,TCX5,MIN.,TCX5,MIN.,
TCX5,MIN.,TCX5,MIN. 

 

In table 79 and table 80, the value 00/10 for previous overlap code indicates that the same configuration is used if the 
previous overlap code is 00 as well as when it is 10. The meaning of values 111/011 and 110/010 follows the same 
logic. 

As example “HALF, TCX5, MIN., TCX5, HALF., TCX10, FULL” from Table 80 indicates that first TCX5 has HALF 
overlap on the left side and MINIMAL overlap on the right side, followed by second TCX5 with MINIMAL overlap on 
the left side and HALF overlap on the right side, followed by TCX10 with HALF overlap on the left side and FULL 
overlap on the right side. The TCX10 with HALF overlap on the left side and FULL overlap on the right is one example 
of the window described in subclause 5.3.2.5.2. 

5.3.2.4 Short block transformation 

5.3.2.4.1 Short window transform in TDA domain 

5.3.2.4.1.1 Transient detection 
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Figure 55: Transient detection algorithm 
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The block diagram of the transient detection algorithm is shown in figure 55. The input signal )(nsHP is first high-pass 

filtered; the high-pass filter serves as a precaution against undesired low-frequency components. A first order IIR filter 
is used, and it is given by: 
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z
zHTD  (899) 

The same filter is used for all sampling frequencies. 

The output of the high-pass filter )(nsTD  is obtained according to: 

 1,,0),1( 7466.0)( 7466.0)1( 4931.0)( −=−−+−= Lnnsnsnsns HPHPTDTD K  (900) 

where L denotes the 20-ms frame length. The high-pass filtered signal )(nxTD  is sectioned into four sub-frames, each 

corresponding to 5 ms, 4/L samples each. 

The energy of each sub-frame, )(mETD , is computed according to: 

 3,,0,)(
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The signal's long-term energy corresponding to each sub-frame, )(
~

mETD , is updated according to the following 

equation: 

 3,,0),()1(
~

)1()(
~

K=+−−= mmEmEmE TDTDTD αα  (902) 

In the above equation, the forgetting factor α  is set to 0.25, and the convention that )3(
~

)1(
~

TDTD EE =− from the 

previous frame is used. The high-pass filter, )(zHTD , states as well as )3(TDE  are saved for processing in the next 

frame. 

During switching, when core has changed or extension layer has changed, then )3(TDE is initialized with the energy 

of )(nsTD . 

For each sub-frame m , a comparison between the short-term energy )(mETD  and the long-term energy )(
~

mETD is 

performed. A transient is detected whenever the energy ratio is above a certain threshold. Formally, a transient is 
detected whenever: 

 )(
~

  )( mEmE TDTD ×≥ ρ  (903) 

where ρ is the energy ratio threshold and is set according to table 81. 

Table 81: Threshold table for transient detector 

Extension layer Condition Threshold 

Generic Mode 
Inactive 10 

Not Inactive 
13.5 

Otherwise 
SWB, kb/s4.16 ≤rate  

Otherwise 6 

 

For the first coded frame with extension layer using the Generic mode then the transient detection, after Equation 903, 
is set to 0. 
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In general, the time-frequency transform is applied on a 40-ms frame; therefore, a transient will affect two consecutive 
frames. To overcome this, a hangover for detected transient is used. A transient detected at a certain frame will also 
trigger a transient at the next frame. 

The output of the transient detector is a flag, denoted IsTransient. The flag is set to the logical value TRUE if a transient 
is detected, or FALSE otherwise. 

If there is a change in extension layer, then the hangover and filter memories are reset before the start of the transient 
detector. 
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Figure 56: Transient detection algorithm for NB 

The block diagram of the transient detection algorithm for NB is shown in figure 56. Most of algorithm is same as that 
of WB and SWB. In the Compute block energy block, the energy of each sub-frame for )(nSHP , )(mEHP , is computed 

according to: 
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where the EHP(0) is the energy of the 4th sub-frame in the previous frame. 

 

The Transient information refinement block performs an additional verification and checks whether the current frame 
that has been determined as a transient frame is truly a transient frame. This is to prevent a transient determination error 
occurring due to the high-pass filtering block removing energy in a low frequency. The operation of the Transient 
information refinement block is described for the case where the current frame is detected to be transient. 

Frame
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L H
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n-1
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Position
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Figure 57: Transient information refinement for NB 

The position which is detected as a transient is one of 4 sub-frames in frame n. The number of blocks included in the 
region L and the number of blocks included in the second region H will vary depending which of these 4 sub-frames is 
detected as the transient, as represented in the figure 57. 
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First, the ratio of the average of the short-term energy in the region H (E_high) to the average of the short-term energy 
in the region L (E_low) is calculated.  Region H includes the block which was previously detected to be transient and 
blocks existing thereafter.  Region L includes the blocks prior to region H. 

Next, the ratio of the short-term energy of the frame n before the high pass filtering (E_in) to the short-term energy of 
the frame n after the high pass filtering (E_out) is calculated. 

If these ratios meet the following conditions, frame n is determined to the normal frame instead of a transient frame. 

 if( ((E_high/E_low<2.0f)&&(E_high/E_low>0.7f)) && ((E_in/E_out)>Thres) )   
      IsTransient = 0; 

 

5.3.2.4.1.2 Short window transform 

When the flag IsTransient is set then the transform is switched from a long transform to a series of short transforms as is 
depicted in figure 58. This subclause describes the short transform. 
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Figure 58: Adaptive time-frequency transform 

 

Windowing and time-domain aliasing are done as described in subclause 5.3.2.2. A reordering of the time-domain 
aliased signal is performed. In order to keep the temporal coherence of the input signal, the output of the time-domain 
aliasing operation needs to be reordered before further processing. The ordering operation is necessary, without 
ordering the basis functions of the resulting filter-bank will have an incoherent time and frequency responses. The 
reordering is done according to equation 905, and consists of shuffling the upper and lower half of the TDA output 
signal )(nxTDA . 

 1,,0,)1()(~ −=−−= LnnLxnx TDATDA K  (905) 

This reordering is only conceptual and in reality no computations are involved. Higher time resolution is obtained by 
zero-padding the signal )(~ nxTDA and dividing the resulting signal into four overlapped equal length sub-frames. The 

amount of zero-padding is equal to 8L  on each side of the signal. The segments are 50% overlapped and each segment 

has a length equal to 2L . The two inner segments are post-windowed using a sine window of length 2L . The 

windows for outer segments are constructed using half a sine window. 

This operation is depicted in figure 59; each resulting post-windowed segment is further processed by applying the 
modified discrete cosine transform (MDCT) (i.e., time aliasing + DCTIV). The output of the MDCT for each segment 
represents the signal spectrum at different time instants, thus, in case of transients, a higher time resolution is used. 

The length of the output of each of the four MDCTs is half the length of the input segment, i.e., 4L , therefore this 

operation does not add additional redundancy. 
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Figure 59: Higher time resolution, division into four segments 

5.3.2.4.1.3 Interleaving 

After the short transform described in subclause 5.3.2.4.1.2, then the coefficients of the equivalent four 5-ms transforms 
are interleaved. Table 82 shows the band lengths used for interleaving. Coefficients of interleave band length are read 

from the first transform, [ ] )(0 kX M , then the second transform, [ ] )(1 kX M , and so on until the fourth transform. This is then 

repeated for all interleave bands. The interleaved bands are written to the vector )(kX M . 

Table 82: Band widths for transient mode interleaving 

Band 0 1 2 3 4 5 6 7 8 

WB 16 16 16 16 16     

SWB 16 16 16 16 24 24 24 24  

FB 16 16 16 16 24 24 24 32 32 

 

5.3.2.4.2 Short window transform for MDCT based TCX 

After choosing the transform and overlap length configuration for transient frame as described in subclause 5.3.2.3 each 
sub-frame (TCX5 or TCX10) is windowed and transformed using the MDCT, which is implemented using TDA and 
DCTIV. 

After the TNS described in subclause 5.3.3.2.2, the MDCT bins of 2 TCX5 sub-frames are interleaved: 
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5.3.2.5 Special window transitions 

The overlap mode FULL is used for transitions between long ALDO windows and short symmetric windows (HALF, 
MINIMAL) for short block configurations (TCX10, TCX5) described in subclause 5.3.2.3. The transition window is 
derived from the ALDO and sine window overlaps. 
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5.3.2.5.1 ALDO to short transition 

The left overlap of the transition window has a length of 8.75ms (FULL overlap) and is derived from the ALDO 
window. The left slope of the ALDO analysis window (long slope) is first shortened to 8.75ms by removing the first 
5.625ms. Then the first 1.25ms of the remaining slope are multiplied with the 1.25ms MINIMAL overlap slope to 
smooth the edge. The resulting 8.75ms slope is depicted in figure 60. 

For the right part of the transition window HALF or MINIMAL overlap is used. 

 

Figure 60: Window shape transition ADLO to Short 

5.3.2.5.2 Short to ALDO transition 

HALF or MINIMAL overlap is used for the left part of the transition window. 

For the right part of the transition window the right slope of the ALDO analysis window (short slope) is used, which has 
a length of 8.75ms (see figure 61). 

 

Figure 61: Window shape transition Short to ALDO 

5.3.2.6 Modified Discrete Sine Transform 

The MDST is computed in the same way as the MDCT defined in the previous subclauses, with two exceptions: 

- The TDAC equation is described by: 
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- The DCTIV given by equation (890) is replaced by a DSTIV: 
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The MDST transformation always follows the MDCT parameters such as transform size or windowing. 
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5.3.3 MDCT based TCX 

5.3.3.1 General description 

5.3.3.1.1 High level overview 

The MDCT based TCX (TCX) mode codes the MDCT spectrum using an LPC scheme for noise shaping. The LPC 
parameters are estimated in time domain and applied in the MDCT domain. The basic mode consists of a 20ms MDCT 
transformation (TCX20). For higher rates, smaller transform sizes for 10ms (TCX10) and 5ms (TCX5) are supported as 
well. The TCX mode provides several coding tools such as adaptive low frequency emphasis, temporal noise shaping, 
intelligent gap filling or noise filling to improve coding efficiency. The spectral data is finally quantized by a uniform 
quantizer with dead-zone and noiseless codec by an arithmetic coder module with several modes. 

For the MDCT based TCX, the total length of the MDCT spectrum ( )full
TCXL  depends on the input sampling rate, the TCX 

mode and the coding mode of the previous frame. Some of the coding tools used in TCX only work on the lower 
MDCT bins corresponding to the CELP frequency range, as LP analysis is performed on the CELP sampling rate. This 

number of bins is designated by ( )celp
TCXL . The maximum number of bins ( )bw

TCXL  encoded by TCX is determined by the 

coding bandwidth. If ( )full
TCXL  exceeds ( )bw

TCXL , the remaining bins are filled with zeroes. 

The following table defines ( )full
TCXL , ( )celp

TCXL  and ( )bw
TCXL : 

Table 83: Overview frame sizes of MDCT-based TCX 

TCX mode TCX20 TCX10/TCX5 
Previous coding mode MDCT CELP 

( )full
TCXL  

50
inpsr

 504

5 inpsr
⋅  

100
inpsr

 

( )celp
TCXL  

50
celpsr

 
5

504
celpsr⋅  

100
celpsr

 

( )bw
TCXL  

NB 160 200 80 

WB 320 400 160 

SWB 640 800 320 

FB 960 1200 480 

 

5.3.3.1.2 Rate dependent configuration 

The MDCT-based TCX contains different setups depending on the bit rate for encoding.  In general, the setup consists 
of three configurations: Low-rate, mid-rate and high-rate configuration. The following table lists the main tools used in 
the various configurations. 

Table 84: Overview configurations MDCT-based TCX 

Bitrate 
[kbps] 

Bandwidth Specific configurations 

9.6 
(Low-rate) 

NB,WB,SWB low-rate LPC, envelope based arithmetic coder, ALFE 1, 
TCX20 

13.2 - 32   
(Mid-rate) 

NB, WB, 
SWB,FB 

mid-rate LPC, context based arithmetic coder, ALFE 2, TCX20 

48 – 128 
(High-rate) 

WB, SWB,FB high-rate LPC, context based arithmetic coder, ALFE 1, 
TCX20/10/5 

 

One additional bit rate dependent tool is temporal noise shaping (TNS). TNS is activated only for bit rate 24.4 kbps and 
higher. 
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5.3.3.2 General encoding procedure 

5.3.3.2.1 LPC parameter calculation 

5.3.3.2.1.1 Low rate LPC 

MDCT based TCX relies on smoothed LPC spectral envelope. Analysis methods are identical to that of ACELP. 
Quantization of LSF is also common to ACELP except for 9.6 kbps (NB/WB/SWB). Quantization of weighted LSF and 
conversion of LSF used for 9.6 kbps (NB/WB/SWB) are described in the following subclauses. 

5.3.3.2.1.1.1 Quantization of weighted LSF 

For MDCT based TCX at 9.6 kbps (NB/WB), envelope based arithmetic coding and low rate quantization of weighted 
LSF are used. After normal LPC analysis and interpolation in LSP domain, perceptual weighting is applied to the 
prediction coefficients to get weighted prediction coefficients ia~  as 

 ),...1(,)()(~ miiaia i == γ . (909) 

Weighted prediction coefficients )(~ ia  are converted to LSF vector ( )Tmqqq )1(,),1(),0( −= γγγγ Lq and the LSF 

vector is quantized with two stage or three stage VQ. These VQ codebooks are used in two ways. 

First and primary use of the quantization is intended to represent the weighted LPC envelope to shape the MDCT 
coefficients with MA inter frame prediction. Secondary use is to tell the estimate of envelope to the arithmetic coding 
without depending on MA prediction. 

In case of primary encoding, input weighted LSF vector γq is subtracted by the mean vector m  and the MA predicted 

contribution vector MAq  to generate the input of two stage VQ VQq , . 

 MAVQ qmqq −−= γ . (910) 

For the first stage VQ, 5 bits for 16 samples are allocated. For the second stage VQ, 4 bits are assigned to the lower 6 
LSF parameters and 4 bits for the higher 10 parameters. A quantization criterion is to minimize the weighted distortion 

between input, VQq and output of quantized LSF vectors, VQq̂ . The reconstructed LSF vector after adding mean vector 

and the MA predicted contribution vector, )ˆ(ˆ MAVQ qmqq ++=γ can be converted to the weighted envelope 

representing )/()( γzAzW MAMA = and used for noise shaping of MDCT domain transform coefficients. 

In the secondary encoding and decoding, the same LSF vector from the VQ table at the primary encoding, VQq̂  is 

retrieved and mean vector is added to reconstruct weighted LSF vector without MA prediction )ˆ(ˆ mqq +=′ VQγ .  This 

can inform the shape of envelope for the envelope base arithmetic coding even when the decoder cannot get the 
information from the previous frame. 

Envelope shape could be distorted due to the lack of MA prediction and a third stage VQ is used to compensate the 
distortion only when necessary. Compensation is preferable when large spectral envelope or large distortion in spectral 
envelope is expected. In order to determine the necessity of the third stage VQ, the first and the second lower values of 

γq′ˆ , namely, )0(ˆγq′  and )1(ˆγq′  are checked. If )0(ˆγq′ or ))0(ˆ)1(ˆ( γγ qq ′−′ have smaller values than the threshold, namely 

expected envelope values and distortion are larger than threshold, the third VQ with 2 bits is applied to )0(ˆγq′  and 

)1(ˆγq′  for the purpose of corrections. The criteria of the selection of the retrieved vector at the third stage VQ, VQ3q̂  is 

to minimize the weighted distortion between input γq and a final reconstructed LSF vector without MA prediction 

)ˆˆ(ˆ 3 mqqq ++=′′ VQVQγ . If both )0(ˆγq′ and ))0(ˆ)1(ˆ( γγ qq ′−′ values are equal to or larger than threshold, the third VQ is 

skipped and γq′ˆ is used as a final reconstruction LSF vector.  

Reconstructed LSF vector γq′ˆ is corresponding to the weighted envelope )/( γzANOMA without depending on MA 

prediction. In envelope based arithmetic coding, unweighted LSF vector without depending on MA prediction 1q̂′ is also 

necessary to estimate the MDCT envelope. This can be obtained by low-complex direct matrix conversion described in 
the next subclause. 
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5.3.3.2.1.1.2 Direct conversion of LSF 

For the interpolation of LSF to the LSF in the possible ACELP at the next frame, the reconstructed LSF vector γq̂ with 

MA prediction needs to be converted to unweighted domain LSF vector 1q̂ . Similarly, reconstructed LSF vector 

without MA prediction γq′ˆ needs to be converted to get unweighted domain LSF 1q̂′ to assist the envelope base 

arithmetic coding. 

In order to get unweighted LSF ( )Tmqqq )1(,),1(),0( 1111 −= Lq corresponding to 0.1=γ , weighted LSF 

( )Tmqqq )1(,),1(),0( −= γγγγ Lq   is converted by using matrix K′ and equally spaced LSF 

( )Tmmmm )1/(,),1/(2),1/(0 +++= πππ Lq as follows. 

 γγγ qqqq +−′−= )()1( 01 K  (911) 
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))1(( KK ′−= γ  has non-zero elements only in the diagonal position and the adjacent samples as follows and the non-

zero elements are shown in table 85. 
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Table 85: Non-zero elements of conversion matrices 

 
from =γ  0.92 to 1.0 

(12.8 kHz sample) 
from =γ  0.94 to 1.0 

(16 kHz sample) 

i  1, −iig  iig ,  1, +iig  1, −iig  iig ,  1, +iig  

1 - 1.19764 -0.59173 - 0.78925 -0.38537 

2 -0.91173 1.79182 -0.80921 -0.57154 1.19486 -0.54136 

3 -0.51779 1.44703 -0.81871 -0.33642 0.99096 -0.56792 

4 -0.44862 1.36777 -0.75103 -0.29856 0.93785 -0.51255 

5 -0.4515 1.30719 -0.7422 -0.29716 0.89303 -0.50509 

6 -0.43157 1.21326 -0.68538 -0.28264 0.81530 -0.46020 

7 -0.43606 1.21317 -0.69131 -0.27926 0.80997 -0.46378 

8 -0.392 1.04941 -0.58674 -0.25334 0.69596 -0.38969 

9 -0.45208 1.10009 -0.59175 -0.29656 0.72916 -0.38888 

10 -0.42553 0.99725 -0.49992 -0.27488 0.65949 -0.32999 

11 -0.50168 1.07575 -0.51401 -0.32630 0.70913 -0.33659 

12 -0.498 1.06563 -0.50592 -0.33069 0.70668 -0.33105 

13 -0.53101 1.16372 -0.58033 -0.35437 0.77582 -0.38003 

14 -0.48744 1.07596 -0.52531 -0.31771 0.70752 -0.34216 

15 -0.51899 1.04998 -0.49495 -0.35066 0.70177 -0.31664 

16 -0.4773 0.90959 - -0.33404 0.62528 - 

5.3.3.2.1.2 Mid-rate LPC 

For mid-rate bitrates (between 13.2 and 32 kbps) the LP analysis method is the same as for ACELP. The quantizer used 
is also the same but operated in AUDIO mode only (see subclause 5.2.2.1.2). However the interpolation of quantized 
LSF coefficients is different. Here each interpolated LSF coefficient i  is a weighted sum of the quantized LSF 
coefficients referring to the current and previous frame: 

 15..0),(125.0)(875.0 )(int =⋅+⋅= iiLSFiLSFiLSF prevcurrerpol  (914) 

These interpolated coefficients are converted back to LPC domain in the same way as done for ACELP frames. 

5.3.3.2.1.3 High-rate LPC 

This subclause describes the LPC analysis and quantization scheme for high-rate bitrates (48 kbps and higher). The 
description in the following subclauses refers to the quantization of either a single set of LPC parameters for the whole 
frame or two sets if the frame is divided into sub-frames. As described in subclause 5.3.2.3 a frame can be subdivided 
into TCX5 or TCX10 sub-frames. In this case the LPC quantizer however treats two adjacent TCX5 sub-frames as a 
single TCX10 sub-frame. 

The LP coefficients are obtained by calculating autocorrelation on a windowed and pre-emphasized time domain signal 
with emphpre−β  set to 0.9 for SWB and to 0.72 for WB and the input signal to the pre-emphasis filter is )(16 ns  for 

WB, )(6.25 ns  for 48 kbps SWB and )(32 ns  for 96 kbps and 128 kbps SWB (see subclause 5.1.4). The window used 

here is the window used for the TCX MDCT transformation (described in subclause 5.3.2.3) with the only exception, 
the ALDO windows will be replaced by FULL overlap windows (see subclause 5.3.2.5). After autocorrelation adaptive 
lag-windowing (see subclause 5.1.9.3) is applied to the autocorrelation coefficients which are finally converted to LP 
coefficients by Levinson recursion. The sample rate used for adaptive lag-windowing is the TCX sample rate (25.6 or 
32 kHz) and the information of OL pitch estimation of current frame is used. For quantization the LP coefficients are 
converted to LSF domain. 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

282

The first set of LSF coefficients is always quantized without inter-frame dependency. In case two sets of LSF 
coefficients are quantized the second set may be quantized with or without dependency to the first set. This dependency 
(explained below) is signalled with one bit. 

5.3.3.2.1.3.1 General Principle 

The general principle for the quantization of a given LPC filter is represented in figure 62. A first-stage approximation 
is computed, and then subtracted from the input LSF vector to produce a residual LSF vector. 

A LSF weighting function is derived from the first-stage approximation and applied to the residual LSF vector. The 
purpose and calculation of the weighting function are described in subclause 5.3.3.2.1.2.3. 

The resulting weighted residual LSF vector is finally fed to the algebraic VQ encoder described in subclause 
5.3.3.2.1.2.4. 

 

Figure 62: Principle of weighted algebraic LPC quantizer 

5.3.3.2.1.3.2 First-stage approximation 

The first stage approximation is a 16-dimensional, 8-bits stochastic vector quantizer applied to the input LSF vector. 
The codebook search uses a weighted Euclidian distance in which each component of the squared difference between 
the input LSF vector and the codebook entry is multiplied by: 
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where LSF is the input LSF vector to be quantized and SF is the internal sampling frequency of the TCX-based codec 
(25600 for 48 kbps and 32000 for 96 kbps and above). 

The difference between the input LSF vector and the first-stage approximation is called the residual LSF vector. 

5.3.3.2.1.3.3 LSF weighting 

Initially a weighted sum of the residual LSF vector is compared to a threshold: 

 ( )( ) 8)()( )(
2

2 <−∑
i

iLSFiLSFiw  (917) 

where )(iLSF  are the first stage approximation of the LSF coefficients and )(2 iw  are the weights according to 

equation (918) with the factor k  being 65 . If the above relation is true, a special codebook is selected and no further 
quantization done. Otherwise the residual LSF vector is quantized with stochastic vector quantization. 

The principle of stochastic vector quantization is to search a codebook of vectors for the nearest neighbour (in terms of 
Euclidian distance) of the vector to be quantized. When quantizing LPC filters in the LSF (line spectral frequency) 
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domain, a weighted Euclidian distance is generally used, each component of the vector being weighted differently 
depending on its value and of the value of the other components. The purpose of this weighting is to make the 
minimization of the Euclidian distance behave as close as possible to a minimization of the spectral distortion. 

Unlike a stochastic quantizer, a uniform algebraic vector quantizer does not perform an exhaustive search of the 
codebook. It is therefore very complex to introduce a weighting function in the distance computation. 

The solution used here is to warp the residual LSF vector (i.e. the difference between the input LSF vector and a first 
stage approximation) using a weighting function computed from the first-stage LSF approximation. By warping we 
mean applying different weights to the components of the LSF residual vector. Because the first-stage LSF 
approximation is also available at the decoder, the inverse weighting factors can also be computed at the decoder and 
the inverse warping can be applied to the quantized residual LSF vector. Warping the residual LSF vector according to 
a model that minimizes the spectral distortion is especially useful when the quantizer is uniform. 

The weights applied to the components of the residual LSF vector are: 
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where SF  is the internal sampling frequency of the TCX-based codec (25600 for 48 kbps and 32000 for 96 kbps and 
above). The factor k  is always 60  for the first set of LSF coefficients. 

5.3.3.2.1.3.4 Algebraic vector quantizer 

The algebraic VQ used for quantizing the refinement is described in subclause 5.2.3.1.6.9. 

5.3.3.2.1.3.5 Quantization of second set of LSF 

In case a second set of LSF coefficients needs to be quantized, the quantization scheme for the second set may be 
dependent on the first set or not. Two approaches are tried and the one with the lower bit consumption will be chosen. 
The first approach is identical to the quantization of the first set. In the second approach the first stage approximation 
described in subclause 5.3.3.2.1.3.2 is replaced by the quantized first set of LSF. The factor k for calculating the 
weights is changed to 63 . Finally the bit consumption of both approaches is compared and the one yielding the lower 
amount of bits is chosen and signalled with one bit. 

5.3.3.2.2 Temporal Noise Shaping 

Temporal Noise Shaping (TNS) is used to control the temporal shape of the quantization noise within each window of 
the transform. 

If TNS is active in this encoder, up to two filters per MDCT-spectrum will be applied. The steps in the TNS encoding 
are described below. TNS is always calculated on a per subwindow basis, so in case of an 4 TCX5 window sequence 
these steps have to be applied once for each of the 4 subwindows. 
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Table 86: TNS configurations 

Bitrate 
[kbps] 

Bandwidth Number of TNS filters 
for TCX20 and start and 

stop frequency 

Number of TNS filters 
for TCX10 and start and 

stop frequency 

Number of TNS filters for 
TCX5 and start and stop 

frequency 
24.4, 32 SWB 1 (600Hz-16000Hz) TCX10 not used TCX5 not used 

48,96,128 WB 1 (600Hz-8000Hz) 2 (800Hz-4400Hz, 4400-
8000Hz) 

1 (800Hz-8000Hz) 

48,96,128 SWB 2 (600Hz-4500Hz, 4500-
16000Hz) 

2 (800Hz-8400Hz, 8400-
16000Hz) 

1 (800Hz-16000Hz) 

24.4,32 FB 1 (600Hz-20000Hz) TCX10 not used TCX5 not used 

48,96,128 FB 2 (600Hz-4500Hz, 4500-
20000Hz) 

2 (800Hz-10400Hz, 
10400-20000Hz) 

1 (800Hz-20000Hz) 

 

The number of filters for each configuration and the start and the stop frequency of each filter are given in table 86. 

The MDCT bins of 2 TCX5 sub-frames are rearranged prior to TNS filtering: 
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For such rearanged and concatanated 2 TCX5 frames, special TNS configuration with 2 filters is used, which effectively 
functions as one filter per TCX5. The rearrangement is reverted after the filtering described below, to again have 2 
separated TCX5 subwindows. 

5.3.3.2.2.1 TNS detection 

The spectral coefficients )(kX M between the start and stop frequency are divided into 3=tnsn  equal consecutive 

portions and for each portion the normalized autocorrelation function is calculated. The values of the autocorrelation 
function of all portions are then summed up and lag windowed. An exception is the first filter for 48/96/128 kbps SWB 
from 600 Hz to 4500 Hz which has only one portion ( tnsn  = 1). 

The next step is an LPC calculation using the Levinson-Durbin algorithm (defined in the subclause 5.1.9.4). The filter 
oder tnsd   is limited to 8 and to quarter of the number of the bins that a TNS filter covers.. As a result so called 

PARCOR or reflection coefficients 1+= ii krq  (where ik is defined in subclause 5.1.9.4 and 1,...,0 −= tnsdi ) and the 

prediction gain ( )tnstnstns dEn /=η  are available, where ( )tnsdE  is the residual error energy as defined in subclause 

5.1.9.4. 

The TNS parcor coefficients will be quantized with a resolution of 4 bits. 

The filter order is reduced such that the last PARCOR coefficient is non-zero. 

TNS filter will be used only if the prediction gain is greater than a given threshold, which is dependent on the filter and 
varies between 1.35 and 1.85, or if the average of the squared filter coefficients is greater than a given threshold, which 
is dependent on the filter and varies between 0.03 and 0.075. For configurations with 2 filters per spectrum, each filter 
can be independently disabled or enabled. 

5.3.3.2.2.2 TNS filtering 

The spectral coefficients )(kX M will be replaced by the spectral coefficients filtered with the TNS filter. In the 

following text )(kX M  refers to the TNS filtered or to the non-filtered spectral coefficients, depending on the 

configuration, where the configurations where TNS filtered spectral coefficients are used are listed in table 86.  The 
filtering is done with the help of a so called lattice filter, no conversion from parcor coefficients rq to linear prediction 

coefficients is required. 
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5.3.3.2.2.3 Coding of the TNS parameters 

The TNS filter order and the quantized parcor coefficients are coded using Huffman code. Which Huffman code will be 
used for the filter order depends on the frame configuration (TCX20/TCX10/TCX5) and on the bandwidth (SWB,WB). 
Which Huffman code will be used for a parcor coefficient depends on the frame configuration (TCX20/TCX10/TCX5), 
on the bandwidth (SWB,WB) and on the parcor coefficent’s index. 

5.3.3.2.3 LPC shaping in MDCT domain 

5.3.3.2.3.1 General Principle 

LPC shaping is performed in the MDCT domain by applying gain factors computed from weighted quantized LP filter 
coefficients to the MDCT spectrum. The input sampling rate inpsr , on which the MDCT transform is based, can be 

higher than the CELP sampling rate celpsr , for which LP coefficients are computed. Therefore LPC shaping gains can 

only be computed for the part of the MDCT spectrum corresponding to the CELP frequency range. For the remaining 
part of the spectrum (if any) the shaping gain of the highest frequency band is used. 

5.3.3.2.3.2 Computation of LPC shaping gains 

To compute the 64 LPC shaping gains the weighted LP filter coefficients a~  are first transformed into the frequency 
domain using an oddly stacked DFT of length 128: 

 ( ) ( )
( )
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 (921)  

The LPC shaping gains LPCg  are then computed as the reciprocal absolute values of LPCX : 

 ( ) ( ) 63...0,
1 == b

bX
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LPC
LPC  (922) 

5.3.3.2.3.3 Applying LPC shaping gains to MDCT spectrum 

The MDCT coefficients MX  corresponding to the CELP frequency range are grouped into 64 sub-bands. The 

coefficients of each sub-band are multiplied by the reciprocal of the corresponding LPC shaping gain to obtain the 

shaped spectrum MX
~

. If the number of MDCT bins corresponding to the CELP frequency range ( )celp
TCXL  is not a 

multiple of 64, the width of sub-bands varies by one bin as defined by the following pseudo-code: 

 
( )⎣ ⎦64celp
TCXLw = , 

( ) wLr celp
TCX 64−=  

 if 0=r  then 

 1=s , www == 21  

 else if 32≤r  then 

 ⎣ ⎦rs 64= , ww =1 , 12 += ww  

 else 

 ( )⎣ ⎦rs −= 6464 , 11 += ww , ww =2  

 

 0=i  

 for 63,,0K=j  

 { 

 if 0mod ≠sj  then 

 1ww =  

 else 

 2ww =  

 

 for 
( )( ) 1,min,...,0 −−= iLwl celp
TCX  

 { 

 ( ) ( ) ( )jgiXiX LPCMM =~
 

 1+= ii  
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 } 
 } 

 

The remaining MDCT coefficients above the CELP frequency range (if any) are multiplied by the reciprocal of the last 
LPC shaping gain: 

 ( ) ( )
( )

( ) ( ) 1...,
63

~ −== bw
TCX

celp
TCX

LPC

M
M LLi

g

iX
iX  (923) 

5.3.3.2.4 Adaptive low frequency emphasis 

5.3.3.2.4.1 General Principle 

The purpose of the adaptive low-frequency emphasis and de-emphasis (ALFE) processes is to improve the subjective 
performance of the frequency-domain TCX codec at low frequencies. To this end, the low-frequency MDCT spectral 
lines are amplified prior to quantization in the encoder, thereby increasing their quantization SNR, and this boosting is 
undone prior to the inverse MDCT process in the internal and external decoders to prevent amplification artifacts. 

There are two different ALFE algorithms which are selected consistently in encoder and decoder based on the choice of 
arithmetic coding algorithm and bit-rate. ALFE algorithm 1 is used at 9.6 kbps (envelope based arithmetic coder) and at 
48 kbps and above (context based arithmetic coder). ALFE algorithm 2 is used from 13.2 up to incl. 32 kbps. In the 
encoder, the ALFE operates on the spectral lines in vector x[] directly before (algorithm 1) or after (algorithm 2) every 
MDCT quantization, which runs multiple times inside a rate-loop in case of the context based arithmetic coder (see 
subclause 5.3.3.2.8.1). 

5.3.3.2.4.2 Adaptive emphasis algorithm 1 

ALFE algorithm 1 operates based on the LPC frequency-band gains, lpcGains[]. First, the minimum and maximum 
of the first nine gains – the low-frequency (LF) gains – are found using comparison operations executed within a loop 
over the gain indices 0 to 8. 

 
Then, if the ratio between the minimum and maximum exceeds a threshold of 1/32, a gradual boosting of the lowest 
lines in x is performed such that the first line (DC) is amplified by (32 min/max)0.25 and the 33rd line is not amplified: 

 tmp = 32 * min 
 if ((max < tmp) && (max > 0)) 
 { 
 fac = tmp = pow(tmp / max, 1/128) 
 for (i = 31; i >= 0; i--) 
 { /* gradual boosting of lowest 32 lines */ 
 x[i] *= fac 
 fac  *= tmp 
 } 
 } 

 

5.3.3.2.4.3 Adaptive emphasis algorithm 2 

ALFE algorithm 2, unlike algorithm 1, does not operate based on transmitted LPC gains but is signaled by means of 
modifications to the quantized low-frequency (LF) MDCT lines. The procedure is divided into five consecutive steps: 

• Step 1: first find first magnitude maximum at index i_max in lower spectral quarter (k = 0 … ( )bw
TCXL / 4) utilizing 

invGain = 2/gTCX and modifying the maximum: xq[i_max] += (xq[i_max] < 0) ? -2 : 2 
 

• Step 2: then compress value range of all x[i] up to i_max by requantizing all lines at k = 0 … i_max–1 as in the 
subclause describing the quantization, but utilizing invGain instead of gTCX as the global gain factor. 
 

• Step 3: find first magnitude maximum below i_max (k = 0 … ( )bw
TCXL / 4) which is half as high if i_max > –1 

using invGain = 4/gTCX and modifying the maximum: xq[i_max] += (xq[i_max] < 0) ? -2 : 2 
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• Step 4: re-compress and quantize all x[i] up to the half-height i_max found in the previous step, as in step 2 
 

• Step 5: finish and always compress two lines at the latest i_max found, i.e. at k = i_max+1, i_max+2, again 
utilizing invGain = 2/gTCX  if the initial i_max found in step 1 is greater than –1, or using invGain = 4/gTCX 
otherwise. All i_max are initialized to –1. For details please see AdaptLowFreqEmph() in tcx_utils_enc.c. 

5.3.3.2.5 Spectrum noise measure in power spectrum 

For guidance of quantization in the TXC encoding process, a noise measure between 0 (tonal) and 1 (noise-like) is 
determined for each MDCT spectral line above a specified frequency based on the current transform’s power spectrum. 
The power spectrum )(kX P  is computed from the MDCT coefficients )(kX M  and the MDST )(kX S coefficients on 

the same time-domain signal segment and with the same windowing operation: 

 ( ) 1..0)()()( 22 −=+= bw
TCXSMP LkforkXkXkX  (924) 

Each noise measure in )(knoiseFlags  is then calculated as follows. First, if the transform length changed (e.g. after a 

TCX transition transform following an ACELP frame) or if the previous frame did not use TCX20 coding (e.g. in case a 

shorter transform length was used in the last frame), all )(knoiseFlags  up to ( ) 1−bw
TCXL  are reset to zero. The noise 

measure start line startk is initialized according to the following table 87. 

Table 87: Initialization table of startk in noise measure 

Bitrate 
(kbps) 

9.6 13.2 16.4 24.4 32 48 96 128 

bw= NB, WB 66 128 200 320 320 320 320 320 

bw=SWB,FB 44 96 160 320 320 256 640 640 

 

For ACELP to TCX transitions, startk is scaled by 1.25. Then, if the noise measure start line startk is less than 
( ) 6−bw
TCXL , the )(knoiseFlags  at and above startk  are derived recursively from running sums of power spectral lines: 
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Furthermore, every time )(knoiseFlags is given the value zero in the above loop, the variable lastTone is set to k. The 

upper 7 lines are treated separately since )(ks  cannot be updated any more ( )(kc , however, is computed as above): 

 
( ) ( ) ( ) 2...7

0

)())(5.075.1()8(1
)( −−

⎪⎩

⎪
⎨
⎧ ⋅⋅−≥−= bw

TCX
bw

TCX

bw
TCX LLfor

otherwise

kcknoiseFlagsLsif
knoiseFlags  (927) 

The uppermost line at ( ) 1−= bw
TCXLk is defined as being noise-like, hence ( ) 1)1( =−bw

TCXLnoiseFlags  . Finally, if the 

above variable lastTone (which was initialized to zero) is greater than zero, then 0)1( =+lastTonenoiseFlags . Note 

that this procedure is only carried out in TCX20, not in other TCX modes ( ( ) 1..00)( −== bw
TCXLkforknoiseFlags ). 

5.3.3.2.6 Low pass factor detector 

A low pass factor lpfc is determined based on the power spectrum for all bitrates below 32.0 kbps. Therefore, the power 

spectrum )(kX P  is compared iteratively against a threshold lpft for all 2/1 )()( bw
TCX

bw
TCX LLk K−= , where  0.32=lpft for 
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regular MDCT windows and 0.64=lpft for ACELP to MDCT transition windows. The iteration stops as soon 

as lpfP tkX >)( . 

The low pass factor lpfc determines as  )(
, /)1(7.03.0 celp

TCXprevlpflpf Lkcc +⋅+⋅= , where  prevlpfc , is the last determined 

low pass factor. At encoder startup, prevlpfc , is set to 1.0. The low pass factor lpfc is used to determine the noise filling 

stop bin (see subclause 5.3.3.2.10.2). 

5.3.3.2.7 Uniform quantizer with adaptive dead-zone 

For uniform quantization of the MDCT spectrum MX
~

after or before ALFE (depending on the applied emphasis 

algorithm, see subclause 5.3.3.2.4.1), the coefficients are first divided by the global gain TCXg (see subclause 

5.3.3.2.8.1.1), which controls the step-size of quantization. The results are then rounded toward zero with a rounding 
offset which is adapted for each coefficient based on the coefficient’s magnitude (relative to TCXg ) and tonality (as 

defined by )(knoiseFlags  in subclause 5.3.3.2.5). For high-frequency spectral lines with low tonality and magnitude, a 

rounding offset of zero is used, whereas for all other spectral lines, an offset of 0.375 is employed. More specifically, 
the following algorithm is executed. 

Starting from the highest coded MDCT coefficient at index ( ) 1−= bw
TCXLk , we set 0)(

~ =kXM  and decrement k  by 1 as 

long as condition 0)( >knoiseFlags  and 1/)(
~ <TCXM gkX  evaluates to true. Then downward from the first line at 

index 0'≥k  where this condition is not met (which is guaranteed since 0)0( =noiseFlags ), rounding toward zero with 

a rounding offset of 0.375 and limiting of the resulting integer values to the range –32768 to 32767 is performed: 
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with '..0 kk = . Finally, all quantized coefficients of ( )kX M
ˆ  at and above ( )bw

TCXLk =  are set to zero. 

5.3.3.2.8 Arithmetic coder 

The quantized spectral coefficients are noiselessly coded by an entropy coding and more particularly by an arithmetic 
coding. 

The arithmetic coding uses 14 bits precision probabilities for computing its code. The alphabet probability distribution 
can be derived in different ways. At low rates, it is derived from the LPC envelope, while at high rates it is derived from 
the past context. In both cases, a harmonic model can be added for refining the probability model. 

The following pseudo-code describes the arithmetic encoding routine, which is used for coding any symbol associated 
with a probability model. The probability model is represented by a cumulative frequency table cum_freq[].  The 
derivation of the probability model is described in the following subclauses. 

/* global varibles */ 
low 
high 
bits_to_follow 
 
ar_encode(symbol, cum_freq[]) 
{ 
 if (ari_first_symbol()) { 
 low  = 0; 
 high = 65535; 
 bits_to_follow = 0; 
 } 
 range = high-low+1; 
 
 if (symbol > 0) { 
 high  = low + ((range*cum_freq[symbol-1])>>14) - 1; 
 } 
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 low += ((range*cum_freq[symbol-1])>>14) - 1; 
 
 for (;;) { 
 if (high < 32768 ) { 
 write_bit(0); 
 while ( bits_to_follow ) { 
 write_bit(1); 
 bits_to_follow--; 
 } 
 } 
 else if (low >= 32768 ) { 
 write_bit(1) 
 while ( bits_to_follow ) { 
 write_bit(0); 
 bits_to_follow--; 
 } 
 low  -= 32768; 
 high -= 32768; 
 } 
 else if ( (low >= 16384) && (high < 49152) ) { 
 bits_to_follow += 1; 
 low  -= 16384; 
 high -= 16384; 
 } 
 else break; 
 
 low  += low; 
 high += high+1; 
 } 
 
 if (ari_last_symbol()) /* flush bits */ 
 if ( low < 16384 ) { 
 write_bit(0); 
 while ( bits_to_follow > 0) { 
 write_bit(1); 
 bits_to_follow--; 
 } 
 } else { 
 write_bit(1); 
 while ( bits_to_follow > 0) { 
 write_bit(0); 
 bits_to_follow--; 
 } 
 } 
 } 
} 

The helper functions ari_first_symbol() and ari_last_symbol() detect the first symbol and the last symbol of the 
generated codeword respectively. 

5.3.3.2.8.1 Context based arithmetic codec 

5.3.3.2.8.1.1 Global gain estimator 

The estimation of the global gain 
TCXg  for the TCX frame is performed in two iterative steps. The first estimate 

considers a SNR gain of 6dB per sample per bit from SQ. The second estimate refines the estimate by taking into 
account the entropy coding. 

The energy of each block of 4 coefficients is first computed: 

 ∑
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A bisection search is performed with a final resolution of 0.125dB: 

Initialization: Set fac = offset = 12.8 and target = 0.15(target_bits – L/16) 
Iteration: Do the following block of operations 10 times 
1- fac=fac/2 
2- offset = offset – fac 
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3- if(ener>target) then offset=offset+fac 

 
The first estimate of gain is then given by: 

 2/45.010 offset
TCXg +=  (930) 

5.3.3.2.8.1.2 Rate-loop for constant bit rate and global gain 

In order to set the best gain TCXg within the constraints of bitsettbitsused _arg_ ≤ , convergence process of TCXg and 

bitsused _ is carried out by using following valuables and constants: 

LbW  and UbW  denote weights corresponding to the lower bound the upper bound, 

Lbg and Ubg denote gain corresponding to the lower bound the upper bound, and 

foundLb _  and foundUb _ denote flags indicating Lbg and Ubg is found, respectively. 

μ  and η  are variables with )_arg*0025.03.2,1max( bitsett−=μ  and μη /1= . 

λ  and ν are constants, set as 10 and 0.96. 

After the initial estimate of bit consumption by arithmetic coding, stop  is set 0 when bitsett _arg is larger 

than bitsused _ , while stop is set as bitsused _  when bitsused _  is larger than bitsett _arg . 

 If stop  is larger than 0, that means bitsused _ is larger than bitsett _arg , 

TCXg needs to be modified to be larger than the previous one and foundLb _ is set as TRUE, Lbg  is set as the 

previous TCXg . LbW  is set as 

 λ+−= bitsettstopWLb _arg , (931) 

When foundUb _ was set, that means bitsused _ was smaller than bitsett _arg , TCXg is updated as an interpolated 

value between upper bound and lower bound. ,  

 )/()( LbUbLbUbUbLbTCX WWWgWgg +⋅+⋅= , (932) 

Otherwise, that means foundUb _ is FALSE, gain is amplified as 

 ))1_arg/)/((1( −⋅+⋅= bitsettstopgg TCXTCX νμ , (933) 

with larger amplification ratio when the ratio of bitsused_ (= )stop  and bitsett _arg  is larger to accelerate to 

attain Ubg .      

If stop  equals to 0, that means bitsused _ is smaller than bitsett _arg , 

TCXg  should be smaller than the previous one and foundUb _ is set as 1, Ub  is set as the previous TCXg and UbW  

is set as 

 λ+−= bitsusedbitsettWUb __arg , (934) 

If foundLb _ has been already set, gain is calculated as 

 )/()( LbUbLbUbUbLbTCX WWWgWgg +⋅+⋅= , (935) 

otherwise, in order to accelerate to lower band gain Lbg , gain is reduced as, 

 ))_arg/)_(1(1( bitsettbitsusedgg TCXTCX νη ⋅−⋅−⋅= , (936) 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

291

 with larger reduction rates of gain when the ratio of bitsused _  and bitsett _arg  is small. 

After above correction of gain, quantization is performed and estimation of bitsused _  by arithmetic coding is 

obtained. As a result, stop  is set 0 when bitsett _arg is larger than bitsused _ , and is set as bitsused _  when it is 

larger than bitsett _arg . If the loop count is less than 4, either lower bound setting process or upper bound setting 

process is carried out at the next loop depending on the value stop . If the loop count is 4, the final gain TCXg and the 

quantized MDCT sequence )(kXQMDCT  are obtained. 

5.3.3.2.8.1.3 Probability model derivation and coding 

The quantized spectral coefficients X are noiselessly encoded starting from the lowest-frequency coefficient and 
progressing to the highest-frequency coefficient. They are encoded by groups of two coefficients a and b gathering in a 
so-called 2-tuple {a,b}. 

Each 2-tuple {a,b} is split into three parts namely, MSB, LSB and the sign. The sign is coded independently from the 
magnitude using uniform probability distribution. The magnitude itself is further divided in two parts, the two most 
significant bits (MSBs) and the remaining least significant bitplanes (LSBs, if applicable). The 2-tuples for which the 
magnitude of the two spectral coefficients is lower or equal to 3 are coded directly by the MSB coding. Otherwise, an 
escape symbol is transmitted first for signalling any additional bit plane. 

The relation between 2-tuple, the individual spectral values a and b of a 2-tuple, the most significant bit planes m and 
the remaining least significant bit planes, r, are illustrated in the example in figure 63. In this example three escape 
symbols are sent prior to the actual value m, indicating three transmitted least significant bit planes 

  

Figure 63: Example of a coded pair (2-tuple) of spectral values a and b  
and their representation as m and r. 

The probability model is derived from the past context. The past context is translated on a 12 bits-wise index and maps 
with the lookup table ari_context_lookup [] to one of the 64 available probability models stored in ari_cf_m[]. 

The past context is derived from two 2-tuples already coded within the same frame. The context can be derived from the 
direct neighbourhood or located further in the past frequencies. Separate contexts are maintained for the peak regions 
(coefficients belonging to the harmonic peaks) and other (non-peak) regions according to the harmonic model. If no 
harmonic model is used, only the other (non-peak) region context is used. 

The zeroed spectral values lying in the tail of spectrum are not transmitted. It is achieved by transmitting the index of 
last non-zeroed 2-tuple. If harmonic model is used, the tail of the spectrum is defined as the tail of spectrum consisting 
of the peak region coefficients, followed by the other (non-peak) region coefficients, as this definition tends to increase 
the number of trailing zeros and thus improves coding efficiency. The number of samples to encode is computed as 
follows: 

 { } 2)0]])12[[]]2[[(max(2
2/0

+>++=
<≤

kipXkipXlastnz
Lk

 (937) 

 
The following data are written into the bitstream with the following order: 
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1- lastnz/2-1 is coded on ⎥
⎥

⎤
⎢
⎢

⎡
)

2
(log2
L

 bits. 

2- The entropy-coded MSBs along with escape symbols. 

3- The signs with 1 bit-wise code-words 

4- The residual quantization bits described in section when the bit budget is not fully used. 

5- The LSBs are written backwardly from the end of the bitstream buffer. 

The following pseudo-code describes how the context is derived and how the bitstream data for the MSBs, signs and 
LSBs are computed. The input arguments are the quantized spectral coefficients X[], the size of the considered 
spectrum L, the bit budget target_bits,  the harmonic model parameters (pi, hi), and the index of the last non zeroed 
symbol lastnz. 

ari_context_encode(X[], L,target_bits,pi[],hi[],lastnz) 
{  
   c[0]=c[1]=p1=p2=0; 
 for (k=0; k<lastnz; k+=2) { 
 ari_copy_states(); 
 
 (a1_i,p1,idx1) = get_next_coeff(pi,hi,lastnz); 
 (b1_i,p2,idx2) = get_next_coeff(pi,hi,lastnz); 
  
 t=get_context(idx1,idx2,c,p1,p2); 
 esc_nb = lev1 = 0; 
 a = a1 = abs(X[a1_i]); 
 b = b1 = abs(X[b1_i]); 
  
 /* sign encoding*/ 
 if(a1>0) save_bit(X[a1_i]>0?0:1); 
 if(b1>0) save_bit(X[b1_i]>0?0:1); 
  
 /* MSB encoding */ 
 while (a1 > 3 || b1 > 3) { 
 pki = ari_context_lookup[t+1024*esc_nb]; 
  
 /* write escape codeword */ 
 ari_encode(17, ari_cf_m[pki]); 
 
 a1>>=1; b1 >>=1; lev1++; 
 esc_nb = min(lev1,3); 
 } 
 pki = ari_context_lookup[t+1024*esc_nb]; 
 ari_encode(a1+4*b1, ari_cf_m[pki]); 
 
 /* LSB encoding */ 
 for(lev=0;lev<lev1;lev++){ 
 write_bit_end((a>>lev)&1); 
 write_bit_end((b>>lev)&1); 
 } 
 
 /*check budget*/ 
 if(nbbits>target_bits){ 
 ari_restore_states(); 
 break; 
 } 
 
 c=update_context(a,b,a1,b1,c,p1,p2); 
 } 
 write_sign_bits(); 
} 
 

The helper functions ari_save_states() and ari_restore_states() are used for saving and restoring the arithmetic coder 
states respectively. It allows cancelling the encoding of the last symbols if it violates the bit budget. Moreover and in 
case of bit budget overflow, it is able to fill the remaining bits with zeros till reaching the end of the bit budget or till 
processing lastnz samples in the spectrum. 

The other helper functions are described in the following subclauses. 
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5.3.3.2.8.1.4 Get next coefficient 

 (a,p,idx) = get_next_coeff(pi, hi, lastnz) 
 If ((ii[0] ≥ lastnz – min(#pi, lastnz)) or 
 (ii[1] < min(#pi, lastnz) and pi[ii[1]] < hi[ii[0]])) then 
 { 
 p=1 
 idx=ii[1] 
 a=pi[ii[1]] 
 } 
 else 
 { 
 p=0 
 idx=ii[0] + #pi 
 a=hi[ii[0]] 
 } 
 ii[p]=ii[p] + 1 

 

The ii[0] and ii[1] counters are initialized to 0 at the beginning of ari_context_encode() (and ari_context_decode() in 
the decoder). 

5.3.3.2.8.1.5 Context update 

The context is updated as described by the following pseudo-code. It consists of the concatenation of two 4 bit-wise 
context elements. 

 

 if ( 21 pp ≠ ) 

 { 

 if ( 1)2,1mod( ==idx ) 

 { 

 ⎣ ⎦ ⎣ ⎦( )41221 a/a/t +⋅+=  

 If ( 13>t ) 

 ⎣ ⎦( )381min12t ,a/++=  

  t)15]1[(2c[p1] 4 +∧⋅= pc  

 } 

 if ( 1)2,2mod( ==idx ) 

 { 

 ⎣ ⎦ ⎣ ⎦( )41221t b/.b/ ++=  

 if ( 13>t ) 

 ⎣ ⎦( )381min12 ,b/t ++=  

  t)15]2[(2c[p2] 4 +∧⋅= pc  

 } 
 } 
 else 
 { 

 )15]21[(16]21[ ∧∨⋅=∨ ppcppc  

 if ( 2<esc_nb ) 

 ( ) ( )1111]21[]21[ +⋅+++∨=∨ esc_nbbappcppc  

 else 

 esc_nbppcppc ++∨=∨ 12]21[]21[  

 } 

 

5.3.3.2.8.1.6 Get context 

The final context is amended in two ways: 

 ]21[ ppct ∨=  

 if 2/)2,1min( Lidxidx > then 

 256+= tt  

 if 400starget_bit >  then 
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 512+= tt  

 

The context t is an index from 0 to 1023. 

5.3.3.2.8.1.7 Bit consumption estimation 

The bit consumption estimation of the context-based arithmetic coder is needed for the rate-loop optimization of the 
quantization. The estimation is done by computing the bit requirement without calling the arithmetic coder. The 
generated bits can be accurately estimated by: 

 cum_freq= arith_cf_m[pki]+m 
 proba*= cum_freq[0]- cum_freq[1] 
 nlz=norm_l(proba) /*get the number of leading zero */ 
 nbits=nlz 
 proba>>=14 

 

where proba is an integer initialized to 16384 and m is a MSB symbol. 

5.3.3.2.8.1.8 Harmonic model 

For both context and envelope based arithmetic coding, a harmonic model is used for more efficient coding of frames 
with harmonic content. The model is disabled if any of the following conditions apply: 
- The bit-rate is not one of 9.6, 13.2, 16.4, 24.4, 32, 48 kbps. 
- The previous frame was coded by ACELP. 
- Envelope based arithmetic coding is used and the coder type is neither Voiced nor Generic. 
- The single-bit harmonic model flag in the bit-stream in set to zero. 
When the model is enabled, the frequency domain interval of harmonics is a key parameter and is commonly analysed 
and encoded for both flavours of arithmetic coders. 

5.3.3.2.8.1.8.1 Encoding of Interval of harmonics 

When pitch lag and gain are used for the post processing, the lag parameter is utilized for representing the interval of 
harmonics in the frequency domain. Otherwise, normal representation of interval is applied. 

5.3.3.2.8.1.8.1.1 Encoding interval depending on time domain pitch lag 

If integer part of pitch lag in time domain intd  is less than the frame size of MDCT TCXL , frequency domain interval 

unit (between harmonic peaks corresponding to the pitch lag) UNITT with 7 bit fractional accuracy is given by 

 
)max_(

2max)_2(

int

7

fr

TCX
UNIT dresd

resL
T

+⋅
⋅⋅⋅=  (938) 

where frd  denotes the fractional part of pitch lag in time domain, max_res denotes the max number of allowable 

fractional values whose values are either 4 or 6 depending on the conditions. 

Since UNITT  has limited range, the actual interval between harmonic peaks in the frequency domain is coded relatively 

to UNITT using the bits specified in table 88. Among candidate of multiplication factors, ()Ratio given in the table 89 or 

table 90, the multiplication number is selected that gives the most suitable harmonic interval of MDCT domain 
transform coefficients. 

 22/)2( 76 −+= UNITT TIndex  (939) 

 
 ⎣ ⎦ 4/),,(4 MULTBandwidthUNITMDCT IndexIndexIndexRatioTT ⋅⋅=  (940) 

 

Table 88: Number of bits for specifying the multiplier depending on TIndex  

TIndex  0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

NB: 5 4 4 4 4 4 4 3 3 3 3 2 2 2 2 2 
WB: 5 5 5 5 5 5 4 4 4 4 4 4 4 2 2 2 
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Table 89: Candidates of multiplier in the order of MULIndex  depending on TIndex  (NB) 

TIndex                  

0 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
19 20 21 22 23 24 25 26 27 28 30 32 34 36 38 40 

1 0.5 1 2 3 4 5 6 7 8 9 10 12 16 20 24 30 
2 2 3 4 5 6 7 8 9 10 12 14 16 18 20 24 30 
3 2 3 4 5 6 7 8 9 10 12 14 16 18 20 24 30 
4 2 3 4 5 6 7 8 9 10 12 14 16 18 20 24 30 
5 1 2 2.5 3 4 5 6 7 8 9 10 12 14 16 18 20 
6 1 1.5 2 2.5 3 3.5 4 4.5 5 6 7 8 9 10 12 16 
7 1 2 3 4 5 6 8 10 - - - - - - - - 
8 1 2 3 4 5 6 8 10 - - - - - - - - 
9 1 1.5 2 3 4 5 6 8 - - - - - - - - 
10 1 2 2.5 3 4 5 6 8 - - - - - - - - 
11 1 2 3 4 - - - - - - - - - - - - 
12 1 2 4 6 - - - - - - - - - - - - 
13 1 2 3 4 - - - - - - - - - - - - 
14 1 1.5 2 4 - - - - - - - - - - - - 
15 1 1.5 2 3 - - - - - - - - - - - - 
16 0.5 1 2 3 - - - - - - - - - - - - 

 

Table 90: Candidates of multiplier in the order of depending on TIndex  (WB) 

Index                 

0 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
19 20 21 22 23 24 25 26 27 28 30 32 34 36 38 40 

1 1 2 3 4 5 6 7 8 9 10 12 14 16 18 20 22 
24 26 28 30 32 34 36 38 40 44 48 54 60 68 78 80 

2 1.5 2 2.5 3 4 5 6 7 8 9 10 12 14 16 18 20 
22 24 26 28 30 32 34 36 38 40 42 44 48 52 54 68 

3 1 1.5 2 2.5 3 4 5 6 7 8 9 10 11 12 13 14 
15 16 18 20 22 24 26 28 30 32 34 36 40 44 48 54 

4 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8 9 
10 11 12 13 14 15 16 18 20 22 24 26 28 34 40 41 

5 1 1.5 2 2.5 3 3.5 4 4.5 5 6 7 8 9 10 11 12 
13 14 15 16 17 18 19 20 21 22.

5 
24 25 27 28 30 35 

6 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 7 8 9 10 

7 1 2 2.5 3 4 5 6 7 8 9 10 12 15 16 18 27 

8 1 1.5 2 2.5 3 3.5 4 5 6 8 10 15 18 22 24 26 

9 1 1.5 2 2.5 3 3.5 4 5 6 8 10 12 13 14 18 21 

10 0.5 1 1.5 2 2.5 3 4 5 6 8 9 11 12 13.
5 

16 20 

11 0.5 1 1.5 2 2.5 3 4 5 6 7 8 10 11 12 14 20 

12 0.5 1 1.5 2 2.5 3 4 4.5 6 7.5 9 10 12 14 15 18 

13 0.5 1 1.2
5 

1.5 1.7
5 

2 2.5 3 3.5 4 4.5 5 6 8 9 14 

14 0.5 1 2 4 - - - - - - - - - - - - 

15 1 1.5 2 4 - - - - - - - - - - - - 

16 1 2 3 4 - - - - - - - - - - - - 

 
 

5.3.3.2.8.1.8.1.2 Encoding interval without depending on time domain pitch lag 

When pitch lag and gain in the time domain is not used or the pitch gain is less than or equals to 0.46, normal encoding 
of the interval with un-equal resolution is used. 

Unit interval of spectral peaks UNITT  is coded as 

 biasbaseindexT s
UNIT −⋅+= Re2 , (941) 

and actual interval MDCTT  is represented with fractional resolution of sRe  as 
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 s
UNITMDCT TT Re2/= . (942) 

Each paramter is shown in table 91, where “small size” means when frame size is smaller than 256 of the target bit rates 
is less than or equal to 150. 
 

Table 91: Un-equal resolution for coding of   (0<= index < 256) 

 Res base bias 
16<index  3 6 0 

8016 <≤ index  4 8 16 
20880 <≤ index  3 12 80 

 “small size” or 224208 <≤ index  1 28 208 
256224 <≤ index  0 188 224 

 

5.3.3.2.8.1.8.3 Search for interval of harmonics 

In search of the best interval of harmonics, encoder tries to find the index which can maximize the weighted sum 

PERIODE  of the peak part of absolute MDCT coefficients. )(kE ABSM denotes sum of 3 samples of absolute value of 

MDCT domain transform coefficients as 

 ))1(()(
2

0

−+=∑
=

jkXabskE
j

MABSM  (943) 

 ⎣ ⎦ 3.0
_

1

)255/)23)((()
_

1
()( −⋅= ∑

=

nTnE
peaknum

TE MDCT

peaknum

n
ABSMMDCTPERIOD  (944) 

where num_peak is the maximum number that ⎣ ⎦MDCTTn ⋅  reaches the limit of samples in the frequency domain. 

In case interval does not rely on the pitch lag in time domain, hierarchical search is used to save computational cost. If 
the index of the interval is less than 80, periodicity is checked by a coarse step of 4. After getting the best interval, finer 
periodicity is searched around the best interval from -2 to +2. If index is equal to or larger than 80, periodicity is 
searched for each index. 

 

5.3.3.2.8.1.8.4 Decision of harmonic model 

At the initial estimation, number of used bits without harmonic model, bitsused _ , and one with harmonic model, 

hmbitsused _ is obtained and the indicator of consumed bits BIdicator are defined as 

 hmhmnoB BBidicator −= _ , (945) 

 )_,max(_ bitsusedstopB hmno = , (946) 

 hmhmhmhm bitsIndexbitsusedstopB _)_,max( += , (947) 

where hmbitsIndex _ denotes the additional bits for modelling harmonic structure, and stop  and hmstop indicate the 

consumed bits when they are larger than the target bits. Thus, the larger BIdicator , the more preferable to use harmonic 

model. Relative periodicity hmindicator is defined as the normalized sum of absolute values for peak regions of the 

shaped MDCT coefficients as 

 )(/)(
1

max_ nETELindicator
ML

n
ABSMMDCTPERIODMhm ∑

=

⋅= , (948) 

where max_MDCTT is the harmonic interval that attain the max value of PERIODE . When the score of periodicity of this 

frame is larger than the threshold as 

 ))6.2&(&)2)(((||)2(( >≤> hmBB indicatorindicatorabsindicatorif , (949) 
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this frame is considered to be coded by the harmonic model.  The shaped MDCT coefficients divided by gain TCXg are 

quantized to produce a sequence of integer values of MDCT coefficients, hmTCXX _
)

, and compressed by arithmetic 

coding with harmonic model. This process needs iterative convergence process (rate loop) to get TCXg  and 

hmTCXX _

)

with consumed bits hmB . At the end of convergence, in order to validate harmonic model, the consumed bits 

hmnoB _ by arithmetic coding with normal (non-harmonic) model for hmTCXX _

)

 is additionally calculated and compared 

with hmB . If hmB  is larger than hmnoB _ , arithmetic coding of hmTCXX _

)

is revert to use normal model. hmnohm BB _−  

can be used for residual quantization for further enhancements. Otherwise, harmonic model is used in arithmetic coding. 

In contrast, if the indicator of periodicity of this frame is smaller than or the same as the threshold, quantization and 
arithmetic coding are carried out assuming the normal model to produce a sequence of integer values of the shaped 

MDCT coefficients, hmnoTCXX __

)

 with consumed bits hmnoB _ . After convergence of rate loop, consumed bits hmB by 

arithmetic coding with harmonic model for hmnoTCXX __

)

is calculated. If hmnoB _  is larger than hmB , arithmetic coding 

of nohmTCXX _

)

 is switched to use harmonic model. Otherwise, normal model is used in arithmetic coding. 

5.3.3.2.8.1.9 Use of harmonic information in Context based arithmetic coding 

For context based arithmetic coding, all regions are classified into two categories. One is peak part and consists of 3 

consecutive samples centered at thU  (U  is a positive integer up to the limit) peak of harmonic peak of Uτ , 

 ⎣ ⎦MDCTU TU ⋅=τ . (950) 

The other samples belong to normal or valley part. Harmonic peak part can be specified by the interval of harmonics 
and integer multiples of the interval. Arithmetic coding uses different contexts for peak and valley regions. 
For ease of description and implementation, the harmonic model uses the following index sequences: 
 ( )11::]1..0[ +≤≤−∃−∈= UUM iULipi ττ , (951) 

 ( )piiLihi M ∉−∈= :]1..0[ , (952) 

 ( )hipiip ,= , the concatenation of pi  and hi . (953) 

In case of disabled harmonic model, these sequences are ( )=pi , and ( )1,,0 −== MLiphi K . 

5.3.3.2.8.2 Envelope based arithmetic coder 

In the MDCT domain, spectral lines are weighted with the perceptual model ( )zW  such that each line can be quantized 

with the same accuracy. The variance of individual spectral lines follow the shape of the linear predictor ( )zA 1−  

weighted by the perceptual model, whereby the weighted shape is ( ) ( ) ( )zAzWzS 1−= . ( )zW  is calculated by 

transforming γq′ˆ  to frequency domain LPC gains as detailed in subclauses 5.3.3.2.4.1 and 5.3.3.2.4.2. ( )zA 1−  is derived 

from 1q̂′  after conversion to direct-form coefficients, and applying tilt compensation 11 −− zγ , and finally transforming 

to frequency domain LPC gains. All other frequency-shaping tools, as well as the contribution from the harmonic 
model, shall be also included in this envelope shape ( )zS . Observe that this gives only the relative variances of spectral 

lines, while the overall envelope has arbitrary scaling, whereby we must begin by scaling the envelope. 

5.3.3.2.8.2.1 Envelope scaling 

We will assume that spectral lines kx  are zero-mean and distributed according to the Laplace-distribution, whereby the 

probability distribution function is 

 ( )
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−=

k

k

k
k b

x

b
xf exp

2

1
 (954) 

The entropy and thus the bit-consumption of such a spectral line is kk ebbits 2log1 2+= . However, this formula 

assumes that the sign is encoded also for those spectral lines which are quantized to zero. To compensate for this 
discrepancy, we use instead the approximation 
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 ,
035.0

15.02log2 ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
++=

k
kk b

ebbits  (955) 

which is accurate for 08.0≥kb . We will assume that the bit-consumption of lines with 08.0≤kb  is 

( )0224.1log2=kbits  which matches the bit-consumption at 08.0=kb . For large 255>kb  we use the true entropy 

( )kk ebbits 2log2=  for simplicity. 

The variance of spectral lines is then . 2 22
kk b=σ If 2

ks  is the k th element of the power of the envelope shape ( ) 2
zS  

then 2
ks  describes the relative energy of spectral lines such that 222

kk b=σγ  where γ  is scaling coefficient. In other 

words, 2
ks  describes only the shape of the spectrum without any meaningful magnitude and γ  is used to scale that 

shape to obtain the actual variance 2
kσ . 

Our objective is that when we encode all lines of the spectrum with an arithmetic coder, then the bit-consumption 

matches a pre-defined level B , that is, k

N

k

bitsB ∑
−

=

=
1

0

. We can then use a bi-section algorithm to determine the 

appropriate scaling factor γ  such that the target bit-rate B  is reached. 

Once the envelope shape kb  has been scaled such that the expected bit-consumption of signals matching that shape 

yield the target bit-rate, we can proceed to quantizing the spectral lines. 

5.3.3.2.8.2.2 Quantization rate loop 

Assume that kx  is quantized to an integer kx̂  such that the quantization interval is [ ]5.0ˆ,5.0ˆ +− kk xx  then the 

probability of a spectral line occurring in that interval is for 1ˆ ≥kx  
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and for 0ˆ =kx  

 ( ) .
5.0

exp1ˆ
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−−=

k
k b

xp  (957) 

It follows that the bit-consumption for these two cases is in the ideal case 
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By pre-computing the terms 
⎟
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5.0
exp1log2 , we can efficiently calculate the bit-

consumption of the whole spectrum. 

The rate-loop can then be applied with a bi-section search, where we adjust the scaling of the spectral lines by a factor 
ρ , and calculate the bit-consumption of the spectrum kxρ , until we are sufficiently close to the desired bit-rate. Note 

that the above ideal-case values for the bit-consumption do not necessarily perfectly coincide with the final bit-
consumption, since the arithmetic codec works with a finite-precision approximation. This rate-loop thus relies on an 
approximation of the bit-consumption, but with the benefit of a computationally efficient implementation. 

When the optimal scaling σ  has been determined, the spectrum can be encoded with a standard arithmetic coder. A 
spectral line which is quantized to a value 0ˆ ≠kx  is encoded to the interval 
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and 0ˆ =kx  is encoded onto the interval 
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The sign of 0≠kx  will be encoded with one further bit. 

Observe that the arithmetic coder must operate with a fixed-point implementation such that the above intervals are bit-
exact across all platforms. Therefore all inputs to the arithmetic coder, including the linear predictive model and the 
weighting filter, must be implemented in fixed-point throughout the system 

5.3.3.2.8.2.3 Probability model derivation and coding 

When the optimal scaling σ  has been determined, the spectrum can be encoded with a standard arithmetic coder. A 
spectral line which is quantized to a value 0ˆ ≠kx  is encoded to the interval 
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and 0ˆ =kx  is encoded onto the interval 
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The sign of 0≠kx  will be encoded with one further bit. 

5.3.3.2.8.2.4 Harmonic model in envelope based arithmetic coding 

In case of envelope base arithmetic coding, harmonic model can be used to enhance the arithmetic coding. The similar 
search procedure as in the context based arithmetic coding is used for estimating the interval between harmonics in the 
MDCT domain. However, the harmonic model is used in combination of the LPC envelope as shown in figure 64. The 
shape of the envelope is rendered according to the information of the harmonic analysis. 

Harmonic shape at k  in the frequency data sample is defined as 

 ⎟
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)(
exp)(
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τk

hkQ , (963) 

44-when   +≤≤ ττ k , otherwise 0.1)( =kQ , where τ  denotes center position of thU  harmonics. 

 ⎣ ⎦MDCTTU ⋅=τ  (964) 

h  and σ are height and width of each harmonics depending on the unit interval as shown, 

 ( )( ) s
MDCTTh Re2/07.0exp125.18.2 ⋅−−=  (965) 

 ( )( )s
MDCTT Re2/05.0exp6.25.0 ⋅−−=σ  (966) 

Height and width get larger when interval gets larger. 

The spectral envelope )(kS is modified by the harmonic shape )(kQ at k  as 

 ))(1()()( kQgkSkS harm ⋅+⋅= , (967) 

where gain for the harmonic components harmg  is always set as 0.75 for Generic mode, and harmg  is selected from 

{0.6, 1.4, 4.5, 10.0} that minimizes normE  for Voiced mode using 2 bits, 
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Figure 64: Example of harmonic envelope combined with LPC envelope used in envelope based 
arithmetic coding. 

5.3.3.2.9 Global gain coding 

5.3.3.2.9.1 Optimizing global gain 

The optimum global gain optg  is computed from the quantized and unquantized MDCT coefficients. For bit rates up to 

32 kbps, the adaptive low frequency de-emphasis (see subclause 6.2.2.3.2) is applied to the quantized MDCT 
coefficients before this step. In case the computation results in an optimum gain less than or equal to zero, the global 
gain TCXg  determined before (by estimate and rate loop) is used. 
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5.3.3.2.9.2 Quantization of global gain 

For transmission to the decoder the optimum global gain optg  is quantized to a 7 bit index gainTCXI , : 
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The dequantized global gain TCXĝ  is obtained as defined in subclause 6.2.2.3.3). 
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5.3.3.2.9.3 Residual coding 

The residual quantization is a refinement quantization layer refining the first SQ stage. It exploits eventual unused bits 
target_bits-nbbits, where nbbits is the number of bits consumed by the entropy coder. The residual quantization adopts 
a greedy strategy and no entropy coding in order to stop the coding whenever the bit-stream reaches the desired size. 

The residual quantization can refine the first quantization by two means. The first mean is the refinement of the global 
gain quantization. The global gain refinement is only done for rates at and above 13.2kbps. At most three additional bits 
is allocated to it. The quantized gain TCXĝ  is refined sequentially starting from n=0 and incrementing n by one after 

each following iteration: 
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The second mean of refinement consists of re-quantizing the quantized spectrum line per line. First, the non-zeroed 
quantized lines are processed with a 1 bit residual quantizer: 

)1(_  

 

)0(_  

  ])[ˆ][(

bitwrite

thenelse

bitwrite

thenkXkXif <

 

Finally, if bits remain, the zeroed lines are considered and quantized with on 3 levels. The rounding offset of the SQ 
with deadzone was taken into account in the residual quantizer design: 
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5.3.3.2.10 Noise Filling 

On the decoder side noise filling is applied to fill gaps in the MDCT spectrum where coefficients have been quantized 
to zero. Noise filling inserts pseudo-random noise into the gaps, starting at bin NFstartk  up to bin 1−NFstopk . To 

control the amount of noise inserted in the decoder, a noise factor is computed on encoder side and transmitted to the 
decoder. 

5.3.3.2.10.1 Noise Filling Tilt 

To compensate for LPC tilt, a tilt compensation factor is computed. For bitrates below 13.2 kbps the tilt compensation 
is computed from the direct form quantized LP coefficients â , while for higher bitrates a constant value is used: 

 
( ) ( )

( )( )
⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

<

⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

+

+

≥

=′

∑

∑

=

= 13200,09375.0

ˆ

ˆ1ˆ

,1min

13200,5625.0

15

0

2

15

0 bitrateif

ia

iaia

bitrateif

t

i

iNF  (973) 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

302

 ( ) ( )celp
TCXLNFNF tt
1
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5.3.3.2.10.2 Noise Filling Start and Stop Bins 

The noise filling start and stop bins are computed as follows: 
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5.3.3.2.10.3 Noise Transition Width 

At each side of a noise filling segment a transition fadeout is applied to the inserted noise. The width of the transitions 
(number of bins) is defined as: 
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where HM denotes that the harmonic model is used for the arithmetic codec and previous denotes the previous codec 

mode. 

5.3.3.2.10.4 Computation of Noise Segments 

The noise filling segments are determined, which are the segments of successive bins of the MDCT spectrum between 

NFstartk  and LPNFstopk ,   for which all coefficients are quantized to zero. The segments are determined as defined by 

the following pseudo-code: 
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where ( )jkNF0  and ( )jkNF1  are the start and stop bins of noise filling segment j, and NFn  is the number of segments. 

5.3.3.2.10.5 Computation of Noise Factor 

The noise factor is computed from the unquantized MDCT coefficients of the bins for which noise filling is applied. 

If the noise transition width NFw  is 3 or less bins, an attenuation factor is computed based on the energy of even and 

odd MDCT bins: 
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For each segment an error value is computed from the unquantized MDCT coefficients, applying global gain, tilt 
compensation and transitions: 

 ( ) ( ) ( )( ) ( )( )
∑

−

=
⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛−+−
=′

1
10

1

0

1,min,1min1 NF

NF

k

ki

i

NFNF

NFNF

NF

NFNF
M

TCX
NF tw

wijk

w

wjki
iX

g
jE  (981) 

A weight for each segment is computed based on the width of the segment: 
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The noise factor is then computed as follows: 
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5.3.3.2.10.6 Quantization of Noise Factor 

For transmission the noise factor is quantized to obtain a 3 bit index: 

 ⎣ ⎦( )7,5.075.10min += NFNF fI  (984) 

5.3.3.2.11 Intelligent Gap Filling 

The Intelligent Gap Filling (IGF) tool is an enhanced noise filling technique to fill gaps (regions of zero values) in 
spectra. These gaps may occur due to coarse quantization in the encoding process where large portions of a given 
spectrum might be set to zero to meet bit constraints. However, with the IGF tool these missing signal portions are 
reconstructed on the receiver side (RX) with parametric information calculated on the transmission side (TX). IGF is 
used only if TCX mode is active. 

See table 92 below for all IGF operating points: 

Table 92: IGF application modes 

Bitrate Mode 
9.6 kbps WB 
9.6 kbps SWB 

13.2 kbps SWB 
16.4 kbps SWB 
24.4 kbps SWB 
32.2 kbps SWB 
48.0 kbps SWB 
64.0 kbps SWB 
16.4 kbps FB 
24.4 kbps FB 
32.0 kbps FB 
48.0 kbps FB 
64.0 kbps FB 
96.0 kbps FB 

128.0 kbps FB 

 

On transmission side, IGF calculates levels on scale factor bands, using a complex or real valued TCX spectrum. 
Additionally spectral whitening indices are calculated using a spectral flatness measurement and a crest-factor. An 
arithmetic coder is used for noiseless coding and efficient transmission to receiver (RX) side. 
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5.3.3.2.11.1 IGF helper functions 

5.3.3.2.11.1.1 Mapping values with the transition factor 

If there is a transition from CELP to TCX coding ( trueXisCelpToTC = ) or a TCX 10 frame is signalled 

( trueisTCX =10 ), the TCX frame length may change. In case of frame length change, all values which are related to 
the frame length are mapped with the function tF : 

 

,: ΝΡΝ →×tF
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where n  is a natural number, for example a scale factor band offset, and f  is a transition factor, see table 97. 

5.3.3.2.11.1.2 TCX power spectrum 

The power spectrum nP Ρ∈  of the current TCX frame is calculated with: 

 ( ) ( ) ( ) 1, ,2,1,0,  : 22 −…=+= nsbsbIsbRsbP  (986) 

where n  is the actual TCX window length, nR Ρ∈  is the vector containing the real valued part (cos-transformed) of 

the current TCX spectrum, and nI Ρ∈  is the vector containing the imaginary (sin-transformed) part of the current TCX 
spectrum.  

5.3.3.2.11.1.3 The spectral flatness measurement function SFM  

Let nP Ρ∈  be the TCX power spectrum as calculated according to subclause 5.3.3.2.11.1.2 and b  the start line and e  
the stop line of the SFM measurement range. 

The SFM function, applied with IGF, is defined with: 
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where n  is the actual TCX window length and p  is defined with:  
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5.3.3.2.11.1.4 The crest factor function CREST  

Let nP Ρ∈  be the TCX power spectrum as calculated according to subclause 5.3.3.2.11.1.2 and b the start line and e  
the stop line of the crest factor measurement range. 

The CREST  function, applied with IGF, is defined with: 

 

,: ΡΝΝΡ →××nCREST  
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where n  is the actual TCX window length and maxE  is defined with: 
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5.3.3.2.11.1.5 The mapping function hT  

The hT mapping function is defined with: 

 ( ),2,1,0: →× ΝΡhT  
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where s  is a calculated spectral flatness value and k is the noise band in scope. For threshold values kThM , kThS  

refer to table 93 below. 
 

Table 93: Thresholds for whitening for nT , ThM and ThS  

Bitrate Mode nT ThM ThS 
9.6 kbps WB 2 0.36, 0.36 1.41, 1.41 
9.6 kbps SWB 3 0.84, 0.89, 0.89 1.30, 1.25, 1.25 

13.2 kbps SWB 2 0.84, 0.89 1.30, 1.25 
16.4 kbps SWB 3 0.83, 0.89, 0.89 1.31, 1.19, 1.19 
24.4 kbps SWB 3 0.81, 0.85, 0.85 1.35, 1.23, 1.23 
32.2 kbps SWB 3 0.91, 0.85, 0.85 1.34, 1.35, 1.35 
48.0 kbps SWB 1 1.15 1.19 
64.0 kbps SWB 1 1.15 1.19 
16.4 kbps FB 3 0.63, 0.27, 0.36 1.53, 1.32, 0.67 
24.4 kbps FB 4 0.78, 0.31, 0.34, 0.34 1.49, 1.38, 0.65, 0.65 
32.0 kbps FB 4 0.78, 0.31, 0.34, 0.34 1.49, 1.38, 0.65, 0.65 
48.0 kbps FB 1 0.80 1.0 
64.0 kbps FB 1 0.80 1.0 
96.0 kbps FB 1 0 2.82 

128.0 kbps FB 1 0 2.82 

 

5.3.3.2.11.1.7 IGF scale factor tables 

IGF scale factor tables are available for all modes where IGF is applied. 
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Table 94: Scale factor band offset table 

Bitrate Mode Number of bands (nB) Scale factor band offsets (t[0],t[1],…,t[nB]) 
9.6 kbps WB 3 164, 186, 242, 320 
9.6 kbps SWB 3 200, 322, 444, 566 
13.2 kbps SWB 6 256, 288, 328, 376, 432, 496, 566 
16.4 kbps SWB 7 256, 288, 328, 376, 432, 496, 576, 640 
24.4 kbps SWB 8 256, 284, 318, 358, 402, 450, 508, 576, 640 
32.2 kbps SWB 8 256, 284, 318, 358, 402, 450, 508, 576, 640 
48.0 kbps SWB 3 512, 534, 576, 640 
64.0 kbps SWB 3 512, 534, 576, 640 
16.4 kbps FB 9 256, 288, 328, 376, 432, 496, 576, 640, 720, 800 
24.4 kbps FB 10 256, 284, 318, 358, 402, 450, 508, 576, 640, 720, 800 
32.0 kbps FB 10 256, 284, 318, 358, 402, 450, 508, 576, 640, 720, 800 
48.0 kbps FB 4 512, 584, 656, 728, 800 
64.0 kbps FB 4 512, 584, 656, 728, 800 
96.0 kbps FB 2 640, 720, 800 

128.0 kbps FB 2 640, 720, 800 
 

The table 94 above refers to the TCX 20 window length and a transition factor 1.00. 

For all window lengths apply the following remapping 

 ( ) ( )( ) nBkfkttFkt ,,2,1,0 ,  ,: …==  (992) 

where tF is the transition factor mapping function described in subclause 5.3.3.2.11.1.1. 

 

5.3.3.2.11.1.8 The mapping function m  

Table 95: IGF minimal source subband, minSb  

Bitrate mode  minSb  
9.6 kbps WB 30 
9.6 kbps SWB 32 

13.2 kbps SWB 32 
16.4 kbps SWB 32 
24.4 kbps SWB 32 
32.2 kbps SWB 32 
48.0 kbps SWB 64 
64.0 kbps SWB 64 
16.4 kbps FB 32 
24.4 kbps FB 32 
32.0 kbps FB 32 
48.0 kbps FB 64 
64.0 kbps FB 64 
96.0 kbps FB 64 

128.0 kbps FB 64 
 

For every mode a mapping function is defined in order to access source lines from a given target line in IGF range. 
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Table 96: Mapping functions for every mode 

Bitrate Mode nT mapping Function 
9.6 kbps WB 2 am2  
9.6 kbps SWB 3 am3  

13.2 1kbps SWB 2 bm2  

16.4 kbps SWB 3 bm3  
24.4 kbps SWB 3 cm3  
32.2 kbps SWB 3 cm3  

48.0 kbps SWB 1 1m  
64.0 kbps SWB 1 1m  
16.4 kbps FB 3 dm3  
24.4 kbps FB 4 4m  

32.0 kbps FB 4 4m  

48.0 kbps FB 1 1m  

64.0 kbps FB 1 1m  

96.0 kbps FB 1 1m  

128.0 kbps FB 1 1m  

 

The mapping function 1m  is defined with:  

 ( ) ( )( ) ( ) ( )nBtxttxnBttminSbxm <≤−+−+= 0for       ,0)()0(2:1  (993) 

The mapping function am2  is defined with:  
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The mapping function bm2  is defined with:  
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The mapping function am3  is defined with: 
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The mapping function bm3  is defined with: 
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<≤−++
<≤−+

=
nBtxttxftFminSb

txttxftFminSb

txttxminSb

xbm

6for6),64(

64for4),48(

40for0

:3  (997) 

The mapping function cm3  is defined with: 

 ( )
( )( ) ( ) ( )

( )( ) ( ) ( )
( )( ) ( ) ( )⎪

⎩

⎪
⎨

⎧

<≤−++
<≤−++
<≤−+

=
nBtxttxftFminSb

txttxftFminSb

txttxminSb

xcm

7for7),64(

74for4),32(

40for0

:3  (998) 

The mapping function dm3  is defined with: 

 ( )
( )( ) ( ) ( )
( )( ) ( ) ( )
( )( ) ( ) ( )⎪

⎩

⎪
⎨

⎧

<≤−+
<≤−+
<≤−+

=
nBtxttxminSb

txttxtminSb

txttxminSb

xdm

7for7

74for4

40for0

:3  (999) 

The mapping function 4m  is defined with: 
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 ( )

( )( ) ( ) ( )
( )( ) ( ) ( )

( )( ) ( ) ( )
( )( ) ( ) ( )⎪

⎪

⎩

⎪
⎪

⎨

⎧

<≤−+−+
<≤−+
<≤−++
<≤−+

=

nBtxttxttminSb

txttxminSb

txttxftFminSb

txttxminSb

xm

9for9))8()9((

90for6

64for4),32(

40for0

:4  (1000) 

The value f  is the appropriate transition factor, see table 97 and tF is described in subclause 5.3.3.2.11.1.1. 

Please note, that all values ( ) ( ) ( )nBttt ,,1,0 …  shall be already mapped with the function , tF as described in subclause 

5.3.3.2.11.1.1. Values for nB  are defined in table 94. 

The here described mapping functions will be referenced in the text as “mapping function m” assuming, that the proper 
function for the current mode is selected. 

5.3.3.2.11.2 IGF input elements (TX) 

The IGF encoder module expects the following vectors and flags as an input: 

R : vector with real part of the current TCX spectrum MX  

I : vector with imaginary part of the current TCX spectrum SX  

P : vector with values of the TCX power spectrum PX  

tisTransien : flag, signalling if the current frame contains a transient, see subclause 5.3.2.4.1.1 

10isTCX : flag, signalling a TCX 10 frame 

20isTCX : flag, signalling a TCX 20 frame 

XisCelpToTC : flag, signalling CELP to TCX transition; generate flag by test whether last frame was CELP 

gisIndepFla : flag, signalling that the current frame is independent from the previous frame 

 

Listed in table 97, the following combinations signalled through flags 10isTCX , 20isTCX  and XisCelpToTC  are 

allowed with IGF: 

Table 97: TCX transitions, transition factor f , window length n  

Bitrate / Mode  10isTCX   20isTCX   XisCelpToTC  Transition factor f  Window length n  

9.6 kbps / WB 
false true false 1.00 320 
false true true 1.25 400 

9.6 kbps / SWB 
false true false 1.00 640 
false true true 1.25 800 

13.2 kbps / SWB 
false true false 1.00 640 
false true true 1.25 800 

16.4 kbps / SWB 
false true false 1.00 640 
false true true 1.25 800 

24.4 kbps / SWB 
false true false 1.00 640 
false true true 1.25 800 

32.0 kbps / SWB 
false true false 1.00 640 
false true true 1.25 800 

48.0 kbps / SWB 
false true false 1.00 640 
false true true 1.00 640 
true false false 0.50 320 

64.0 kbps / SWB 
false true false 1.00 640 
false true true 1.00 640 
true false false 0.50 320 

16.4 kbps / FB false true false 1.00 960 
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5.3.3.2.11.3 IGF functions on transmission (TX) side 

All function declaration assumes that input elements are provided by a frame by frame basis. The only exceptions are 
two consecutive TCX 10 frames, where the second frame is encoded dependent on the first frame. 

5.3.3.2.11.4 IGF scale factor calculation 

This subclause describes how the IGF scale factor vector ( ) 1,, 1, 0,  −…= nBkkg  is calculated on transmission (TX) 

side. 

5.3.3.2.11.4.1 Complex valued calculation 

In case the TCX power spectrum P  is available the IGF scale factor values g  are calculated using P : 

 ( ) ( ) ( )
( )

( ) ,1,, 1, 0,  
1

1
:

11

,   
−…=

−+
= ∑

−+

=

nBktbP
ktkt

kE
kt

ttbtargetcplx
k

 (1001) 

and let Ν€Ν →:m be the mapping function which maps the IGF target range into the IGF source range described in 
subclause 5.3.3.2.11.1.8, calculate: 

 ( ) ( ) ( )
( )

( )( ) ,1,, 1, 0,  
1

1
:

11

,   
−…=

−+
= ∑

−+

=

nBktbmP
ktkt

kE
kt

ttbsourcecplx
k

 (1002) 

 ( ) ( ) ( )
( )

( )( ) ,1,, 1, 0,  
1

1
: 2

11

,   
−…=

−+
= ∑

−+

=

nBktbmR
ktkt

kE

kt

ttbsourcereal
k

 (1003) 

where ( ) ( ) ( )nBttt ,,1,0 …   shall be already mapped with the function , tF see subclause 5.3.3.2.11.1.1, and nB  are the 

number of IGF scale factor bands, see table 94. 

Calculate ( )kg  with: 

 ( )
( )

( ) ( ) 1,, 1, 0,   16, 
10

9
 4

2

1
:

, 
, 

, 
2 −…=

⎥
⎥
⎥
⎥

⎦

⎥

⎢
⎢
⎢
⎢

⎣

⎢

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

⎟⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜

⎝

⎛

+= nBkkE
kE

kE

maxlogkg
sourcereal

sourcecplx

targetcplx  (1004) 

and limit ( )kg   to the range [ ] Ζ⊂91,0  with 

false true true 1.25 1200 

24.4 kbps / FB 
false true false 1.00 960 
false true true 1.25 1200 

32.0 kbps / FB 
false true false 1.00 960 
false true true 1.25 1200 

48.0 kbps / FB 
false true false 1.00 960 
false true true 1.00 960 
true false false 0.50 480 

64.0 kbps / FB 
false true false 1.00 960 
false true true 1.00 960 
true false false 0.50 480 

96.0 kbps / FB 
false true false 1.00 960 
false true true 1.00 960 
true false false 0.50 480 

128.0 kbps / FB 
false true false 1.00 960 
false true true 1.00 960 
true false false 0.50 480 
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 ( ) ( )( ),,0max kgkg =�
 (1005) 

The values ( )  ,1,, 1, 0,  −…= nBkkg  will be transmitted to the receiver (RX) side after further lossless compression with 

an arithmetic coder described in subclause 5.3.3.2.11.8. 

5.3.3.2.11.4.2 Real valued calculation 

If the TCX power spectrum is not available calculate: 

 ( ) ( ) ( ) ( )

( )
( )   1,, 1, 0,  

1

1
: 2

11

−…=
−+

= ∑
−+

=

nBktbR
ktkt

kE
kt

kttbreal
 (1006) 

where ( ) ( ) ( )nBttt ,,1,0 …  shall be already mapped with the function , tF see subclause 5.3.3.2.11.1.1, and nB  are the 

number of bands, see table 94. 

Calculate ( )kg  with: 

 ( ) ( ) 1,, 1, 0,   16, 
10

9
 4

2

1
: 2 −…=

⎥
⎥
⎦

⎥

⎢
⎢
⎣

⎢

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+= nBkkEmaxlogkg

real
 (1007) 

and limit ( )kg  to the range [ ] Ζ⊂91,0  with 

 
( ) ( )( )
( ) ( )( ).,91min

,,0max

kgkg

kgkg

=
=
�

�

 (1008)  

The values ( )  ,1,, 1, 0,  −…= nBkkg  will be transmitted to the receiver (RX) side after further lossless compression with 

an arithmetic coder described in subclause 5.3.3.2.11.8. 

5.3.3.2.11.5 IGF tonal mask 

In order to determine which spectral components should be transmitted with the core coder, a tonal mask is calculated. 
Therefore all significant spectral content is identified whereas content that is well suited for parametric coding through 
IGF is quantized to zero. 

5.3.3.2.11.5.1 IGF tonal mask calculation 

In case the TCX power spectrum P  is not available, all spectral content above ( )0t  is deleted: 

 ( ) ( ) ( )nBttbttbR <≤= 0,  0:  (1009) 

where R  is the real valued TCX spectrum after applying TNS and n  is the current TCX window length. 

In case the TCX power spectrum P  is available, calculate: 

 ( )
( )

( )iPi
t

E
t

i

HP  
0 2

1
10

0
∑

−

=

=  (1010) 

where  ( )0t  is the first spectral line in IGF range. 

Given HPE , apply the following algorithm: 

Initialize last and next : 
 

( )( )10: −= tRlast�  

( )( )
( )( )⎩

⎨
⎧ <−

=
else0

10  if0
:

tR

EtP
next HP

�
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for (i = ( )0t ; i < ( ) 1−nBt  ; i++) { 

 if ( ( ) HPEiP < ) { 

 ( )iRlast �=:  

 ( ) nextiR �=:  

 0: �=next  

 } else if( ( ) HPEiP ≥ ) { 

 ( )  :1 lastiR �=−  

 ( )iRlast  :=�  

 ( )1: += iRnext�  

 } 
} 

if ( ) HPEnBtP <− )1( , set ( )( ) 0:1 =−nBtR  

5.3.3.2.11.6 IGF spectral flatness calculation 

Table 98: Number of tiles nT  and tile width wT  

Bitrate Mode  nT  wT  
9.6 kbps WB 2 ( ) ( ) ( ) ( )2,02 tnBttt −−  
9.6 kbps SWB 3 ( ) ( ) ( ) ( ) ( ) ( )2,12,01 tnBttttt −−−  

13.2 kbps SWB 2 ( ) ( ) ( ) ( )4,04 tnBttt −−  
16.4 kbps SWB 3 ( ) ( ) ( ) ( ) ( ) ( )6,46,04 tnBttttt −−−  

24.4 kbps SWB 3 ( ) ( ) ( ) ( ) ( ) ( )7,47,04 tnBttttt −−−  

32.2 kbps SWB 3 ( ) ( ) ( ) ( ) ( ) ( )7,47,04 tnBttttt −−−  

48.0 kbps SWB 1 ( ) ( )0tnBt −  

64.0 kbps SWB 1 ( ) ( )0tnBt −  

16.4 kbps FB 3 ( ) ( ) ( ) ( ) ( ) ( )7,47,04 tnBttttt −−−  

24.4 kbps FB 4 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )9,69,46,04 tnBttttttt −−−−  
32.0 kbps FB 4 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )9,69,46,04 tnBttttttt −−−−  
48.0 kbps FB 1 ( ) ( )0tnBt −  

64.0 kbps FB 1 ( ) ( )0tnBt −  

96.0 kbps FB 1 ( ) ( )0tnBt −  

128.0 kbps FB 1 ( ) ( )0tnBt −  

 

For the IGF spectral flatness calculation two static arrays, prevFIR  and prevIIR , both of size nT are needed to hold 

filter-states over frames. Additionally a static flag ntwasTransie is needed to save the information of the input flag 
tisTransien  from the previous frame. 

5.3.3.2.11.6.1 Resetting filter states 

The vectors prevFIR  and prevIIR  are both static arrays of size nT  in the IGF module and both arrays are initialised 

with zeroes: 

 1,...,1,0for  
0:)(

0:)(
−=

⎭
⎬
⎫

=
=

nTk
kprevIIR

kprevFIR
 (1011)

  

This initialisation shall be done 

- with codec start up 

- with any bitrate switch 

- with any codec type switch 
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- with a transition from CELP to TCX, e.g. trueXisCelpToTC =  

- if the current frame has transient properties, e.g. truetisTransien =  

5.3.3.2.11.6.2 Resetting current whitening levels 

The vector currWLevel  shall be initialised with zero for all tiles, 

 ( ) 1, ,1,0,  0 −…== nTkkcurrWLevel  (1012) 

- with codec start up 

- with any bitrate switch 

- with any codec type switch 

- with a transition from CELP to TCX, e.g. trueXisCelpToTC =  

5.3.3.2.11.6.3 Calculation of spectral flatness indices 

The following steps 1) to 4) shall be executed consecutive: 

1) Update previous level buffers and initialize current levels: 

 ( ) ( )
( ) 1, ,1,0,  0:

1, ,1,0,  :

−…==
−…==

nTkkcurrWLevel

nTkkcurrWLevelkprevWLevel  (1013) 

In case  sientprevIsTran  or tisTransien  is true, apply 

 

( ) 1, ,1,0,      1 −…== nTkkcurrWLevel
 (1014) 

else, if the power spectrum P  is available, calculate 

 

( ) ( )( )
( ) ( )( ) 1, ,1,0,  

1,,

1,, 
:)( −…=

+
+= nTk
kekePCREST

kekePSFM
ktmp

 (1015) 

with 

 ( ) ( ) ( )⎩
⎨
⎧

−…=+−
=

=
1, ,11

0)0(
:

nTkkwTke

kt
ke  (1016) 

where SFM  is a spectral flatness measurement function, described in subclause 5.3.3.2.11.1.3 and  CREST  is a 
crest-factor function described in subclause 5.3.3.2.11.1.4. 

Calculate: 

 ( ) ( ) ( ) ( )⎟
⎠

⎞
⎜
⎝

⎛ ++= kprevIIRkprevFIRktmpks
2

1
,7.2min:  (1017) 

After calculation of the vector ( )ks , the filter states are updated with: 

 

( ) ( )
( ) ( )

tisTransiensientprevIsTran

nTkkskprevIIR

nTkktmpkprevFIR

=
−…==

−…==
1, ,1,0,  

1, ,1,0,  

 (1018) 

 

2) A mapping function ΝΡΝ →×:hT  is applied to the calculated values to obtain a whitening level index vector 

 currWLevel  The mapping function ΝΡΝ →×:hT  is described in subclause 5.3.3.2.11.1.5. 
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 ( ) ( )( ) 1, ,1,0,  , −…== nTkkkshTkcurrWLevel  (1019) 

3) With selected modes, see table 99, apply the following final mapping: 

 ( ) ( )2:1 −=− nTcurrWLevelnTcurrWLevel  (1020) 

 
 

 

Table 99: modes for step 4) mapping 

Bitrate mode  mapping 
9.6 kbps WB apply 
9.6 kbps SWB apply 

13.2 kbps SWB NOP 
16.4 kbps SWB apply 
24.4 kbps SWB apply 
32.2 kbps SWB apply 
48.0 kbps SWB NOP 
64.0 kbps SWB NOP 
16.4 kbps FB apply 
24.4 kbps FB apply 
32.0 kbps FB apply 
48.0 kbps FB NOP 
64.0 kbps FB NOP 
96.0 kbps FB NOP 

128.0 kbps FB NOP 

 

After executing step 4) the whitening level index vector  currWLevel  is ready for transmission. 

5.3.3.2.11.6.4 Coding of IGF whitening levels 

IGF whitening levels, defined in the vector currWLevel, are transmitted using 1 or 2 bits per tile. The exact number of 
total bits required depends on the actual values contained in currWLevel and the value of the isIndep  flag. The 

detailed processing is described in the pseudo code below: 

isSame   = 1; 
nTiles = nT ; 
k      = 0; 

if ( ) {isIndep  

  isSame  = 0; 
} else { 
  for (k = 0; k < nTiles ; k++) { 

    if ( ( )kcurrWLevel  != ( )kprevWLevel ) { 

      isSame  = 0; 
      break; 
    } 
  } 
} 
 

if ( isSame ) { 
  write_bit(1); 
} else { 

  if (! isIndep) { 
    write_bit(0); 
  } 

  encode_whitening_level( ( )0currWLevel ); 

  for (k = 1; k < nTiles ; k++) { 

    isSame  = 1; 
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    if ( ( )kcurrWLevel  != ( )1−kcurrWLevel ) { 

      isSame  = 0; 
      break; 
    } 
  } 

  if (! isSame ) { 
    write_bit(1); 
    for (k = 1; k < nTiles ; k++) { 

      encode_whitening_level( ( )kcurrWLevel ); 

    } 
  } else { 
    write_bit(0); 
  } 
} 

wherein the vector prevWLevel  contains the whitening levels  from the previous frame and the function 

encode_whitening_level takes care of the actual mapping of the whitening level ( ) kcurrWLevel to a binary 

code. The function is implemented according to the pseudo code below: 

if ( ( ) )  {1==kcurrWLevel  

  write_bit(0); 
} else { 
  write_bit(1); 

  if ( ( ) )  {0==kcurrWLevel  

    write_bit(0); 
  } else { 
    write_bit(1); 
  } 
} 

5.3.3.2.11.7 IGF temporal flatness indicator 

The temporal envelope of the reconstructed signal by the IGF is flattened on the receiver (RX) side according to the 
transmitted information on the temporal envelope flatness, which is an IGF flatness indicator. 

The temporal flatness is measured as the linear prediction gain in the frequency domain. Firstly, the linear prediction of 
the real part of the current TCX spectrum is performed and then the prediction gain igfη  is calculated: 

 

( )∏
=

−

=
8

1

21

1

i

i

igf

k

η  (1021) 

where  ik  = i-th PARCOR coefficient obtained by the linear prediction. 

From the prediction gain igfη  and the prediction gain tnsη  described in subclause 5.3.3.2.2.3, the IGF temporal flatness 

indicator flag atisIgfTemFl  is defined as 

 
⎩
⎨
⎧ <<

=
otherwise

atisIgfTemFl tnsigf

0

15.1 and 15.11 ηη
 (1022) 

5.3.3.2.11.8 IGF noiseless coding 

The IGF scale factor vector g  is noiseless encoded with an arithmetic coder in order to write an efficient representation 

of the vector to the bit stream. 

The module uses the common raw arithmetic encoder functions from the infrastructure, which are provided by the core 

encoder. The functions used are ( )bitsignbitsencodeari _14__ , which encodes the value bit , 

( )ableFrequencyTcumulativevalueextbitsencodeari , _14__ , which encodes value  from an alphabet of 27 symbols 

( TABLEINSYMBOLS __ ) using the cumulative frequency table ableFrequencyTcumulative , 

()14___ bitsencodingstartari , which initializes the arithmetic encoder, and ()14___ bitsencodingfinishari , which 

finalizes the arithmetic encoder. 
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5.3.3.2.11.8.1 IGF independency flag 

The internal state of the arithmetic encoder is reset in case the gisIndepFla  flag has the value true . This flag may be 

set to false  only in modes where TCX10 windows (see table 97) are used for the second frame of two consecutive 

TCX 10 frames. 

5.3.3.2.11.8.2 IGF all-Zero flag 

The IGF all-Zero flag signals that all of the IGF scale factors are zero: 

 
( )

⎩
⎨
⎧ <≤=

=
else0

0 for all, 0 if1 nBkkg
allZero �  (1023) 

The allZero flag is written to the bit stream first. In case the flag is true , the encoder state is reset and no further data 
is written to the bit stream, otherwise the arithmetic coded scale factor vector g  follows in the bit stream. 

5.3.3.2.11.8.3 IGF arithmetic encoding helper functions 

5.3.3.2.11.8.3.1 The reset function 

The arithmetic encoder states consist of { }1, 0∈t , and the prev  vector, which represents the value of the vector g  

preserved from the previous frame. When encoding the vector g , the value 0 for t  means that there is no previous 

frame available, therefore prev  is undefined and not used. The value 1 for t  means that there is a previous frame 

available therefore prev  has valid data and it is used, this being the case only in modes where TCX10 windows (see 

table 97) are used for the second frame of two consecutive TCX 10 frames. For resetting the arithmetic encoder state, it 
is enough to set 0=t . 

If a frame has gisIndepFla  set, the encoder state is reset before encoding the scale factor vector g . Note that the 

combination 0=t  and falsegisIndepFla =  is valid, and may happen for the second frame of two consecutive TCX 10 

frames, when the first frame had 1=allZero . In this particular case, the frame uses no context information from the 
previous frame (the prev  vector), because 0=t , and it is actually encoded as an independent frame. 

5.3.3.2.11.8.3.2 The arith_encode_bits function 

The bitsencodearith __  function encodes an unsigned integer x , of length nBits  bits, by writing one bit at a time. 

arith_encode_bits(x, nBits) 
{ 
  for (i = nBits - 1; i >= 0; --i) { 
    bit = (x >> i) & 1; 
    ari_encode_14bits_sign(bit); 
  } 
} 

5.3.3.2.11.8.3.2 The save and restore encoder state functions 

Saving the encoder state is achieved using the function teContextStancoderSaveiisIGFSCFE , which copies t  and 
prev  vector into tSave  and prevSave  vector, respectively. Restoring the encoder state is done using the 

complementary function StateoreContextncoderRestiisIGFSCFE , which copies back tSave  and prevSave  

vector into t  and prev  vector, respectively. 

5.3.3.2.11.8.4 IGF arithmetic encoding 

Please note that the arithmetic encoder should be capable of counting bits only, e.g., performing arithmetic encoding 
without writing bits to the bit stream. If the arithmetic encoder is called with a counting request, by using the parameter 

dingdoRealEnco  set to false , the internal state of the arithmetic encoder shall be saved before the call to the top level 

function dencoderEncoiisIGFSCFE  and restored and after the call, by the caller. In this particular case, the bits 
internally generated by the arithmetic encoder are not written to the bit stream. 
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The residualencodearith __  function encodes the integer valued prediction residual x , using the cumulative 

frequency table ableFrequencyTcumulative , and the table offset ttableOffse . The table offset ttableOffse  is used to 

adjust the value x  before encoding, in order to minimize the total probability that a very small or a very large value 
will be encoded using escape coding, which slightly is less efficient. The values which are between 

12__ −=SEPARATEENCMIN  and 12__ =SEPARATEENCMAX , inclusive, are encoded directly using the 

cumulative frequency table ableFrequencyTcumulative , and an alphabet size of 27 __ =TABLEINSYMBOLS . 

For the above alphabet of SYMBOLS_IN_TABLE symbols, the values 0 and 1 __ −TABLEINSYMBOLS  are reserved 

as escape codes to indicate that a value is too small or too large to fit in the default interval. In these cases, the value 
extra  indicates the position of the value in one of the tails of the distribution. The value extra  is encoded using 4 bits 
if it is in the range { }14, ,0 … , or using 4 bits with value 15 followed by extra 6 bits if it is in the range {15 }6215, , +… , 

or using 4 bits with value 15 followed by extra 6 bits with value 63 followed by extra 7 bits if it is larger or equal than 
6315 + . The last of the three cases is mainly useful to avoid the rare situation where a purposely constructed artificial 

signal may produce an unexpectedly large residual value condition in the encoder. 

arith_encode_residual(x, cumulativeFrequencyTable, tableOffset) 
{ 
  x += tableOffset; 
  if ((x >= MIN_ENC_SEPARATE) && (x <= MAX_ENC_SEPARATE)) { 
    ari_encode_14bits_ext((x - MIN_ENC_SEPARATE) + 1, cumulativeFrequencyTable); 
 
    return; 
  } else if (x < MIN_ENC_SEPARATE) { 
    extra = (MIN_ENC_SEPARATE - 1) - x; 
    ari_encode_14bits_ext(0, cumulativeFrequencyTable); 
  } else { /* x > MAX_ENC_SEPARATE */ 
    extra = x - (MAX_ENC_SEPARATE + 1); 
    ari_encode_14bits_ext(SYMBOLS_IN_TABLE - 1, cumulativeFrequencyTable); 
  } 
 
  if (extra < 15) { 
    arith_encode_bits(extra, 4); 
  } else { /* extra >= 15 */ 
    arith_encode_bits(15, 4); 
    extra -= 15; 
 
    if (extra < 63) { 
      arith_encode_bits(extra, 6); 
    } else { /* extra >= 63 */ 
      arith_encode_bits(63, 6); 
      extra -= 63; 
      arith_encode_bits(extra, 7); 
    } 
  } 
} 

 

The function vectorsfeencode __  encodes the scale factor vector g , which consists of nB  integer values. The value 

t  and the prev  vector, which constitute the encoder state, are used as additional parameters for the function. Note that 

the top level function dencoderEncoiisIGFSCFE  must call the common arithmetic encoder initialization function 
bitsencodingstartari 14___  before calling the function vectorsfeencode __ , and also call the arithmetic encoder 

finalization function bitsencodingdoneari 14___  afterwards. 

The function ctxquant_  is used to quantize a context value ctx , by limiting it to { }3,,3 …− , and it is defined as: 

quant_ctx(ctx) 
{ 
  if (abs(ctx) <= 3) { 
    return ctx; 
  } else if (ctx > 3) { 
    return 3; 
  } else { /* ctx < -3 */ 
    return -3; 
  } 
} 
 
The definitions of the symbolic names indicated in the comments from the pseudo code, used for computing the context 
values, are listed in the following table 100: 
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Table 100: Definition of symbolic names 

the previous frame (when available) the current frame 

 [ ]fprev=a  [ ]fg=x  (the value to be coded) 

 [ ]1−= fprevc  [ ]1−= fgb  (when available) 

 [ ]2−= fge  (when available) 

 

encode_sfe_vector(t, prev, g, nB) 
  for (f = 0; f < nB; f++) { 
    if (t == 0) { 
      if (f == 0) { 
        ari_encode_14bits_ext(g[f] >> 2, cf_se00); 
        arith_encode_bits(g[f] & 3, 2); /* LSBs as 2 bit raw */ 
      } 
      else if (f == 1) { 
        pred = g[f - 1]; /* pred = b */ 
        arith_encode_residual(g[f] - pred, cf_se01, cf_off_se01); 
      } else { /* f >= 2 */ 
        pred = g[f - 1]; /* pred = b */ 
        ctx = quant_ctx(g[f - 1] - g[f - 2]); /* Q(b - e) */ 
        arith_encode_residual(g[f] - pred, cf_se02[CTX_OFFSET + ctx)], 
                cf_off_se02[IGF_CTX_OFFSET + ctx]); 
      } 
    } 
    else { /* t == 1 */ 
      if (f == 0) { 
        pred = prev[f]; /* pred = a */ 
        arith_encode_residual(x[f] - pred, cf_se10, cf_off_se10); 
      } else { /* (t == 1) && (f >= 1) */ 
        pred = prev[f] + g[f - 1] - prev[f - 1]; /* pred = a + b - c */ 
        ctx_f = quant_ctx(prev[f] - prev[f - 1]); /* Q(a - c) */ 
        ctx_t = quant_ctx(g[f - 1] - prev[f - 1]); /* Q(b - c) */ 
        arith_encode_residual(g[f] - pred, 
                cf_se11[CTX_OFFSET + ctx_t][CTX_OFFSET + ctx_f)], 
                cf_off_se11[CTX_OFFSET + ctx_t][CTX_OFFSET + ctx_f]); 
      } 
    } 
  } 
} 

 

There are five cases in the above function, depending on the value of t  and also on the position f  of a value in the 

vector g : 

- when 0=t  and 0=f , the first scalefactor of an independent frame is coded, by splitting it into the most 

significant bits which are coded using the cumulative frequency table 00_ secf , and the least two significant 

bits coded directly. 

- when 0=t  and 1=f , the second scale factor of an independent frame is coded (as a prediction residual) using 

the cumulative frequency table 01_ secf . 

- when 0=t  and 2≥f , the third and following scale factors of an independent frame are coded (as prediction 

residuals) using the cumulative frequency table [ ]ctxOFFSETCTXsecf +_02_ , determined by the quantized 

context value ctx . 

- when 1=t  and 0=f , the first scalefactor of a dependent frame is coded (as a prediction residual) using the 

cumulative frequency table 10_ secf . 

- when 1=t  and 1≥f , the second and following scale factors of a dependent frame are coded (as prediction 

residuals) using the cumulative frequency table [ ][ ],____11_ fctxOFFSETCTXtctxOFFSETCTXsecf ++  

determined by the quantized context values tctx_  and fctx _ . 

Please note that the predefined cumulative frequency tables 01_ secf , 02_ secf , and the table offsets 01__ seoffcf , 

02__ seoffcf  depend on the current operating point and implicitly on the bitrate, and are selected from the set of 
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available options during initialization of the encoder for each given operating point. The cumulative frequency table 
00_ secf  is common for all operating points, and cumulative frequency tables 10_ secf  and 11_ secf , and the 

corresponding table offsets 10__ seoffcf  and 11__ seoffcf  are also common, but they are used only for operating 

points corresponding to bitrates larger or equal than 48 kbps, in case of dependent TCX 10 frames (when 1=t ). 

5.3.3.2.11.9 IGF bit stream writer 

The arithmetic coded IGF scale factors, the IGF whitening levels and the IGF temporal flatness indicator are 
consecutively transmitted to the decoder side via bit stream. The coding of the IGF scale factors is described in 
subclause 5.3.3.2.11.8.4. The IGF whitening levels are encoded as presented in subclause 5.3.3.2.11.6.4. Finally the IGF 
temporal flatness indicator flag, represented as one bit, is written to the bit stream. 

In case of a TCX20 frame, i.e. ( trueisTCX =20 ), and no counting request is signalled to the bit stream writer, the 
output of the bit stream writer is fed directly to the bit stream. In case of a TCX10 frame ( trueisTCX =10 ), where two 
sub-frames are coded dependently within one 20ms frame, the output of the bit stream writer for each sub-frame is 
written to a temporary buffer, resulting in a bit stream containing the output of the bit stream writer for the individual 
sub-frames. The content of this temporary buffer is finally written to the bit stream. 

5.3.3.2.12 Memory updates 

5.3.3.2.12.1 Internal decoder 

Subsequent to the MDCT based TCX encoding, a simplified decoding at celpsr  is performed to enable and update the 

filter memories for CELP coding. Based on the quantized MDCT spectral coefficients, the following decoding steps are 
performed: 

• Adaptive low frequency deemphasis (subclause 6.2.2.3.2) 

• Global gain decoding (subclause 6.2.2.3.3) 

• Residual dequantizer (subclause 6.2.2.3.4) 

• Formant enhancement (subclause 6.2.2.3.5) 

• Noise filling (subclause 6.2.2.3.6) 

• Application of global gain and LPC shaping in MDCT domain (subclause 6.2.2.3.7) 

• Inverse window grouping (subclause 6.2.2.3.9) 

• Temporal noise shaping (subclause 6.2.2.3.10) 

The resulting MDCT spectrum is transformed to a time-domain signal at celpsr  using the corresponding frequency-to-

time transformation, as described in subclause 6.2.4, resulting in the synthesized TCX decoder output )(ˆ , ns EncTCX . 

5.3.3.2.12.2 Update of filter memories 

The updating of the states of the filter ( ) ( )zHzA emphde−1γ  is performed by applying the perceptually weighted LPC 

coefficients on the synthesized TCX decoder output )(ˆ , ns EncTCX  and subtract this from the perceptually weighted 

speech signal ).(nsh  The LPC coefficients ia correspond to the 4th subframe for kHzsrcelp 8.12= and to the 5th 

subframe for kHzsrcelp 0.16=  

 ( ) 1,ˆ)()()( )(
,1

16

1

,,1 −=−+−= ∑
=

celp
TCXEncTCX

i

i

iEncTCXhw Lninsansnsnx γ)

 (1024) 

The pre-emphasis-filter 11)( −
− −= zzH emphpre β  is applied to )(ˆ , ns EncTCX  for updating the synthesis buffers used in 

the target signal computation to calculate the residual signal )(nr ( subclause 5.2.3.1.2), and for LPC synthesis filter 

states used in the CELP encoder. For updating the filter states of LP residual signal computation, the pre-emphasized 
synthesis buffer is filtered by the quantized LPC coefficients (see subclause 5.2.3.1.1). 
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5.3.3.2.13 Global Gain Adjuster 

For bitrates less than 13.2 kbps the optimum global gain optg  is partially recomputed after noise filling and formant 

enhancement have been applied in the internal decoder: 
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The new global gain optg  is quantized again for transmission in the bit stream to an index optI , replacing the 

previously computed one. 

5.3.4 High Quality MDCT coder (HQ) 

5.3.4.1 Low-rate HQ coder 

The structure of the Low-rate HQ MDCT core coder is presented in figure 65. Encoding is performed in the MDCT 
domain. Based on the input signal bandwidth, operational bitrates and signal characteristics the coding modes are 
decided. For example, an input signal with the sampling frequency of 32 kHz or 48 kHz with operational bitrates of 
13.2 kbps and 16.4 kbps will be encoded using any one of the three alternative modes: Transient mode, Normal mode, 
and Harmonic mode. For an input signal with sampling frequency of 8 kHz or 16 kHz, the tonality estimation block is 
not used, so the input signal is either encoded under Transient or Normal mode. The mode classification decision is 
described in subclause 5.3.4.1.1. The following table 101 summarizes the supported modes per bit rate and bandwidth. 
Mode information (one bit for Transient/non-Transient, and one bit for Normal/Harmonic) is encoded and transmitted 
to the decoder side. 

Table 101: Supported modes for low-rate HQ coder 

Bitrate [kbps] Bandwidth Supported modes 

7.2, 8 NB Normal, Transient 

13.2, 16.4 
NB, WB  Normal, Transient 

SWB Normal, Transient, Harmonic 
 

Based on the mode, the obtained spectral coefficients are grouped into bands of unequal lengths. The energy of each 
band is estimated and the resulting spectral envelope consisting of the energies of all bands is quantized and encoded 
using Huffman coding. The quantized energies are used as input for bit allocation. The spectral coefficients are 
quantized using TCQ and USQ and encoded based on the allocated bits for each frequency band. The encoded spectral 
coefficients are adjusted using the quantized energies. The level of the most significant spectral coefficients is adjusted 
using an estimated gain which is coded and transmitted to the decoder. The spectral bands which are not quantized in 
the HF region are identified and coded with relatively few bits using the quantized spectral coefficients information. 

The parameters transmitted from encoder to decoder are the mode selection, energy envelope information, the quanitzed 
spectral coefficients, LF and the HF parameters. 
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Figure 65: Structural block diagram of the Low-rate HQ coder 

 

5.3.4.1.1 Tonality Estimation 

Non transient mode is referred as Normal mode for NB and WB inputs, whereas for SWB and FB inputs at 13.2 and 
16.4 kbps, Non-transient signals are further classified as Normal and Harmonic mode. The detailed description for 
Normal and Harmonic mode classification is as follows, 

448 MDCT coefficients in the 2400-13600 Hz frequency range are used in order to perform this classification. 14 sub-
bands are split, which is equally 32 coefficients per sub-band. The frequency sharpness )( jSharp  is defined as the ratio 

between the peak and the average magnitudes in each sharpness band: 
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where the peak magnitude of spectral coefficients in a sharpness band, denoted )( jX max , is: 
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max  (1027) 

The counter lsharpc _  denotes the number of sub-bands which have harmonic characteristics corresponding to the first 5 

sub-bands. lsharpc _  is initialized to zero and increased by one if 7,,3,5.4)( L=> jjSharp . The counter hsharpc _  

denotes the number of sub-band which have harmonic characteristics corresponding to the remaining 9 sub-bands. 

hsharpc _  is initialized to zero and increased by one if 6.3)( >jSharp  and ( ) 16,8,10 L=> jjX max . 

The mode counters mode_count  and 1mode_count  are introduced for harmonic mode detection and are initialized to 

zero. mode_count  is increased by one and 1mode_count  is decreased by one if 10__ ≥+ hsharplsharp cc  and 

5_ >hsharpc . Otherwise, the mode counter mode_count  is decreased by one and 1mode_count  is increased by one.  

mode_count  and 1mode_count  are constrained to only hold values between 0 and 8. The calculations of mode_count  

and 1mode_count  are summarized as follows, 
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The current frame mode is classified as harmonic if 5<1mode_count , 10__ ≥+ hsharplsharp cc  and 5_ >hsharpc ; or if 

5≥mode_count . 

5.3.4.1.2 Grouping of spectral coefficients 

The spectral coefficients are divided into bands of variable lengths; the total number of bands varies depending on the 
signal bandwidth (NB, WB, SWB, and FB), operational bitrates and the classifier. Tables 103 to 108 describe the band 
structure for different signal bandwidths and operational bitrates. The NB band structure is used for NB signals, the WB 
band structure is used for WB signals, and the SWB band structure is used for SWB and FB signals. 

The total number of bands and the corresponding bandwidth used for NB, WB and SWB is presented in table 102. The 
band structure and the number of bands for FB are same as SWB for 13.2 and 16.4 kbps. 

In case of the Transient mode, the coefficients of the equivalent four 5-ms transforms are consecutively joined, and the 
bandwidth varies based on signal bandwidth. table 103, 104, 105 shows the detailed band structure for the NB, WB, and 
SWB (and FB) Transient frames based on the operational bitrates. In each table, b denotes the index of the band, 
kwidth(b) is the corresponding band length, and kstart(b) and kend(b) denote the start and end index of the spectral 
coefficients forming the band. 
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Table 102: Number of bands and its corresponding bandwidth 

 Bitrate (kbps) 
Nbands 

Bandwidth 
Transient Normal/Harmonic 

NB 
7.2, 8 16 (4*4) 13 

160 
13.2 20(4*5) 19 

WB 
13.2 

28(4*7) 
18 

320 
16.4 20 

SWB, FB 13.2 ,16.4 32(4*8) 
22 568 
24 640 

 

Table 103: Band structure for NB Transient frames 

 Transient mode 
 7.2,8 kbps 13.2 kbps 

b )(bkwidth  )(bkstart  )(bkend  )(bkwidth  )(bkend  )(bkend  

0 6 0 5 6 0 5 
1 8 6 13 7 6 12 
2 11 14 24 7 13 19 
3 15 25 39 9 20 28 
4 6 40 45 11 29 39 
5 8 46 53 6 40 45 
6 11 54 64 7 46 52 
7 15 65 79 7 53 59 
8 6 80 85 9 60 68 
9 8 86 93 11 69 79 

10 11 94 104 6 80 85 
11 15 105 119 7 86 92 
12 6 120 125 7 93 99 
13 8 126 133 9 100 108 
14 11 134 144 11 109 119 
15 15 145 159 6 120 125 
16 - - - 7 126 132 
17 - - - 7 133 139 
18 - - - 9 140 148 
19 - - - 11 149 159 
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Table 104: Band structure for WB Transient frames 

 Transient mode 
 13.2, 16.4 kbps 

b )(bkwidth  )(bkstart  )(bkend  

0 6 0 5 
1 7 6 12 
2 8 13 20 
3 10 21 30 
4 12 31 42 
5 16 43 58 
6 21 59 79 
7 6 80 85 
8 7 86 92 
9 8 93 100 

10 10 101 110 
11 12 111 122 
12 16 123 138 
13 21 139 159 
14 6 160 165 
15 7 166 172 
16 8 173 180 
17 10 181 190 
18 12 191 202 
19 16 203 218 
20 21 219 239 
21 6 240 245 
22 7 246 252 
23 8 253 260 
24 10 261 270 
25 12 271 282 
26 16 283 298 
27 21 299 319 
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Table 105: Band structure for SWB, FB Transient frames 

Transient mode 
 13.2 kbps 16.4 kbps 

b )(bkwidth  )(bkstart  )(bkend  )(bkwidth  )(bkstart  )(bkend  

0 7 0 6 8 0 7 
1 8 7 14 9 15 8 
2 10 15 24 11 25 17 
3 11 25 35 13 36 28 
4 15 36 50 17 51 41 
5 21 51 71 23 71 58 
6 29 72 100 32 99 81 
7 41 101 141 47 140 113 
8 7 142 148 8 160 167 
9 8 149 156 9 168 176 

10 10 157 166 11 177 187 
11 11 167 177 13 188 200 
12 15 178 192 17 201 217 
13 21 193 213 23 218 240 
14 29 214 242 32 241 272 
15 41 243 283 47 273 319 
16 7 284 290 8 320 327 
17 8 291 298 9 328 336 
18 10 299 308 11 337 347 
19 11 309 319 13 348 360 
20 15 320 334 17 361 377 
21 21 335 355 23 378 400 
22 29 356 384 32 401 432 
23 41 385 425 47 433 479 
24 7 426 432 8 480 487 
25 8 433 440 9 488 496 
26 10 441 450 11 497 507 
27 11 451 461 13 508 520 
28 15 462 476 17 521 537 
29 21 477 497 23 538 560 
30 29 498 526 32 561 592 
31 41 527 567 47 593 639 

 

In the Normal mode of operation, the bands have different sizes that increase with increasing frequency. This 
subdivision allows a consistent representation of the spectrum which closely resembles that of the human ear. Higher 
frequency resolution is used for low frequencies, while lower frequency resolution is used for high frequencies. The 
detailed allocation of spectral coefficients to bands for NB, WB, SWB and FB signals are presented in tables 106, 107, 
108 
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Table 106: Band structure for NB Normal mode frames 

Normal mode 
 7.2,8 kbps 13.2 kbps 

b )(bkwidth  )(bkstart  )(bkend  )(bkwidth  )(bkstart  )(bkend  

0 6 0 5 6 0 5 
1 6 6 11 6 6 11 
2 6 12 17 6 12 17 
3 6 18 23 6 18 23 
4 7 24 30 6 24 29 
5 8 31 38 6 30 35 
6 9 39 47 7 36 42 
7 10 48 57 7 43 49 
8 13 58 70 8 50 57 
9 15 71 85 8 58 65 

10 19 86 104 9 66 74 
11 24 105 128 10 75 84 
12 31 129 159 11 85 95 
13 - - - 13 96 108 
14 - - - 15 109 123 
15 - - - 17 124 140 
16 - - - 19 141 159 

Table 107: Band structure for WB Normal mode frames 

Normal mode 
 13.2 kbps 16.4 kbps 

b )(bkwidth  )(bkstart  )(bkend  )(bkwidth  )(bkstart  )(bkend  

0 6 0 5 6 0 5 
1 6 6 11 6 6 11 
2 6 12 17 6 12 17 
3 6 18 23 6 18 23 
4 6 24 29 6 24 29 
5 7 30 36 6 30 35 
6 7 37 43 7 36 42 
7 8 44 51 8 43 50 
8 10 52 61 8 51 58 
9 11 62 72 9 59 67 

10 13 73 85 11 68 78 
11 16 86 101 12 79 90 
12 19 102 120 14 91 104 
13 24 121 144 17 105 121 
14 30 145 174 20 122 141 
15 37 175 211 23 142 164 
16 47 212 258 28 165 192 
17 61 259 319 34 193 226 
18 - - - 42 227 268 
19 - - - 51 269 319 
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Table 108: Band structure for SWB and FB Normal and Harmonic frames 

Normal and Harmonic mode 
 13.2 kbps 16.4 kbps 

b )(bkwidth  )(bkstart  )(bkend  )(bkwidth  )(bkstart  )(bkend  

0 6 0 5 6 0 5 
1 6 6 11 6 6 11 
2 6 12 17 6 12 17 
3 6 18 23 6 18 23 
4 6 24 29 6 24 29 
5 6 30 35 6 30 35 
6 7 36 42 7 36 42 
7 8 43 50 7 43 49 
8 9 51 59 8 50 57 
9 10 60 69 9 58 66 

10 11 70 80 10 67 76 
11 13 81 93 11 77 87 
12 16 94 109 13 88 100 
13 19 110 128 15 101 115 
14 23 129 151 18 116 133 
15 28 152 179 21 134 154 
16 34 180 213 26 155 180 
17 42 214 255 32 181 212 
18 55 256 310 39 213 251 
19 68 311 378 48 252 299 
20 84 379 462 59 300 358 
21 105 463 567 74 359 432 
22 - - - 92 433 524 
23 - - - 115 525 639 

5.3.4.1.3 Energy Envelope coding 

Energy envelope coding module is applied for all types of signal i.e., from NB, WB, SWB for various bitrates as 
described in table 101. In this module, the spectrum energy of a band is computed and the computed energy is coded 
using either a Large symbol coding method or a Small symbol coding method. The coding method is selected according 
to the range required to represent all the differential indices and the bit consumption. The encoding of band energies is 
detailed below 

The spectrum energy of a band, EM(b) is computed as follows: 
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In case of transient mode, the energies to be quantized are first reordered such that energy corresponding to even sub-
frame index m = 0, 2 are in frequency-increasing order while the energy of odd sub-frame index m = 1, 3 are in 
frequency decreasing order which allows for an efficient differential energy encoding 

In each frame, the energies are scalar quantized with a uniform scalar quantizer qint. The value of qint varies and it is 
selected based on table 109.The index of the quantized energy, IM (b), can easily be obtained as: 
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Table 109: Scalar quantizer values for NB, WB, SWB, FB modes 

BW Mode 7.2 kbps 8 kbps 13.2 kbps 16.4kbps 

NB 
Transient 1.8 2.2 1.4 - 
Normal 1 1 0.8 - 

WB 
Transient - - 1.8 1.8 
Normal - - 0.8 0.8 

SWB, FB 
Transient - - 3 1.2 

Normal, Harmonic - - 0.6 0.6 
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The quantized indices of the band energies are differentially coded by computing 

 1,...,1),1()()(

)()0()0(
int

−=−−=Δ

−=Δ

bandsMMM

ref
MM

NbbIbIbI

q

I
roundII

 

(1031) 

where 24=refI ,is the reference band energy. 

The differential indices ∆IM (b) are constrained into the range of [–256, 255]. This is performed by first adjusting the 
negative differential indices and then adjusting the positive differential indices as follows: 
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The constrained differential indices are used for selecting the more efficient mode from either the Small symbol coding 
method or the Large symbol coding method. The method selection between the Small symbol coding mode and the 
Large symbol coding mode is described in subclause 5.3.4.1.3.2. 

Using the coding method information obtained from subclause 5.3.4.1.3.2 differential indices are coded using the 
respective modes as indicated below. 

A flag bit DENG_CMODE which was obtained from subclause 5.3.4.1.3.2 used to indicate the type of encoding 
method between the Small symbol coding method and the Large symbol coding method and transmitted as side 
information to the decoder. The flag DENG_CMODE is set to 1 when the Small coding method is used and it is set to 
zero for the Large symbol coding method and it is described in table 110. 

If the flag DENG_CMODE is set to 1, in the Small symbol coding the band energies are either coded by resized or 
context based Huffman coding.  A flag bit LC_MODE is used to indicate the mode selection between resized or context 
based Huffman coding and it is transmitted as side information to the decoder. The mode selection between resized and 
context based coding is done based on the estimated number of bits consumed by the respective coding modes. The 
resized Huffman coding described in subclause 5.3.4.1.3.3.2 is used for coding the differential indices when LC_MODE 
is set to 1 and LC_MODE is set to 0 for coding the differential indices using context based coding which is described in 
subclause 5.3.4.1.3.3.1. 

5.3.4.1.3.1 Reconstruction of quantized energies 

The quantized differential indices are reconstructed according to 
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where 24=refI is the reference band energy The final resulting reconstructed quantized energies are obtained as 

follows 

 1,...,0,)()(ˆ
int −=′= bandsMM NbqbIbI  (1034) 

where the value of qint varies and it is selected based on table 109. 

If band energies are quantized under transient mode i.e., IsTransient is True, the energies are reordered back to original. 

5.3.4.1.3.2 Energy envelope coding mode selection 

The differential quantization indices are encoded by one of two coding methods. The coding method is selected 
according to the range required to represent all the differential indices and the bit consumption. The range of the large 
symbol coding method enables it to represent larger number of bits. The large symbol coding method consists of a scale 
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mode and a pulse mode. The small symbol coding method uses an upper bit coding method which consists of a context 
based Huffman coding mode and a re-sized Huffman coding mode as well as bit packing for the lower bit. 

Table 110: Low-rate HQ envelope coding modes 

Coding 
Method index 

DENG_CMODE 
(1bit) 

Coding Method 

Coding 
Mode 
index 
(1bit) 

Description 

0 Large symbol method 
0 Pulse mode 
1 Scale mode 

1 Small symbol method 
0 Context based Huffman coding mode 
1 Re-sized Huffman coding mode 

 

If at least one of the differential quantization indices in all the bands of a frame cannot be represented in [-32, 31]([-
46,17] for the first index), the large symbol coding method is always used. If this larger range is not required the bits 
consumption for both large and small symbol coding modes are compared and the coding mode with the least bits is 
selected. The corresponding coding method information is transmitted for each frame. 

The Small symbol coding method and the large symbol method are used for estimating the bits consumption for coding 
the differential indices which are obtained in equation (1031). The detailed descriptions of the respective coding modes 
are given in the following subclause 5.3.4.1.3.3. 

The number of estimated bits hcode1 and flag LCmode information obtained from subclause 5.3.4.1.3.3. is used for 
selecting the best mode with the Large symbol coding method bits ULbits obtained from subclause 5.3.4.1.3.4, as 
shown below. 

 1_

0_

111

=

=
−=<

CMODEDENG

else

CMODEDENG

hcodeORhcodeULbitsIf

 

 

5.3.4.1.3.3 Small symbol coding method 

If IsTransient is True,  

In this module, the differential indices ∆IM (b) are constrained into the range of [–15, 16]. This is performed by first 
adjusting the negative differential indices and then adjusting the positive differential indices as follows: 

1) Compute the differential indices defined in equation (1031) in order from the highest-frequency band to the 
lowest-frequency band. 

2) If  ,, -, b =N(b)-I)= (b-IbI bandsMMM 1...1151 15)( ΔΔ−<Δ  and for b = 0. 150 15)0( )= -(II MM Δ−<Δ . 

3) Re-compute the differential indices in order from the lowest-frequency sub-vector to the highest-frequency 
sub-vector. 

4) If   -N b =(b)I)(bIand(b)= IbI bandsMMMM 1,..,016116 16)( +Δ=+ΔΔ>Δ  

5) The adjusted differential indices in the range [0, 31] are obtained by adding an offset of 15 to ∆IM(b). 
Context based Huffman coding mode is used for estimating the bit consumption, if the range of differential indices lies 
in between [10, 22] resized Huffman coding [b-Huffman] mode is enabled for estimating the bits consumption. The 
Huffman codes for the differential indices for resized Huffman coding mode when IsTransient is True are given in table 
111. In the table 111, Hi denotes the index of the Huffman code, Hc is the Huffman code corresponding to index Hi and 
Hb denotes the bits required for representing the Huffman code corresponding to index Hi. 
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Table 111: Huffman code for Transient frames 

Hi Hc Hb Hi Hc Hb Hi Hc Hb Hi Hc Hb 

0 0 0 8 0 0 16 11 2 24 0 0 

1 0 0 9 0 0 17 0010 4 25 0 0 

2 0 0 10 0 0 18 011010 6 26 0 0 

3 0 0 11 1111010 7 19 00111010 8 27 0 0 

4 0 0 12 01010 5 20 010111010 9 28 0 0 

5 0 0 13 110 3 21 110111010 9 29 0 0 

6 0 0 14 01 2 22 0 0 30 0 0 

7 0 0 15 00 2 23 0 0 31 0 0 

 
The estimated bits for context based coding which was obtained from subclause 5.3.4.1.3.3.1 is represented as 

1hcode ,while for resized coding it is represented as 2hcode , a best coding mode is selected based on 

 end

1mod

0!

21

221

hcodehcode

eLC

hcodeANDhcodehcodeIf

=
=

=>=

 

. 

If IsTransient is False, 

The differential quantization indices are adjusted to have positive values by adding 46 in the first band and 32 in the 
other bands. The differential quantization indices are split into 5 upper bits and 1 lower bit. The 5 upper bits are 
encoded by either a context based Huffman coding mode described in subclause 5.3.4.1.3.3.1 or a re-sized Huffman 
coding mode described in subclause 5.3.4.1.3.3.2 and the 1 lower bit is packed. 

In more detail, the context based coding mode or the resized Huffman coding is used for estimating the bits. The 
differential indices which are obtained in equation (1031) ∆IM (b) are constrained into the range of [0, 63] by adding an 
offset of 32 to ∆IM(b) for b = 1,….,Nbands-1 and for b=0 an offset of 46 is used for ∆IM(0).If the constrained differential 
indices exceed [0 63] when IsTransient is False and [0 31] when IsTransient is True, hcode1 is set to -1 and the 
differential indices are coded using the Large symbol coding method. 

The least significant bit is extracted from the constrained differential indices ∆IM(b) for b = 0,….,Nbands-1 using 

 2

)(
)(

)operationBinary(1)(

bI
bI

ANDbIR

M
M

MLSB

Δ
=Δ

Δ=

 

(1035) 

The updated differential indices are used for estimating the bits consumed by the two different coding modes. Based on 
the estimated bits obtained from context based coding, 1hcode , and resized Huffman coding mode, 3hcode  , the best 

coding mode is selected as shown below. 

 end

hcodehcode

eLC

hcodeANDhcodehcodeIf

31

331

1mod

0!

=
=

=>=

  

The differential indices ∆IM (0) is usually transmitted as is for both IsTransient is True or False, i.e., 5 bits per norm 
index is required and this bits are updated to the estimated bits 1hcode which was shown below. 

 511 +=hcodehcode  (1036) 

The least significant bit extracted from the constrained differential indices is transmitted as is, if the Small symbol 
coding method is selected and 1hcode  is updated as shown below. 

 bandshcodehcode += 11  (1037) 
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By default flag LCmode is set to 0 and represents context based coding, while if flag LCmode is reset to 1, it indicates 

resized Huffman coding mode consumes less bits compared to context based coding, and the estimated bits 1hcode is 
used for selecting the best mode with the Large symbol coding method bits ULbits. 

5.3.4.1.3.3.1 Context based Huffman coding mode 

If the this coding mode is selected for the current frame, the context based Huffman coding is applied to the adjusted 
differential indices. These indices are encoded using a context model which corresponds to the adjusted differential 
index in a previous band. The first band must be handled separately, so the context for encoding )0(MIΔ is adjusted by 

subtracting )3(, =normHQoffset  

 ( )
⎪⎩

⎪
⎨
⎧

−=−Δ

=−
=Δ

21                       )1(

0     )0(
)(

,
,

bandsM

normHQM
MnormHQ

,N,for bbI

for boffsetI
bIctx

K

 (1038) 

There are three groups depending on the ( ))(, bIctx MnormHQ Δ and two probability models as shown in table 112, 

0group  and 2group share the Huffman tables depending on the probability model. 

Table 112: The groups and the probability models 

Group 
index 

Lower 
bound 

Upper 
bound 

Probability 
model 

0 - 12 0 

1 13 17 1 

2 18 - 0 

 

A Huffman table for 0group  and 2group is defined in table 113 and a Huffman table for 1group is defined in table 114. 

If ( ))(, bIctx MnormHQ Δ is located in 2group , )(bIMΔ is reversed to )(31 bIMΔ− and then the reversed value is encoded. 

Table 113: Huffman coefficient table for the group0 Huffman coding (group0,group2) 

Index Code Index Code Index Code Index Code 

0 11100111101111 8 11100110 16 000 24 111011 

1 11100111101110 9 1110100 17 010 25 0110011 

2 1110011110110 10 0110010 18 110 26 1110010 
3 111001111010 11 100100 19 0111 27 1110101 
4 1001010001 12 01101 20 1111 28 1001011 
5 1110011111 13 1000 21 10011 29 10010101 
6 111001110 14 101 22 011000 30 1001010000 

7 100101001 15 001 23 111000 31 11100111100 

 
Table 114: Huffman coefficient table for the context based Huffman coding (group1) 

Index Code Index Code Index Code Index Code 

0 0010000100110 8 001000101 16 11 24 0010000101 

1 001000100110 9 00100110 17 100 25 00100001000 

2 00100111010 10 0010010 18 1011 26 001000010010 
3 00100010010 11 101000 19 10101 27 00100111011 
4 00100010001 12 00101 20 101001 28 001000100111 
5 00100010000 13 0011 21 00100000 29 00100001001110 
6 0010011100 14 000 22 00100011 30 001000010011110 

7 001001111 15 01 23 001000011 31 001000010011111 
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5.3.4.1.3.3.2 Resized Huffman coding mode 

If the this coding mode is selected for the current frame, the Resized Huffman coding is applied to the adjusted 
differential indices obtained from equation (1035). In this method, the span of the differential indices is reduced while 
being able to perfectly reconstruct the differential indices. Based on the newly modified differential indices obtained 
from equation (1040), number of bits consumed for coding the new differential indices )(bI M′Δ  is estimated as shown 

below. 

 

∑
−

=

′=
1

1

3 )(
bandsN

b

Mb (b)IΔHhcode

 

(1039) 

5.3.4.1.3.3.3 Differential Indices Modification 

The modification of differential indices is done according to the value of the differential index for the preceding sub 
band and a threshold. Equation (1035) is used for modifying the span of differential indices. 

 
1,...,2end
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 ),3(1  1 if
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 bandfor index  aldifferenti means )

where,

′

 

Based on the new differential indices obtained from equation (1035), resized Huffman coding is applied, if any of the 
new differential indices lies outside [0 31] range, resized Huffman coding is not used for coding the differential indices. 

The range of the new differential indices for Huffman coding is identified as shown below. 

 )](),([],[ (b)IΔMax(b)IΔMinRangeRangeRange MMMaxMin ′′==  (1041) 

where b = 1, ... Nbands-1 

Based on the range obtained from equation (1041), range difference is calculated as shown below. 

 
)15,15( −−= MaxMinDiff RangeRangeMaxRange

 
(1042) 

Resized Huffman coding is used for coding the new differential indices if the RangeDiff values lies below 11, otherwise 
resized Huffman coding is not used. The Huffman codes and its corresponding bits consumption for coding of the new 
differential indices are given in table 115. 

Table 115: Huffman code for Non-Transient frames 

Hi Hc Hb Hi Hc Hb Hi Hc Hb Hi Hc Hb 

0 0 0 8 001111111 9 16 10 2 24 1011111111 10 

1 0 0 9 00111111 8 17 101 3 25 1111111111 11 

2 0 0 10 0011111 7 18 1011 4 26 0 0 

3 0 0 11 001111 6 19 10111 5 27 0 0 

4 0 0 12 00111 5 20 101111 6 28 0 0 

5 01111111111 11 13 0011 4 21 1011111 7 29 0 0 

6 0111111111 10 14 001 3 22 10111111 8 30 0 0 

7 0011111111 10 15 00 2 23 101111111 9 31 0 0 
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5.3.4.1.3.4 Large symbol coding method 

If the large symbol coding method is used then either the pulse mode or the scale mode is selected to encode the 
differential quantization indices. The pulse mode is adequate when no differential quantization index is over [-4,3]. If 
this range is exceeded, the pulse mode cannot be used, and instead the scale mode is always used. Additionally, if the 
first quantization differential index is over [-64,63], the scale mode is always used. In the large symbol coding method a 
Huffman coding with 8 symbols shown in table 116 is used. 

Table 116: Huffman coefficient table in the large symbol coding method 

Index Code 

-4 0001011 

-3 00011 

-2 001 

-1 01 

0 1 

1 0000 

2 000100 

3 0001010 

5.3.4.1.3.4.1 Pulse mode 

In the pulse mode, there are two indicators; an indicator 
0Iind to show whether the first index is transmitted separately 

and an indicator plsind  to show if there is a differential quantization index exceeding the range [-4,3]. 

If the first index is within [-4,3], 
0Iind is set to 0 and the first index is then encoded by the Huffman coding defined in 

table 116 with the other indices. Otherwise, 
0Iind is set to 1 and the first index is then packed using 7 bits after adding 

64. 

If a pulse exists in the current frame, plsind is set to 1 and the pulse position pospls and amplitude amppls  are 

transmitted using 5 bits and 7 bits respectively. All the other indices are then encoded by the Huffman coding in table 
116. If no pulse exists, all indices are encoded by the Huffman coding in table 116. 

Table 117: bit allocation for the scale mode 

 0cmd  1cmd  
0Iind  plsind  )0(MIΔ  pospls  amppls  Huffman bits 

bits 1 1 1 1 7 5 7 - 

 

5.3.4.1.3.4.2 Scale mode 

In the scale mode, all the indices are split into 3 upper bits and a few lower bits depending on the minimum and 
maximum of all the indices. The 3 upper bits are encoded by the Huffman coding in table 116 and the lower bits are 
packed. The number of lower bits is defined as shiftbit . The shiftbit is calculated to make all the differential quantization 

indices fit within the range [-4,3] by scaling down the indices, and is represented by three bits. 

5.3.4.1.4 MDCT coefficients quantization 

5.3.4.1.4.1 Normal Mode 

5.3.4.1.4.1.1 Overview 

The figure below shows the overview of the normal mode encoder. 
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Figure 66: Block diagram of the Normal mode encoder overview 

5.3.4.1.4.1.2 Energy envelope coding 

Details are described in subclause 5.3.4.1.3. 

5.3.4.1.4.1.3 Tonality flag calculation 

Tonality flags are calculated for the high bands b= Nbands- hb, ..,Nbands-1 as described in table 118. For example, for the 
last (highest) five bands, i.e. b=17 to 21 for 13.2 kbps and b=19 to 23 for 16.4kbps in table 108, and the last three bands 
b=15 to 17 for 13.2 kbps and b=17 to 19 for 16.4kbps in case of WB as in table 107 and last two bands b=15 to 16 for 
13.2 kbps for NB inputs as in table 106, peak-to-average ratios are calculated and compared with a threshold. Flags 
indicating whether the peak-to-average ratios are greater than the threshold are sent to the decoder side using one bit per 
band. If the peak-to-average ratio is greater than the threshold, the tonality flag is set to “1”, otherwise it is set to “0”. 
For the SWB and FB case, a limited-band mode flag is further sent to the decoder side as described in subclause 
5.3.4.1.4.1.4.4.2, if the tonality flag is set to “1”. 

Table 118: Total number of high bands for tonality calculation 

Bandwidth Bitrate (kbps) High bands , hb 
NB 13.2 2 
WB 13.2,16.4 3 

SWB, FB 13.2,16.4 5 
 

5.3.4.1.4.1.4 Bit allocation 

5.3.4.1.4.1.4.1 Bit allocation overview 

In the Normal Mode, band spectra are encoded by either Trellis Coding Quantization (TCQ) or Pitch Filtering Spectrum 
Coding (PFSC) with assigned bits for the bands. TCQ is used for encoding peaky/tonal spectrum bands for NB, WB, 
SWB and FB, while PFSC is mainly applied for encoding other spectrum bands in a high-frequency region other than 
NB. This switching principle is analogous to the coding mode switching between Generic mode and Sinusoidal mode in 
G.718 Annex B [25]. 

Bit-allocation process is performed in the following manner. Firstly, bands encoded using PFSC are identified based on 
the tonality flags among the four highest bands in case of SWB ,FB and peak-to-average ratio is calculated for last band 
in the WB and necessary bits (1 or 2 bits) are allocated to each of the identified bands. Secondly, remaining bits are 
allocated to other bands based on perceptual importance. When there is any band whose assigned bit results is zero in 
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the four bands for SWB and FB signals, such band is re-identified as a PFSC encoding band and the bit allocations are 
re-calculated. 

 

Figure 67: A flowchart of bit allocation processing for LR-HQ Normal mode. 

5.3.4.1.4.1.4.2 The adjustment of quantized energy envelope prior to bit allocation 

For the Non-Transient mode of NB (the bit rate is less than or equal to 13.2kbps) and WB cases, in order to make the 
inter-frame reconstruction more continuous and allocate more bits to perceptual important bands, the quantized energy 
envelopes of the highest bh  bands are adjusted prior to bit allocation. Some of the quantized energy envelopes of the 

high frequency bands and low frequency bands are adjusted. Then perform the bit allocation to bands according to the 
adjusted energy envelopes. Finally, the coefficients of the bit allocated bands are quantized and written to the bit-stream. 

To adjust the quantized energy envelope of high frequency bands at NB, the following steps are performed: 

a) Two bits are encoded to indicate whether the highest two bands of the previous frame is encoded. Initialize a band 
boundary bandsL  to 6 and initialize adjustment factors α , β  respectively: 
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 (1043) 

b) For each band, calculate the magnitude envelope: 

 1,,1,0        ,
)(

)(ˆ
)( −== bands

width

M
av Nb

bk

bE
bEnv L  (1044) 

where )(bkwidth  denotes the bandwidth of each band, and )(ˆ bEM is computed as follows: 

 )(ˆ
2)(ˆ bI

M
MbE =  (1045) 

where )(ˆ bIM  denotes the quantized energy envelope of each band. 

c) Then, calculate the sum of the differences between the consecutive two magnitude envelopes and the sum of the 
magnitude envelopes for high frequency bands: 
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d) Search the peak of magnitude envelopes and calculate the sum of the magnitude envelopes for low frequency bands: 

 1,,1,0          )),(max( −== bandsav
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av LbbEnvEnv L  (1048) 
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e) Initialize an adjustment factor )(bfac  for each band to 1, and then adjust the quantized energy envelopes of high 

frequency bands as follows: 

1) if )*5.0*)(( )*2.2*)(( sumH
av

peakL
avbandsbands

sumH
av
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avbandsbands EnvEnvLNANDEnvEnvLN >−<−  is 
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the quantized energy envelopes of the last bandsbands LN −  bands are adjusted as follows: 
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2) Otherwise, the adjustment factors of the last 2 bands are calculated: 
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Then, the adjustment factors of the last 2 bands are updated further according to )(bC flag : 
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Finally, the quantized energy envelopes of the last 2 bands are adjusted: )(*)(ˆ)(ˆ bfacbIbI MM =′ , 

where )(bT flag  is the tonality flag which is calculated in subclause 5.3.4.1.4.1.3, i.e. the classification mode of the 

band, and )(bC flag is obtained from the previous frame and  indicates whether the bits are allocated to the highest 

two bands of the previous frame or not. If )(bC flag is equal to 1, the band b of the previous frame is allocated bits; 

Otherwise, if )(bC flag is equal to 0, the -band b of the previous frame is not allocated bits -. After bit allocation, the 

flag )(bC flag of the current frame is preserved for the next frame. 

To adjust the quantized energy envelops of low frequency bands at NB, the following steps are performed: 

a) Initialize a low frequency band boundary bandsL  to 3. For each band, calculate the magnitude envelope: 
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b) Then, calculate the sum of the magnitude envelopes for high frequency bands: 
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the variable bandsN  is assigned to different value for different bit rates, specifically it is assigned to 13,14,15,17 for 

7.2kbps, 8kbps, 9.6kbps and 13.2kbps respectively. 

c) Search the peak of magnitude envelopes and calculate the sum of the magnitude envelops for low frequency bands: 
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d) Initialize a flag flagSEC  to 0. flagSEC  is a flag to indicate whether second stage bit allocation algorithm is used in 

TCQ module. When flagSEC  is equal to 0, second stage bit allocation algorithm will be used. When flagSEC  is equal 

to 1, the second stage bit allocation algorithm will not be used. The flag is utilized in subclause 5.3.4.1.4.1.5.1.2. 

e) Determining whether to modify the energy envelops of the three low frequency bands according to their energy 
characteristics and spectral characteristics. The energy characteristics denote the ratio between the energy of three low 

frequency bands and the energy of the other bands which are determined by sumH
avEnv  and sumL

avEnv . The spectral 

characteristics denote the degree of spectrum fluctuation which are determined by peakL
avEnv  . 

f) If the following conditions are satisfied, 
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><< , the flag flagSEC  is set to 1, and the quantized energy 

envelops of the three low frequency bands are adjusted as follows: 
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To adjust the quantized energy envelopes of high frequency bands at WB, the following steps are performed: 

a) Encode two bits to indicate whether the highest two bands of the previous frame is encoded. Define two band 
boundaries bandsL and bandsH . If the bit rate is 13.2kbps, set bandsL and bandsH  to 8 and 15, respectively; Otherwise, 

set bandsL and bandsH  to 8 and 16, respectively. The bandwidths of low frequency bands and high frequency bands are 

obtained as follows: 
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 (1058) 

b) For each band, calculate the magnitude envelope: 
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Then, calculate the sum of the differences between the consecutive 2 magnitude envelopes and the sum of the 
magnitude envelopes for part of the high frequency bands: 
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c) The energies of low frequency bands and high frequency bands are computed as follows: 
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d) Obtain adjustment factors )(bfac  for the highest bh  bands according to the tonality flag )(bT flag and the energies 

of low frequency bands and high frequency bands: 
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and for the highest 1−bh  bands, update the adjustment factors )(bfac  according to )(bC flag : 
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 and then adjust the quantized energy envelopes of the highest bh  bands )(*)(ˆ)(ˆ bfacbIbI MM =′ . 

To adjust the quantized energy envelopes of low frequency bands at WB, the following steps are performed: 

a) Initialize a low frequency band boundary bandsL  to 6. For each band, calculate the magnitude envelope: 
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b) Then, calculate the sum of the magnitude envelopes for high frequency bands: 
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the variable bandsN is assigned to different value for different bit rate, specifically it is assigned to 18, 20 for 13.2kbps 

and 16.4kbps respectively. 

c) Search the peak of magnitude envelopes and calculate the sum of the magnitude envelops for low frequency bands: 

 1,,1,0          )),(max( −== bandsav
peakL
av LbbEnvEnv L  (1067) 
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d) Determining whether to modify the quantized energy envelops of the six low frequency band according to their 
energy characteristics and spectral characteristics. The energy characteristics denote the ratio between the energy of six 

low frequency bands and the energy of the other bands which are determined by sumH
avEnv  and sumL

avEnv ; The spectral 

characteristics denote the degree of spectrum fluctuation  which are determined by peakL
avEnv  . 

e) If the conditions )**5.0()*6()*2( sumL
avbands
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av

sumL
av

sumH
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sumL
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sumH
av EnvLEnvANDEnvEnvANDEnvEnv ><>  
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av
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sumL
av EnvEnvANDEnvLEnvANDEnvEnv <>> are satisfied, the 

flag 1=flagSEC , and the quantized energy envelops of the six low frequency bands are adjusted as follows: 
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f) Finally, the adjusted quantized energy envelopes MI ′ˆ and the initial quantized envelopes  

]1, [),(ˆ −= bandsbandsM NLbbI are used in the first bit allocation module. 

5.3.4.1.4.1.4.3 Bit allocation for PFSC 

Based on the tonality flags, whether TCQ is used for encoding the band in the high frequency region is determined. 
When the tonality flag is set to “0”, such band is excluded from target bands of the TCQ, i.e. no bit is assigned to the 
band for TCQ. 

In the Normal Mode, the four bands in the high-frequency region for SWB/FB and one band for WB are assumed to be 
quantized by TCQ in default operation. However, when the tonality flag is set to “0”, such band is quantized with the 
PFSC scheme using a similar procedure with the “sub-band search” (called as “band search” in this specification) in 
[25], whereas for WB cases such band is filled with noise. This means the peaky/tonal bands are encoded by the TCQ 
while the PFSC scheme is used for other bands. 

In Figure 66, whether the PFSC is used for quantizing the high-frequency bands is indicated by ‘Quantizing mode’. 

In the PFSC scheme, the band search is based on a pitch filter based prediction ( ( ) ( )TiXiX −= ˆˆ , where T is a pitch 

coefficient, and low-frequency spectrum is used as its filter state (filter memory)), and the pitch coefficient (i.e. lag 
information as a filter parameter) is encoded. The lag information is encoded with 2 bits or 1 bit. Lower two bands 
among the four bands are encoded with 2 bits, while higher two bands among the four are encoded with 1 bit. When the 
PFSC is selected for encoding some of the four bands, necessary bits for encoding those bands are reserved and 
assigned for the bands before starting the bit-allocation process for TCQ encoding bands. 

5.3.4.1.4.1.4.4 Bit allocation for TCQ 

5.3.4.1.4.1.4.4.1 Allocating bits for fine gain adjustment 

In the TCQ based MDCT coefficients quantization, fine gain adjustment is applied to several bands whose energies are 
larger than the others. The number of those bands is configured based on encoding bit-rate and signal bandwidth as 
shown in table 119. 

Table 119: Bits reserved for fine gain adjustments 

 7.2 kbit/s 8.0 kbit/s 13.2 kbit/s 16.4 kbit/s 
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NB 2 bands, 2=FGR  2 bands, 2=FGR  4 bands, 4=FGR  2 bands, 2=FGR  

WB - - 6 bands, 6=FGR  6 bands, 6=FGR  

SWB - - 4 bands, 4=FGR  4 bands, 4=FGR  

 

One-bit scalar quantization is used for the fine gain adjustment. Therefore the number of reserved bits FGR  for NB, 

WB, SWB, and FB is shown in the table 119. The bits for the TCQ are obtained by subtracting the fine gain bits, and 
expressed by bitsFG eRR −−=ψ , where ψ is the available bit budget for spectrum coding, ebits 

is the bits consumed for 

quantizing the band energies which is obtained from subclause 5.3.4.1.3, and R is the total bits. It should be noted that 
the mode bits for switching Transient/non-Transient and Normal/Harmonic are included in the available bit budget. 
Therefore the necessary bits (1 or 2) are subtracted from the available bit budget in the following subclauses,  
i.e. 1−=ψψ  (NB and WB cases)  or 2−=ψψ  (SWB and FB cases). 

5.3.4.1.4.1.4.4.2 Limited-band mode 

For the SWB case, bandwidth, )(bkwidth , is more than 50 bins for the last four bands (i.e. b=18 to 21 in 13.2 kbps and 

b=20 to 23 in 16.4 kbps). At low bit-rates, such wide bandwidth would result in insufficient quantization performance. 
Therefore a limited-band mode is introduced for achieving efficient encoding. In the limited-band mode, only the 
vicinity of a perceptually important spectrum in each band is targeted to be quantized. This is realized by the following 
principle. A bandwidth is adaptively shortened if the maximum amplitude spectrum frequency falls into a range of 
frequencies around the maximum amplitude spectrum frequency in the previous frame. The difference between the 
maximum amplitude spectrum frequencies for the current and previous frame is calculated. When it is smaller than a 
threshold, the limited-band mode is used for such band. The frequency position of the maximum amplitude spectrum is 
searched for each of the four bands. The position for the previous frame is stored in a memory, which was searched 
using the quantized MDCT spectrum in the previous frame. The position for the current frame is searched using the 
MDCT spectrum calculated from the input signal in the current frame. When the limited-band mode is selected, the 
targeted band is limited to the vicinity of the maximum amplitude spectrum frequency of the previous frame. The range 
of the vicinity is 15 or 31 spectrum bins depending on coding bit-rate and band index. One bit is used for indicating 
whether the limited band mode is used when tonality flag is set to “1”. 

The limited-band mode can be used only in the case where the corresponding previous band was quantized by TCQ. 

5.3.4.1.4.1.4.4.3 Final bit allocation for TCQ and PFSC 

Band widths and quantized band energies are used for bit allocation. The band widths are basically configured by Table 
108. When the limited-band mode is selected, corresponding band widths are shortened. Bit allocation for TCQ is as 
follows. Firstly, bits are distributed according to the quantized band energy. Secondly, if there is a band whose assigned 
bits are less than a minimum number of bits, no bit is assigned to the band and the assigned bits will be re-allocated to 
the other bands. Thirdly, if there is a noise-like band whose assigned bits are not sufficient in comparison with its 
bandwidth, no bit is assigned to the band and the assigned bits will be re-allocated to the other bands. Furthermore, 
assigned bits are compared with predefined band-based threshold, and no bit is re-assigned if the assigned bits are less 
than the threshold for the band. 

In case no bit is assigned to any band among the highest four bands for a SWB and FB signals, PFSC is used for 
quantizing such band. This case can happen when the tonality flag is set to “1” but assigned bit results in zero. In this 
case, necessary bits for the PFSC encoding for the band is extracted from the bit budget for TCQ,

 
ψ  . Therefore ψ  is 

updated by subtracting the necessary bits, and the bit-allocation is re-calculated. 

5.3.4.1.4.1.5 Fine structure encoding 

5.3.4.1.4.1.5.1 Trellis Coding Quantization (TCQ) 

5.3.4.1.4.1.5.1.1 Joint USQ and TCQ 

Trellis Coded Quantization (TCQ) quantizes the fine structure of normalized spectrum, selecting the Important Spectral 

Components (ISCs). The information for the selected ISCs in each band is coded as the position, number, sign and 

magnitude of the ISCs. The magnitude information is quantized by the joint Uniform Scalar Quantization (USQ) and 

TCQ with arithmetic coding, while the information on position, number and sign is coded by arithmetic coding. A block 

diagram of the fine structure encoding using TCQ is depicted by the figure 68. 
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Figure 68: Block diagram of fine structure encoding using TCQ 

The encoding method is selected at the Selecting Encoding Method block by the bit allocation and the information for 
each band. If a bit allocated for a band is zero, all the samples in that band are coded to zero by the zero encoding block. 
Otherwise, each band is quantized by the selected quantizer. 

The quantizer selection information selects the most efficient quantizer between the USQ and TCQ by considering the 
input signal characteristics, i.e. the bit allocation and the length of each band. If the average number of bits for each 
sample in a band is greater or equal to 0.75, the band is of high importance and USQ is used; for all other bands TCQ is 
used. The quantizer selection flag, USQ_TCQ[i], is set to 1 when USQ is used. 

The Scaling Bands block performs scaling at each band to control the bit rate, using the bit allocations and the 
normalized spectrum for each band. The scaling is done by considering the average bit allocation for each spectral 
component in the band. If the average bit allocation is bigger than the number specified by the bit allocation, then more 
scaling is done. 

The detailed scaling process is as follows. First the estimation of the number of pulses for the current band is obtained 
using the length and the bit allocation information for each band. Then the number of nonzero positions is obtained by 
the following equation, which is based on the probabilities. 

 ( ) ( ){ }nmiCCipNZP i
m

i
n

bi
,min,,1,2 1

1 K∈= −
−

−
 (1070) 

where b is the number of bits and calculated as:
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and the number of required bits for the positions is estimated as:
 

 ( )( )ipNZPbnzp 2log=  (1072) 

where  n is the band length, m is the number of pulses, i is number of non-zero positions which have an ISC, and b is the 
number of bits required for the given size of band and number of pulses. Finally the number of pulses is selected by the 
b value which is the closest to the value of the allocated bits for the band. 

The initial scaling factor is decided by the estimation of the number of pulses and the absolute value of the input signal. 
The input signal for each band is scaled by this factor. If the estimated number of pulses is not the same as the 
summation of the number of pulses for the quantized signal after scaling, a pulse redistribution process will be 
performed using the updated scaling coefficient. The redistribution process is as follows: if the number of selected 
pulses is smaller than the number of estimated pulses, the scaling coefficient will be decreased, otherwise the scaling 
coefficient will be increased. 

The distortion function for the TCQ is sum of squared distance of each quantized and un-quantized value in each band. 
It is similar to the Euclidean distance but avoids the square root, since only the relative magnitudes of the values are 
needed rather than the exact distance. 
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=

−=
n

i

ii qpd
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22  (1073) 

where ip  is actual value and iq  is quantized value. 

For the USQ module the Euclidean distance is used to determine the best quantized values. To minimize the 
computational complexity, the modified equation including the scaling factor is used, which is done by calculating the 
d1 as: 
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If the number of pulses per band does not match the required value, it is necessary to add or delete some pulses while 
preserving the minimal metric. This procedure is done in an iterative manner by adding or deleting a single pulse, and 
then repeating until the number of pulses reaches the required value. 

To add or delete one pulse it is necessary to calculate n values of distortions in order to select best one For example, the 
distortion value j corresponds to adding pulse at j-th position in a band: 
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To avoid the full calculation of this formula n times, the following derivation can be used: 
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where values ∑∑ ∑
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2 ,, can be calculated just once,  n is the band length (number of coefficients in a 

band),  p is the input signal of the quantizer , q is the quantized signal, and g is the scaling factor. Finally the position j, 
which minimized the distortion d, is selected and qj is updated. 

To control the bit rate, an appropriate ISC has to be selected using the scaled spectral coefficients at the Selecting 
Important Spectral Components (ISCs) block. The spectral component to quantize is selected by using the bit 
allocations for each band. This selection can have various combinations which depend on the distribution and variance 
of the spectral component. The actual non-zero position is then calculated. The non-zero position is obtained by 
analyzing the amount of scaling and redistribution operations. The non-zero position will be the ISC. 

If the number of pulses is not controlled by the scaling and the redistribution operations, the selected pulse will be 
quantized by TCQ and the surplus adjusted with the results of the quantization. Hence, if the number of non-zero 
position is greater than 1, and not equal to the estimated number of the pulse, and the quantizer selection information 
indicates the TCQ, the surplus redistribution process will be used. If this condition is satisfied, the surplus will be 
redistributed by the TCQ quantization operation in advance. If the real number of the pulses from the TCQ quantization 
is smaller than the estimated number of pulses which was derived for each band in advance, the scale factor will be 
multiplied by 1.1. However, if the number of pulses from the TCQ quantization is bigger than the estimated number of 
pulses, the scale factor will be multiplied by 0.9. 

The final selected non-zero position is called by ISC whose information is encoded at the Encoding Position Info block. 
The information consists of the number of the selected ISC and the non-zero positions. In order to enhance the 
efficiency of the information encoding arithmetic coding is used. 

Given a stream of symbols and their probabilities, the arithmetic coder produces a space efficient bit-stream to represent 
these symbols and, given the bit stream and the probabilities, the arithmetic decoder reverses the process. 

In the arithmetic coding algorithm two 16 bits integers are taken as the numerators of fractions called “low” and 

“high”.  These fractions have a common denominator equal to 1216 − , such that all the fractions fall in the range )1,0[ . 

These integers define a range so that a single number stores all the symbols of the message. This number is saved bit by 
bit to the bit stream during the arithmetic coding process. To avoid precision loss, at each step of coding process 
renormalization is performed when difference between ‘low’ and ‘high’ is less than 0.5. 

In the decoder, 16 bits will first be read and stored in the arithmetic decoder accumulator. The decoder can then 
replicate the coding process, but instead of encoding the values, it uses the bit-stream to produce symbols. These 
symbols will be reconstructed correctly, if their probabilities are the same in both the encoder and decoder. 

In the Gathering ISCs block, the new buffer is constructed by the selected ISCs, as shown in figure 69. The zero-band 
and the position which is not selected are both excluded from this buffer. 

In the Joint USQ and TCQ Coding block, the magnitudes of the gathered ISCs are quantized by the joint USQ and TCQ, 
and the quantized information is additionally coded by arithmetic coding. In order to enhance the efficiency of the 
arithmetic coding, the non-zero position and the number of ISCs is utilized for the arithmetic coding. The joint USQ and 
TCQ have two types of coding methods. One is TCQ and USQ with 2nd bit allocation for the NB and WB, and the other 
one is the LSB TCQ for USQ for the SWB and FB. These methods are described in subclause 5.3.4.1.4.1.5.1.2 TCQ 
and USQ with second bit allocation and subclause 5.3.4.1.4.1.5.1.3 LSB TCQ for USQ. 

 

USQ TCQ TCQ USQGathering Non-zero (NZ) Bands

Joint USQ and TCQ Encoding + Lossless encoding (band by band)

USQ TCQ TCQ USQSelected Important Spectral
Components (ISCs) 

USQ TCQ TCQ USQSpectral Component in NZ Bands

Selecting Encoding method USQ TCQ USQTCQZero Band Zero Band

All Bands NZ Band NZ Band NZ BandNZ BandZero Band Zero Band
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Figure 69: Concept for the gathering ISCs 

In the Encode Signs block, the sign information of the selected ISC is coded by the arithmetic coding. In order to 
recover the quantized components, the position, sign and magnitude information is added to the quantized components 
to recover the real components at the Recovering Quantized Coefficients block. In this block, the zero is allocated to the 
zero positions. 

In the Inverse Scaling Bands block, the inverse scaling of the quantized components is performed. The inverse scaling 
factor can be extracted by using the scaling factor in the Scaling Bands block. The inverse scaled signal is same level as 
that of the normalized input signal and the signal is the output of the TCQ quantization. 

 

5.3.4.1.4.1.5.1.2 TCQ and USQ with second bit allocation 

The following information is needed for TCQ and USQ with second bit allocation: 

(a) Determine the total number of bits which will be allocated to the corresponding bands to be processed in current 
frame in subclause 5.3.4.1.4.1.4.4.1. 

(b) In order to obtain the number of bits for each band by first bit allocation, implement the first bit allocation to the 
bands based on the total number of bits to be allocated in subclause 5.3.4.1.4.1.4.4.3. 

(c) Based on the number of bits for each band by first bit allocation, the first detailed scaling process in subclause 
5.3.4.1.4.1.5.1.1 is implemented on each band which is allocated bits by first bit allocation. Then, the total 
number of redundant bits of the current frame and the number of pulses of each band are obtained. 

The general quantization and coding scheme of the TCQ and USQ with second bit allocation consists of several main 
blocks: quantizer decision, TCQ quantizer, USQ quantizer, lossless coder, and second bit allocation. In the quantizer 
decision module the quantization mode of the current band is selected by using the results of the Selecting Encoding 
Method block. Then the selected quantizer quantizes the current band, and the lossless encoder based on the arithmetic 
coding transmits the data to the bit stream. The second bit allocation block distributes surplus bits from the previously 
coded bands. The second bit allocation procedure detects two bands that will be encoded separately. 

Band data TCQ

USQ

Lossless Coding

Quantizer Decision

Surplus

Quantized data

Quantized data

Trellis code limitation

BitstreamPosition Info.
Encoding

ISC position 
Info.

Second bit allocation

ISC position 
Info.

 

Figure 70: Block diagram of TCQ and USQ encoding with second bit allocation 

The second bit allocation procedure analyzes two second bit allocation parameters. The two second bit allocation 
parameters include the total number of redundant bits and the characteristics of each band. Then, based on the second 
bit allocation parameters, select the two bands that will be allocated bits once again and quantized last from the bands to 
be processed in current frame. The characteristics of each band include the harmonic characteristics and the bit 
allocation state of each band. The tonality flags for the bands of current frame which are calculated in subclause 
5.3.4.1.4.1.2 represent the harmonic characteristics of each band, and whether the highest two bands of the previous 
frame is quantized represents the bit allocation state of each band. If the tonality flag is equal to one, the signal type of 
corresponding band is harmonic. Otherwise, the signal type of corresponding band is not harmonic. If the tonality flags 
are not all zero or any one of the highest two bands of the previous frame is quantized, the two bands to be quantized 
last will be finally selected in the highest few bands. Otherwise, they will be selected in other bands than the highest 
few ones. 

The first of these two bands is selected using the analysis of the average number of bits per bin in the band by the first 
bit allocation: 
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For each band, calculate the average number of bits per bin as follows: 
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where R(b) is the number of bits allocated to each band by the first bit allocation based on the total number of bits in the 
subclause 5.3.4.1.4.1.4.4.3, and )(bkwidth  is the bandwidth of each band. 

In order to determine the first band, the average number of bits per bin of each band will be compared. And the bands 
should satisfy the following conditions: 

 ))1)((  )2((    ))1)((  )(( =−>=−> bCANDNbORbTANDPNb flagbandsflagbandsbands  (1078) 

where )(bT flag  is the tonality flag, and )(bC flag  indicates whether the highest two bands of the previous frame is 

quantized. If )(bC flag is equal to 1, the band b of the previous frame is quantized, else if )(bC flag is equal to 0, the 

band b of the previous frame is not quantized. 

If the average number of bits per bin in band b  is the least one in the bands which satisfy the above conditions, the 
band b  will be determined as the first band for a second bit allocation. 

When there are no bands satisfy the above conditions or the encoded bandwidth is NB, the first band for a second bit 
allocation will be selected during the bands which satisfy the following conditions: 

 )0)((  )( >−< bRANDPNb bandsbands  (1079) 

If the average number of bits per bin in band b  is the least one in the bands which satisfy the above conditions, the 
band b  will be determined as the first band for a second bit allocation. 

For the first band b  for a second bit allocation, if 0=b  or 1−= bandsNb , then the band 1+b  or the band 1-b  will be 

selected as the second band for a second bit allocation. Otherwise, for the band 1+b  and the band 1-b , if the average 
number of bits per bin of the band 1+b  is less than the band 1-b , the band 1+b  will be selected as the second band for 
a second bit allocation, if not, the band 1-b  will be selected as the second band for a second bit allocation. 

Thus implement the second bit allocation on the two selected bands to be allocated bits once again. When the total 
number of redundant bits is replenished, the redundant bits are allocated to the two bands selected above, with the first 
one being allocated the majority, or all, of the surplus. The number of bits allocated to the two bands is obtained 
respectively and the proportion of the surplus allocated to each band is shown in the following: 

When the encoded bandwidth is NB: 
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When the encoded bandwidth is WB: 
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where surplusR  denotes the bit surplus, )0(secR  and )1(secR  denotes the number of bits allocated to the first and the 

second band for a second bit allocation respectively. 

At last, based on the number of bits allocated to the two selected bands by the first bit allocation and the number of bits 
allocated to the two selected bands by the second bit allocation, implement the second detailed scaling process on each 
of the two selected bands same as the first detailed scaling process in subclause 5.3.4.1.4.1.5.1.1. So, the number of 
pulses for each of the two selected bands is obtained again. 

In the TCQ quantization module a trellis is used with 8 states, 4-coset (subsets) with 2 zero levels. The quantization 
indexes are derived from the TCQ codebook, which consists of the branch information of a trellis state (path 
information) and the information for quantization level allocated to the selected coset (subset). The quantization indexes 
are always positive integers and are coded by arithmetic coding. The detailed magnitude encoding is as follows. 

 

DO D2   (0) 

D1 D3   (1) 
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Figure 71: Trellis structure with 8 states 4-coset with 2 zero levels 

Each quantized band starts from state (0), because in other cases it is required to transmit two additional bits per band. 
Then, by using the Viterbi algorithm, the optimal path through trellis is selected, in order to have best possible SNR 
when comparing the original and quantized sequences. To calculate the SNR, it is necessary to have quantization scale 
before starting TCQ quantization, so the band is initially quantized by USQ and the optimal scale is calculated. After 
the lossless encoding the bit surplus is accumulated. 

The accumulated surplus is used as an additional resource for the encoding of the last two bands determined by the 
second bit allocation procedure. Depending on the coding mode and surplus value, the surplus is shared between these 
two bands in different proportions. Then the encoding of these two bands is performed in the same way as described 
above. 

The magnitude coding based on binary arithmetic coding is carried out as follows. First the probability of a symbol is 
calculated as 
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 10 ˆ1ˆ pp −=  (1083) 

where î  is the number of magnitudes left to transmit in the band,
 
m̂

 
is the number of pulses left to transmit in the band, 

j  is the current coded pulse in magnitude and  sM   is the set of existing magnitudes at trellis state s . 

Each magnitude pulse is encoded by using probabilities 1p̂  and 0p̂ , where 1p̂ corresponds to last pulse in magnitude 

and 0p̂  to all other pulses. 

The magnitude pulse probabilities are modified after this calculation with respect to the trellis code limitation. This 
information is determined by the trellis structure and is available to both the encoder and decoder. Thus any magnitude 
values that are impossible are encoded using zero probability and hence do not require any bits. 

The encoding algorithm was modified to save complexity for bands with a large number of pulses. The idea is to 
introduce a non-binary arithmetic coder, where the probabilities of a coded symbol are calculated as the mutual 
probability of the binary symbols for the current magnitude. To avoid very low probabilities and hence loss of 
precision, escape symbols are utilized.  After an escape symbol transmitted, the rest of the magnitude pulses transmitted 
are started from initial probabilities condition. 

The location coding is carried out based on same algorithm as used for the magnitude coding and uses the same 
complexity reduction technique. The signs and LSB path vector are transmitted as is, because the distributions are 
random. 

5.3.4.1.4.1.5.1.3 LSB TCQ for USQ 

The aim of the LSB TCQ for USQ is to use the advantages of both quantizers (USQ and TCQ) in one scheme and 
exclude the path limitation from the TCQ. Conceptually the LSB coding of the quantized data is shown in figure 72. 
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Figure 72: Concept of LSB coding 

Each quantized value that is greater than one contains an LSB which can be zero or one. The sequence of LSBs can then 
be quantized by TCQ to find the best match between that sequence and the available trellis paths. In terms of the SNR 
criteria, it does not matter where the error occurs. Thus at the cost of some errors in the quantized sequence, the length 
of the sequence is decreased. 

The encoding of the spectral data is done by the TCQ and USQ quantizers and lossless coding based on the binary 
arithmetic coder. Before processing the norms, the extraction and spectrum normalization are done. The combined 
quantizer scheme is presented at figure 73. 
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Figure 73: Block diagram for LSB TCQ for USQ encoding 

The spectral data in each band are quantized by the USQ quantizer with the number on bits R[] determined by the bit 
allocation module. In order to fit the bit requirement, the number of bits which will be used for TCQ data is extracted 
from each non-zero band evenly, and then the bands are quantized by the USQ. The quantization procedure is the same 
as described above for the TCQ and USQ algorithm. All bands that have non-zero data after quantization are collected 
as the difference between the quantized and un-quantized data and are called the residual. If some frequencies are 
quantized as zero in a nonzero band, they are not included into residual. 

NZ Band NZ Band NZ BandNZ BandZero Band Zero BandAll Bands

Spectral Component in NZ Bands

Gathering and USQ

Residual array
 

Figure 74: Concept for constructing the residual array 

The residual array is quantized by TCQ with code rate ½ known (7,5)8 code: 

 

Figure 75: Trellis structure for the 4 states TCQ 

Quantization using TCQ is performed for the first AMPTCQ _2 ⋅  magnitudes. After quantization the path metrics are 

checked and the best one selected. For lossless coding the data for the best trellis path is stored in separate array while 
the trace back procedure is performed. The constant AMPTCQ _  was defined as 10, which allows up to 20 magnitudes 

per frame to be encoded. 
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The trellis path data is encoded by the arithmetic encoder as equi-probable symbols. The path data is binary sequence 
which is encoded using an arithmetic encoder with a uniform probability model. 

The quantized spectral data produced by the USQ are encoded by the same method as described in subclause 
5.3.4.1.4.1.5.1.2 

The quantized MDCT coefficients are de-normalized using the quantized band energies. 

Finally, as described in subclause 5.3.4.1.4.1.4.3.1, quantization of fine gain adjustment is performed on the dominant 
bands. The inner product between target MDCT coefficients and the de-normalized quantized MDCT coefficients is 
calculated, and fine gain adjustment factor is calculated by dividing the inner product by the energy of the de-
normalized quantized MDCT coefficients. The fine gain adjustment factor is quantized by a 1-bit scalar quantizer. 

5.3.4.1.4.1.5.2 Noise-filling for 0-bit assigned sub-bands 

Decode the MDCT coefficients of each sub-band from the received bit stream. In order to reconstruct the un-decoded 
MDCT coefficients, the sub-bands are classified into the bit allocation saturated sub-bands and the bit allocation un-
saturated sub-bands according to the average number of bit allocation to a coefficient in a sub-band. The noise filling 
module is applied to the un-saturated sub-bands. Firstly the noise gain for noise filling of each sub-band is calculated. 
Then, fill the appropriate noise into the un-decoded MDCT coefficients of each sub-band, and the un-decoded MDCT 
coefficients are reconstructed. At last, the whole frequency domain signal is obtained based on the decoded MDCT 
coefficients and the reconstructed MDCT coefficients. 

5.3.4.1.4.1.5.2.1 Parameters calculation for noise gain 

Initialize a critical number of the sub-band cbN  to bandsN . If the encoded bandwidth is SWB and the encoding mode is 

harmonic or normal,  cbN  is updated to 19 at 16.4kbps and cbN  is updated to 17 at 13.2kbps. 

Calculate the average number of allocated bits for each coefficient in each sub-band: 

 1,,1,0        ,
)(

)(
)( −== bands

width
av Nb

bk

bR
bR L  (1084) 

where )(bR  denotes the number of bits allocated to each sub-band, and )(bkwidth  denotes the bandwidth of each sub-

band. 

Calculate the average envelope of each sub-band: 
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av Nb

bk

bI
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where )(ˆ bIM  denotes the quantized energy of each sub-band. 

The maximum magnitude of the decoded coefficients in each sub-band )(ˆ
max bX  and the number of the non-zero 

decoded coefficients in each sub-band )(bCnz  are determined by the decoded coefficients. 

Suppose )(bnpulse  denotes the number of the encoded pulses of each sub-band and 0)( ≠bnpulse  means the average 

number of bit allocation to a coefficient in a sub-band is larger than 0. And the energy difference )(bEdiff  is obtained 

as follows: 
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If 0)( ≠bnpulse , compute the initial noise gain of each sub-band )(ˆ bInf′  by the energy difference )(bEdiff  and sub-

band bandwidth )(bwidthk : 
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Otherwise, )()(ˆ bavEnvbInf =′ . 

And, if 0)( ≠bnpulse , compute the parameter of harmonic character )(/)(ˆ bEnvbX avmax . The parameter of harmonic 

character  )(/)(ˆ bEnvbX avmax  is used to calculate the noise gain, then fill noise to the not decoded coefficients of bit 

allocation un-saturated sub-band. 

5.3.4.1.4.1.5.2.2 Noise gain calculation 

If the average number of bit allocation to a coefficient in a sub-band )(bRav  is not less than 0.8, the bit allocation of the 

sub-band is defined as saturated; otherwise, the bit allocation of the sub-band is defined as un-saturated. 

When the bit allocation of sub-band b  is un-saturated and 0)(ˆ >′ bInf , based on the envelope and decoded coefficients 

the noise gain )(ˆ bInf  is calculated as follows: 

(a)  First estimate the overall noise factors fac under different conditions: 

(a1) When 0)( ≠bnpulse  and the encoded bandwidth is SWB: 

If the encoding mode is harmonic and  cbNb ≤  : 
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=  (1088) 

If the encoding mode is harmonic and  cbNb >  : 
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If the encoding mode is normal and  cbNb ≤  : 
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If the encoding mode is normal and  cbNb >  : 
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If the encoding mode is transient: 

 1.1=fac  (1092) 

(a2) When 0)( ≠bnpulse  and the encoded bandwidth is WB or NB: 

Initialize fac  as: 
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While 1>b  and 1−< bandsNb , fac  is updated as follows: 
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 (1094) 

While bandshfbands NNb _−≥  and the encoded bandwidth is WB, fac  is updated as follows. Where 

bandshfN _  is a number of sub-bands at the highest frequency which have a flag )(bfharmonic  to indicate 

whether the sub-band is harmonic or not. If )(bfharmonic  is equal to 1, the sub-band b have harmonic character; 

otherwise, the sub-band b  do not have harmonic character. 
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where Hener  and Lener  denote the energy of high frequency bands and low frequency bands, respectively. 

Hbw  and Hbw  denote the numbers of correspond high frequency coefficients and correspond low frequency 

coefficients respectively. 

(a3) When 0)( =bnpulse , fac  is determined as follows: 

If the encoded bandwidth is SWB and the encoding mode is harmonic 8.0=fac ; Otherwise, 1.1=fac . 

(b)  Based on the overall noise factor fac , the noise gain is calculated: 

 )(ˆ*)(ˆ bIfacbI nfnf ′=  (1096) 

When the sub-band b  is a bit allocation saturated sub-band or )(ˆ bInf′  is less than zero, the noise gain )(ˆ bInf  is 

set to zero. 

(c)  In order to smooth the noise gain between the current frame and the previous frame, a sub-band boundary posN  

is defined. If the encoded bandwidth is SWB, 1−= bandspos NN . Otherwise, ),max( ]1[−= pulsepulsepos NNN . Here 

pulseN  denotes the last sub-band with encoded pulses in current frame, ]1[−
pulseN  denotes the last sub-band with 

encoded pulses in previous frame. 

For the sub-band b , if posNb ≤<0 , then the noise gain )(ˆ bInf  is smoothed as follows: 

When b  is less than 1−bandsN : 
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When b  is equal to 1−bandsN : 
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where )(]1[ bEnvav
−  denotes the average envelope of the previous frame, )(ˆ ]1[ bInf

−  denotes the noise gain of the 

previous frame. 

5.3.4.1.4.1.5.2.3 Noise filling 

First, if the encoded bandwidth is not SWB and ]1,[,0)( _ −== bandsbandshfharmonic NNbbf , modify the decoded 

coefficients: 
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_ −−==′ bandsendbandshfbandsstartMM NkNNkkkXkX  (1099) 

For sub-band b , if the conditions: bit allocation is unsaturated, the encoded bandwidth is not SWB, 

pulseNb = , bandshfbands NNb _−<  are all satisfied, the decoded coefficients is filled noise as follows: 

Initialize a counter jc  to zero. Based on the smoothed noise gain, calculate a noise filling factor: 
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If the decoded coefficient )(
~

kX M is equal to zero, 
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where Rand  is generated by random noise, jc  is increased by 1. 

Otherwise, the noise filling of the decoded coefficients is described as follows: 
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 RandbIkXkX nfMM *)(ˆ)(
~

)(
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Finally, update the memories as follows: 

 )()(]1[ bEnvbEnv avav =− , )(ˆ)(ˆ ]1[ bIbI nfnf =− , pulsepulse NN =− ]1[  (1103) 

 

5.3.4.1.4.1.5.3 Pitch filtering spectrum coding (PFSC) 

 

5.3.4.1.4.1.5.3.1 PFSC overview 

Pitch filtering spectrum coding is applied only for the SWB and FB signals. 

PFSC utilizes the TCQ-quantized and noise-filled low-frequency MDCT coefficients sequence to encode high 
frequency MDCT coefficients. Which band is encoded by PFSC is determined through the bit-allocation process 
described in the previous subclauses. In the PFSC, the four highest bands are the high-frequency bands,  and the other 
bands lower than the high-frequency bands are the low-frequency bands. For example, in Table 108, the low-frequency 
bands are b =0 to 17, and the high-frequency bands are b =18 to 21, for the 13.2 kbps. 

For each band, the most similar match with the selected similarity criteria is searched from the TCQ-quantized and 
envelope normalized low-frequency content. The most similar match is scaled with a scaling factor calculated using the 
quantized band energy to obtain the synthesized high frequency content. 

5.3.4.1.4.1.5.3.2 Envelope normalization 

Similarly to G.718 Annex B, quantized low-frequency content is normalized with its envelope. However, the TCQ-
quantized low-frequency content is a sparse pulse sequence, and a normalization process is therefore used to flatten the 
low-frequency content. 

The low-frequency content is normalized by dividing it by the maximum amplitude value in each sub-band. Here, the 
sub-band configuration is special and used only for this normalization. Each sub-band consists of 12 MDCT coefficients. 
By performing this process, each sub-band will have the same maximum amplitude value, and the low-frequency 
content can therefore be converted to an MDCT coefficient sequence whose spectral characteristic is flat and smoothed. 

The envelope normalization (or smoothing) process is separately performed on the TCQ-quantized low-frequency 
content and the filled low-frequency noise content, respectively. And the amplitude of the normalized noise content is 
adaptively scaled according to the sparseness of the TCQ-quantized low-frequency content. The sparseness is calculated 
by dividing the number of non-zero spectrum in the TCQ-quantized low-frequency content by the bandwidth of the 
low-frequency content. A threshold is calculated using the sparseness and used for scaling the maximum amplitude of 
the noise content. The normalized TCQ-quantized low-frequency content is further modified so that its non-zero content 
has larger amplitude than the maximum amplitude of the normalized noise content thus dynamic range of the 
normalized TCQ-quantized low-frequency content is modified for better matching with a targeted high-frequency 
spectrum. Finally, the scaled low-frequency noise content and the modified TCQ-quantized low-frequency content are 
added for generating envelope normalized spectrum (MDCT coefficients). If the generated spectrum becomes zero, 
such spectrum component is replaced with a randomly generated noise whose maximum amplitude is limited to the half 
of the maximum amplitude of the scaled noise component. 

5.3.4.1.4.1.5.3.3 Band search 

5.3.4.1.4.1.5.3.3.1 Selection of representative MDCT coefficients 

Similarly to G.718 Annex B, a band search approach is used. The last four bands (i.e. b=18 to 21 in 13.2 kbps and b=20 
to 23 in 16.4 kbps) are then subject to be encoded with PFSC. As shown in the table 108, the widths of the bands are 55, 
68, 84, and 105 for 13.2 kbps, and 59, 74, 92, and 115 for 16.4 kbps. 

To reduce computational load for calculating correlation, only limited number of input (target) MDCT coefficients are 
selected as representative MDCT coefficients and used for correlation calculation. The selection of the MDCT 
coefficients is performed by amplitude threshold process, i.e. an MDCT coefficient is selected if its absolute value is 
greater than a threshold. The threshold is determined using the average and standard deviation of the absolute values of 
the MDCT coefficients in a subjected high-frequency band. 
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 βσ ×+= iii avgthr  (1104) 

Here ithr is the initial threshold for the i-th high-frequency band, iavg  is the average of the absolute values of the 

MDCT coefficients in the i-th high-frequency band, iσ  is the standard deviation of the absolute values of the MDCT 

coefficients in the i-th high-frequency band, and β  is a factor for controlling the selected number of the MDCT 

coefficients. 

If the number of selected MDCT coefficients is less than a pre-determined number, the threshold is updated by the 
following equation, and an additional selection process is performed. 
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Here, a  is the weakest attenuation factor and b is the strongest attenuation factor, and 0.00.1 >>≥ ba . mxN  is the 

pre-determined number of the MDCT coefficients to be selected in the end, and iNtmp  is remaining number of MDCT 

coefficients to be selected. ′
ithr  is the updated threshold. By using this equation, the threshold is calculated according 

to the number of non-selected MDCT coefficients, i.e. the larger the number of non-selected MDCT coefficients is, the 
lower the threshold become. The above equation is equivalent to the following equation. iNcnt  is the number of already 

selected MDCT coefficients. 
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The selected MDCT coefficients (target MDCT coefficients for the band search) are stored in a memory as their 
frequency positions and used for the band search process. 

5.3.4.1.4.1.5.3.3.2 Matching process 

Once the representative MDCT coefficients are selected, a matching process is performed by calculating the correlation 
between the representative MDCT coefficients and normalized low-frequency MDCT coefficients derived from the 
envelope normalized MDCT coefficients calculated in subclause 5.3.4.1.4.1.5.3.2. Since the correlation is calculated 
only using the selected MDCT coefficients, required computational complexity can be saved. 

The task of the matching process is to find k' which maximizes S(k'). 
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where )'(kcorr , )'(kEne and jNlag  denote the following. 

)'(kcorr  : correlation between representative MDCT coefficients and normalized low-frequency MDCT coefficients 

for the k’-th lag candidate, 

)'(kEne  : energy of normalized low-frequency MDCT coefficients for the k’-th lag candidate 
jNlag  : number of lag candidates for the j-th band. 

)'(kcorr  and )'(kEne  are calculated by the following equations. 
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jNcnt , ][kIdx j , ]'[klag j  and jk  denote the followings. 
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jNcnt : selected number of representative MDCT coefficients in the j-th band, 

][kIdx j : frequency position of the k-th representative MDCT coefficient in the j-th band, 

]'[klag j : the k’-th lag candidate for the j-th band, 
jk : starting frequency position of normalized low-frequency MDCT coefficients for the j-th band. 

The lag candidates are defined as the frequency positions of non-zero normalized low-frequency spectrum. Therefore 

]'[klag j  means the k’-th non-zero normalized low-frequency MDCT coefficients frequency position in the j-th band 

search range. The j-th sub-band search range is started at jk , which is defined as offsets from the zero frequency point 

of the low-frequency spectrum. jk = {0, 0, 64, 64} 

By using this lag candidate representation, even when the bit budget for the lag information is small, actual lag search 
range can be wide, and it enables to guarantee to generate candidate spectra which have at least one non-zero spectrum. 

figure 76 shows a conceptual block diagram of the matching process. For the lag search, only the TCQ quantized 
component is used as the low-frequency MDCT coefficients while both of the TCQ-quantized and noise-filled low-
frequency MDCT coefficients are used for generating high-frequency spectrum and calculating the scaling factors. 

 

Figure 76: Conceptual block diagram of the matching process 

5.3.4.1.4.1.5.3.3.3 Scaling and noise smoothing 

Once the best match has been found through the matching process, scaling factors are calculated for the searched bands 
using the quantized band energies. Each scaling factor is calculated as the square root of the quotient of each quantized 
band energy divided by its corresponding band enegy of a generated high-frequency spectrum. The band energy of the 
generated high-frequency spectrum is equal to ( )kEne ′  for the selected k ′  and is calculated according to equation 
(1109). The calculated scaling factors are attenuated by the scaling factor of 0.9. 

Inter-frame smoothing process is applied on the generated high-frequency noise components. The generated MDCT 
coefficients whose amplitudes are below a threshold calculated using the sparseness of the TCQ-quantized low-
frequency components are targeted for the smoothing process. When the energy of the targeted components in the 
previous frame is sufficiently less than current band energy, relatively strong smoothing is applied to the component, 
while relatively weak smoothing is applied in other cases (i.e. current band energy is not sufficiently larger than the 
noise energy in the previous frame). 

Local decoding at the encoder side is necessary for switching between non-MDCT-based modes. 
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5.3.4.1.4.2 Transient mode 

5.3.4.1.4.2.1 Energy envelope coding 

The energy envelope coding is performed as described in subclause 5.3.4.1.3. 

5.3.4.1.4.2.2 Bit allocation 

The bit allocation to bands based on quantized band energies is performed as described in subclause 5.3.4.1.4.1.4.4. 
However, for transient frames the Limited band mode described in subclause 5.3.4.1.4.1.4.4.2 is not used. For SWB, no 
bits are allocated at the 6th and 7th bands. 

5.3.4.1.4.2.3 Fine structure encoding 

5.3.4.1.4.2.3.1 Trellis Coding Quantization (TCQ) 

The spectral coefficient quantization is done as is described in subclause 5.3.4.1.4.1.5.1. 

5.3.4.1.4.2.4 Noise-filling for 0-bit assigned bands 

The noise filling is done as is described in subclause 5.3.4.1.4.1.5.2. 

5.3.4.1.4.3 Harmonic Mode 

5.3.4.1.4.3.1 Energy envelope coding 

The energy envelope coding is performed as described in subclause 5.3.4.1.3. 

5.3.4.1.4.3.2 Bit allocation 

5.3.4.1.4.3.2.1 Allocating bits for fine gain adjustment 

Bit-allocation process is performed in the following manner when the signal is classified as harmonic. Firstly, two bits 
are reserved for transmitting the mode information followed by four bits are allocated for performing gap filling using 
PFSC based approach. Then some bits are reserved for applying fine gain quantization to the band energies that are 
larger than the others. 

The bit budget used for the spectrum quantization is obtained using 

 
6−−−= bitsFG eRRψ

 
(1110)

 

where ebits 
is the bits consumed for quantizing the band energies which is obtained from subclause 5.3.4.1.3, ψ  is the 

available bit budget for spectrum quantization. FGR  is the number of bits reserved for fine gain quantization and 

described in table 119. For SWB and FB at the bit rates 13.2 and 16.4 kbps, 4=FGR . 

5.3.4.1.4.3.2.2 Adaptive bit allocation to bands 

Based on the available bit budgetψ , bits are allocated to the bands using the adaptive bit allocation. The adaptive bit-

allocation scheme uses the quantized band energies 1,....,0,)(ˆ −= bandsM NbbI to allocate the available bits in a 

frame among the bands. In this scheme, bits are allocated by adaptively grouping the band energies into a number of 
groups; each group is allocated variable number of bits based on characteristics between the groups followed by bits 
allocation to bands within groups based on the available bit budget to the groups. Figure 77 illustrates the overview of 
the adaptive bit allocation. The detailed procedure is described in the following subclause. 

 

Figure 77: Overview of the Adaptive bit allocation scheme 
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5.3.4.1.4.3.2.2.1 Bits allocation to groups. 

The adaptive bit-allocation scheme uses the quantized band energies,  1,....,0,)(ˆ −= bandsM NbbI  to allocate the 

available bits ψ  in a frame among the bands. 

First, the bit-allocation vector entries, i.e., bit allocation of each bands in bits per sample, are set to one, and followed by 
temporary storage of band energies in a buffer. This is done according to: 

 
1,....,0,)(ˆ)(

1)(

−=←

←

bandsMM NbbIbI

bR

temp

 (1111) 

 

In order to allocate bits to bands using band energies, firstly bands are adaptively grouped and each group contains 
variable number of bands, the grouping is to separate the dominant frequency band from non-dominant frequency band. 
In total, four groups are formed, while the widths of the first three groups are adaptively varied and the last group has a 
fixed width which has last four bands. The maximum variable width 2,1,0, =iG

Maxi  of each adaptive group is 

thresholded and it is given in table 120 

Table 120: Maximum widths of the groups 

 13.2kbps 16.4kbps 

Max
G0  7 7 

Max
G1  9 10 

Max
G2  2 3 

 

The grouping of bands is done by identifying the dominant frequency vectors (the frequency bands with large and local 
maximum energy factor values in the spectrum). Using the dominant frequency band as center, include the descending 
slope at both sides to one group; the group width is adaptively determined corresponding to the input signal 
characteristic. If the dominant frequency band is at the edge, only one side of the descending slope would be included in 
the group. In order to reduce the complexity sensitive ness of human ear is considered when searching  

Once width of each group 3,2,1,0),( =ggGW  is decided, bits are allocated to each group and it is done in the following 

steps. 

a) Calculate the energy of each group according to 

 3,2,1,0,)()(
)(

)(

== ∑
=

=

gbIgG
gGb

gGb

ME

end

Start

temp
 (1112) 

where 3,2,,1,0)(),( =ggGgG endStart  is the start and end of each group and width of each group is defined according 

to 

 3,2,,1,01),()()( =+−= ggGgGgG StartendW . (1113) 

b) Allocate bits to the last group which has a fixed width based on the following steps. 
 

i. Calculate average number of bits that can be allocated for a group 

 
4

ψ=
avgBG  (1114) 

ii. Calculate mean for the group energies according to 

 ∑
=

=
3

0

)(
4

1

g

EE gGG
avg

 (1115) 

iii. Calculate energy difference for last group according to 

 
avgdif E

E
E G

G
G −=

4

)3(
 (1116) 
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iv. Calculate group energy ratio between the last group and average group energy of the remaining groups 
according to 
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R

 (1117) 

v. Calculate the energy difference between maximum energy of a subvector in the last group and with 
average sub vector energy of the rest of the groups. 

 ,1max avgdiff EbE
avg

−=  (1118) 

where 
  

maxb  is the maximum energy in the last group according to equation (1119) and 
  

1avgE  is the average energy 

of the rest of the groups band and it is calculated according to . 
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(1120) 

vi. Allocate bits to the last group according to 
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otherwise                    ,0
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where bw1 is the bit allocation weight, which takes value based on 
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c) Once bits are allocated to last group, remaining bits are calculated according to 
 )3(GB−←ψψ  (1122) 

d) Based on the remaining bits obtained from c), bits are allocated to the rest of the groups using following steps. 
i. Calculate the band energy difference between bands. 

 5,.....,1),1()()( −=−−= bandsMMM NbbIbIbI
temptempdiff

 (1123) 

ii. Identify the maximum band energy difference according to 
 ))((max

5,..,1max
bIb

diff
bands

M
Nb

diff
−=

=  (1124) 

iii. Identify the group which has maximum band energy difference 
maxdiffb  and allocate more bits to the 

group . 
If

maxdiffb belongs to group g=1, bits allocation to the groups will be according to 
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 (1125) 

If 
maxdiffb belongs to group g=0 or group g=2, bits allocation to the groups will be according to 
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 (1126) 

where Scale1 and Scale2 values are based on table 121 

Table 121: Scale factors for groups 

  13.2 kbps 16.4 kbps 

10
max

orGroupbdiff ∈
 

Scale1 1.05 1.1 
Scale2 0.97 0.92 

2
max

Groupbdiff ∈
 

Scale1 0.92 0.97 
Scale2 1.0 1 

 

Bits are allocated to individual bands in a group based on the available bit budget for the groups 3,2,1,0),( =ggBG and 

it is done according to subclause 5.3.4.1.4.3.2.2.2. If 0 bits are available to any of the groups 3,2,1,0),( =ggBG the 

corresponding bands in the group are allocated 0 bits. 

5.3.4.1.4.3.2.2.2 Bits allocation to bands in a group 

The bits allocation to individual bands in a group is applied using the steps given below 

a) Calculate sum of band energies in a group 
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end
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temp

 

(1127) 

b) Calculate Mean energy for the group 

 )(

)(
)(

gG

gG
gI

W

E
Mavg

=
 

(1128) 

c) Set scale3 value according to 
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otherwise                    ,6.0

0,35.0
3

countEdiffScale  (1129) 

where  3Scale  is a bitallocation weight constant which is used for controlling the amount of bits being 

allocated to the bands. 

countEdiff  is the number of bands whose difference between the Mean energy for the group and band energy of 

the sub band exceeds 5 dB. 
d) For each iteration in a group, 

i. Calculate Mean energy for the group 

 )(

)(
)(

gG

gG
gI

W

E
Mavg

=
 

(1130) 

ii. Allocate bits to the individual subvectros in a group according to . 

3,2,1,0)(),.()),()((
)(

)()( 3 ==−+= gandgGgGbgIbIscale
G

bI
gBbR endStartMM

E

M
G avgtemp

temp

 
(1131) 

iii. Once the bits are allocated to indvidual bands in a group g, identify the band which has least energy in the 
group and verify whether bits allocated to the identfied band has under allocation using a threshold, if 
the band has under allocation. update the sum of energies using 
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 where Gmin is the index corresponding to minimum energy Rmin of a band in the group g 
iv. Repeat Step g, until there is no under allocation. 

 

The process described in subclause 5.3.4.1.4.3.2.2.2, is used for allocating bits to individual bands for groups g=0,1,2,3. 

5.3.4.1.4.3.3 Fine structure encoding 

5.3.4.1.4.3.3.1 Trellis Coding Quantization (TCQ) 

The spectral coefficient quantization is done as is described in subclause 5.3.4.1.4.1.5.1. 

5.3.4.1.4.3.3.2 Noise-filling for 0-bit assigned bands: 

This subclause gives a technical overview of the noise filling processing. Noise filling consists of two algorithms. The 
first algorithm described in this subclause 5.3.4.1.4.1.5.2 fills the gaps in the quantized spectrum where coefficients 
have been quantized to zero when the bit allocation clause allocates non zero bits to the bands and fills the un quantized 
bands up to the transition frequency tf  where the transition frequency tf is estimated based on the received bit 

allocation. The second algorithm is described as follows 

5.3.4.1.4.3.3.3 PFSC-based gap filling 

5.3.4.1.4.3.3.3.1 Overview 

This subclause is only applied to SWB and FB input signals. The spectral coefficients which belong to bands which are 
assigned zero bits from the bit-allocation clause are not quantized. This means that not all transform coefficients are 
transmitted to the decoder. From the noise filled quantized spectrum, the gaps in the high frequency region 

1,..,4 −−= bandsbands NNb  which has zero bit allocation are identified and a predicted spectrum information is 

generated and the missing frequency bands (gaps) are filled with the predicted spectrum information. 

In order to perform gap filling, the most similar match with the selected similarity criteria is searched from the coded 

and envelope normalized content and encodes the lag index iLagIndex parameter followed by encoding of the noise 

factor. The lag index iLagIndex and noise factor parameters are used in the decoder for generating the predicted 

spectrum, which will be used for filling the gaps. Figure 78 illustrates the overview of PFSC based gap filling for 
Harmonic mode. 
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Figure 78: Overview of the Harmonic mode PFSC based gap filling 

5.3.4.1.4.3.3.3.2 Envelope Normalization 

Low frequency content is extracted from the quantized noise filled spectrum, which is stored temporarily in a buffer and 

supplies the buffer information to noise separator, which separates noise )(kN M and quantized content )(ˆ kX M . The 

envelope of the quantized and noise contents is normalized before further processing. The normalization is performed in 
logarithmic domain and it is according to 

Peak to average information is calculated in log domain for the quantized content )(ˆ kX M . 

 )
ˆ

ˆ
log(10 max

avg
avg

X

X
P =

 
(1132)

 

where maxX̂  is the maximum absolute amplitude of the quantized spectrum and avgX̂  is the mean of the absolute 

amplitude of the quantized spectrum.
 

The quantized content )(ˆ kX M  is divided into svN  sub-vectors and the total number of the sub-vectors is based on the 

table 122. Each sub-vector )(iSVl  consists of eight spectral coefficients: This sub-vector division is only available for 

envelope normalization. 

 7,...,0),8(ˆ)( =+= iilXiSV Ml  (1133) 

The arithmetic means of the 1st and 2nd half of each sub-band )(1 lM a  and )(2 lM a  are calculated as follows: 
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lM  (1134) 
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Next, the geometric mean of )(1 lM a  and )(2 lM a  in logarithmic domain of each sub-band, )(lL  is obtained as: 

 1,...,0)151)()((log10)( 21
10 −=−+⋅⋅= svaa NlelMlMlL  (1136) 

Here, the square root calculation in linear domain is performed by multiplying 0.5. 

The )(lL , l = 0, …, Nsv, is smoothed using moving average method with a span of seven samples. The envelope 

smoothed values )(
~

lL  are obtained as: 
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The smoothed envelope )(
~

kL  is transformed from logarithmic domain to linear domain as follows: 

 1,...,010)(
~ ))(

~
(05.0)0.1( −==′ ⋅⋅−

sv
lL NllL  (1138) 

The quantized contents are normalized by multiplying the smoothed envelope )(
~

kL′  in order to obtain the normalized 

contents:  

 1,...,078,...,8)(
~

)(ˆ)(
~ −=+=′⋅= svMM NlllklLkXkX  (1139) 

Table 122: Number of sub-vectors for energy normalization 

Bitrate in kbps Nsv 
13.2 32 
16.4 38 

 

From the normalized content, thresholds are calculated according to 
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where coefclip  value is according to. 
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avgX
~

is calculated according to 
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Absolute values of the normalized coefficients MX
~

 are compared to the thresholds maxclip and minclip , which are 

adaptively calculated by equation (1140). The normalized coefficients with absolute amplitudes above maxclip  are 

clipped to maxclip to avoid excessive spectral peaks, and the normalized coefficients with absolute amplitudes below 

minclip  are suppressed to 0 to enhance the harmonic structure, according to 
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Above process i.e., normalization and clipping of the normalized contents is also applied for normalizing the low 

frequency noise contents and the obtained normalized noise contents is represented as )(
~

kN M  
the normalized noise 

contents are further adjusted according to 

 18,...,0)(
~

)(
~ −=← svratioMM NkNkNkN

 
(1143)

 

where ratioN  is the sparseness ratio and it is calculated according to  

 
18

1
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−=
sv

count
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N

 
(1144) 

countpul is the number of non-zero spectrum in the TCQ-quantized low-frequency content. 

The normalized low frequency quantized noise filled spectrum is obtained according to 

 )(
~

)(
~

)(
~

kNkXkX MMM +=′
 

(1145) 

5.3.4.1.4.3.3.3.3 Band Search 

The high-frequency region of )(kX M with width hfw is divided into four bands as follows 

 1,...,0)()( −=++= i
width

i
startMi SBkdhfkXkM  (1146) 

where the starting position of high frequency is represented as starthf  , high frequency width is represented as widthhf  

and its corresponding values are according to table 123. The values of band widths i
widthSB  corresponding to index i 

and offsets id  are according to tables 124 and 125. 
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Table 123: High frequency width and starting position 

Bitrate in kbps starthf  widthhf  

13.2 256 312 
16.4 300 340 

 

Table 124: High frequency band width and offsets for 13.2 kbps 

Index i i
widthSB  id  

0 56 0 
1 100 56 
2 100 156 
3 56 256 

 

Table 125: High frequency band width and offsets for 16.4 kbps 

Index i i
widthSB  id  

0 60 0 
1 110 60 
2 110 170 
3 60 280 

 

For sub-band )(kMi  , i=0,1there is a search band i
end

i
M

i
M kkkkXkX ,...,),(

~
)(

~ ==  which defines from where the best 

match is searched. 

The start position ik  and the width iw  of each sub-band are set as follows: 
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where 1,0, =ilagsi is the number of search positions and it is calculated according to 

 
i
hfbitsilags 2=  (1149) 

where the number of bits 1,0, =ibits i
hf  is reserved for the band search for index i. 

The best match is searched for every band i ,in order to reduce computational load for calculating correlation, only 
limited number of input  spectral coefficients are selected and used for the calculation of correlation. The selection of 
the MDCT coefficients is described in subclause 5.3.4.1.4.3.3.3.1. 

Once the input spectral coefficients are selected, searching process is performed by calculating the correlation between 
the input spectral coefficients and normalized low-frequency coefficients derived from the envelope normalized 
coefficients calculated in subclause 5.3.4.1.4.3.3.3.2. Since the correlation is calculated only using the selected 
coefficients, required computational complexity can be reduced. 

The best match is searched for every band i as follows. The correlation for index k’ is computed as 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

365

 21

1

0

,..])[(
~

])[()'( NNkjIdxkXjIdxMkcorr

i
cntNj

j

ii
M

i
i =′+′= ∑

−=

=

 (1150) 

where )'(kcorr ,
i
cntN , ][kIdxi   and 21, NN  denote the following 

)'(kcorr  is the correlation between input spectral coefficients )(kMi  and search band )(
~

kX i
M  for the k’-th lag 

candidate, 

i
cntN  selected number of representative spectral coefficients in the i-th band. ][kIdxi : frequency position of the k-th 

representative spectral coefficient in the i-th sub-band, 

21, NN : is the start and end position of search lag and its values are calculated according to 
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where i
pastBestIdx is the previous frame best match position for band i 

similarly, the energy for index k’ is obtained as 
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where )'(kEne  is the energy of the search band )(
~

kX i
M for the k’-th lag candidate 

The actual similarity measure used is of the form 
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kS =′  (1153) 

The task is to find k’ which maximizes S’(k’). The complexity of the implementation can be reduced by squaring S’(k’), 
which removes the absolute value signs as well as square root from the denominator as equation (1107). The best match 
is now searched efficiently for band i using 

 

end

end

end

 = 

= 

 =  

 )corr(k'  <    if

0 >  if

1 - 2  to1 =for 

1e30 = 

0 = 

0 =  

22

Ene(k')lagEnergy

corr(k')lagCorr

k'BestIdx

lagEnergyEne(k')lagCorr

Ene(k')

NNk' 

lagEnergy

lagCorr

BestIdx

i

i

  

where iBestIdx  is the best match position for band i and if there is no spectral coefficients in the search band then 
iBestIdx  value takes according to 
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The best match index jBestIdx  is packed into the bit stream as the parameter iLagIndex . Once the best match index 

iBestIdx is obtained, past frame best match index i
pastBestIdx  is updated with current frame best match index according 

to 

 ii
past BestIdxBestIdx =  (1155) 

5.3.4.1.4.3.3.3.4 Structure analysis for Harmonics 

This subclause gives a technical overview of the structure analysis for harmonics which is applied for SWB and FB 
Harmonic signals. The purpose of this subclause is to estimate the harmonics from the quantized spectrum and the 
estimated harmonic is used for generating the new tonal spectrum for the HF region at the decoder, where the HF region 
is calculated using the frequency transition tf  which is estimated based on the received bit allocation. 

The first step of the structure analysis is to extract a portion from the quantized spectrum. A portion from 2 kHz to 6.4 
kHz for 13.2 kbps and from 2- 7.5 kHz for 16.4 kbps is used for structure analysis. 

From the extracted portion, structure for harmonics is analysed. The detail procedure of this subclause comprises the 
following steps: 

1) Grouping of spectral coefficients into a number of blocks of equal length; in total 16 and 19 blocks (Nblock) 
are formed for 13.2 and 16.4. Kbps with a length of 16 coefficients per block. 

2) Extract the spectral peak magnitude )( jX max  and their corresponding positions )(max jpos  within each 

block; as shown 
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3) From the extracted spectral peaks identify the spectral peaks whose spacing lie closely and discard the 
spectral peak from analysis which is not perceptually important. 

4) Split the extracted portion into regions with cut-off at 140, 200, 16Nblock-1 spectral coefficients and count the 
peaks in each region according to 
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 (1157) 

Before the process counter hpeakmpeaklpeak ccc __,_ , is set to zero. 

5) Calculate the spacing between the identified peak positions and identify the minimum and maximum spacing 
between spectral peaks. 
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 (1158) 

6) Calculate sum of spacing according to 
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where 3_2_1_ ,, speakspeakspeak SpacingSpacingSpacing is the sum of spacing and the 

counter 3__2__1__ ,, speakspacingspeakspacingspeakspacing ccc  increments when the respective conditions 

are satisfied. 
7) Estimate the harmonic frequency based on the spacing between the identified peak positions according to the 

following. 
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where 2_1_ , freqfreq EstEst are the estimated harmonic frequencies, which can be used for generating the missing 

bands. 

In order to improve the stability of present frame, previous frame estimated frequency 2_freqEst  information is used. 

if 80)222( min___ >=<<< SpacingORcANDcANDc mpeakmpeaklpeak  and the calculated estimated frequencies 

2_1_ , freqfreq EstEst  has a zero value it indicates that there is no harmonics extracted from 0 to Nblock -1.usually this 

happens when decoded spectrum is sparse. For this case, 2_freqEst is set to previous frame estimated frequencies if it 

not equal to zero or it is set to a default value of 80. In the encoder, estimated harmonic 2_freqEst
 
is used for 

generating the noise spectrum for the HF region. As the estimated harmonic 2_freqEst  is determined using the 

quantized spectrum, there is no need to transmit the 2_freqEst  parameter to the decoder. Under rate switching 

conditions this structure analysis for harmonics is also used for bitrates above 16.4 kbps for extracting the harmonics. 
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5.3.4.1.4.3.3.3.5 Noise filling for the predicted spectrum 

First high-frequency region )(
~

kH M  with width hfw is divided into four bands 3,...,0),(
~ =ikH i

M with same band 

configuration described in subclause 5.3.4.1.4.3.3.3.3 

From the envelope normalized noise spectrum )(
~

kNM , a desired portion of noise spectrum is extracted. The start 

position ik  and the end i
endk  of each desired portion in the normalized noise spectrum i

end
i

M kkkkN ,....),(
~ =  are set 

as follows: 
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where lagsi is the number of search positions and it is according to equation (1149), lag index value iLagIndex is 

obtained from subclause 5.3.4.1.4.3.3.3.3 and 2_freqEst  is obtained from subclause 5.3.4.1.4.3.3.3.4. 

Estimate the position of harmonics for band i =0, 1 in the predicted spectrum, according to 
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where totres  represents pulse resolution for predicted spectrum 

Fill the bands )(
~

kH i
M ,i=0,1 using extracted noise from the normalized spectrum iii

M wkkkkN += ,....),(
~

 except in 

the positions obtained in equation (1161) and fill the remaining bands )(
~

kH i
M ,i=2,3 by copying the information 

obtained from the lower bands i=0,1 reversely. 

5.3.4.1.4.3.3.3.6 Noise factor 

On the decoder side a predicted spectrum )(
~

kH M  is generated for the high frequency region by using the envelope 

normalized noise-filled quantized spectrum )(
~

),(
~

kNkX MM , which is obtained from subclause 5.3.4.1.4.3.3.3.5. To 

control the amount of noise inserted in the predicted spectrum at the decoder, a noise factor is computed on the encoder 
side and quantized using a 2-bit scalar quantizer. The procedure for noise factor calculation is described in this 
subclause. 

From the input spectral coefficients, extract the high-frequency region )(kHM  according to 

 1,...,)()( −== widthstartMM hfhfkkXkH  (1162) 
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where the starting position of high frequency is represented as starthf  and high frequency width is represented as widthhf  

. The corresponding values of widthstart hfhf ,  is same as in table xx. 

Select the tonal components in the )(kHM  according to pulse resolution 1,...,0],[ −= cntNjjIdx  obtained in 

subclause 5.3.4.1.4.3.3.3.3. The selection of the spectral coefficients is based on subclause 5.3.4.1.4.3.3.3.1. 

Calculate energy of the selected coefficients according to 

 ∑
−=

=

=
1

0

2])[(
cntNj

j

MS jIdxHEne   

Calculate noise factor using )(
~

kH M  and )(kHM  according to 
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where HH EneEne ~,  is the energies obtained using )(kHM , )(
~

kH M  according to 
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The calculated noise factor Nfac is encoded using a two bit scalar quantizer. 

5.3.4.2 High-rate HQ coder 

Table 126: High rate HQ supported modes 

Bitrate [kbps] Bandwidth Supported modes 

32 WB Normal, Transient 

24.4, 32 SWB Transient, Harmonic, HVQ, Generic 

24.4, 32 FB Transient, Generic 

64 SWB, FB Normal, Transient 

 

The high level structure of the high-rate HQ coder is in figure 79. The different operating modes of the high-rate HQ 
coder are outlined in table 126, the high-rate HQ is used at WB, SWB, and FB, at bit-rates 24.4, 32, and 64 kb/s. The 
coding is done in the MDCT domain. There are 5 different modes: Transient mode handles transient signals by using 
shorter transforms, Harmonic mode handles harmonic signals and HVQ takes care of strongly harmonic signals. Normal 
and Generic mode are used for all other signals. 
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Figure 79: High level structure of the high-rate HQ encoder 

 

The  whole frequency spectrum is divided into bands, there are 3 different band structures used: Default, harmonic, and 
wideband, see tables 127, 128, and 129. Harmonic band structure is used for HVQ and Harmonic mode, wideband band 
structure is used for WB. Otherwise the default band structure is used. 

Table 127: Normal band structure used in high rate HQ 

b  0 1 2 3 4 5 6 7 8 9 10 11 12 

)(bkstart  0 8 16 24 32 40 48 56 64 72 80 88 96 

)(bkend  7 15 23 31 39 47 55 63 71 79 87 95 103 

b  

13 14 15 16 17 18 19 20 21 22 23 24 25 

)(bkstart  104 112 120 128 144 160 176 192 208 224 240 256 280 

)(bkend  111 119 127 143 159 175 191 207 223 239 255 279 303 

b  

26 27 28 29 30 31 32 33 34 35 36 37 38 

)(bkstart  304 328 352 376 400 424 448 472 496 520 554 576 608 

)(bkend  327 351 375 399 423 447 471 495 519 553 575 607 639 

b  

39 40 41 42 43         

)(bkstart  640 672 704 736 768         

)(bkend  671 703 735 767 799         
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Table 128: Wideband band structure used in high rate HQ 

b  

0 1 2 3 4 5 6 7 8 9 10 11 12 

)(bkstart  0 8 16 24 32 40 48 56 64 72 80 88 96 

)(bkend  7 15 23 31 39 47 55 63 71 79 87 95 103 

b  

13 14 15 16 17 18 19 20 21 22 23 24 25 

)(bkstart  104 112 120 128 144 160 176 192 208 224 240 256 288 

)(bkend  111 119 127 143 159 175 191 207 223 239 255 287 319 

 

Table 129: Harmonic band structure used in high rate HQ 

b  

0 1 2 3 4 5 6 7 8 9 10 11 12 

)(bkstart  0 8 16 24 32 40 48 56 64 72 80 88 96 

)(bkend  7 15 23 31 39 47 55 63 71 79 87 95 103 

b  

13 14 15 16 17 18 19 20 21 22 23 24 25 

)(bkstart  104 112 120 128 144 160 176 192 208 224 256 288 320 

)(bkend  111 119 127 143 159 175 191 207 223 255 287 319 367 

b  

26 27 28 29 30 31 32 33 34 35 36 37 38 

)(bkstart  368 416 464 512 576 
        

)(bkend  415 463 511 575 639 
        

 

The number of bands used in WB is 26, and for FB it is 44. For SWB 39 bands are used, except if Harmonic or HVQ is 
used. For Harmonic mode 31 bands are used. The HVQ will use bands 21-30 for 24.4 kb/s, or 24-30 for 32 kb/s. 

Based on the different modes, the low frequency band signal is encoded with the different bandwidths. In addition, the 
envelopes of the higher frequency band are encoded differently according to the different modes. 

Then, the mode information, the indices of the low frequency band signal and the envelopes of the higher frequency 
band signal are written to the bitstream. 

5.3.4.2.1 Normal Mode 

5.3.4.2.1.1 Envelope calculation and quantization 

The norm or spectrum energy )(bEM of a band b is defined as the root-mean-square (rms) value of the band and 

computed as follows: 
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)(

1
)(

)(

)(

2 −== ∑
=

bands

bk

bkk

M
M

M NbkX
bL

bE
end

start

K  (1165) 

where 1)()( )( +−= bstartendM kbkbL is the length of the band b . 
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Table 130: Envelope quantization table 

Index Code Index Code Index Code Index Code 

0 0.172  10 0.122  20 0.72  30 0.22  

1 5.162  11 5.112  21 5.62  31 5.12  

2 0.162  12 0.112  22 0.62  32 0.12  

3 5.152  13 5.102  23 5.52  33 5.02  

4 152  14 0.102  24 0.52  34 0.02  

5 5.142  15 5.92  25 5.42  35 5.02−  

6 0.142  16 0.92  26 0.42  36 0.12−  

7 5.132  17 5.82  27 5.32  37 5.12−  

8 0.132  18 0.82  28 0.32  38 0.22−  

9 5.122  19 5.72  29 5.22  39 5.22−  
 

In each frame, the norms are scalar quantized with a uniform logarithmic scalar quantizer with 40 steps of 3 dB. 

The index of the quantized norm, )(bIM , can easily be obtained as: 

 [ ] 1,,0,)(log234)( 2 −=−= bandsMM NbbEbI K  (1166) 

and is saturated such that it is limited to the range of [0,31] for 0 and [0, 39] for the others. 

 

The quantization index of the lowest-frequency band, i.e., )0(MI , is directly transmitted to the decoder. The 

quantization indices of the norms in the remaining 1−bandsN bands are differentially coded by computing 

 2,,0),()1()( −=−+=Δ bandsMMM NbbIbIbI K  (1167) 

The differential indices )(bIMΔ  are constrained into the range of [–15, 16]. This is performed by first adjusting 

negative differential indices and then adjusting positive differential indices as follows: 

1) Compute the differential indices defined in equation (1167) in order from the highest-frequency band to the lowest-
frequency. 

2) 0,...,2),1()(,15)( −=+=−<Δ bandsMMM NbbIbIthenbIif  

3) Recompute the differential indices )(bIMΔ in order from the lowest-frequency band to the highest-frequency. 

4) 2,...,0,16)()1(16)(,16)( −=+=+=Δ>Δ bandsMMMM NbbIbIandbIthenbIif  

5) The adjusted differential indices in the range [0, 31] are obtained by adding an offset of 15 to )(bIMΔ . 

5.3.4.2.1.2 Envelope coding 

The first index of the quantized norm )0(MI   is transmitted by packing the bits directly using 5 bits. The adjusted 

quantization differential indices are coded by one of four high-rate HQ norm coding modes shown in table 131. The 
mode requiring the least bits is selected and used for high-rate HQ norm coding. This HQ norm coding mode 

information is signalled with 2 bits. The final resulting reconstructed quantized norms are denoted by )(ˆ bI M , 

1,,0 −= bandsNb K . 
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Table 131: High-rate HQ norm coding modes 

Mode index Description 

0 Context based Huffman coding 

1 Resized Huffman coding 

2 Normal Huffman coding 

3 Bit-packing 

5.3.4.2.1.2.1 Context based Huffman coding mode 

If this coding mode is selected for the current frame, the context based Huffman coding is applied to the quantization 
differential indices described in subclause 5.3.4.1.3.3.1. In this case equation (1038) shall be replaced with 

 ( )
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⎧
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 (1168) 

When the bit-packing mode is selected the adjusted differential rates are packed directly with 5 bits. 

5.3.4.2.1.2.2 Re-sized Huffman coding mode 

If this coding mode is selected for the current frame, the Re-sized Huffman coding is applied to the adjusted differential 
indices as same as the low-rate HQ coder. Details are described in subclause 5.3.4.1.3.3.2. The Huffman codes for the 
differential indices are given in table 115. When the bit-packing mode is selected the adjusted differential rates are 
packed directly with 5 bits. 

 

5.3.4.2.1.2.3 Normal Huffman coding and bit-packing mode 

If this coding mode is selected for the current frame, the Normal Huffman coding is then applied to the adjusted 
differential indices. The Huffman codes for the differential indices are given in table 132. 

Table 132: Huffman coefficient table 

Index Code Index Code Index Code Index Code 

0 0011010 8 001100 16 000 24 0011110 

1 0111010 9 011100 17 010 25 0111110 

2 1011010 10 101100 18 1010 26 1011110 

3 1111010 11 111100 19 1110 27 1111110 

4 0011011 12 0010 20 001110 28 0011111 

5 0111011 13 0110 21 011110 29 0111111 

6 1011011 14 100 22 101110 30 1011111 

7 1111011 15 110 23 111110 31 1111111 
 

When the bit-packing mode is selected the adjusted differential rates are packed directly with 5 bits. 

5.3.4.2.1.3 Bit allocation 

5.3.4.2.1.3.1 Envelope adjustment before bit allocation 

In order to account for psycho-acoustical weighting and masking effects, the quantized norms are adjusted prior to bit 
allocation. The algorithm consists of mapping the quantized norms by using spectral weighting functions. This 
algorithm is only used at FB. 

First, the quantized norms are mapped to the spectral domain. This is equivalent to copying the quantized norms in case 
of stationary signals and averaging the time-dependent quantized norms of the four spectra in case of transients. This is 
performed according to: 
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The obtained spectrum is afterwards mapped to a function which is similar to the ear's output of auditory filters; this 
gives a representation of the psycho-acoustical importance of the input signal. This operation is performed according to 
the following linear operation: 
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where the constants )( pH map , )( pTmap and the summation interval )( pJ map  are given in table 133. 17=mapN when 

the bit-rate is 24.4 kb/s, 18=mapN  at 32 kb/s, and 20=mapN at 64 kb/s. 

Table 133: Spectrum mapping variables 

p  )( pJmap  )( pH map  )( pTmap  )( pAmap  

0 0 1 3 8 

1 1 1 3 6 

2 2 1 3 3 

3 3 1 3 3 

4 4 1 3 3 

5 5 1 3 3 

6 6 1 3 3 

7 7 1 3 3 

8 8 1 3 3 

9 9 1 3 3 

10 10, 11 2 4 3 

11 12, 13 2 4 3 

12 14, 15 2 4 3 

13 16, 17 2 5 3 

14 18, 19 2 5 3 

15 20, 21, 22, 23 4 6 3 

16 24, 25, 26 3 6 4 

17 27, 28, 29 3 6 5 

18 30, 31, 32, 33, 34 5 7 7 

19 35, 36, 37, 38, 39, 40, 41, 42, 43 9 8 11 

 

The mapped spectrum is forward-smoothed according to the following: 

 mapmapmapmap NppIpIpI ,1),4)1(),(max()( K=−−=  (1171) 

and the resulting in-place function is backward-smoothed according to: 

 0,,2),8)1(),(max()( K−=−+= mapmapmapmap NppIpIpI  (1172) 

After the smoothing operation, the resulting function is thresholded in order to take into account an average level of 
absolute threshold of hearing. Thresholding and renormalization are performed according to: 

 1,,0 )),(),(max()()( −=−= mapmapmapmap NppApIpTpI K  (1173) 

where )( pAmap is given by table 133 and represents a pseudo-threshold of hearing. 
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The resulting function is further adaptively mapped, companded or expanded depending on the dynamic range of the 
spectrum, to the range of [–0,…,3] according to the following linear mapping: 

 1,,0,
))(min())(max(

))(min()(
4)( −=

−
−

⋅= map
mapmap

mapmap
map Np

pIpI

pIpI
pI K  (1174) 

The resulting spectrum is mapped back to bands according to: 

 1,0),(such that  ),()( −=∈= bandsmapmapadj NbpJbpIbI K  (1175) 

If the variable IsTransient is set to TRUE, i.e., transient mode, the resulting spectrum is further smoothed according to: 
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Finally, the norms used for bit allocation are computed as: 

 )()(ˆ)(ˆ bIbIbI adjMM +=  (1177) 

5.3.4.2.1.3.2 Envelope based bit allocation 

5.3.4.2.1.3.2.1 Wideband bit allocation of non-transient mode at 24.4/32kbps 

A group based bit allocation scheme has been introduced for wideband signal coding at 24.4kbps and 32kbps to avoid 
zero bit allocations to some of the sub-bands when they may be perceptually important. 

5.3.4.2.1.3.2.1.1 Group based bit allocation 

The sub-bands are divided into three groups. Firstly, the initial number of allocated bits to each group is determined 
according to the sum or the average of the norms in each group. Based on the initial number of allocated bits to each 
group, the second stage group based bit allocation is performed according to the characteristics and the energy 
information of the signal. 

To achieve the group based bit allocation, firstly the average of the quantized norms in the index range ]17,10[=b  is 

calculated, 

 ∑
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8/)(
b

q
Nav bII  (1178) 

For the first 4 sub-bands, if the norm )(bI q
N for bit allocation is less than avI , then the norm )(bI q

N  is set to avI . 

As a first step in the bit allocation, 1 bit is allocated to code each sub-band, and then the sub-bands are divided into 3 
groups, i.e. [0,…, 15], [16,…, 23], [24,…, 25]. 

Then calculate the following parameters which indicate the characteristics and the energy information of the signal for 
group based bit allocation. 

The factors 3)1(,2)0( __ == modinormmodinorm ff are initialized. These factors are then employed to adjust the norms, 

and then the average of the norms in each group is calculated along with the sum of the averages. 

 ∑
=

==
)(

)(

2,,0),(/)()(
gg

ggb

G
q
N

G
av

end

start

ggNbIgI L  (1179) 

 ,)(
2

0

_ ∑
=

=
g

G
av

G
sumav gII  (1180) 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

376

Table 134: Spectrum mapping group structure 

g  )(ggstart  )(ggstart  )(gNG  

0 0 15 16 

1 16 23 8 

2 24 25 2 

 

The differences of the consecutive averages and calculated: 
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If )0(_
G

diffavI  is greater than or equal to 6, or )1(_
G

diffavI  is greater than or equal to 3.75, then the number of bits 

allocated to each group is described as follows, 
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where totR′ is the total available bit budget. Otherwise, the bit allocation for each group is detailed as follows: 

Initialize the number of bits allocated to each group using the following equation, 

 ⎣ ⎦ 2,1,0,/)(*)( _ =′= gIgIRgR G
sumav

G
avtotG  (1183) 

If the average envelope of the third group )2(G
avI is more than 12, then adjust the number of bits of each group further: 

 

}

;96)2(

; 96)2(

){96)2((

}

;256)1(

; 256)1(

){256)1((

}

;288)0(

 ;288)0(

){288)0((

=
−+=

>

=
−+=

>

=
−=

>

G

Gsavsav

G

G

Gsavsav

G

G

Gsav

G

R

RRR

Rif

R

RRR

Rif

R

RR

Rif

 (1184) 

where savR is the number of the saved bits and initialized to zero. If 0>savR , the saved bits are re-allocated to each 

group according to: 
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and reset the factors 5.1)1(2)0( __ == modinormmodinorm fandf . 
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If the number of bits allocated to the third group )2(GR is less than 3, then the number of allocated bits in the third 

group are moved to the second group )2()1()1( GGG RRR += , and the number of bits allocated to the third group is set 

to zero, 0)2( =GR . 

5.3.4.2.1.3.2.1.2 Bit allocation in each group 

For the 3 sub-band groups, the smallest thresholds )(gThrG
b  for the number of allocated bits are 5, 6 and 7, respectively, 

and the largest number of the sub-bands )(ˆ gN G
b which are bit-allocated is calculated according to: 

 2,1,0,
)(

)(
)(ˆ == g

gThr

gR
gN

G
b

GG
b  (1186) 

The norms in each group are re-ordered and the re-ordered norms are 1)(,,0),(_ −= gNppI G
b

G
orderre K , where )(gN G

b  

is the number of the sub-bands in each group. 

The step length )(/1 gN G
b=γ  is initialized, and the re-ordered norms are adjusted according to the step length, 

)0(_ modinormf  and )1(_ modinormf : 
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The bits allocated to each sub-band are set according to the adjusted norms in each group as follows: 

If 2,1,0),(*75.0)(ˆ =≥ ggNgN G
b

G
b , initialize the allocated bit of each sub-band to 1. If the adjusted norm is less than 

0, reset it to 0. Then the following 4 steps are performed : 

1. Initialize the counter 1)( −= gNc G
b

G
b . 

2. Calculate the sum of the first G
bc norms in the group, G

sumI , and allocate the bits of each sub-band in the index range 

],0[ G
bcb = : 

 G
b

G
sum

G
orderreG

G
b cpIpIgRpR ,,0,/)(ˆ*)()( _ L==  (1188) 

3. If the number of bits allocated to the last sub-band is fewer than thresholds )(gThrG
b , )(ˆ

_
G
b

G
orderre

G
sum

G
sum cIII −= , 

then the number of allocated bits in  the thcG
b  sub-band  is set to zero and the counter G

bc  is decremented by one. 

Processing now returns to step 2. 

4. If the number of bits allocated to the thcG
b  sub-band is not fewer than thresholds )(gThrG

b , then the bit-allocation of 

the sub-bands in each group has been completed. 

Otherwise, if )(*75.0)(ˆ gNgN G
b

G
b < , initialize the number of allocated bits of the first  )(ˆ gN G

b   sub-bands to 1, and 

initialize the bit of the last )(ˆ)( gNgN G
b

G
b −  sub-bands to 0. If the adjusted norms of the first )(ˆ gN G

b  sub-bands are 

less than 0, set them to 0. Then the following 4 steps are performed: 

1. Initialize the counter )(ˆ gNc G
b

G
b = . 

2. Calculate the sum of the first G
bc norms in the group, G

sumI , and allocate the bits of each sub-band in the index range 

]1-,0[ G
bcb = : 

 1-,,0,/)(ˆ*)()( _
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G
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G
orderreG

G
b cpIpIgRpR L==  (1189) 
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3. If the number of the bits allocated to sub-band q  is fewer than thresholds )(gThrG
b , 

∑
−

=
−=

1
_ )(

G
bc

qp

G
orderre

G
sum

G
sum pIII , then the number of allocated bits in the last qcG

b −  sub-bands  is set to zero 

and the counter G
bc  is set to to q . Processing now returns to step 2. 

4. If the number of bits allocated to all G
bc  sub-bands is not fewer than thresholds )(gThrG

b , then the bit-allocation of 

the sub-bands in each group has been completed. 

5.3.4.2.1.3.2.2 General envelope based bit allocation 

The adaptive bit-allocation scheme uses the adjusted quantized norms 1,,0),(ˆ −= bandsM NbbI K , to allocate the 

available bits in a frame among the bands. 

The maximum number of bits assigned to each normalized transform coefficient is by default set 
to 9=maxR bits/coefficient. 

First, the bit-allocation vector entries, i.e., bit allocation of each band in bits per sample, are set to zero. This is done 
according to: 

 0)( =bRc  for 1,,0 −= bandsNb K  (1190) 

The number of remainder bits, denoted remR , is set to the total available bit budget totR′ . The latter is calculated after 

subtraction of the number of signalling bits, the bits used by the envelope coding and possibly the noise level bits (see 
subclause 5.3.4.2.1.4) from the total available bits for the frame. 

The vector of bit-allocations, 1,...,0),( −= bandsNbbR , remainder remR  and totR′ fulfil: 

 ∑
−

=

′=+
1

0

)()(
bandsN

b

totremMc RRbLbR  (1191) 

At each iteration, the index maxb  of the band which has the largest norm among number of bands used is found: 

 ( ))(ˆmaxarg
1,,0

max bIb M
Nb bands −=

=
K

 (1192) 

For this band, the algorithm allocates 1 bit for each spectral coefficient, i.e., )( maxbR is incremented by 1. The norm 

will, on the other hand, be decremented by 6 dB, i.e., the norm index is decreased by two. These two operations are 
performed according to: 

 
2)(ˆ)(ˆ

1)()(

maxmax

maxmax

−=

+=

bIbI

bRbR

MM

cc
 (1193) 

The remainder Ω  is updated as well to take into account the updated bit-allocation vector: 

 )( maxbLRR Mremrem −=  (1194) 

Whenever the bit-allocation )( maxbRc reaches the maximum allowable bit-rate maxR , its norm is set to minus infinity (in 

reality, to 152− ) such that this vector is not taken into account in the next iterations. This procedure is repeated 
until remR  is less than )( maxbLM . 

When the iterative procedure stops and, depending on the value of the remainder bits, the remaining bits are allocated to 
bands of a lower dimension than )( maxbLM which caused the stop of the bit-allocation loop. 

The last step is to convert the bit allocation from bits per coefficients to total bits per band: 

 )()()( bLbRbR Mc ⋅=  (1195) 
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5.3.4.2.1.3a Fine structure quantization 

The normalized MDCT spectrum )(
~

kX M is encoded in bands using the bit allocation )(bR . 

5.3.4.2.1.3.a1 Fine gain bit allocation 

The spectral envelope coefficients )(ˆ kEM have been quantized in 3 dB steps. For higher rates, this resolution becomes 

too coarse and additional fine gain adjustments are made. The bits assigned for the band )(bR is split into a number of 

bits for the PVQ shape quantizer )(bRPVQ and bits for the fine gain quantizer )(bRFG . The assignment is done using a 

pre-trained look-up table based on the assigned band bits )(bR and the bandwidth )(bLM according t 

 )(__)( sampFG RbitsgainfinebR =  (1196) 

where )(__ sampRbitsgainfine is a lookup-table for fine gain bits (see table 135) and ⎣ ⎦( )7,)(/)(max bLbRR Msamp =  is 

the number of bits per sample rounded down. The bits for the PVQ shape quantization are obtained by subtracting the 
fine gain bits, )()()( bRbRbR FGPVQ −= . 

Table 135: Fine gain bits table 

sampR  FGR  

0 0 

1 0 

2 0 

3 1 

4 2 

5 2 

6 4 

7 5 
 

5.3.4.2.1.3a.2 Fine structure quantization using PVQ 

The quantization of the PVQ shape vector is performed as described in subclause 5.3.4.2.7. A decoded version of the 
PVQ shape vector is also obtained. 

5.3.4.2.1.3a.3 Fine gain prediction, quantization and application 

The fine gain adjustment is based on a predicted value, )(bg pred . It is formed using an accuracy measure )(ba  which 

combines the band bitrate )(bR , band size )(bLM and the largest absolute integer pulse value )(max)( kybP
k

max
∈

= of 

the synthesized band )(ky . 

 )()(/)()( bPbLbNba maxMpulses ⋅=  (1197) 

where )(bN pulses is the actual number of pulses used for encoding )(ky and depends on the bitrate )(bR and the PVQ 

encoding process.The accuracy measure )(ba  is then translated into a gain prediction )(bg pred  following this relation: 

 )(/05.01)( babg pred −=  (1198) 

The gain prediction error errg is defined as 

 
)()(

)(
)(

1 bgbg

bg
bg

predrms

opt
err =  (1199) 
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where the optimal MMSE gain )(bgopt is defined as 

 

∑

∑

=

=

−

−
=

)(

)(

2

)(

)(

))((

))(()(
~

)(
bk

bkk startq

startq
bk

bkk
opt

end

start

end

start

bkkx

bkkxkX
bg  (1200) 

and the normalization factor )(1 bgrms to RMS=1.0 is 
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The gain prediction error )(bgerr is encoded with a non-uniform scalar quantizer in log domain using )(bRFG bits. 

5.3.4.2.1.4 Noise level adjustment 

The spectral coefficients which belong to bands which are assigned zero bits from the bit-allocation procedure are not 
encoded. This means that not all transform coefficients are transmitted to the decoder. 

The level of these non-coded spectral coefficients is estimated and quantized in the encoder. This is not done in WB at 
rates 24.4 kb/s and 32 kb/s. 

The estimation of the non-quantized signal level is done directly in the normalized spectrum domain. Prior to estimating 
the noise level, a transition frequency between the noise fill region and high frequency noise fill region is estimated. 
This transition frequency is identically estimated in the encoder and decoder and marks the start of high frequency noise 
fill and the end of noise fill. 

The transition frequency is estimated according to the criterion of the last quantized band. The general method consists 
in looping through all the bands, starting at 1−bandsN down to 0. If there are no quantized coefficients in the current 

band, it will be flagged as filled by high frequency noise fill. If there are quantized coefficients in the band, the holes of 
this band as well as the following bands are filled using noise fill. Figure 80 illustrates such a procedure, where the 
transient frequency separates between noise-fill and high frequency noise-fill. 

 

Figure 80: Estimation of transition frequency 

Noise level 
estimation

Quantization

Transition frequency

 

Figure 81: Noise level estimation done below the transition frequency 
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The noise level is in turn estimated by measuring the average level of the normalized non-coded signal below the 
transition frequency tf , see figure 81. Formally this is obtained by: 
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where Ω is the set of indices of coefficients allocated zero bits below the transition frequency ft. 

The above equation always returns a value which is below zero because of the convexity of the logarithm. The noise 
level is quantized using a two-bit scalar quantizer according to table 136. 

Table 136: Codebook entries for the uniform noise level quantizer 

Index Output quantized 
NoiseLevel (dB) 

0 0 

1 –6 

2 –12 

3 –18 
 

5.3.4.2.2 Transient Mode 

5.3.4.2.2.1 Envelope calculation and quantization 

The bands are sorted according to equation (1203), where )(bbsort  is defined in tables 137, 138, and 139. Then the 

envelope calculation is done as in subclause 5.3.4.2.1.1 but using )(ˆ bI sort
M  instead of )(ˆ bIM . After the quantization 

then the sorting is inverted by doing the inverse step of equation (1203). 

 ( ))(ˆ)(ˆ bbIbI sortM
sort
M =  (1203) 

Table 137: Envelope sorting table in transient mode for WB 

b  
0 1 2 3 4 5 6 7 8 9 10 

sortb  0 1 8 9 16 20 24 21 17 11 10 

b  
11 12 13 14 15 16 17 18 19 20 21 

sortb  3 2 4 5 12 13 18 22 25 23 19 

b  
22 23 24 25        

sortb  15 14 7 6        
 

Table 138: Envelope sorting table in transient mode for SWB 

b  0 1 2 3 4 5 6 7 8 9 10 

sortb  0 1 8 9 16 20 24 28 32 36 37 

b  11 12 13 14 15 16 17 18 19 20 21 

sortb  33 29 25 21 17 11 10 3 2 4 5 

b  22 23 24 25 26 27 28 29 30 31 32 

sortb  12 13 18 22 26 30 34 38 35 31 27 

b  33 34 35 36 37 38      
sortb  23 19 15 14 7 6      
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Table 139: Envelope sorting table in transient mode for FB 

b  0 1 2 3 4 5 6 7 8 9 10 

sortb  0 1 8 9 16 20 24 28 32 36 40 

b  11 12 13 14 15 16 17 18 19 20 21 

sortb  41 37 33 29 25 21 17 11 10 3 2 

b  22 23 24 25 26 27 28 29 30 31 32 

sortb  4 5 12 13 18 22 26 30 34 38 42 

b  33 34 35 36 37 38 39 40 41 42 43 

sortb  43 39 35 31 27 23 19 15 14 7 6 

 

5.3.4.2.2.2 Bit allocation 

For most bit rates bit allocation is done as is described in subclause 5.3.4.2.1.2.1 and 5.3.4.2.1.2.2. For SWB at 24.4 and 
32 kbps the Generic mode bit allocation is used, as described in subclause 5.3.4.2.5.6. 

5.3.4.2.2.3 Fine structure quantization using PVQ 

The spectral coefficient quantization is done as is described in subclause 5.3.4.2.1.4. 

5.3.4.2.3 Generic, Harmonic and HVQ mode detector 

Non-transient signals are further classified as Generic mode, Harmonic mode or HVQ at 24.4 kb/s and 32 kb/s for SWB 
inputs. The detailed classification is described in subclause 5.3.4.1.1, with slight differences in the final decision logic 
as follows. 

At 24.4 kb/s the current frame mode is classified as harmonic if 5<1mode_count , 5__ ≥+ hsharplsharp cc  and 

2_ >hsharpc . 

At 32 kb/s the current frame mode is classified as harmonic if 5<1mode_count , 10__ ≥+ hsharplsharp cc  and 

5_ >hsharpc ; or if 5≥mode_count . 

5.3.4.2.3.1 HVQ classifier 

Instantaneous noise-level )(kEne  and peak-level )(kE pe are estimated from the absolute values of transform 

coefficients )(kX M , where 224=L at 24.4 kb/s and 320=L at 32 kb/s. The noise-level is calculated as: 

 ( ) 1,,0)(1)()( −=−+= LkkXkEkE Mnene Lαα  (1204) 

where 

 
⎩
⎨
⎧ −>

=
otherwise

kEkXif neM

6472.0

)1()(9578.0
α  (1205) 

The peak-level is calculated as 

 ( ) 1,,0)(1)()( −=−+= LkkXkEkE Mpepe Lββ  (1206) 

where 

 
⎩
⎨
⎧ −>

=
otherwise

kEkXif peM

8029.0

)1()(4223.0
β  (1207) 

and both )1(−neE and )1(−peE are initialized to 800. 
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The per-band averages of noise-level )(bEne  and peak-level )(bE pe  are calculated by averaging instantaneous level in 

a band (every 32 bins). The number of bands is 7=N at 24.4 kb/s and 10=N at 32 kb/s. 

The average of the elements of the first half of neE gives the noise-floor gain )0(neG , while the second half of 

coefficients forms )1(neG . In a similar way the per-band peak-levels peE  produce two peak energy gains 

)0(peG and )1(peG . 

The decision to switch to HVQ mode is based on the threshold in table 140, and three variables, peaksN , sharpN , and 

sharpD , defined below. 

The threshold for selecting peak candidates is calculated as: 

 )(
)(

)(
)(

88.0

bE
bE

bE
b pe

ne

pe

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
=Θ  (1208) 

Absolute values of transform coefficients MX  are compared to the threshold )(bΘ , and the ones with amplitude above 

it, form a vector of peak candidates. Elements from the peaks candidate vector are extracted in decreasing order, and 
when a peak is extracted the threshold over the neighboring peaks is adjusted with {0.7071068, 0.5000000, 0.2500000, 
0.5000000, 0.7071068}. This procedure produces a set of spectral peaks, with number peaksN . 

A measure of frequency sharpness per-band )(bSharpne , similar to the one in 5.3.4.1.1, is defined as peak to noise-

floor ratio in each band: 

 
)(

)(
)( max

bE

bX
bSharp

ne
ne =  (1209) 

Variable sharpN is calculated as the number of bands for each 9)( >bSharpne  

Variable sharpD is calculated as 

 ( )∑
∈

−=
Nb

nesharp bSharpD 9)(  (1210) 

Table 140: Thresholds for HVQ mode decision 

rate sΤ  pΤ  dΤ  

24.4 kb/s 4 20 22 

32 kb/s 7 23 22 

 

The current frame is encoded in HVQ mode if: ssharp TN > , ppeaks TN ≤ , and dsharp TD >  

5.3.4.2.4 Harmonic Mode 

The harmonic mode is used to code the harmonic-like signal. For harmonic signals, usually less noise filling is 
performed. It is also important to mitigate any discontinuity in the higher sub-band due to changes in core coding and 
for the most part it is preferable at 24.4 kb/s and 32kb/s, when there are insufficient bits to encode the full signal, to stop 
short of coding right up to the Nyquist frequency. 

5.3.4.2.4.1 Envelope calculation and quantization 

Envelope calculation and quantization is performed as described in subclause 5.3.4.2.1.1. 

In order to reconstruct harmonic characteristics of the higher frequency band signal, the widths of the bands are larger 
than the ones for non-harmonic mode. 
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5.3.4.2.4.2 Bit allocation 

The band-energy limitation factor harmonicf  is introduced before bit allocation to mitigate discontinuous core coding in 

the higher sub-band. 

Initialize the band-energy limitation factor harmonicf  

 
⎩
⎨
⎧

=
kbps32,942.0

kbps4.24,885.0
harmonicf  (1211) 

Calculate the energy of the first 10 sub-bands lIE _  and the energy of the first 28 sub-bands tIE _ , and add the norms 

]28,10[),( =bbI q
N  to lIE _ , if lIharmonictI EfE __ *< . When lIharmonictI EfE __ *≥ , b  is the index of the highest 

encoded sub-band. 

Reorder the quantized norms with the index range ],0[ indexbb =  to obtain the reordered norms, and adjust the quantized 

norms as follows: 

 1,...,2/),12/()( __ −=−= indexindexindex
q

reorderN
q

reorderN bbbbIbI  (1212) 

Then,  the bit allocation is performed based on the adjusted envelope to the sub-bands with the index 
range ],0[ indexbb =  as described in subclause 5.3.4.2.1.2.2. 

5.3.4.2.4.3 PVQ 

The spectral coefficient quantization and coding is done according to the number of bits allocated to each sub-band as is 
described in subclause  5.3.4.2.1.3. 

5.3.4.2.5 HVQ 

The HVQ mode is used only for SWB signals at 24.4 kb/s and 32 kb/s. At 24.4 kb/s it initially codes the first 224 
MDCT coefficients (this corresponds to frequency range up to 5.6 kHz), while at 32 kb/s it initially codes the first 320 
coefficients (this corresponds to frequency range up to 8 kHz). The major algorithmic steps at the encoder are: detect 
and code spectral peaks regions, code low-frequency spectral coefficients (the size of coded region depends on the 
remaining bits after peaks coding), code noise-floor gains for spectral coefficients outside the peaks regions, code high-
frequency spectrum envelope to be used with the high-frequency noise-fill. 

The input to the HVQ mode is the set of MDCT coefficients )(kX M , the noise-floor gains neG , and the spectral peaks 

(both noise-floor gains and spectral peaks are calculated in the classification module, described in subclause 
5.3.4.2.3.1). Each peak is normalized to unit energy and the surrounding 4 neighbours are normalized to with the peak 
gain. The peaks position, gain and sign are quantized. A VQ is applied to the four MDCT bins surrounding each peak. 
The coded number of peaks, peaks position, gain and sign, as well as the surrounding shape vectors are quantized and 
quantization indices transmitted to the decoder. 

First sorted by energy peaks are arranged by position. Then peaks amplitudes )(kG p  are differentially coded by 5 bits 

SQ on a log domain, and the indices Huffman coded to form a quantized peak gains )(ˆ kGp . Prior to quantization the 

peak gains are multiplied by 0.25 and after the quantization multiplied by 4. 

The spectral peak positions kP  are coded by choosing between two alternative lossless coding schemes, where the 

coding scheme that requires the least number of bits is selected, and explicitly indicated to the decoder. 

The first lossless spectral peak position coding scheme is delta Huffman coding, suitable for periodic or semi-periodic 
spectral peak position distributions. The second lossless spectral peak position coding scheme is or-ing, suitable for 
sparse spectral peak position distributions. 

The first scheme consists of the following steps: deltas (differences) kΔ  between consecutive elements (positions) kP  

are created. Then these deltas are Huffman coded. Since the peaks are selected in a way that they cannot be positioned 
closer than 3 positions apart, 3_ =OFFSETD is subtracted from the peak differences. 
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 OFFSETDPP kkk _1 −−=Δ −  (1213) 

This eliminates the need of keeping codewords in the Huffman table, corresponding to unused deltas. 

The second scheme consists of the following steps: the vector representing the spectral peak positions (absence of peak 
is indicated with 0) is divided into consecutive equal size (5 elements) bit groups, and the bits in each group are OR-ed 
forming a group bit vector (second layer), which is 5 time shorter. Each bit in this second layer indicates presence or 
absence or peak in the 5-dim group from layer below. In this way the only 5-dim groups from the first layer, which are 
not indicated as all-zero by the second layer have to be transmitted. The second (control) layer is always transmitted. 
The non-zero bit groups from the first layer also are mapped to exploit the constraints the fact that peaks cannot be 
closer than 3 positions (not all possible 5-dim vectors are allowed). 

The selected coding scheme is explicitly signaled to the decoder with one bit: 1=CS indicates sparse coding scheme, 
while 0=CS indicates usage of delta coding scheme. Here maxΔ is the largest distance between two consecutive peaks 

possible to code with the pre-stored Huffman tables, dR  is the total number of bits consumed by the delta coding 

scheme, and sR  is the total number of bits consumed by the sparse coding scheme 

 

0

else

1

51if max

=

=
>Δ>

CS

CS

orRR sd

 (1214) 

Sign of the spectral peaks is coded separately with 1 bit per-peak, with 0 indicating negative sign and 1 indicating 
positive sign. 

The peak regions to be coded are 5-dim MDCT vectors; a bin corresponding to the spectral peak and 2 MDCT bins on 

each side of the peak. The peak amplitude )(ˆ kGp  of the central bin is used to normalize the entire peak region. In this 

way the central bin is scaled to unit energy, while surrounding 4 bins are normalized relative to the central one. The 

shape vector )(
~

kS of the peak region, centered at bin k  is defined as: 

 ( ) )(ˆ)2()1()1()2()(
~

kGkXkXkXkXkS pMMMM ++−−=  (1215) 

Each shape vector is quantized with 9 bits; 8 bits for the VQ index and 1 bit for classification. The numbers of peak 
regions vary over frames; this means different number bits will be required for coding the shape vectors, which will 
result in variable number bits used in the PVQ coding of low-frequency MDCT bands (except for the first low-
frequency band, which has reserved bits). 

Variations in the number of peaks per-frame results in different number of VQs, which leads to large variation in 
complexity. To keep the complexity nearly constant, while achieving low quantization error, the following approach is 

used: the search for each )(
~

kS is performed in a structured CB, with dynamically selected offset and size of the search 

region. The starting point for the search is determined by initial classification of the input shape vector, while the length 
of the search region dependents on the number of received shape vectors. 

The codewords in the CB used for quantization of the shape vectors are order based on their distance to two pre-
demined classes, with centroids 0C and 1C . The CB is structured in a way that the codewords closest to 0C and most 

distanced to 1C are in one side of the CB, while codewords closest to 1C  and most distanced to 0C  are clustered in the 

other side of the CB. The distance between the input vectors )(
~

kS to each of the classes determines the starting point 

for the search. Since the codevectors in the codebook are sorted according to a distortion measure reflecting the distance 
between each codevectors and the centroids, the search procedure goes first over set of vectors that is likely to contain 
the best match. 

The search space is dynamically adjusted to the number of input vectors. The maximum search space is used with 8 
peaks or less at 24.4 kb/s, and 12 peaks or less at 32 kb/s. When larger numbers of peaks are to be quantized in the 
current frame, the search space is reduced to limit the peak complexity. 
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Table 141: Adaptive search space in HVQ at 24.4 kb/s 

peaksnumber _  17 16 15 14 13 12 11 10 9 8 
L 1 

sizecb _  128 136 145 155 167 181 197 217 241 256 
L 256 

 

Table 142: Adaptive search space in HVQ at 32 kb/s 

peaksnumber _  23 22 21 20 19 18 17 16 15 14 13 12 
L 1 

sizecb _  128 134 141 149 158 168 179 192 206 224 244 256 
L 256 

 

The target shape vector exhibits certain symmetries (the MDCT coefficients on the both sides of the spectral peak have 
similar statistics) that can be used to optimize centroids for the class selection and the CB. A “flipped” version of the 
centroids used in the initial classification, “flipped” version of the CB (not pre-stored, but through modified search) can 
capture this symmetry in the shape vectors. 

First the input shape vector is compared to 4 centroids (each centroid representing a respective class of codevectors in a 

codebook), which determines a starting point to the search. If fC0 or fC1 are selected, the same logic is used, but the 

search is performed in a “flipped” CB. 

Table 143: Centroids for the class selection in HVQ search 

Class  

0C  -0.2324457 -0.4390556 0.0651793 0.2109977 

1C  0.1471332 -0.1351437 0.4312476 -0.1384814 

 
fC0  0.2109977 0.0651793 -0.4390556 -0.2324457 

fC1  -0.1384814 0.4312476 -0.1351437 0.1471332 

  

In case of close peaks with overlapping shape vectors, a weighted minimum-mean-squared error is used in the VQ 
search. Zero weights are assigned to the overlapping shape elements that belong to the peak with lowest amplitude. In 
this way the CB entries are matched against the meaningful coefficients only. 

After the peak regions are extracted and quantized, all remaining bits that are not reserved for signalling are used to 
quantize the low frequency MDCT coefficients. This is done by grouping the remaining un-quantized MDCT 
coefficients into 24-dimensional bands (not including already coded peak regions). A bit budget for coding the first 
band always exists, but the total number of coded bands depends on the bits left after peak coding. The number of bands 
to be coded nbands  with remaining bits is determined by dividing the number of available bits availR by the maximum 

number allowed per-band, which is set to 80max =R at 24.4 kb/s and 95max =R at 32 kb/s. 

 ( )( )0,30modsignmax max
max

−+⎥
⎦

⎥
⎢
⎣

⎢
= RR

R

R
nbands avail

avail  (1216) 

 

Then the selected bands are gain-shape quantized. Gains are SQ on log domain with 5 bits, and shape are PVQ 
quantized as described in subclause 5.3.4.2.7. 

A coded band is introduced above 5.6 kHz for 24.4 kb/s and 8 kHz for 32 kb/s if energy in the high band is relatively 
high compared to the peak coded region in the lower band, the band has high energy compared to the neighbouring 
high-frequency bands, and there is sufficient number of bits for encoding band of that size. 

To encode the high-frequency band b with band log energy )(bIM and bandwidth bW  following conditions have to be 

simultaneously met: 
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where an estimate of the low band energy peakE  is obtained through summation over all peak amplitudes, coded at 

low-frequencies: 
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and 8/)1,( bWpulse2bits  denotes the number of bits required to encode one pulse in a band of width bW . The average 

band log energy at high-frequencies is denoted by )(bIM and the amount available bits by availR . 

 void (1219) 

The two noise floor gains use in the low-frequency noise-fill )0(neG and )1(neG are scalar quantized with 5 bits on a 

log domain. The high-frequency gains )0(ˆ
hG and )1(ˆ

hG are transmitted to the decoder for the high-frequency noise-fill. 

First two variables: the noise-floor and peak-energy gains )(bGne  and )(bGpe  are calculated, in similar way as 

described in subclause 5.3.4.2.3.1, but over high-frequency MDCT coefficients (coefficients above 224 at 24.4 kb/s and 
above 320 at 32 kb/s). That is the summation is done over 639,,224K=k for 24.4 kb/s and 639,,320K=k for 32 kb/s. 
Then the two gains are calculated as: 

 1,0
)(

)(
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⎞

⎜
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⎝
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= b

bG
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pe
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h  (1220) 

These gains are quantized with 2 bit uniform SQ to form quantized high-frequency gains )0(ˆ
neG and )1(ˆ

neG transmitted 

and used in the high-frequency noise-fill. 

5.3.4.2.6 Generic Mode 

The first stage in this mode is the selection of one of three types of high frequency excitation class which is followed by 
the separate encoding of the low and high frequency envelopes. The low frequency envelope is quantized and coded in 
the same manner as the normal high rate mode of the HQ coder. The high frequency envelope is first quantised in the 
generic mode domain before being mapped onto the HQ normal mode domain, re-quantized and then combined with 
the low frequency envelope. An initial bit allocation is determined, and then delta’s are calculated and coded. The coded 
values are used to update the combined envelope, before the final bit allocation is determined. 
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Figure 82: Generic mode Encoder Block Diagram 

 

5.3.4.2.6.1 Band allocation for the Generic Mode 

The band allocation for the low frequency envelope at 24.4 and 32kbps is the same as default mode band allocation 
defined in table 127. The band allocation for the high frequency envelope at 24.4 and 32kbps is shown in table 144. 
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Table 144: Band Allocation for the high frequency envelope 

Band index 
SWB, FB @ 24.4kbps SWB, FB @ 32kbps 

)(_ bk Gstart  )(_ bk Gend  )(_ bL GM  )(_ bk Gstart  )(_ bk Gend  )(_ bL GM  

0 320 335 16 384 399 16 
1 336 359 24 400 423 24 
2 360 375 16 424 439 16 
3 376 399 24 440 463 24 
4 400 415 16 464 479 16 
5 416 439 24 480 503 24 
6 440 455 16 504 519 16 
7 456 479 24 520 543 24 
8 480 503 24 544 567 24 
9 504 527 24 568 591 24 
10 528 551 24 592 615 24 
11 552 575 24 616 639 24 
12 576 607 32 640 (FB) 679 (FB) 40 (FB) 
13 608 639 32 680 (FB) 719 (FB) 40 (FB) 
14 640 (FB) 679 (FB) 40 (FB) 720 (FB) 799 (FB) 80 (FB) 
15 680 (FB) 719 (FB) 40 (FB) - - - 
16 720 (FB) 799 (FB) 80 (FB) - - - 

 

5.3.4.2.6.2 High frequency Excitation Class 

There are three different high frequency excitation classes, one each for speech, tonal music and non-tonal music. The 
HF_Speech_excitation_class is determined by the instantaneous result of the speech/music classifier, i.e. by applying 
the output of the first speech/music classifier without adding any hang-over in subclause 5.1.13.6.3. 
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If the output of the classifier indicates music then a tonality measurement is calculated. 

 
( )

∑
∑

−

=

=

∈

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

1

0
)(

)(_

10
_

_

_

_

)(*)(*
)(

1

)(*)(max
log10

1
tbands

Gend

Gstart

N

b
bk

bkk

MM
GM

MM
bk

tbands
kXkX

bL

kXkX

N
Tonality (1222) 

where tbandsN _  is the number of bands for calculating tonality, 10 at 24.4kbps and 8 at 32kbps. 

This tonality value is then thresholded to further subdivide the excitation into HF_excitation_class0 for noisy signals or 
HF_excitation_class1 for tonal signals. The bit allocations are shown in table 145. 

Table 145: Bit Allocation for the HF Excitation Classes 

High Frequency Excitation Classes Code Num of bits 
HF_excitation_class0 00 2 

HF_Speech_excitation_class 1 1 
HF_excitation_class1 01 2 

 

5.3.4.2.6.3 Low Frequency Envelope Quantization and Coding 

The low frequency envelope is quantized and coded in the same manner as described for the normal high rate mode of 
the HQ coder, subclause 5.3.4.2.1.1 
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For both SWB and FB the transmitted low frequency envelope is approximately 8 kHz at 24.4 kbps and increases to 
approximately 9.6 kHz at 32kbps. The number of bands transmitted by the low frequency envelope quantization and 
coding LFbandsN _ is defined as 27 at 24.4kbps and 30 at 32kbps. 

5.3.4.2.6.4 High Frequency Envelope Quantization 

The high frequency envelope is quantized in a similar manner as described in subclause 5.2.6.2.1.5, but with different 
starting frequencies. For SWB at 24.4kbps the frequency range is 8 to16 kHz with 14 dimensions, while at 32kbps the 
range is 9.6 to 16 kHz with 12 dimensions. For FB at 24.4kbps the frequency range is 8 to 20 kHz, while at 32kbps the 
range is 9.6 to 20 kHz with 3 additional bands. 

First the high frequency envelope is calculated, and then the energy control tool is applied as described in subclause 
5.2.6.2.1.5 at SWB bands (14 bands at 24.4kbps, 12 bands at 32kbps) for both SWB and FB. When performing energy 
control, the variable FDgamec _ from equation (715) in subclause 5.2.6.2.1.5, is set to 0.55.  However, the copied 

spectrum used to generate the simulated spectrum is generated by using the frequency mapping as defined in the 
following table, rather than the mapping used in subclause 5.2.6.2.1.5 and defined in table 60.  

Table 146: Frequency mapping to generate base excitation spectrum 

BW, Bit-rate l )(_ lSt Gsrc  )(_ lEnd Gsrc  )(_ lSt Gdst  )(_ lEnd Gdst  

SWB, FB @ 24.4kbps 0 2 239 320 447 
1 2 239 448 575 
2 80 143 576 639 

SWB, FB@ 32kbps 0 2 239 384 511 
1 2 239 512 639 

 

VQ is then applied as described in subclause 5.2.6.2.1.5. At 24.4kbps the VQ is identical to that used at Non-
TRANSIENT mode, but at the 32kbps, the VQ is modified as shown in figure 83: 
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Figure 83: VQ for HQ generic mode at 32kbps 

In the first stage, three candidate indices are chosen using the weighted mean squared error minimization criterion.  The 
6 values in even positions, as well as the last (11th) position are selected and quantized using a 7 dimensional VQ with 5 
bits. 
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The quantization error is calculated: 

 
⎪⎩

⎪
⎨
⎧

=−

=−
=

6                       )(ˆ)11(

 5,...,0                  )(ˆ)*2(
)(

1_

1_
1

jforjnvef

jforjnvejf
jerr

Grms

Grms
 (1224) 

where )(ˆ 1 jnve is the de-quantized value. 

Then the errors are split into )(21 jerr  and )(22 jerr and quantized: 
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The two quantized and de-quantized values )(ˆ 21 jrre  and )(ˆ 22 jrre  are then combined: 
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At odd positions (excluding position 11), an interpolation using boundary values is applied for intra-frame prediction 
and the predicted error is calculated and quantized: 
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)(3 jIerr is then split into )(31 jIerr and )(32 jIerr  and each is then quantised to 5 bits with a 3 dimensional VQ. 

For FB, the energies for three additional bands are calculated. These are then quantised using 5 bits, after  subtracting 
the mean vector (shown in table 147) 

Table 147: Mean vector in FB 

j FB 

0 13.75 

1 6.29 

2 3.70 

 

The final selected set of indices { }
323122

,,,, 211 IerrIerrerrerrenv idxidxidxidxidx  for SWB, or 

{ }FBIerrIerrerrerrenv idxidxidxidxidxidx ,,,,,
3231221 21  for FB are then transmitted.  

5.3.4.2.6.5 High Frequency Envelope Refinement and Fine structure quantization 

After de-quantisation the value in each band of the de-quantized high frequency envelope ( )bEHF
ˆ   is  mapped to one  

of the HQ high rate normal mode bands ( )bEM in order to match the frequencies.  The following energy displacement 

factors are used: 

75.0,6640525.0,5.0,3359375.0,25.0 43210 ===== edfedfedfedfedf  

The mapping for SWB at 24.4kbps is: 
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The mapping for SWB at 32kbps is: 
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The mapping for FB is: 
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The resulting mapped envelope is then re-quantized using the same method as is used for the HQ high rate normal mode, 
as described in subclause 5.3.4.2.1.1. 

The quantized high and low frequency envelopes are then combined, and an initial fractional bit allocation is carried out. 
The initial bit allocation for the SWB generic mode is described in 5.3.4.2.6.6. However, in the first step, equation 
(1235) is replaced with the following equation: 
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The initial bit allocation used for FB generic mode is the same as the bit allocation used for the Normal mode as is 
described in 5.3.4.2.1.3. 
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The information obtained from the bit allocation indicates whether or not the envelope refinement is required for the 
current frame. If there are any high bands which have allocated bits, delta coding needs to be done to refine the high 
frequency envelope. In other words, if there are any important spectral components in the higher bands, the refinement 
is performed to provide a finer spectral envelope. If there are no bits allocated to the higher bands during the initial bit 
allocation, the envelope refinement is not required and the initial bit allocation is used. In this case the envelope requires 
no further modification so the following steps are not required and the fine structure quantization is applied to spectrum 
to quantize the coefficients as is described in subclause 5.3.4.2.1.3. 

The quantized and de-quantized norms are calculated with the scalar quantizer as shown in subclause 5.3.4.2.1.1 by 

using the original spectrum, which it is defined to )(ˆ bIM . The scalar quantized and de-quantized norms are also 

calculated using the mapped norms with the vector quantization, which is defined to )(ˆ
, bI mapM . 

Deltas are calculated at every band with allocated bits: 
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A possible bit GBD for representing all )(_ bI GMΔ spans 2,3,4 and 5 bits, and they are encoded as 2−GBD  using 2 bits. 

So, the possible bit is calculated with )(_ bI GMΔ  and it then is adjusted to fit within the maximum number of bits (5).  

Any )(, bI HQGMΔ  which exceeds the maximum value is corrected to 31 or -32 depending on a sign of )(, bI HQGMΔ . 
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The corrected )(ˆ
_ bI GMΔ  is transmitted with GBD . 

The value of )(ˆ
_ bI GMΔ is then used to compute a final update to the envelope. 

 1,, )(ˆ)(ˆ)(ˆ
____ −=Δ+= bandsLFbandsQMmapMGM NNbforbIbIbI K  (1234) 

where )(ˆ
_ bI GM is the updated norm. 

The fine structure quantization is then applied to the resulting spectrum to quantize the coefficients as is described in 
subclause 5.3.4.2.1.3. 

Finally the initial bit allocation information is updated, based on the number of bits used for representing the deltas. 
This is done by reducing the bits allocated to some sub bands, to provide enough bits to code the deltas.  If during the 
initial bit allocation a sub band was allocated more than 3 bits, its allocation is reduced by one bit until all the bits 
required for the deltas have been accounted for. This is shown in more detail in the pseudo code below. 

 while (Bits_needed_for_deltas > 0) 
 { 
 Current_band = number_of_bands-1 
 while(bits_needed_for_deltas >0 and Current_band >= 0) 
 {                
 if (Bits_allocated_to_current_band > 3) 
 { 
 Bits_allocated_to_current_band -- 
 Bits_needed_for_deltas -- 
 } 
 Current_band -- 
 } 
 } 
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This procedure provides the final bit allocation. 

5.3.4.2.6.6 Bit Allocation 

In the Generic mode, a fractional bit allocation is used for the spectral quantizer bit allocation. This permits the 
allocation of bits with three bits fractional parts. Initially bits for each band are estimated by: 
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where TB is a total bit budget. 

The fully allocated bits are calculated as a starting point and the first-stage iterations are done to re-distribute the 
allocated bits to the bands with non-zero bits until the number of fully allocated bits is equal to the total bit budget. 
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where )1(0 −kNSL is the number of spectral lines in all bands with allocated bits after k iterations. 

If too few bits are allocated, this can cause a quality degradation due to the reduced SNR. To avoid this problem a 
minimum bit limitation is applied to the allocated bits. The first minimums for the bits consist of constant values 
depending on the band index and bit-rate. 
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In the second-stage iterations, the re-distribution of bits is done again to allocate bits to the bands with more  than 
)( pLM  bits. The value )( pLM  bits indicates the number of bits that corresponds to 1 bit/sample in band p  and is the 

second minimum required bits for each band. Initially, the allocated bits are calculated based on the result of the first-
stage iteration and the first and second mininum required bits for each band. 
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where )( pR is the allocated bits after the first-stage iterations and bs is 2 at 24.4kbps and 3 at 32kbps. 

The TB  is updated by subtracting the number of bits in bands with )( pLM  bits ,  and the band index p  is updated to 

p′  which indicates the band indices with higher bits than )( pLM  bits.  bandsN is updated to bandsN ′  which is the 

number of bands for p′ . The second-stage iterations are then done until the updated TB ( BT ′ ) is equal to the number of 

bits in bands with more than )( pLM ′  bits. 
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where )1(1 −kNSL is the number of spectral lines in all bands with more than )( pLM ′  bits after k iterations. 

During the second-stage iterations, if there are no bands with more than )( pLM ′  bits, the bits in bands with non-zero 

allocated bits from the highest bands are set to zero until  BT ′  is equal to zero. Then the iterations are terminated.  

Then, a final re-distribution of over-allocated and under-allocated bits is performed and finally, the fractional parts of 
bit allocation are adjusted to have three bits. 

 ⎣ ⎦ 10                        8/8*)()( −== bands,...,N for ppRpR  (1240) 

5.3.4.2.7 Pyramid Vector Quantization (PVQ) and indexing 

The PVQ is a lattice quantizer, with complexity growing linearly with the vector dimension. The PVQ quantizes a 
N dimensional vector by allocating K signed pulses to match the shape of that vector. In this way the PVQ codebook is 
defined as a combination of K signed pulses in a N dimensional space (with pulses at the same position having the 
same sign). The maximum size of PVQ codebooks is set to 32 bits, and if allocated bits are more than 32, the vector is 
split into sub-vectors, bits re-distributed, and a gain parameter is quantized to represent relative energy between these 
sub-vectors. Largest allowed target vector is of dimension 64. 

5.3.4.2.7.2 PVQ split methodology 

When the bits )(bR assigned for the band b are above a pre-determined threshold, as described in subclause 

5.3.4.2.7.2.1, an algorithm for band splitting is activated. First the input vector is split into uniform (or close to uniform) 
segments in a non-recursive way. Then anglesα , which represent the ratio between energies LE and RE of a left and a 

right level segment, are calculated recursively. At each iteration, the level segments consist of one or several of the pre-
determined segments from the initial split of the input vector. The angles are calculated from the top level (full size of 
the band to be quantized), and continuing towards the levels of shorter sub-vectors, i.e. shorter level segments. 

The angle is determined from the energy ratio between one left and one right level segment. In case of an even number 
of splits, the left and right level segments will consist of an equal number of segments. In case of odd number of splits, 
the angle calculated during the first iteration of the recursion will be with the right segment having a larger number of 
segments than the left level segment, and the recursion will require more steps for the right level segment. 

For example if the bit budget )(bR  for the band size )(bLM require split in 3 segments (here assuming that a split into 

equal sized segments is possible), the angle calculation and the bit distribution is done in the following way: 

Step 0: the angle and the shape bits are { }00 , Rα , the left level segment is of length )(
3
1

bLM , while the right level 

segment is of length )(
3
2

bLM , and bits for the two level segments are 0
LR and 0

RR .  

Step 1: the right level segment from the previous step is split in a left and a right level segment, both with the 

length )(
3
1

bLM , the angle and the shape bits to be distributed are { }01, RRα , the two level segments (here equal to the 

second and third segment of the initial split of the input vector) are allocated the bits 1
RLR  and 1

RRR . 

The angles are used to distribute bits recursively to the already determined segments. At each iteration, the bits LR  and 

RR  for a left and a right level segment are derived from the available bits for shape coding of these segments R , 

lengths of the level segments LL and RL , and the angle α : 
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 (1241) 

 LR RRR −=  (1242) 

where Lf  and Rf  are compensation factors for differences in segment lengths within the level segments, defined as 
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where the function ( )⋅1G  gives the number of unit pulses that giving the segment lengths j
LL  and j

RL  of the segments 

j  within the left and the right level segment respectively, can be represented using pNR  bits. pN  is the total number 

of pre-determined segments/splits within the left and right level segments. The function ( )⋅2G  gives the number of bits 

used to represent the by the function ( )⋅1G  determined number of unit pulses for the minimum dimension among the 

pre-determined segments. 

The angle, which captures the relation between the energies of the left and right segment at certain split level, is defined 
as: 
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These angles are calculated recursively, starting with the top level, and continuing towards the levels of shorter sub-
vectors. The angles are quantized by a range coder with asymmetric triangular PDF. 

5.3.4.2.7.2.1 Band splitting analysis 

The number of segments (parts) in the split PVQ vector pN is determined in two steps. First, an initial number of 

segments initpN _  is computed as 

 ( )⎡ ⎤splitcostmaxPVQpartPVQinitp RRbRN += __ )(  (1244) 

where 32_ =maxPVQpartR is the maximum bitrate for each PVQ vector segment. If 10_ <initpN  and the band bit rate 

is high, an additional split is considered. Using initpN _ segments, the 2log energies of each PVQ target vector segment 

is computed. 

 1,..,0,)(log)( _

)(

2
2 −=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
= ∑

∈
initp

ppartk

PVQsplit NpkxpE  (1245) 

If the maximum absolute deviation from the mean 2log energy maxPVQsplitE _Δ , 
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is larger than the difference between the maximum number of bits for each segment maxPVQpartR _ and the average bit 

rate for each segment, an additional split will be added. That is, 
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Depending on if the conditions for the additional split are met, the split increment flag 1__ =incsplitpvq  or 

0__ =incsplitpvq is signalled in the bitstream using 1 bit. 
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5.3.4.2.7.3 PVQ sub-vector shape search and shape normalization 

5.3.4.2.7.3.1 PVQ-search introduction 

The goal of the ),( KNPVQ search procedure is to find the vector qx , which  is defined as: 
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y
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T
q subg=  (1248) 

where KN ,yy = is a point on the surface of an -dimensional hyper-pyramid and the L1 norm of  KN ,y is K .  I.e. 

KN ,y is the selected integer shape code vector of size N according to:  

 
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

== ∑
−

=

1

0
, :

N

i

iKN Keey  (1249) 

i.e. qx  is the unit energy normalized integer sub vector  y KN ,  scaled with a sub vector splitting gain subg , (if the band 

is not split in sub vectors the gain subg   is 1).  

The best y vector is the one minimizing the mean squared shape error between the target vector x and the scaled 

normalised quantized output vector qx . The target vector x  can be the time domain or in the frequency domain. 

Finding the best y is achieved by minimizing the following search distortion: 

 
( )

yy

yx
xx

T
q

T

sub
T

PVQ gd −=−=  (1250) 

By squaring the numerator and denominator and eliminating the predetermined constant gain scale factor subg , we may 

maximize the quotient PVQQ : 
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The L1-norm structured PVQ-quantizer, ),( KNPVQ allows for several search optimisations, where the primary 

optimization is to move the target to the all positive “quadrant” in N -dimensional space and the second optimization is 
to use an L1-norm projection as a starting approximation for y . A third optimization is to iteratively update the PVQQ  

quotient, instead of re-computing equation (1251) over the whole vector space N for every candidate change to the 
vector y  in pursuit of reaching the L1-norm K , which is required for the subsequent PVQ-indexing step .   

In the search of the optimal PVQ vector shape y with L1-norm K ,  iterative updates of the   PVQQ variables are made 

in the all positive “quadrant” in N -dimensional space according to: 

 )(1)1(),( nxkcorrnkcorr xyxy ⋅+−=  (1252) 

 22 1),1(12)1(),( +−⋅⋅+−= nkykenergynkenergy yy  (1253) 

where )1( −kcorrxy signifies the correlation achieved so far by placing the previous 1−k unit pulses, and )(kenergy y  

signifies the accumulated energy achieved so far by placing the previous 1−k unit pulses, and  ),1( nk −y  signifies the 

amplitude of y at position n  from the previous placement of 1−k unit pulses. To further speed up the in-loop iterative 

processing the energy term )(kenergy y is scaled down by 2, thus saving one multiplication in the inner-loop. 
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The best position bestn for the k ’th  unit pulse, is iteratively updated by iterating n  over N...0 . 

 ),(),(, bestPVQPVQbest nkQnkQifnn >=  (1256) 

To avoid divisions the PVQQ  maximization update decision is performed using a cross-multiplication of the saved best 

squared correlation numerator bestCorrSq  and the saved best energy denominator bestEn  so far. 
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The iterative maximization of ),( nkQPVQ may start from a zero number of placed unit pulses or from an adaptive lower 

cost pre-placement number of unit pulses, based on an integer  projection to a point below the K ’th-pyramid’s surface, 
with a guaranteed undershoot of unit pulses in the target  L1 norm K . 

Due to the structured nature of the KN ,y PVQ integer sub vector,  where all possible sign combinations are allowed and 

it is possible to encode all sign combinations, as long as the resulting vector adheres to the L1 norm of  K  unit pulses,  
the search is performed in the all positive first “quadrant”.  Further to achieve as a high accuracy as possible  for a 
limited precision implementation the maximum absolute value maxxabs of  the input signal x is pre-analysed for future 

use in the setup of the inner search loop precision.  

 1,,0,)()( −== Nnfornnxabs Kx  (1258) 

 )max( 1N0max ,...xabsxabsxabs −=  (1259) 

In case the input vector is an all zero vector or the sub-vector gain is very low,  the PVQ-search is bypassed, and a valid 

PVQ-vector KN ,y   is deterministically created by assigning half of the K unit pulses to the first position ( [ ] ⎥
⎦

⎥
⎢
⎣

⎢=
2

0
K

y  

), and the remaining unit pulses to the last position ( [ ] [ ] [ ]( )011 yKNyNy −+−=−  ). (With this approach PVQ-search 

complexity is reduced and the indexing complexity is spread between encoder indexing and decoder de-indexing.)       

5.3.4.2.7.3.4 PVQ pre-search projection 

If the pulse density ratio NK / is larger than 0.5 unit pulses per coefficient and K is larger than 1, a projection to the 
1−K sub pyramid is made and used as a starting point for y, on the other hand if the pulse density is less than 0.5 or 

K is 1, the iterative PVQ-search will start off from zero pre-placed unit pulses. The projection is performed as: 
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 (1260) 

 ⎣ ⎦ 1,,0,)()()( −=⋅== Nnforprojnnn facstart Kxabsyy  (1261) 

If no projection is made the starting point is an all zeroed y vector. In preparation for the fine search to reach the K ’th-

pyramid’s surface the accumulated number of unit pulses totpulse , the accumulated correlation )( totxy pulsecorr and the 

accumulated energy )( toty pulseenergy  for the starting point yy =start  is computed as: 
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 2/)()( totytoty pulseenergypulseenloop =  (1265) 

5.3.4.2.7.3.5 PVQ fine search 

The final integer shape vector KN ,y  must adhere to the L1 norm of K pulses. The fine search starts from a lower point 

in the pyramid and iteratively finds its way to the surface of the N-dimensional K ’th-hyperpyramid. The K -value in 
the fine search ranges from 1 pulse to 512 unit pulses, to keep the complexity of the search at a reasonable level, the 
search is split into two main branches, one branch is used when the in-loop energy representation of y will stay within 

a signed 16 bit word, and another branch is used if the in-loop energy may or may not exceed the dynamic range of a 16 
bit word. 

When the final K is lower than or equal to 127 unit pulses, the dynamics of the 1 bit upshifted  )(Kenloop y will always 

stay within 15 bits,  allowing efficient use of a signed 16 bit word for representing every )(kenloop y within all the fine  

pulse search inner loop iterations up to Kk = . 

In preparation for the next unit pulse addition, the near optimal maximum possible upshift of the next loop’s 
accumulated in-loop correlation value in a signed 32 bit word is pre-analysed using the previously calculated maximum 
absolute input value as: 

 ( )( )⎣ ⎦maxtotxyupshift xabs1pulsecorrcorr ⋅+−= 2)(2log30  (1266) 

To make the critical equation (1257) update as efficient as possible, the 2),( nkcorrxy numerator is represented by a 16 

bit signed word, by the following approach: 
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where the function “Round16” extracts the top 16 bits of a signed 32 bit variable with rounding, this near optimal upshift 
and the use of 16 bit representation of the squared correlation bestCorrSq16 enables a very fast inner-loop search for 
performing the equation (1268) test and variable updates. 

The location of the next unit pulse is now determined by iterating over the 1,,0 −= Nn K possible positions, while 
employing equations (1267), (1253) and  (1268). 

When the best position bestn  of the unit pulse has been determined , the accumulated correlation )(kcorrxy the 

accumulated  inloop energy )(kenloop y and the number of accumulated unit pulses totpulse are updated.  If there are 

further unit pulses to add )( Kpulsetot < , a new inner-loop is started with a new near optimal upshiftcorr  analysis 

(equation (1266)) for the next unit pulse. 

When the final K  is higher than 127 unit pulses,  the dynamics of the 1 bit upshifted  )(Kenloop y may exceed 15 bits, 

the fine search will adaptively choose between 16 bit representation and 32 bit representation of the pair 

{ }),(,),( 2 nkenloopnkcorr yxy  . The fine search will keep track of the maximum pulse amplitude ymaxamp in 

y achieved so far, this information is used in a pre-analysis step before entering the optimized inner dimension loop,  
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to determine the precision to use for the inner unit pulse addition loop.  If the pre-analysis indicates that more than a 
signed 16 bit word is needed to represent the in-loop energy without losing any energy information, a high precision 
unit pulse addition loop is employed, where both the saved best squared correlation term and the saved best 
accumulated energy term are represented by 32 bit words. 

 ( )⎣ ⎦ytotymargin maxamppulseenergyen ⋅++−= 2)(12log30  (1269) 
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If activeionhighprecis  is FALSE the lower precision inner search loop in equations (1267), (1253) and  (1268) is 

employed, on the other hand if activeionhighprecis   is TRUE,  the location of the next unit pulse is  determined by 

iterating over the 1,,0 −= Nn K possible positions,  using equations (1271), (1253) and (1272). 
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When the best position bestn  of the unit pulse has been determined, the accumulated correlation ),( nkcorrxy , the 

accumulated  inloop energy )(kenloop y and the number of accumulated unit pulses totpulse are updated.  Further the 

maximum amplitude ymaxamp  in the best integer vector  so far, is kept up to date for the next unit pulse addition loop. 

 [ ]( )bestyy nymaxampmaxamp ,max=  (1273) 

If there are further unit pulses to add )( Kpulsetot < , a new inner-loop is started with a new near optimal upshiftcorr   

analysis equation (1266) and a new energy precision analysis equations (1269) and (1270) and then commencing the 
next unit pulse loop equations (1271), (1253) and (1272)). 

The effect of the in-loop accumulated energy based inner loop precision selection is that target sub vectors that have a 
high peakiness, or have very fine shape granularity (final K is high) will be using the higher precision loop,  while non-
peaky or lower shape granularity sub vectors will more often use the lower precision loop. 

5.3.4.2.7.3.6 PVQ sub-vector finalization and normalization 

After shape search each non-zero PVQ-sub-vector element is assigned its proper sign and the vector is L2-normalized to 
unit energy. Additionally if the band was split, it is further scaled with the previously determined sub-vector gain subg . 

 

 ( ) ( ) 1,N0,nfornnnnif −=−=⇒<> KI ),()(0)(0)( yyxy  (1274) 
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 1,N0,nfornnormn gain −=⋅= K),()( yxq  (1276) 

5.3.4.2.7.4 PVQ short codeword indexing 

The PVQ short codeword indexing assigns a unique index to any possible vector in ),( KNPVQ . The incoming 

),( KNPVQ vector y , which represents a point on the K’th hyper-pyramid in N-dimensional space is indexed into two 

short codeword(s) using a leading sign sections Modular PVQ recursive indexing method denoted ),( KNMPVQ . After 

the MPVQ indexing procedure, the integer codewords and the size of each codeword are sent to a Range encoder, an 
arithmetic encoder, which in turn provides a stream of arithmetically encoded bits to the to the bit stream. 
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5.3.4.2.7.4.1 MPVQ modular leading sign recursion definition 

The first codeword represents a leading sign, which is the sign of the first non-zero position in y , the second codeword 

is a recursive representation of the positions and leading signs of the remaining vector z  after the first occurring non-
zero position sign in y  has been extracted. The modular leading sign extraction is performed recursively until all 

positions and unit pulses have been consumed. 

The number of possible combinations of y is denoted ),( KNNPVQ . The number of possible combinations of z , 

an ),( KNMPVQ vector with K  unit pulses in dimension N with an L1-norm of K  and an initial positive sign is 

denoted ),( KNNMPVQ . The elimination of the initial leading sign from y yields the number of possible entries in z as: 
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PVQ
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The MPVQ-index for vector z  is based on the recursive ),( KNMPVQ scheme where we: 

Define ),( knU as the number of integer vectors of dimension n and L1-norm of k , that does not have a leading zero, 

and does not have the leading value k, has a leading positive value, and has a positive leading sign, (where the leading 
sign is the first sign encountered after the current value in the direction of the recursion. 

Define ),( knA as the number of integer vectors of dimension n  and L1-norm of k , that has a positive leading value 

and that does not have a leading zero. 

See table 148 for a structured view of  U(n,k)  and its relation to the total number of vectors in the ),( knMPVQ  structure 

with ),( knNMPVQ vectors. 

Table 148: MPVQ recursion overview: the three subsections for the ),( knNMPVQ leading sign based 

recursion 

Subsection  
( initial [ ]0z value for the 

subsection ) 
Number of entries for each subsection 

k  
1 

All unit pulses consumed. 
 Remaining [ ]1,,1 −nz K values all zeroes, recursion may stop 

1,,1K−k  
(non-zero with a positive or 
negative next leading sign) 

),(2 knU×  

First encountered non-zero position requires 1 bit of next leading sign information,  
stored as the LSB in this even sized ),(2 knU× sub-section. 

The recursion consumes the [ ]0z  amplitude value and moves on to [ ]1z  

0  
),1( knNMPVQ −  

Recursion moves on to [ ]1z  without any additional next leading sign information 

 

The recursive definition of the total number of entries in z becomes: 

 ),1(),(21),( knNknUknN MPVQMPVQ −+⋅+=  (1278) 

By applying Fischer’s ),( knPVQ original recursion for ),( knNMPVQ together with equation (1277) and (1278) , we 

establish that: 

 )1,(),(1),( +++= knUknUknNMPVQ  (1279) 

 , from the ),( knA definition (and table 148) one can find that the relation between ),( knA and ),( knU is: 

 ),(21),( knUknA ⋅+=  (1280) 
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where  ( the “1” comes from the single initial-“k” valued vector, and the factor “2” is due to positive and negative sign 
possibilities of the coming next leading sign. 

On the encoder side recursive relations are used for the forward update of the MPVQ indexing offsets ),( knA  and 

),( knU as the dimension increases up to the size of the vector to be indexed: 

 )1,1(),(),1(1)1,( +−++−+=+ knUknUknUknU  (1281) 

 )1,1(
2

),(

2

),1(
1)1,( +−+⎥

⎦

⎥
⎢
⎣

⎢+⎥
⎦

⎥
⎢
⎣

⎢ −
+=+ knU

knAknA
knU  (1282) 

where the low dynamic range calculation equation (1282)  is used for the last column 1+K  forward update of the 
MPVQ offset matrix, a column which is needed for the calculation of the exact ),( KNMPVQ  size. An ),( knA based 

recursion is used for the offset matrix columns K...0 , as these columns are known in advance to have a low dynamic 
range. To keep the dynamic range within a signed 32 bit word, the final ),( KNMPVQ size calculation is performed as: 

 )1,(
2

),(
1),( ++⎥

⎦

⎥
⎢
⎣

⎢+= KNU
KNA

KNNMPVQ  (1283) 

5.3.4.2.7.4.2 Detailed MPVQ indexing approach 

The maximum index range of the found PVQ-vector y ’s is [0.. 232-1 ] and the total resulting index would require an 

unsigned 32 bit word, however with the introduction of the modular leading sign approach the maximum index range is 
reduced to [0.. 231-1 ], which enables fast implementation using  signed 32 bit word arithmetic. 

The MPVQ-indexing scheme on the encoder side is run in the order of position 1−N  to position 0, (on the decoder 
side the de-indexing will start from position 0 and end at position 1−N ). The MPVQ indexing loop is carried out 
according to figure 84, where n  is the row number of the MPVQ offset matrix, pos is the pointer into the 

samples/coefficients of the PVQ-vector  , “>>1” denotes a 1 bit right  shift and further the function “UpdateOffsetsFwd” 
iteratively updates the required MPVQ-offsets for the next larger dimension using combinations of equations (1281), 
(1280) and (1282). 
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N, K, y

return index, lead_sign_ind, MPVQ-size

Initialize indexing offsets :  A( 0, 0...K ) and U( 0, K+1 ) to offset recursion base cases
Initialize:  pos = N-1, index=k_acc=got_sign_flag=0, n=0

val = y( pos )  

got_sign_flag == 1  
AND  val not  0 ?

index = 2*index + next_sign_ind 
( saved leading sign information put in LSB )

YES

val ==  0 ?

NO

got_sign_flag = 1
next_sign_ind = 0

val <  0 ?
YES

NO

next_sign_ind = 1

index =  index + A( n, k_acc )
k_acc = k_acc + abs( val )

( update number of accumulated unit pulses )

NO

YES

pos ==  0 ?
YESNO

pos = pos-1  
lead_sign_ind  = next_sign_ind

MPVQ-size = 1 + ( A( n, k_acc )>>1 ) + U( n, k_acc+1 )

Compose MPVQ-index, get leading sign index and MPVQ-size 

n = n+1,
A( n, 0...K ),  U( n,K+1 ) = 

updateOffsetsFwd ( A( n-1,0...K ),  U( n-1,K+1 )  )

 

Figure 84: Detailed MPVQ-indexing, leading sign index extraction and size calculation 

To speed up the indexing when the number of unit pulses K is high (and the dimension N  is low), direct functions are 
used to calculate both the MPVQ-offsets and the MPVQ-size. 

5.3.4.2.7.5 High Dynamic Range Arithmetic Encoding 

The Split PVQ scheme relies on a Range encoder to encode symbols with higher granularity than bits. A high dynamic 
range implementation, where of up to 24 bits resolution may be used for the CDF is used to encode short codewords in 
three distinct ways: 

• Direct bit encoding 

• 1/8 bit resolution uniform PDF encoding 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

404

• Asymmetric triangular PDF encoding of band split energy angles, using tailor made CDFs. 

Further special range encoder functions are used to determine the remaining bit budget in the frame and band 
quantization loops, and used to correct the bit budget for coming frames or coming bands. 
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5.4 Switching of Coding Modes 

5.4.1 General description 

As described in subclause 5.2 and 5.3, the EVS codec supports a CELP coding mode as well as a MDCT coding mode. 
The transitions between both within the same bit rate and audio bandwidth are described in 5.4.2 and 5.4.3. 

The CELP or LP-based coding mode can operate on different sample rates depending on the frame configuration. The 
procedure how to handle sample rate changes during the encoding process is described in 5.4.4. 

The switching between primary and AMR-WB IO modes is described in 5.4.5. 

The handling of transitions in the context bit rate switches is described in 5.4.6. 

Finally, the transition between NB, WB, SWB and FB are described in 5.4.7. 

5.4.2 MDCT coding mode to CELP coding mode 

When a CELP encoded frame is preceded by a MDCT based encoded frame, the memories of the CELP encoded frame 
have to be updated before starting the encoding of the CELP frame. These memories include: 

• Adaptive codebook memory 

• LPC synthesis filter memory 

• Weighting filter denominator memory (used to compute the target signal) 

• The factor 1β  of the tilt part of the innovative codebook pre-filter 

• De-emphasis filter memory 

• MA/AR prediction memories used in end-frame LSF quantization 

• Previous quantized end-frame LSP (for quantized LPC interpolation) 

• Previous quantized end-frame LSF (for mid-frame LSF quantization) 

The CELP memories update is performed depending on the bitrate and the previous encoding mode (either MDCT 
based TCX or HQ MDCT). In general, three different MDCT to CELP (MC1-3) transition methods are supported. The 
following table 149 lists the different cases depending on MDCT mode and bit rate. 

Table 149: MDCT to CELP transition modes 

Switching from Switching to Bitrate 
(kbps) 

Transition 
mode 

HQ MDCT CELP  7.2 MC1 

HQ MDCT CELP  8 MC1 

TCX CELP  9.6 MC2 

TCX or HQ MDCT CELP  13.2 MC1 

TCX CELP  16.4 MC2 

HQ MDCT CELP 16.4 MC3 

TCX CELP  24.4 MC2 

HQ MDCT CELP 24.4 MC3 

TCX or HQ MDCT CELP  32 MC1 

HQ MDCT CELP  64 MC1 

 

In following subclauses, the MDCT to CELP transitions are described in detail. Note that this description only considers 
switching cases within the same bit rate. 
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5.4.2.1 MDCT to CELP transition 1 (MC1) 

MC1 is used when the previous frame was coded with HQ MDCT and the current frame is coded with CELP. In this 
case, the CELP state variables are reset in the current frame to predetermined (fixed) values. In particular the following 
memories are reset to 0 in the CELP encoder: 

• Resampling memories of the CELP synthesis signal 

• Pre-emphasis and de-emphasis memories 

• LPC synthesis memories 

• Past excitation (adaptive codebook memory) 

The old LPC coefficients and associated representations (LSP, LSF) and CELP gain quantization memories are reset to  
predetermined (fixed) values. Since the past excitation is not available, the CELP coder in the current frame is forced to 
operate in Transition coding (TC) , i.e. without any adaptive codebook. The LPC coefficients from the previous frame 
are not available, therefore only one set of LPC coefficients corresponding to the end of frame are coded and used for 
all subframes of the current frame.  

5.4.2.2 MDCT to CELP transition 2 (MC2) 

MC2 is designed for CELP transitions coming from the MDCT based TCX mode. The TCX shares the same LPC 
analysis and quantization as in CELP, as described in subclause 5.3.3.2.1. The MA/AR/LSP/LSF memories are 
consequently updated during MDCT based TCX encoding, as it is done in CELP encoding. The only exception is at 
9.6kbps, where the weighted LPC are quantized (instead of the unweighted LPC as in CELP) as described in subclause 
5.3.3.2.1.1.1. In that case, the MA/AR/LSP/LSF memories are re-computed in the unweighted domain as described in 
subclause 5.3.3.2.1.1.2. 

Moreover, MDCT based TCX includes an internal decoder which generates a decoded time-domain signal at the CELP 
sampling rate as described in subclause 5.3.3.2.12.1. This signal and the quantized LPC are then used to update CELP 
memories as described in 5.3.3.2.12.2, including the adaptive codebook memory, the LPC synthesis filter memory, the 
weighting filter denominator memory and the de-emphasis filter memory. 

5.4.2.3 MDCT to CELP transition 3 (MC3) 

Similarly to MC1, the CELP state variables are reset to predetermined values (in general 0), with the following 
exceptions:: 

• The factor 1β  is set to 0.3. 

• The LSF quantization is run in safety-net mode, such that no prediction is used and the MA/AR memories are 
not used. 

• The previous quantized end-frame LSP/LSF and the quantized mid-frame LSP/LSF are set to the current 
quantized end-frame LSP/LSF. 

5.4.3 CELP coding mode to MDCT coding mode 

When a MDCT encoded frame is preceded by a CELP encoded frame, a beginning portion of the MDCT encoded frame 
cannot be reconstructed properly due to the aliasing introduced by the missing previous MDCT encoded frame. To 
solve this problem, two approaches are used depending on the MDCT based coding mode (either MDCT based TCX or 
HQ MDCT). These approaches are described in detail in the following subclauses. 

5.4.3.1 CELP coding mode to MDCT based TCX coding mode 

When the previous frame is CELP and the current frame is MDCT based TCX, the MDCT length is increased, the left 
folding point is moved towards the past and the left overlap length is reduced such that the current MDCT based TCX 
can reconstruct the whole 20ms frame, without the need for the previous (and missing in this case) MDCT based frame. 
This is illustrated in the figure below. 
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Figure 85: CELP to MDCT based TCX transition window (right part is here ALDO) 

The right part of the transition window is not changed, such that it can be used in the next MDCT based frame as if it 
was a normal (non-transition) MDCT based frame. Similarly to the non-transition case, the right part of the transition 
window can have different shapes like ALDO, HALF or MINIMAL as described in subclause 5.3.2.3. 

The left folding point is moved towards the past at 0.625ms before the transition border. This is equivalent to increasing 
the MDCT length from 20ms to 25ms. The corresponding numbers of MDCT bins are given in subclause 5.3.3.1.1. 

The left part of the MDCT window is modified such that window segment with weight 1 covers the whole 20ms frame 
until the transition border, and the window segment before the transition border is a sine window ( )nwT with length 

1.25ms 
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with mdctT srN 00125.0=  is the window length in samples and mdctsr  is the sampling rate of the time-domain signal. 

 After windowing and MDCT, the MDCT-based TCX frame is encoded as described in subclause 5.3.3. 

5.4.3.2 CELP coding mode to HQ MDCT coding mode 

When the previous frame is CELP and the current frame is to be coded by HQ MDCT, the current frame is a transition 
frame in which two types of coding are used: 

• Constrained CELP coding and (when required) simplified time-domain BWE coding 

• HQ MDCT coding with a modified window  

Constrained CELP coding means here that CELP is restricted to cover only the first subframe of the current frame, to 
code only a subset of CELP parameters, and to reuse parameters (LPC coefficients) from the previous CELP frame. 
These constraints are set to minimize the bit budget taken by continuing CELP coding in the current transition frame, 
this bit budget being taken out of HQ MDCT coding.  

5.4.3.2.1 Constrained CELP coding and simplified BWE coding 

The bit budget for CELP and BWE in the current (transition) frame is determined depending on the CELP coder used in 
the previous frame (12.8 kHz or 16 kHz) and coded audio bandwidth in the current frame. The following pseudo-code 
describes how this bit budget is subtracted from the total bit budget for the current frame (total_budget): 

num_bits = total_budget 
if CELP 12.8kHz was used in the previous frame 
 cbrate = min(core_bitrate,  ACELP_24k40)   
 if cbrate ≥  ACELP_11k60, num_bits = num_bits – 1, end 
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 num_bits = num_bits – table_ACB_bits[cbrate,GENERIC] 
 num_bits =  num_bits – table_gain_bits [cbrate,TRANSITION] 
 num_bits =  num_bits – table_FCB_bits [cbrate,GENERIC] 
else (CELP 16 kHz was used in the previous frame) 
 if core_bitrate ≤  ACELP_8k00, cbrate = ACELP_8k00 
 else if core_bitrate ≤  ACELP_14k80, cbrate = ACELP_14k80 
 else cbrate = min(core_bitrate, ACELP_22k60) 
 end 
 if cbrate ≥  ACELP_11k60, num_bits = num_bits – 1, end 
 num_bits = num_bits – table_ACB_bits_16kHz[cbrate,GENERIC] 
 num_bits =  num_bits – table_gain_bits_16kHz [cbrate,GENERIC] 
 num_bits =  num_bits – table_FCB_bits_16kHz [cbrate,GENERIC] 
end 
if bandwidth is not NB and (bandwidth is not WB and CELP 16 kHz was not used in the 
previous frame) 
 num_bits =  num_bits –(6+6) 
end 
 
The bit rate for CELP coding is any case saturated by the minimum of HQ MDCT coding bit-rate and a predetermined 
bit-rate value (24 kbit/s or 22.6 kbit/s depending on whether the CELP core is at 12.8 or 16 kHz), then the numbers of 
bits allocated to CELP coding is subtracted and the remaining bit budget (denoted ‘num_bits’) is reserved for HQ 
MDCT coding normally operating at a bit rate ‘core_bitrate’ in the current frame. CELP coding in the extra subframe is 
configured to operate as if the current frame was CELP at a bit-rate denoted ‘cbrate’; this CELP bit-rate depends on the 
CELP coder used in the previous frame (12.8 kHz or 16 kHz).  
 The coded CELP parameters in this extra subframe are: pitch filter flag (1 bit) if the CELP bit-rate is ≥  11.6 kbit/s, 
pitch index for the adaptive codebook (ACB), codebook gains, fixed codebook (FCB) index. The bit allocation tables 
from CELP coding in Generic or Transition coding at 12.8 and 16 kHz are reused. 
Besides, 12 bits are used for BWE in the extra subframe to code one gain (6 bits) and one pitch index (6 bits) for the 
high band above CELP synthesis.   
Note that the current frame being a transition frame, one bit is used to indicate the type of CELP coding (12.8 kHz or 16 
kHz) used in the extra CELP subframe; this bit is necessary to be able to decode correctly the transition frame in case of 
frame erasures. 

LPC coefficients from the end of the previous frame are reused to code the extra subframe; constrained CELP coding 
reuses the subframe excitation coding with the same CELP core coder (12.8 kHz or 16 kHz) as in the previous frame, 
and this subframe coding is adapted from the procedure described in clause 5.2.3.1.  
When the coded audio bandwidth is higher than the bandwidth of the core CELP coder, simplified BWE coding is 
applied. The previous and current input frames are high-pass FIR filtered to obtain the high-band; the cutoff frequency 
(6.4 or 8 kHz) depends on the core CELP coder. Then, pitch search based on correlation in the high band provides an 
estimated pitch lag and gain which are coded with 6 bits each. 

5.4.3.2.2 HQ MDCT coding with a modified analysis window 

HQ MDCT coding in the transition frame is identical to clause 5.3.4, except the MDCT analysis window is modified 
and the bit budget for HQ MDCT coding in the current frame is decreased as described in clause 5.4.3.2.1. 

CELP MDCT MDCT

- + - -

 

Figure 85a: Modified MDCT window in transition frame (CELP to MDCT transition) 

The modified MDCT window is designed to avoid aliasing in the first part of the frame as shown in Figure 85a. Its 
shape also allows cross-fading between the synthesis from constrained CELP and simplified BWE and the synthesis 
from HQ MDCT as described in clause 6.3.3.2.3. Note that the frames labeled CELP and MDCT in Figure 85a 
represent the new frames of signal (20 ms) entering in the encoder; the actual coded frame is delayed by the encoder 
lookahead. 
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5.4.4 Internal sampling rate switching 

The LP-based coding within EVS operates at two internal sampling rates, 12.8 kHz and 16 kHz. In active frames the 
12.8 kHz internal sampling is employed at lower bit-rates (≤ 13.2 kbps) while the 16 kHz internal sampling is employed 
at higher bit-rates (≥ 16.4 kbps). Further in LP-based CNG, the 12.8 kHz internal sampling is employed at bit-rates 
≤ 8.0 kbps while 16 kHz internal sampling is employed at bit-rates ≥ 9.6 kbps. Consequently a CELP internal sampling 
rate switching can happen either 1) in case of bit-rate switching or 2) in case of switching between active segments and 
LP-based CNG segments at 9.6 kbps and 13.2 kbps. 

The MDCT-based TCX operates at 4 different internal sampling rates, 12.8, 16, 25.6 and 32 kHz. MDCT-based TCX 
internal sampling rate corresponds to the rate used for computing and transmitting its LP filter, filter employed for 
shaping the quantization noise in frequency domain. The same internal sampling rate is used for generating the low rate 
decoded signal computed at both encoder and decoder sides for updating memories of an eventual next CELP frame. 
The sampling-rate switching in MDCT-Based TCX can only happen either 1) in case of bit-rate switching or 2) in case 
of switching from CELP at 13.2kbps or switching from LP-based CNG segments at 9.6 kbps. 

When changing the internal sampling rate, a number of memory and buffer updates needs to be done. These are 
described in subsequent subclauses. 

5.4.4.1 Reset of LPC memory 

In case of internal sampling rate switching, the LSF quantization is run in safety-net mode, such that no prediction is 
used and the MA/AR memories are not used. 

5.4.4.2 Conversion of LP filter between 12.8 and 16 kHz internal sampling rates 

When switching between internal sampling rates of 12.8 kHz and 16 kHz, the previous LP filter needs to be converted 
both at the encoder and the decoder between these two sampling rates in order to determine the interpolated LP 
parameters of the current frame. For this purpose, the LP filter of the previous frame could be recomputed at the current 
sampling rate based on the past synthesis signal that is already available. However, this would require complete LP 
analysis and resampling the past synthesis signal both at the encoder and the decoder. A less complex method is used 
here based on re-estimating the LP filter from its power spectrum modified corresponding to the current sampling 
frequency. The autocorrelation is computed from this modified power spectrum for solving the parameters of the 
converted LP filter with the Levinson Durbin algorithm.  The converted LP filter is finally transformed to its line 
spectrum frequency representation for interpolation with the corresponding parameters of the current frame.  

The computation and modification of the power spectrum as well as the computation of the autocorrelation are 
described in the following subclauses.  The Levinson-Durbin algorithm is described in subclause 5.1.9.4  and the 
determination of the line spectrum frequencies in subclause 5.1.9.5. 

Note that only the quantized LP filter is converted. Although the perceptual weighting filter uses the unquantized LP 
filter at the encoder, it is sufficient to use the converted quantized LP filter for interpolation when switching between 
internal sampling rates.  This approximation avoids an additional conversion procedure for the unquantized LP filter. 

5.5.4.1.1 Modification of the Power Spectrum 

When switching the internal sampling rate down to 12.8 kHz from 16 kHz, the converted LP filter models the power 

spectrum of the LP filter originally estimated at a sampling rate of 16 kHz up to the new cut-off frequency.  This is 

accomplished by computing the power spectrum of the LP filter at 0n  frequency points equispaced in ]5/4,0[ π , 

corresponding to the Nyquist frequency at 12.8 kHz sampling rate. This frequency range of the power spectrum is then 

mapped onto ],0[ π  when computing the autocorrelation for solving the parameters of the converted LP filter. 

Conversely when switching the internal sampling rate up to 16 kHz from 12.8 kHz, the power spectrum of the LP filter 

originally estimated at a sampling rate of 12.8 kHz is computed at 1n  frequencies equispaced in [0, ]π .  This frequency 

range of the power spectrum is mapped onto ]5/4,0[ π  for autocorrelation computation.  The power spectrum unknown 

at frequencies (4 / 5, ]π π  is approximated by extending the power spectrum value at 4 / 5π  over this range by 

1( 1) / 4n −  values for autocorrelation computation. This procedure thus re-estimates the LP filter at sampling frequency 

16 kHz with an approximated, extended upper band. 
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By choosing  4110 == nn , all power spectrum and autocorrelation computations can be accomplished on two 

equispaced frequency grids, one including the frequency points ππ ,,40/,0 K  and one the points ππ ,,50/,0 K . 

Converting down to 12.8 kHz is hence equivalent to dropping 10 last values away from the power spectrum of the 

original LP filter.  Similarly, converting up to 16 kHz translates to adding 10 approximated values to the power 

spectrum of the original LP filter.  

The same procedure is applied identically both at the encoder and the decoder. 

5.5.4.1.2 Computation of the Power Spectrum 

The LP filter )(/1 zA is converted to another sampling rate by truncating or extending its power spectrum 

 2|)(|/1)( ωω AG = ,   ],0[ πω ∈ , (1285) 

to the frequency range that corresponds to the new sampling rate and re-estimating linear prediction coefficients from 
the autocorrelation computed from this modified spectrum. For reduced complexity, the power spectrum is expressed on 
the real axis by utilizing the line spectrum frequency decomposition 
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where the polynomials )(1 zF  and )(2 zF  are defined as in subclause 5.1.9.5. The zeros of these two polynomials give 

the line spectrum frequencies of )(zA .   

Because of the symmetry properties of the polynomials 1( )F z  and 2 ( )F z , they can be expressed as the polynomials
 

)(1 xF and )(2 xF  of )(cos ω=x . It can be shown that for an LP filter of an even order, 

 )()1(2)()1(2|)(| 2
2

22
1 xFxxFxxA −++= ,   ]1,1[−∈x . (1287) 

The use of this expression is motivated by the observation that the polynomials )(1 xF and )(2 xF  can be evaluated 

efficiently for a given [ 1,1]x ∈ −  with Horner’s method [34].  The value of these polynomials is needed on frequency 

grids described in subclause 5.5.4.1.1. The expression (1287) obtains a particularly simple form at 1and,0,1−=x  that 

can be utilized in computation. 

The polynomials )(1 xF and )(2 xF  can be derived by substituting the explicit forms of the Chebyshev polynomials 

 ))arccos((cos)( xmxTm = ,    Lm ,1,0=  (1288) 

to the Chebyshev series representation of )(1 zF  and )(2 zF [34].  This same representation is employed in subclause 

5.1.9.5 for the determination of the line spectrum frequencies. The explicit forms of )(xTm  can readily be written by 

using the recursion 

 .)(,1)(),()(2)( 1011 xxTxTxTxxTxT mmm ==−= −+  (1289) 

By definition the zeros of )(1 xF and )(2 xF  are respectively the cosines of the even and odd line spectrum frequencies. 

The coefficients of these polynomials are thus readily obtained when the line spectrum frequencies of )(zA are known. 

Given that the order of )(zA  is 16, the polynomial )(1 xF is of order 8 and can be expressed as 
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The leading coefficient 128)0(1 =f  is constant.  This relation yields a simple recursion for solving the coefficients of 

1( )F x from the even line spectrum pairs )(cos kkq ω=  for 14,,2,0 K=k .  The coefficients of )(2 xF  are obtained 

correspondingly from the odd line spectrum pairs. 

If no line spectrum frequency representation is available for )(zA , one can alternatively first compute the coefficients of 

the polynomials
 

)(1 zF  and )(2 zF  from those of )(zA and then solve the coefficients of )(1 xF and )(2 xF from a set of 

equations that relate the two representations.  These relating equations can be derived by substituting the explicit forms 
of the Chebyshev polynomials )(xTm to the Chebyshev series representation of )(1 zF  and )(2 zF .  This approach is 

employed when switching from the AMR-WB IO mode, which uses the immittance spectrum frequency representation 
instead of line spectrum frequencies. 

5.5.4.1.3 Computation of the Autocorrelation 

The autocorrelation of the LP filter is obtained by the inverse Fourier Transform of the modified power spectrum. Since 
the power spectrum is real and symmetric, the relation between the autocorrelation and the power spectrum can be 
expressed through the integral 

 ∫−=
π

π
ωωω

π
dkGkr cos)(

2

1
)( ,           k = 0, 1, … (1291) 

Because the power spectrum is real and symmetric, )()( ωω −= GG , it suffices to evaluate the integral over only the 

upper half of the unit circle.  Due to this symmetry, the rectangle rule for approximating the integral can be expressed as 

 ∑
∈

+−+≈
Ω

)(cos)(2)()1()0()(
ω

ωωπ kGGGkrn k
G ,       k = 0, 1, … (1292) 

where Ω  is the set of 2−Gn frequencies equispaced in [0, π], but excluding 0 and π  to avoid double counting. The 

number Gn of these frequencies is hereafter assumed odd. 

Note that in sequel the factor Gn  is omitted for simplicity from the approximation of the autocorrelation.  Namely, the 

autocorrelation can be scaled for convenience, because the resulting linear prediction coefficients are invariant to this 
scaling. 

The expression of autocorrelation can be rewritten equivalently for more efficient computation by utilizing the 
symmetries of the cosine term relative to 2/πω = through the following trigonometric identities: 
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where k = 0, 1, … and )2/,0( πω ∈ . The operator ⎣ ⎦•  rounds to the nearest integers towards minus infinity. The term 
⎣ ⎦2/1 )1)()1(1( kk −−+ +  simply generates the sequence 2, 0, −2, 0, 2, 0, −2, 0, 2, … and is hence readily implementable. 

By employing the two trigonometric identities given above, the autocorrelation can be rewritten as 

 ⎣ ⎦ …=−−++−−++

−+=

∑
Λ∈

+  ,1 ,0  ,  )(cos)()1()(2)2/()1)()1(1(

)()1()0()(

)(2/1 kkGGG

GGkr
kkk

k

ω
ωωπωπ

π

 
(1294) 

where Λ  is the set of 2/)3( −Gn  frequencies equispaced in ]2/,0[ π but excluding 0 and  π / 2 . The cosine term of the 

autocorrelation is evaluated using the recursion 

 K,3,2),)2((cos))1((cos)cos(2)(cos =−−−= kkkk ωωωω  (1295) 

starting from )0cos(  and )cos(ω .  The value of )cos(ω  is stored in a table that holds all the entries needed for ω ∈ Λ . 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

412

When switching the internal sampling rate from 16 kHz down to 12.8 kHz, a grid of 41=Gn  equispaced frequency 

points is used.  Switching from 12.8 kHz up to 16 kHz uses a grid of 51=Gn points, see subclause 5.5.4.1.1. 

5.4.4.3 Extrapolation of LP filter 

In case of sampling rate switching involving at least a sampling rate being neither 12.8 nor 16 kHz, the previous LP 
filter is not converted. Instead, the previous quantized end-frame LSP/LSF and the quantized mid-frame LSP/LSF are 
set to the current quantized end-frame LSP/LSF. 

The LP filter is also extrapolated when the conversion of LP filter between 12.8 and 18 kHz, described in suclause 
5.4.4.2, does not produce a stable filter. The stability of the filter is detected during the Levinson Durbin algorithm 
described in subclause 5.1.9.4. A filter is detected as unstable when at least one of the reflection coefficients 

16,,2for , K=iki has an absolute value greater than 0.99945. 

5.4.4.4 Buffer resampling with linear interpolation 

Switching the internal sampling rate requires several memories to be resampled. . In order to reduce the complexity of 
the resampling processing, a simple linear interpolation is used most of the time instead of a conventional low-pass 
filtering method. 

The basic operation for interpolating a point is done as follows: 

 ( ) ))'()1'(()'()'( nxnxninxny −+⋅−+=  (1296) 

where ( ) 1,...,0, −= nNnny  is the new resampled buffer of size nN  and ( ) 1,...,0',' −= oNnnx  is the old buffer of 

size oN . The index n  is initialized to 0 while index 'n  is equal to the integer part of the position i , ⎣ ⎦in = . The 

position is initialized to: 

 5.05.0 −⋅=
L

o

N

N
i  (1297) 

where 
L

o

N

N
 is the increment of the position i  for each unit increment of the index n. 

5.4.4.5 Update of CELP input signal memories 

The pre-emphasized input signal ( )nspre  defined in subclause 5.1.4 is updated at both CELP internal sampling rate 12.8 

and 16 kHz at any bit-rates. No specific processing is then needed in case of sampling rate switching. 

The weighed synthesis filter ( ) ( )zHzA emphde−1γ state is updated in three different ways in case of sampling rate 

switching: 

• It is set to zero if a sampling rate different from 12.8 and 16 kHz is involved. 

• At bit-rates <= 8, 13.2, 32 and 64 kbps, the memory states is updated in previous frame as usual and the 
difference in sampling rate between the previous and the current frame is simply ignored. 

• Otherwise, the state is recomputed by filtering the resampled LPC synthesis filter state obtained in subclause 
5.4.4.7 through the filter filter ( ) ( )zHzA emphde−1γ  and by taking computing the error between the obtained 

signal and the input weighted signal. The memory state is used for computed the target signal of the next frame 
as defined in subclause 5.2.3.1.2. 

5.4.4.6 Update of MDCT-based TCX input signal memories 

The past of the input signal and the past of weighted signal are needed for MDCT-based TCX and both past signal are 
resampled as in sub-clause 5.4.4.4. 
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5.4.4.7 Update of CELP synthesis memories 

For being able to make a seamless transition from CELP to CELP or from MDCT-based TCX to CELP, the following 
memory states have to be maintained: 

• The adaptive codebook state 

• The LPC synthesis filter state 

• The de-emphasis state 

The three memory states are maintained at both encoder and decoder side in CELP mode and in MDCT-based TCX 
coding mode. The following specific processing is performed in case of internal sampling rate switching. 

The adaptive codebook state covers at the encoder side a frame, i.e. 20 ms. In case of internal sampling rate switching 
between 12.8 and 16 kHz, the adaptive codebook is resampled with the method described in subclause 5.4.4.4. If it 
involves at least a sampling rate different from 12.8 and 16 kHz, the adaptive codebook is reset with zeros. 

The LPC synthesis filter state doesn’t cover a fixed time duration but a fixed number samples equal to the order of the 
LPC. This order is always 16. For being able to resample this state at any of the sampling rate between 12.8 and 48 kHz, 
the memory of the LPC synthesis filter state is extended from 16 to 60 samples, which represents 1.25ms at 48 kHz. 
The memory resampling from sampling rate 1fs  Hz to sampling rate 2fs Hz can summarized as: 
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where ),,( 21 NNxresampy =  is the function resampling the input buffer x from 1N  to 2N  samples as described in 

subclause 5.4.4.4. L_SYN_MEM is the largest size in samples that the memory can cover and is equal to 60 samples. At 
any sampling rate and at any time, mem_syn_r is updated with the last L_SYN_MEM output samples and is then 
eventually resampled in case of internal sampling rate switching at the beginning of the next frame. 

The de-emphasis has a fixed order of 1, which represents also a different time duration at different sampling rates. 
However the resampling stage is not performed and the memory update in done as usual even in case of intern sampling 
rate switching. 

5.4.5 EVS primary and AMR-WB IO 

The codec support a seamless switching between primary and AMR-WB IO modes. While most of memories and past 
buffers are shared between the two modes, there are some particularities that need to be properly handled. The 
following scenarios can happen: 

5.4.5.1 Switching from primary modes to AMR-WB IO 

When a CELP based AMR-WB IO encoded frame is preceded by a primary mode encoded frame, the memories of the 
CELP AMR-WB IO encoded frame have to be updated or converted before starting the encoding. These include: 

• Convert previous quantized end-frame LSFs to ISFs 

• Convert previous quantized end-frame LSPs to ISPs 

• Set previous un-quantized end-frame ISPs to converted quantized end-frame ISPs 

• Convert previous CNG quantized end-frame LSPs to ISPs 

• Limit index of last encoded CNG energy to 63 

• Reset the gain quantization memory to -14.0. 
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• In case the switching happens in the SNG segment, force SID frame 

• Reset AR model LP quantizer memory 

In case the AMR-WB IO frame is preceded by CELP primary frame at 16 kHz internal sampling rate, the processing 
described in subclause 5.4.4 is performed. 

Finally in case the AMR-WB IO frame is preceded by MDCT primary frame, the processing described in subclause 
5.4.2 is performed. 

5.4.5.2 Switching from AMR-WB IO mode to primary modes 

When a primary mode encoded frame is preceded by a CELP based AMR-WB IO encoded frame, the memories of the 
primary mode encoded frame have to be updated or converted before starting the encoding. These include: 

• First three ACELP frames are processed using safety-net LP quantizer 

• Convert previous quantized end-frame ISFs to LSFs 

• Convert previous quantized end-frame ISPs to LSPs 

• Convert previous CNG quantized end-frame LSPs to ISPs 

• Reset BWE past buffers 

• reset the unvoiced/audio signal improvement  memories 

In case of CELP at 16 kHz internal sampling rate primary mode frame is preceded by the AMR-WB IO frame, the 
processing described in subclause 5.4.4 is performed. 

Finally in case the MDCT primary frame is preceded by AMR-WB IO frame, the processing described in subclause 
5.4.3 is performed. 

5.4.6 Rate switching 

A seamless switching between all EVS primary rates is supported in the codec. Since most of the states and memories 
are shared and maintained at any bit-rates, a complete re-initialization is not needed. The coding tools are able to be 
reconfigured at the beginning of any frame. The different bit-rate dependent setups of each tool are described in each 
corresponding subclause. Rate switching doesn’t require any specific handling, except in the following scenarios. 

5.4.6.1 Rate switching along with internal sampling rate switching 

In case the internal sampling rate changes when switching the bit-rate, the processing described in subclause 5.4.4 is 
performed at first. 

5.4.6.2 Rate switching along with coding mode switching 

In case the internal sampling rate changes when switching the bit-rate, the processing described in subclause 5.4.3 is 
performed. New possible transitions from MDCT to CELP mode are possible during rate switching compared to table 
149. table 150 lists all different cases achievable during rate switching depending on MDCT mode and the new CELP 
bit rate. 
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Table 150: MDCT to CELP transition modes in case of rate switching 

Switching from Switching to CELP 
Bitrate 
(kbps) 

Transition 
mode 

HQ MDCT or TCX CELP  7.2 MC1 

HQ MDCT or TCX CELP  8 MC1 

TCX CELP  9.6 MC2 

HQ MDCT CELP  9.6 MC3 

HQ MDCT or TCX CELP  13.2 MC1 

TCX CELP  16.4 MC2 

HQ MDCT CELP 16.4 MC3 

TCX CELP  24.4 MC2 

HQ MDCT CELP 24.4 MC3 

HQ MDCT or TCX CELP  32 MC1 

HQ MDCT or TCX CELP  64 MC1 

 

If the internal sampling rate is also changing, the processing of subclause 5.4.4 is performed beforehand. 

5.5 Frame erasure concealment side information 
The codec has been designed with emphasis on performance in frame erasure conditions and several techniques limiting 
the frame erasure propagation have been implemented, namely the TC mode, the safety-net approach for LSF 
quantization, and the memory-less gain quantization. To further enhance the performance in frame erasure conditions, 
side information, consisting of concealment/recovery parameters, is sent in the bitstream to the decoder. This 
supplementary information improves the frame erasure concealment (FEC) and the convergence and recovery of the 
decoder after erased frames. The detailed concealment and recovery processing is described in [6]. 

The concealment/recovery parameters that are transmitted to the decoder depend on the bitrate and coding mode. They 
will be described in the following subclauses together with the information about configurations when they are 
transmitted. 

5.5.1 Signal classification parameter 

The signal classification parameter is determined based on the classification for FEC, described in subclause 5.1.13.3. 
The classification uses the following five classes to classify speech signals: UNVOICED, UNVOICED TRANSITION, 
VOICED TRANSITION, ONSET and VOICED. For the purpose of the FEC classification, inactive signals fall into the 
UNVOICED category. Though there are five signal classes, they can be encoded with only two bits as the 
differentiation of the both TRANSITION classes can be done unambiguously determined based on the class of the 
preceding frame. The rules for the FEC signal classification are described in subclause 5.1.13.3.3. 

The signal classification parameter is not transmitted at lowest bitrates. Further, it does not need to be transmitted in 
coding modes that allow to classify the frame implicitly, e.g. in the UC and VC modes. The signal classification 
parameter is transmitted in GC and TC modes at 13.2 kb/s, 32 kb/s and 64 kb/s. 

5.5.2 Energy information 

Precise control of the speech energy is very important in frame erasure concealment. The importance of the energy 
control becomes more evident when a normal operation is resumed after an erased block of frames. Since VC and GC 
modes are heavily dependent on prediction, the actual energy cannot be properly estimated at the decoder. In voiced 
speech segments, the incorrect energy can persist for several consecutive frames, which can be very annoying, 
especially when this incorrect-valued energy increases. 

To better control the energy of the synthesized sound signal at the decoder in case of frame erasure, the energy 
information is estimated and sent using 5 bits. The goal of the energy control is to minimize energy discontinuities by 
scaling the synthesized signal to render the energy of the signal at the beginning of the recovery frame (a first non 
erased frame received following frame erasure) to be similar to the energy of the synthesized signal at the end of the last 
frame erased during the frame erasure. The energy of the synthesized signal in the received first non erased frame is 
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further made converging to the energy corresponding to the received energy parameter toward the end of that frame 
while limiting an increase in energy. 

The energy information is the maximum of the signal energy for frames classified as VOICED or ONSET, or the 
average energy per sample for all other frames. For VOICED or ONSET frames, the maximum signal energy is 
computed pitch-synchronously at the end of the current frame as follows: 

 ( )( ) 1,,,ˆmax 2
1 −−== LTLnnsE end

K  (1299) 

where 256=L  is the frame length for the 12.8 kHz internal sampling rate, and 320=L  is the frame length for the 16 

kHz sampling rate. Signal ( )ns1̂  is the local synthesis signal sampled at 12.8 kHz or 16 kHz depending on the internal 

sampling rate. The integer pitch period length endT is the rounded pitch period of the last subframe, i.e. 
[ ]⎣ ⎦5.03 += fr

end dT  for the 12.8 kHz core, and [ ]⎣ ⎦5.04 += fr
end dT  for the 16 kHz core. 

For all other classes, E is the average energy per sample of the last two subframes of the current frame, i.e., 
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The energy information is quantized using a 5-bit linear quantizer in the range of 0 dB to 96 dB with a step of 3 dB. The 
quantization index is given by 
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The index is limited to the range [0,…, 31]. 

The energy information is sent only in GC mode at 32 and 64 kb/s. 

5.5.3 Phase control information 

The phase control is particularly important when recovering after a lost voiced segment of a signal. After a block of 
erased frames, the decoder memories become unsynchronized with the encoder memories. Sending some phase 
information helps in the re-synchronization of the decoder. The rough position of the last glottal pulse in the previous 
frame is sent. 

Let [ ] [ ]⎣ ⎦11 −− = frdT  be the integer closed-loop pitch lag for the last subframe of the previous frame. The position of the 

last glottal pulse, τ , is searched among the [ ]1−T last samples of the previous frame by looking for the sample with the 

maximum amplitude of low-pass filtered LP residual signal. A simple FIR low-pass filter with coefficients 0.25, 0.5 and 
0.25 is used. 

The position of the last glottal pulse, τ , is encoded using 8 bits in the following manner. The precision used to encode 
the position of the pulse depends on the integer part of the closed-loop pitch lag for the first subframe of the current 

frame, [ ]⎣ ⎦0
0 frdT = . This is possible because this value is known both at the encoder and the decoder, and is not subject 

to erasure propagation after one or several frame losses. When 0T is less than 128, the position of the last glottal pulse, 

relative to the end of the previous frame, is encoded directly with a precision of one sample. When 1280 ≥T , the 

position of the last glottal pulse, relative to the end of the previous frame, is encoded with a precision of two samples by 
using a simple integer division, i.e., 2τ . Finally, the information about the sign of the impulse is encoded by 

incrementing the transmitted index by 128 when the sign of the glottal pulse is negative. The MSB in the 8-bit index 
thus represents the sign of the last glottal pulse. The inverse procedure is done at the decoder. 

The phase control information is sent only in GC mode at 32 and 64 kb/s. 
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5.5.4 Pitch lag information 

To improve speech quality under erroneous channel, a pitch lag estimate of the next frame is calculated at the encoder 
and transmitted as a side information for better excitation at concealed frame. By exploiting the 8.75-ms look-ahead 
signal used for the frame-end autocorrelation calculation, the pitch lag can be obtained without any additional delay. 
This tool is activated only at ACELP frame under operational modes of 24.4kbps. 

The side information includes activation flag. For the frames classified as ONSET or VOICED under GC or VC mode, 
the activation flag is set to 1. For the other frames, the activation flag is set to 0. 

In case the activation flag equals to 1, the pitch lag is encoded with 4 bits and transmitted on top of the activation flag. 
In case the activation flag equals to 0, only the activation flag is transmitted as side information. 

To estimate a pitch lag at the look-ahead signal, this tool uses an extrapolated LSF parameter iω&  and corresponding LP 

coefficients. For the LSF parameter extrapolation, the mean LSF vector is updated every frame and the extrapolated 
LSF iω&  is calculated as follows. 
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where ][ j
i
−ω  is LSF vector of the last 3 frame, and Cω  is the mean LSF vector. α , β  depends on the previous coder 

type and the signal class. Decision rule for the constants used for LSF concealment applies to the decision of α , β . 

The extrapolated LSF iω&  is converted into LSP parameter and extrapolated LP coefficients. The procedure is the same 

as the one under clean channel. 

LP residual ( )nx  is calculated for the 8.75-ms look-ahead signal with the extrapolated LP coefficients. LP residual ( )nx  

is used as target signal without perceptual weighting to estimate the pitch lag with low complexity. The pitch lag 
estimate is obtained by maximizing the following correlation. 
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where L' is the number of samples of the 8.75-ms look-ahead sub-frame, and ( )nyk  is the past excitation at the delay of 

k. The search range is limited to [ 80 −T , 70 +T ], where 0T  is the pitch lag of the last sub-frame. Then the differential 

pitch lag from 0T  is included to the side information with 4 bits. 

5.5.5 Spectral envelope diffuser 

A frame loss around speech onset sometimes causes too sharp peaks at LP spectrum, and sudden power increase in 
concealed signal. Spectral envelope diffuser mitigates the sudden power change and provides better recovery of 
concealed signal. The activation flag for spectral envelope diffuser is encoded with 1 bit and transmitted as a side 
information. This tool is active only at 9.6, 16.4, 24.4 kbps. 

The activation is based on the function of merits depending on LSF improvement counter lc , LSF parameter of the 

previous frame ]1[−ω , the extrapolated LSF ]1[−ω&  obtained in the guided PLC for pitch lag at the previous frame, and a 

modified LSF parameter ]1[~ −ω . The modified LSF parameter ]1[~ −ω  is calculated as follows. 
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where idx  is the lowest number of j which satisfies the following equation. 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

418

 freqj Th>− ]1[ω&  (1305) 

 
1

1

1

]1[

−
=
∑

−

=
−

idx

idx

j jω
δ

&

 (1306) 

where δ  is computed as follows. freqTh  is a threshold which equals to 1900 for 12.8 kHz internal sampling frequency, 

2375 for 16 kHz internal sampling frequency. 

After initialized with 0, the LSF improvement counter lc  is computed as follows: 
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In case the following 4 equations are satisfied, the activation flag is set to 1, otherwise set to 0. intTh  equals to 90 for 

12.8 kHz internal sampling frequency, 112.5 for 16 kHz internal sampling frequency. meanTh  equals to 800 for 12.8 

kHz internal sampling frequency, 1000 for 16 kHz internal sampling frequency. 
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The activation flag is updated based on algebraic codebook gain of the previous and the current frame. In case one of 
the following equations is satisfied, the activation flag is set to 0. 
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where ming  is the minimum value of algebraic codebook gains of current frame, g  is the mean value of algebraic 

codebook gains of current frame, and ]1[−g  is the mean value of algebraic codebook gains of the previous frame. 

The activation flag is further updated with the stability factor of LSF parameter. In case the stability factor is greater 
than 0.02, the activation flag is set to 0. 

Finally the activation flag is encoded with 1 bit and transmitted as side information. 

5.6 DTX/CNG operation 

5.6.1 Overview 

This subclause describes the discontinuous transmission (DTX) scheme and the comfort noise generation (CNG) 
algorithm. The DTX/CNG operation, which is activated on a command line, is used to reduce the transmission rate by 
simulating background noise during inactive signal periods. The regular DTX/CNG modes are supported for bit rates up 
to 24.4 kbps. For higher bit rates, the EVS codec supports a less aggressive DTX/CNG scheme that only switches to 
CNG for low input signal power. 
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The reduction of the transmission rate during inactive periods is achieved by coding the parameters referred to as 
comfort noise (CN) parameters. These parameters are used at the decoder to regenerate the background noise as well as 
possible, by respecting the spectral and temporal content of the background noise at the encoder. In the EVS Codec, the 
CNG algorithm reproduces high quality comfort noise by choosing between a linear prediction-domain based coding 
mode (LP-CNG) and a frequency-domain based coding mode (FD-CNG), according to the input characteristics. Each of 
the two coding modes utilizes a different set of CN parameters. In the LP-CNG mode, four CN parameters are analyzed 
and encoded: the low-band excitation energy, the low-band signal spectrum, the low-band excitation envelope and the 
high-band energy, where the high-band energy is only encoded for SWB/FB input. In the FD-CNG mode, the CN 
parameters consisting of global gain and spectral energies grouped in critical bands. Those parameters are encoded by a 
vector quantizer for transmission. 

When the codec is operated with the DTX/CNG operation, the signal activity detector (SAD) is used to analyse the 
input signal to determine whether the signal comprises an active or inactive signal (see SAD decision in subclause 6.2). 
Based on its analysis, the SAD generates a SAD flag, SADf , whose state indicates whether the signal is active ( SADf = 

1) or merely a background noise ( SADf = 0). When SADf  = 1, the regular encoding and decoding process is performed, 

as in the default option. When SADf  = 0, DTX functions are run at the encoder that transmit either a silence insertion 

descriptor (SID) frame or a NO_DATA frame. The SID frame contains the CN parameters, which are used to update the 
statistics of the background noise at the decoder, whereas the NO_DATA frame is empty. The SID frame is always 
encoded using 48 bits regardless the actual CNG mode operating. 

Further, hangover logic, as described in subclause 6.2, is used to enhance the quality of SID frames. The hangover logic 
in the SAD algorithm is such that the encoder waits for a certain number of frames before switching from the active 
signal to inactive signal. If the background noise contains transients that force the encoder to switch from inactive signal 
to active signal and then back to inactive signal in a very short time period, no hangover is used. 

5.6.1.1 SID update 

The CN parameters are transmitted at a fixed or adaptive rate during inactive signal periods using a command line 
parameter. The fixed rate is limited to between 3 and 100 frames. The adaptive rate, in general, is dependent on the 
background noise characteristics such as the current signal-to-noise ratio (SNR) and is limited to be between 8 and 50. 
Generally, at a high SNR, the SID frames are transmitted with a lower rate to achieve a significant reduction of average 
data rate at the cost of only minor quality degradation. On the other hand, at a low SNR, SID frames are transmitted 
with a higher frequency so that the comfort noise remains as natural as possible. Thus, increasing SNR implies 
decreasing SID frame frequency, whereas decreasing SNR implies increasing SID frame frequency. 

To determine the adaptive SID transmission rate, the SNR is calculated based on the long-term energy of the active 

signal, actE , and background noise, inactE . The DTX algorithm updates both long-term values in each frame to take 

into account the possible evolutions of the level of the two respective signals. In the current frame, only one of these 
two energies is updated. If the current frame is classified as VOICED, the DTX module updates only the long-term 
energy of the active signal. Otherwise, it updates only the long-term energy of the background noise. The adaptive rate 
calculation is performed in every inactive signal frame after the preamble period. This period is characterized by at least 
50 updates of both actE  and inactE . 

The update of the long-term energy of an active signal is performed as follows: 

 factact EEE ⋅−+= )1(. αα  (1313)  

and the update of the long-term energy of an inactive signal as 

 finactinact EEE ⋅−+= )1(. αα  (1314)  

where Ef = ||snr(n)|| is the energy of the denoised signal, snr(n), in the current frame. α represents a forgetting factor. Its 
value is based on the energy evolution. The value of α is set either to 0.99 for slow adaptation, or 0.90 for fast 

adaptation of the long-term energy level. In case of actE , fast adaptation is chosen if f actE E>  in the current frame, 

otherwise slow adaptation is applied. In case of inactE , the fast adaptation is chosen if inactf EE <  in the current frame, 

otherwise slow adaptation is applied. 
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Having estimated the long-term energies, actE  and inactE , the SNR value in the logarithmic domain is calculated in 

every inactive signal frame as 

 ⎟⎟
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⎝

⎛
⋅=

inact
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DTX E

E
SNR log10  (1315)  

The SID transmission rate, rSID, is finally adapted based on the current SNR value. The value of rSID is linearly varied 
between a minimum value, rMIN, that corresponds to a minimum SNR value, SNRMIN, and a maximum value, rMAX, that 
corresponds to a maximum SNR value, SNRMAX. That is 
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 (1316)  

where rMIN ≤ rSID ≤ rMAX. The values rMIN, SNRMIN, rMAX and SNRMAX are selected as follows: 

 rMIN = 8 
 SNRMIN = 36 dB 
 rMAX = 50 
 SNRMAX = 51 dB. 
 

Thus, the adaptive rate is limited to between 8 and 50 frames and is updated in every inactive signal frame. If the 
number of consecutive NO_DATA frames is equal to or greater than the current value of rSID, the next inactive signal 
frame is denoted as a SID frame. There is one exception to this rule. 

a) SID frame sent due to detection of abrupt changes in the spectral characteristics of background noise, as 
described in Section 5.6.1.2.  

After the rate rSID is determined, a variation of the long-term energy of the inactive signal is calculated and subjected to 
a fixed threshold. This is performed in every NO_DATA frame after the preamble period. That is, if the following 
variation holds 

 0.4log0.10 −<⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅

lastSID

inact

E

E
 (1317)  

the long-term energy of inactive speech is reset to inact fE E= , where lastSIDE  is the long-term energy of the inactive 

signal updated in every SID frame. 

 

5.6.1.2 Spectral tilt based SID transmission 

Adaptive SID update rate that relies only on fluctuations in SNR as described in Section 5.6.1.1 may sometimes fail to 
detect  significant changes in the background noise characteristics. In some cases, inactive frames that are perceptually 
different will have similar energy characteristics (typically encoded as gain values in the SID frames). Although 
background noise in a street (street noise) may have an energy distribution over time that is similar to that of 
background noise in a crowded space (babble noise), for example, these two types of noise will usually be perceived 
very differently by a listener. Spectral tilt is a good measure to capture such  changes in the background noise 
characteristics. 
 
It would be beneficial for a DTX/CNG scheme to track such perceptual changes in the background noise, apart from 
tracking the SNR as described in Section 5.6.1.1.  Hence a scheme to detect a sudden change in spectral tilt of the 
background noise and trigger a new SID frame indicating the parameters of the new background noise is employed in 
the encoder. 
 
To ensure that there is no affect from an active talk spurt to the computation of spectral tilt of the background noise, this 
computation is performed in every inactive frame after 5 consecutive inactive frames that immediately follow an active 
talk spurt. 
 
Linear prediction coefficients (LPCs) are derived using performing Linear prediction analysis (Section 5.1.5.1 – Section 
5.1.5.3) on the current input frame with background noise and no active speech.  LPCs are then converted to reflection 
coefficients (RCs) as follows using a backwards Levinson Durbin recursion. For a given Nth order LPC 
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vector ],...,,1[ 1 NNNN aaLPC = , the Nth reflection coefficient value is derived using the formula NNaNrefl −=)( , it 

is then possible to calculate the lower order LPC vectors 11,..., LPCLPCN − using the following recursion 
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which yields the reflection coefficient vector )](),...2(),1([ Nreflreflrefl . The spectral tilt of background noise is 

indicated by the first reflection coefficient )1(refl . A smoothened running average of the spectral tilt of background 

noise in Kth inactive frame KavgT ,  is computed using a first order IIR filter as follows. 

 )1(*2.0*8.0 1,, reflTT KavgKavg += −  (1319)  

The running average differences from frame to frame are accumulated in Ksum,Δ during each during each successive 

inactive frame K as follows: 

 )( 1,,1,, −− −+Δ=Δ KavgKavgKsumKsum TT  (1320)  

Absolute value of this delta-sum parameter Ksum,Δ is compared against a set threshold of 0.2. If this threshold is 

exceeded during an inactive frame indicating a change in spectral tilt characteristics of the background noise, and if the 
number of consecutive NO_DATA frames is equal to or greater than 8, a new SID frame is transmitted regardless of the 

current value of the adaptive SID rate parameter rSID. At this point, parameters KavgT , and Ksum,Δ are also reset to zero 

to start a fresh computation of spectral tilt of the background noise that follows this SID frame. 
 
 

5.6.1.3 CNG selector 

The CNG selector chooses one of the two CNG modes (FD_CNG or LP_CNG) for generating comfort noise. In case 
AMR-WB IO mode is used, LP-CNG is always selected. Otherwise, the decision is based on the energy ratio between a 
high and a low frequency range of the background noise signal and the bandwidth of the signal. 
 
Noise energy estimates for the low frequency range up to 1270 Hz and for the two highest critical bands are estimated 

by 
10
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except for narrowband signals, where the lowest band is ignored and the highest bands are lower: 
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CBN  is the background noise energy per critical band as described in subclause 5.1.11.1. Both values lpN and hpN are 

used to calculate the spectral tilt of the background noise energies and update the memory for tiltN : 
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Depending on the previous CNG mode, input signal bandwidth (input_bwidth) as detected by the bandwidth 
detection module (subclause 5.1.6) and tiltN  the CNG mode is changed if the current frame is active and at least the past 

20 frames were active and one of the following cases applies: 
 
 if (cng_mode == LP_CNG && 

 (( input_bwidth == NB && tiltN  > 9.f) || 

( input_bwidth  > NB && tiltN  > 45.f))) 

 { 
cng_mode = FD_CNG; 

} 
else 

if ( cng_mode == FD_CNG && 

(( input_bwidth == NB && tiltN  < 2.f) || 

 ( input_bwidth  > NB && tiltN  < 10.f))) 

{ 
 cng_mode = LP_CNG; 

} 
 

5.6.2 Encoding for LP-CNG 

This section describes the operation in LP-CNG. Similar to the default operation, the LP-CNG also operates on the 
split-band basis. In WB/NB operation, only the LP parameters for low-band signal are analyzed and encoded.  In 
SWB/FB operation, besides the LP analysis for the low-band signal, the high-band signal is analyzed and encoded 
separately as a kind of bandwidth extension. The LP parameters for low-band analysis include: the low-band excitation 
energy, the low-band signal spectrum and the low-band excitation envelope. The high-band analysis only involves one 
parameter which is the high-band energy. The 1 CNG type bit (see subclause 7.2) is set to “0” for LP-CNG and 
transmitted in each SID frame. 

5.6.2.1 LP-CNG CN parameters estimation 

The CN parameters to be encoded into a LP-CNG SID frame are calculated over a certain period, which is called the 
CN averaging period. These parameters give information about the level and the spectrum of the background noise. The 
CN averaging period, NCN, is equal to the number of consecutive NO_DATA frames preceding the current SID frame, 
upper-limited by the value of 8 consecutive frames. It is a variable value depending on the current SID transmission 
rate. In particular, the first SID frame after an active signal frame always uses the value NCN = 1. The LP-CNG 
generates two different types of SID frame – the WB SID frame, containing low-band (WB) only CN parameters, and 
the SWB SID frame, containing both low-band and high-band (SHB) CN parameters. One bit is encoded into the LP-
CNG SID frame to indicate the bandwidth type of the SID frame, where “0” indicates WB SID and “1” indicates SWB 
SID. Only WB SID frames are transmitted when operating in NB/WB mode. In SWB/FB operation, both WB and SWB 
SID frames are transmitted which will be described in subclause 5.6.2.1.8. The bit allocation for the CN parameters in 
the respect WB and SWB SID frames are described in subclause 7.2. 

5.6.2.1.1 LP-CNG Hangover analysis period determination 

To enable high quality comfort noise synthesis on the receiving side, the encoder sends a three bit counter 
value txburstho  to the decoder. The transmitted value is derived from the cntburstho counter, as: 

 )7,min( cnttx bursthoburstho =  (1326) 

where cntburstho is counter of the consecutive frames without any primary SAD active decisions where the DTX SAD 

flag DTXSADf _ , as described in subclause 5.1.12.8, is set to 1. These hangover frames without primary SAD active 

decisions are deemed to be relevant for comfort noise analysis. For DTX operation, the cntburstho  counter is 

incremented in actively encoded speech segments whenever the primary SAD flag is set to 0 and the DTX SAD flag is 
set to 1 and it is set to zero whenever this is not the case. 
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5.6.2.1.2 LP-CNG filter parameters evaluation for low-band signal 

In the DTX/ LP-CNG operation, the LP filter coefficients are quantized in the LSF domain, which is the same as in the 
default option. However, in the case of DTX/CNG operation, the LP filter coefficients are not interpolated within the 
frame. From the LP analysis, which is described in subclause 5.1.9, only the end-frame LSP vector, ,end iq , is used for 

quantization purposes in SID frames. 

The end-frame LSP vector is not quantized directly. Instead, an averaged end-frame LSP vector is calculated over the 
CN averaging period which is then converted to an LSF vector and quantized. Not all end-frame LSP vectors in the CN 
averaging period are used for averaging, but two outlier LSP vectors are removed. The two outliers are found over the 
CN averaging period, as the two LSP vectors representing the lowest spectral entropy. This is to mitigate the possible 
corruption to the averaged LSP vector from interfering background frames, assuming that interfering  background 
frames are usually more structural in their spectrum (leading to lower spectral entropy) than normal background noise 
frames. A parameter )(iClsf  which can reflect such a spectral entropy is thus calculated for each end-frame LSP vector 

over the CN averaging period. Each end-frame LSP vector is first converted to its LSF representation and )(iClsf  is 

calculated as 

 ( )∑
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Δ−Δ=
1

0

2)()(
M

k

ilsf kiC  (1327) 

where M  equals 16 which is the order of the LP filter, Δ  denotes the bandwidth of the partition if the signal bandwidth 
is divided by M equally spaced LSF coefficients, that is, )1( +=Δ Mfs , where fs  is the bandwidth of the signal, fs  

equals 6400 for 12.8kHz sampling rate core and 8000 for 16kHz sampling rate core, )(kiΔ  denotes the length of the 
thk  partition divided by LSF coefficients of the thi  LSP vector over the signal bandwidth, that is 
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where )(klsfi  is the thk  LSF coefficient of the thi  LSP vector, fs  is either 6400 or 8000 depending on the sampling 

rate of the core. A more structured spectrum will result in a )(iClsf  having higher value representing lower spectral 

entropy. So the two LSP vectors resulting in the two maximum )(iClsf  over the CN averaging period is found as the 

two outliers. The averaged LSP vector is then calculated as 
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where N  is the length of CN averaging period, 1o , 2o  denotes the index of the two LSP outliers. The outlier-removed 
LSP vector average avgq  is considered the best representation of the short-term spectral envelope of the background 

noise. It is converted to the LSF representation, quantized (see subclause 5.6.2.1.3) and transmitted in the SID frame. 

5.6.2.1.3 LP-CNG CNG-LSF quantization for low-band signal 

The quantization of the LSF vector follows the procedures used for the LSF vector within the ACELP block. They are 
described in subclause 5.2.2.1. The quantization is done with a two stage quantizer. The first stage consists of a non-
predictive, non-structured, optimized VQ codebook. The second stage consists of a multiple scale lattice vector 
quantizer whose structure and search procedure are detailed in subclause 5.2.2.1.4. The number of lattice structures 
from the second stage corresponds to the number of codevectors from the first stage such that if a particular codevector 
is selected in the first stage, its corresponding lattice structure is used in the second stage. A lattice multiple scale lattice 
structure corresponds to a set of 6 numbers specifying the number of leader classes in each of the 6 lattice truncations 
and 6 numbers specifying the scale values for the same truncations. There are three lattice truncations that define the 
codebook for the first 8-dimensional LSF subvector and three lattice truncations defining the codebook for the second 
8-dimensional LSF subvector. In addition, a 16-dimensional vector defines for each multiple scale lattice structure a 
normalization values vector, Mii ,1, =σ . 
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The codebook from the first stage uses 4 bits, and each lattice structure from the second stage is defined for 25 bits. 
Consequently a total of 29 bits that are used for the quantization of the LSF vector. With the above described structure, 
the table ROM used for storing the CNG LSF codebook data covering 29 bits has 1.408kBytes. 

The search in the first stage codebook is done taking into account the value of the last component of the 16 dimensional 
LSF vector. Based on this value only part of the first stage codebook is searched. If the last LSF vector component  is 
larger than 6350 then the search is done only for the first 6 codevectors of the first stage and the LSF vector corresponds 
to internal sampling frequency of 16kHz, otherwise the search is performed within the last 10 codevectors of the first 
stage that correspond to the internal sampling rate of 12.8kHz. At the second stage, prior to quantization with the lattice 
structure, based on the selected first stage codevector some components of the LSF vector are permuted like specified 
by the following table: 

Table 151: LSF vector component permutation 

First stage 
codevector index 

Permutations 

0 (6,11), (7,15) 

1 (6,15) 
2 (5,8), (7,15) 
3 (7,10) 
7 (0,9), (7,10) 
9 (7,15) 
12 (6,10), (7,11) 
13 (6,10), (7,12) 
14 (6,10), (7,12) 
15 (6,10), (7,12) 

 

A permutation defined as (6,11) signifies that the 6th component, numbered starting from 0, is replaced by the 11th one 
and reciprocally. The permutations are performed between the two groups or subvectors, i.e the first index in the 
permutation is from the first half of the codevector and the second one from the second half or subvector. The 
permutations are performed only when one of the first stage codevectors whose index is mentioned in the previous table 
is obtained at the first stage. The resulting vector is component wise multiplied with the inverse of the corresponding 
σ vector and quantized with the corresponding multiple scale lattice structure. After quantization the components of the 
obtained second stage multiple scale lattice codevector are permuted back, and added to the first stage codevector in 
order to obtain the quantized LSF vector. 1 bit indicating the core sampling rate is transmitted in each SID frame. This 
bit signals the decoder the sampling domain on which the quantized LSF vector is. The bit is set to “0” for 12.8 kHz 
sampling rate and “1’ for 16 kHz sampling rate. 

5.6.2.1.4 LP-CNG synthesis filter computation for local CNG synthesis 

A smoothed LSP vector is used in every inactive frame to obtain the LP synthesis filter )(ˆ ZA .The quantized LSF vector 

is converted back to the LSP domain. The smoothed LSP vector is updated by the last quantized LSP vector by means 
of an AR low-pass filter in each inactive frame except the first SID frame after an active burst. That is 

 ( ) avgqqq ˆ1ˆˆ ]1[]0[ ⋅−+⋅= − αα  (1330) 

where ]0[q̂ , ]1[ˆ −q  denote respectively the smoothed LSP vector at the current and the previous frame, avgq̂  denotes the 

last quantized LSP vector, α = 0.9 is a smoothing factor. An additional constraint is applied to the inactive frames after 
the first SID frame of an inactive segment and before the second SID frame that the update to the smoothed LSP vector 
described above is suspended if the last SID excitation energy is an outlier and sufficient hangover frames are contained 

in the last active burst, that is, if CNEE 5.1ˆ ]1[ ≥−  and 3≥m , where ]1[ˆ −E  denotes the quantized excitation energy in 

the last SID frame, as calculated in equation (1339), m  denotes the number of entries in histenr  used for 

weightedavehistenr −−  calculation as described in subclause 6.7.2.1.2 and CNE  is the smoothed quantized excitation 

energy, further described in subclause 5.6.2.1.6. For the first SID frame after an active burst, the smoothed LSP vector 
is updated depending on whether the frame is an outlier in either energy or spectrum and whether there are past CN 
parameters to analyze in the CNG analysis buffer as described in subclause 6.7.2.1.2. If the step update flag stepf  is set 

to 1 or there were no past CN-parameters to analyse in the CNG analysis buffer, the smoothed LSP vector is initialized 
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to the quantized LSP vector of the current SID frame. Otherwise, if step update is not allowed and there are past CN 
parameters to analyze in the CNG analysis buffer, the overall and the maximum individual spectral distortion between 
the quantized LSP vector of the current SID frame and the average LSP vector, weightedavelspho −− , calculated over 

hangover frames in subclause 6.7.2.1.2 are calculated. 

 ∑
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avgweightedavelspsumq kqkhoD  (1331) 

 [ ] 15,...,0,)(ˆ)(max, =−= −− kkqkhoMAXD avgweightedavelspq  (1332) 

where sumqD ,  is the overall spectral distance, max,qD  is the maximum spectral distance, )(kho weightedavelsp −−  is the 

average LSP vector calculated over hangover frames, )(ˆ kqavg  is the quantized LSP vector of the current SID frame. If 

)(kho weightedavelsp −−  and )(ˆ kqavg  are deviating to each other, that is, if 4.0, >sumqD  or 1.0max, >qD , the quantized 

LSP vector of the current SID frame )(ˆ kqavg , is considered an outlier and the smoothed LSP vector is initialized to the 

average LSP vector calculated over hangover )(kho weightedavelsp −− . Otherwise, the smoothed LSP vector is initialized 

by 

 15,...,0),(ˆ2.0)(8.0)(ˆ =⋅+⋅= −− kkqkhokq avgweightedavelsp  (1333) 

The smoothed LSP vector q̂  is initially set to the quantized end-frame LSP vector from the previous frame, ]1[ˆ −
endq , 

when the first SID frame is processed at the encoder. The step update flag stepf  is set in each inactive frame by 

measuring the energy step between the instant energy and the long-term energy. For the first inactive frame after an 
active signal period, the flag stepf  is additionally set if there are past CN-parameters and the most recent energy value 

in histenr  is more than four times larger than the smoothed quantized excitation energy CNE . Finally, the smoothed 

LSP vector is converted to LP coefficients to obtain a smoothed LP synthesis filter, )(ˆ ZA , which is used in the local 

CNG synthesis. 

5.6.2.1.5 LP-CNG energy calculation and quantization 

The excitation energy in the current frame is computed for each inactive frame according to the following equation: 
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where )(nr  is the LP residual signal, calculated by filtering the pre-emphasized inactive input signal, )(ns pre , through 

the filter Â(z), L =256 or 320 depending on the sampling rate of the core. Then a weighted average energy is computed 
over the whole CN averaging period by 
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where the weights are defined as )(nw  = [0.2, 0.16, 0.128, 0.1024, 0.08192, 0.065536, 0.0524288, 0.01048576], and 

offsetE  is an energy offset value which is set to 0 for input bandwidth = NB, to 1.5 for input bandwidth greater than WB, 

and for signals of bandwidth = WB, the energy offset value is chosen from an energy attenuation table depending on the 
latest bitrate used for actively encoded frames activelatestR _   as defined by Table 151a. The energy offset is only 

updated in the first SID frame after an active signal period if two criteria are both fulfilled. The first criterion is satisfied 
if AMR-WB IO mode is used or the bandwidth=WB. The second criterion is met if the number of consecutive active 
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frames in the latest active signal segment was at least 20=G_UPD MIN_ACT_CN  number of frames or if the current SID 

is the very first encoded SID frame. The superscript [n] denotes a particular frame, e.g., [0] is the current frame. 

Table 151a: Energy offset selection for LP-CNG 

 
Latest active bitrate [kbps] 

 

offsetE  

2.7_ ≤activelatestR  1.7938412 

0.82.7 _ ≤< activelatestR  1.3952098 

6.90.8 _ ≤< activelatestR  1.0962363 

2.136.9 _ ≤< activelatestR  0.9965784 

2.13_ >activelatestR  0.9965784 

 
The weighted average energy is then quantized using a 7-bit arithmetic quantizer. The integer quantization index in the 
current SID frame is found using the relation 

 ⎣ ⎦Δ⋅+= )2( logEI  (1336) 

where Δ = 5.25 is the quantization step. The quantization index is limited to [0, 127]. The quantization index is further 
limited not to increase by more than one from the value of the previous frame if the previous frame was also an inactive 
frame. An exception is that if the step update flag stepf  is set to 1, then the quantization index is allowed to increase 

more than one from the value of the previous frame using the relation 

 ⎣ ⎦)(85.0 ]1[]1[ −− −⋅+= qqq IIII  (1337) 

where qI  denotes the final quantization index transmitted in each SID frame, ]1[−
qI  denotes the quantization index 

transmitted in the previous SID frame, I is the quantization index calculated in equation (1336). The quantized value of 
energy is used further in the local CNG synthesis and is found by 

 2ˆ
log −

Δ
= qI

E  (1338) 

which is converted to the linear domain by 

 log
ˆ

2ˆ E
E =  (1339) 

5.6.2.1.6 LP-CNG energy smoothing for local CNG synthesis 

The quantized excitation energy, Ê , calculated in equation (1339) is not used directly in the local CNG synthesis. 
Instead, a smoothed quantized excitation energy, CNE , is computed. The smoothed quantized excitation energy is 

updated in every inactive frame in a general form of 

 EEE CNCN
ˆ)1(]1[ αα −+= −  (1340) 

where superscript [-1] demotes the value from the previous frame, Ê  is the quantized energy in the SID frame, 
calculated in equation (1339), α  is the smoothing factor controlling the update rate. Variable update rates are utilized. 
For the first inactive frame after an active signal period, if there is no step update flag stepf  set to 1 in the latest two 

SID frames,α = 0.8 if the number of preceding hangover frames is less than 3 or ]1[5.1ˆ −< CNEE , otherwise, α = 0.95. 

Otherwise, if step update flag stepf  is set to 1 in either of the latest two SID frames, α = 0, i.e. CNE  is set directly to 

Ê . For consequent frames, if the step update flag stepf  at the latest SID frame is not set to 1, α = 0.8. Otherwise, α = 
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0, i.e. CNE  is set directly to Ê . For the first inactive frame after an active signal period, before the smoothed quantized 

excitation energy CNE  is updated by Ê , the value of CNE  from the previous frame, that is ]1[−
CNE , is initialized to 

weightedavehistenr −−  which is the age weighted average excitation energy of the DTX hangover frames calculated in 

subclause 6.7.2.1.2, if step update flag stepf  is not set to 1 and there are past CN parameters to analyse in the CNG 

analysis buffers. CNE  is initially set equal to Ê . 

5.6.2.1.7 LP-CNG LF-BOOST determination and quantization 

While the quantized LSF spectrum generally estimates well the spectrum of most background noises, it is found less 
sufficient for noises which have strong low frequency component for example the car noise. To compensate the missing 
low frequency component, the spectral envelope in the low frequency portion of the LP residual signal is quantized and 
transmitted in the SID frame. Note that the quantized residual spectral envelope is only transmitted in WB SID frame. 

The LP residual signal )(nr  calculated in subclause 5.6.2.1.5 is first attenuated by multiplying an attenuation factor att  

for all input bandwidth except NB. The attenuation factor is calculated as 

 
flr

att
43

3

+
=  (1341) 

where 6.0=flr  if the bandwidth is not WB or the latest bitrate used for actively encoded frames activelatestR _  is 

larger than 16.4 kbps. Otherwise flr  is determined from a hangover attenuation floor table as defined in table 35b. The 

attenuation factor att  is finally lower limited to flr . Then a FFT is used to obtain the frequency representation of the 

LP residual signal. The spectral envelope to be quantized is the energies of the first 20 FFT bins (excluding the DC bin) 
and is calculated as 

 ( ) 19,...,0,)()(
2

)( 22 =+= kkXkX
L

kE IR
FFT

env  (1342) 

where ( )RX k and ( )IX k are, respectively, the real and the imaginary parts of the k -th frequency bin as outputted by 

the FFT, FFTL  = 256 is the size of FFT analysis. The low frequency spectral envelope of the LP residual is not 

quantized directly. Instead, an averaged spectral envelope is calculated over the CN averaging period. The averaging is 
similar to the process in subclause 5.6.2.1.2 that the spectral envelopes of the two outliers identified in subclause 
5.6.2.1.2 are removed from the averaging. The averaged envelope is calculated as 

 19,...,0,)(
2

1
)(

1

2,1,0

, =⋅
−

= ∑
−

≠≠=

kkE
N

kEnv
N

oioii

ienvavg  (1343) 

where N  is the length of CN averaging period, )(, kE ienv  denotes the low frequency envelope of the i -th frame in the 

CN averaging period, 1o , 2o  denotes the index of the two outliers. Prior to quantization, the dynamic range of the 
averaged envelope is reduced by subtracting 2 times of the quantized average excitation energy from the averaged 
envelope and bounded to non-negative value. 

 19,...,0,0,ˆ2)()( =
⎥⎦
⎤

⎢⎣
⎡ −=′ kEkEnvMAXkvEn avgavg  (1344) 

The dynamic range reduced envelope )(kvEn avg′  is then converted to log domain 

 19,...,0),(log)( 2log =′=′ kkvEnkvEn avg  (1345) 

where offsetE  is the energy offset value calculated in subclause 5.6.2.1.5 and )(log kvEn ′ are bounded to non-negative 

value. A distance vector is calculated as 

 19,...,0),(ˆ)( log =′−= kkvEnEkD exc  (1346) 
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where excÊ  is the quantized total excitation energy calculated as 

 ⎟
⎠
⎞⎜

⎝
⎛ ⋅= ELE excexc

ˆlogˆ
2  (1347) 

where excL = 256 is the length of the excitation. The distance vector )(kD  is quantized by a vector quantization. The 

codeword having the minimum prediction error is found by a direct search in the codebook and the index of the 
codeword is transmitted in the WB SID frame. The quantized low frequency envelope is recovered and used in the local 
CNG synthesis. 

5.6.2.1.8 LP-CNG high band analysis and quantization 

To enable high perceptual quality in the inactive portions of speech on the decoder side, during SWB mode DTX/LP-
CNG operation of the codec, the high band noise signal (6.4 - 14.4 kHz or 8 - 16 kHz depending on the core sampling 
rate) is analyzed and quantized. However, this is being done without transmitting any extra parameters from the encoder 
to decoder to model the high-band spectral characteristics of the inactive frames. Instead, the high band spectrum of the 
comfort noise is modelled purely in the decoder side. Only the energy of high band signal is quantized and transmitted 
in the SID frame. 

The average energy of the high band signal is first calculated 

 ∑
−

=

⋅=
1

0

2)(
1

L

i

hh is
L

E  (1348) 

where )(ish  is the high band signal, L = 320 is the length of high band signal. The log average energy of high band 

signal is calculated and to which an attenuation of 6.5 dB is applied 

 5.6log10 10 −⋅=′ hh EE  (1349) 

The attenuated log energy hE ′  is smoothed by an AR filtering as 

 hhh EEE ′+= − 25.075.0 ]1[  (1350) 

where hE  is the smoothed high band log average energy, ]1[−
hE  denotes the smoothed log average energy in the 

previous frame. The average energy of the low band signal is also calculated 

 ∑
−

=

⋅=
1

0

2)(ˆ1
L

i

ll is
L

E  (1351) 

where )(ˆ isl  is the synthesized low band signal as described in subclause 5.6.2.2, L  is the length of the synthesized low 

band signal. The log average energy of the low band signal is calculated 

 ll EE 10log10 ⋅=′  (1352) 

The log average energy of the low band signal lE ′  is also smoothed by an AR filtering. 

 lll EEE ′+= − 9.01.0 ]1[  (1353) 

where lE  is the smoothed low band log average energy, ]1[−
lE  denotes the smoothed log average energy in the 

previous frame. Step update to the smoothed low band and high band log average energy is allowed. If the low band log 
average energy lE ′  of the current frame is deviating from the smoothed low band log average energy of the previous 

frame ]1[−
lE  by more than 12dB, a step update flag stepf  is set to 1 indicating the permission of step update, otherwise 

is set to 0. If  stepf  is set to 1, the smoothed low band log average energy and the smoothed high band log average 

energy are respectively set to the low band log average energy lE ′  and the high band log average energy hE ′ . The high 

band parameter, i.e. the energy of the high band signal is not quantized and transmitted in every SID frame. Instead, 
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SWB SID frame which contains both the low band and high band parameters is only transmitted when the energy 
relationship between the low band and high band signals at the current frame is deviating from the relationship at 
previously SWB SID frame by 3dB. This can be described as, when a SID frame is about to be transmitted, if 

( ) ( ) 3]1[]1[ >−−− −−
hlhl EEEE , then the high band parameter is transmitted in the SID frame. Besides, following 

conditions can also trigger the SWB SID frame, including: the first SID frame after active frames, the SID frame which 
is within high band analysis initialization period, the SID frame before which there is no active and no SWB SID frame 
in the 100 preceding frames when operating in SWB mode or above, the SID frame where there is bandwidth switching 

between WB and SWB. In each SWB SID frame, the smoothed high band log average energy hE  is quantized and 

transmitted. The hE  is first converted to 2log  domain as 

 
2log

1.0

10
2

h
h

E
E =  (1354) 

Then a 4-bit arithmetic quantizer is used for quantizing 2hE . The integer quantization index is found by 

 ⎣ ⎦5.0)6( 2 +Δ⋅+= hEI  (1355) 

where Δ = 0.9 is the quantization step. The quantization index I  is bounded to [0, 15].  

5.6.2.2 LP-CNG local CNG synthesis 

The local CNG synthesis is performed at the encoder for low-band signal in order to update the filters, the adaptive 
codebook memories, and to guide the high-band analysis and the DTX hangover control (see subclause 5.1.12.8). The 
local CNG is performed by filtering a scaled excitation signal through a smoothed LP synthesis filter. The scaled 
excitation, )(ne′ , is a combination of a random excitation and an excitation representing the low frequency spectral 

details of the excitation signal. For the generation of )(ne′ , see subclause 6.7.2.1.5. For the computation of the 

smoothed LP synthesis filter, see subclause 5.6.2.1.4. 

5.6.2.3 LP-CNG CNG Memory update 

When an inactive signal frame is encoded, the following updates are carried out: 

– MA memory of the ISF quantizer is set to zero; 

– AR memory of the ISF quantizer is set to its mean values (UC mode, WB case); 

– synthesis excitation spectrum tilt is set to zero; 

– weighting filter denominator memory is set to zero; 

– gain of pitch clipping memory is set to initial values; 

– open-loop pitch estimator parameters are set to zero; 

– per-bin NR last critical band is set to zero (the whole spectrum subtraction); 

– noise enhancer memory is set to zero; 

– phase dispersion memory is set to zero; 

– previous pitch gains are all set to zero; 

– previous codebook gain is set to zero; 

– voicing factors used by bandwidth extension are all set to 1; 

– active frame counter is set to zero; 

– bass post-filter is tuned off; 
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– floating point pitch for each subframe is set to the subframe length; 

– class of last received good frame for FEC is set to UNVOICED_CLAS; 

– synthesis filter memories are updated. 

5.6.3 Encoding for FD-CNG 

To be able to produce an artificial noise resembling the actual input background noise in terms of spectro-temporal 
characteristics, the FD-CNG makes use of a noise estimation algorithm to track the energy of the background noise 
present at the encoder input. The noise estimates are then transmitted as parameters in the form of SID frames to update 
the amplitude of the random sequences generated in each frequency band at the decoder side during inactive phases. 
Note, however, that the noise estimation is carried out continuously on every frame, i.e., regardless of the speech 
activity. Therefore, it can deliver some meaningful information about the noise spectrum at any time, in particular at the 
very beginning of a speech pause. 

The FD-CNG noise estimator relies on a hybrid spectral analysis approach. Low frequencies corresponding to the core 
bandwidth are covered by a high-resolution FFT analysis, whereas the remaining higher frequencies are captured by the 
CLDFB which exhibits a significantly lower spectral resolution of 400Hz. 

The size of an SID frame is however very limited in practice. To reduce the number of parameters describing the 
background noise, the input energies are averaged among groups of spectral bands called partitions in the sequel. 

5.6.3.1 Spectral partition energies 

The partition energies are computed separately for the FFT and CLDFB bands. The [FFT]
partL  energies corresponding to the 

FFT partitions and the [CLDFB]
partL  energies corresponding to the CLDFB partitions are then concatenated into a single 

array CNGFD−E of size [CLDFB]
part

[FFT]
partpart LLL +=  which will serve as input to the noise estimator described in 

subclause 5.6.3.2. 

5.6.3.1.1 Computation of the FFT partition energies 

Partition energies for the frequencies covering the core bandwidth are obtained as 

 
[ ] ( ) [ ] ( )

1,...,0)(
2

)( [FFT]
partemphde

1
CB

0
CB

CNGFD −=
+

= −− LiiH
iEiE

iE , (1356) 

where [ ] ( )iE 0
CB  and [ ] ( )iE 1

CB  are the average energies in critical band i for the first and second analysis windows, 

respectively, as explained in subclause 5.1.5.2. The number of FFT partitions [FFT]
partL  depends on the sampling rate 

HPsr of the input signal, as show in Table 133.  The de-emphasis spectral weights )(emphde iH −  are used to compensate 

for the high-pass filter described in subclause 5.1.4 and are defined as 

{ }
}. 0.3637 0.4119, 0.5011, 0.6268, 0.7916, 1.0108,              

 1.2850, 1.6304, 920,2.6283,2.0 3.2788, 4.0346, 4.8502,     

5.8377, 6.7838, 7.5764, 8.3493, 9.0262, 9.5182, 9.7461,{)1(),...,0( [FFT]
partemphdeemphde =−−− LHH

 (1357) 

5.6.3.1.2 Computation of the CLDFB partition energies 

The partition energies for frequencies above the core bandwidth are computed as 
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where )(min ij and )(max ij  are the indices of the first and last CLDFB bands in the i-th partition, respectively, ( )jEC  is 

the total energy of the j-th CLDFB band (see subclause 5.1.2.2), and sclf is a scaling factor computed in 

subclause 5.1.6.1. The constant 16 refers to the number of time slots in the CLDFB. The number of CLDFB 

partitions [CLDFB]
partL depends on the configuration used, as described in the next subclause. 

5.6.3.1.3 FD-CNG configurations 

The following table lists the number of partitions and their upper boundaries for the different FD-CNG configurations at 

the encoder, as a function of the input sampling rate HPsr . 

Table 152: Configurations of the FD-CNG noise estimation at the encoder 

 

HPsr  

(kHz) 

 
[FFT]
partL  

 
[CLDFB]
partL

 
1,...,0

),(
[FFT]
part

max

−= Li

if
 

(Hz) 

1,...,

),(

part
[FFT]
part

max

−= LLi

if
  

(Hz) 

8 17 0 
100, 200, 300, 400, 500, 600, 750, 

900, 1050, 1250, 1450, 1700, 2000, 
2300, 2700, 3150, 3700 

×  

16 20 1 

100, 200, 300, 400, 500, 600, 750, 
900, 1050, 1250, 1450, 1700, 2000, 

2300, 2700, 3150, 3700, 4400, 
5300, 6350 

8000 

32/48 20 4 

100, 200, 300, 400, 500, 600, 750, 
900, 1050, 1250, 1450, 1700, 2000, 

2300, 2700, 3150, 3700, 4400, 
5300, 6350 

8000, 10000, 12000, 16000 

 

For each partition 1,...,0 part−= Li , )(max if corresponds to the frequency of the last band in the i-th partition. The 

indices )(min ij and )(max ij  of the first and last bands in each spectral partition can be derived as a function of the 

common processing’s sampling rate 12.8 kHz and FFT size 256 (see subclause 5.1): 
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where 50Hz)0(min =f is the frequency of the first band in the first spectral partition. Hence the FD-CNG generates 

some comfort noise above 50Hz only. 

5.6.3.2 FD-CNG noise estimation 

The FD-CNG relies on a noise estimator to track the energy of the background noise present in the input spectrum. This 
is mostly based on the minimum statistics algorithm [R. Martin, Noise Power Spectral Density Estimation Based on 
Optimal Smoothing and Minimum Statistics, 2001]. 

However, to reduce the dynamic range of the input energies )}1(),...,0({ partCNGFDCNGFD −−− LEE  and hence facilitate 

the fixed-point implementation of the noise estimation algorithm, a non-linear transform is applied before noise 
estimation (see subclause 5.6.3.2.1). The inverse transform is then used on the resulting noise estimates to recover the 
original dynamic range (see subclause 5.6.3.2.3). The resulting noise estimates are used in subclause 5.6.3.5 to encode 
the SID frames. 
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5.6.3.2.1 Dynamic range compression for the input energies 

The input energies are processed by a non-linear function and quantized with 9-bit resolution as follows: 
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Background of using log2 is that the (int)log2 can usually be calculated very quickly (in one cycle) on fixed-point 
processors using the “norm” function which determines the numbers of leading zeros in a fixed point number. 

Background for adding a constant 1 inside the log2 function is to ensure that the converted energies )(MS iE remain 

positive. This is especially important as the noise estimator rely on a statistical model of the noise energy. Performing 
noise estimation on negative values would strongly violate the model and can result in unexpected behaviour. 

5.6.3.2.2 Noise tracking 

The input energy )(MS iE  corresponds to an instantaneous power for the i-th partition, referred to as periodogram in the 

sequel. The minimum statistics algorithm relies on an optimally smoothed periodogram )(MS iP which can be considered 

as an estimate of the input power spectral density. The algorithm derives therefore an estimate of the noise power 
spectral density which we denote in the following as )(MS iN . As described in the sequel, some additional smoothing 

of )(iNMS is applied, yielding the smoothed noise estimate )(MS iN  introduced in subclause 5.6.3.2.2.5. 

5.6.3.2.2.1 Initialization phase 

To correctly initialize the noise estimation algorithm, an initialization phase is used as long as the input energy )0(MSE  

of the first partition grows. Note that the initialization phase is also triggered when a reset of the noise estimation 
algorithm is judged necessary, as described in subclause 5.6.3.4. 

The following applies for each partition 1,...,0 part−= Li  during the initialization phase: 

 )()()()( MSMSMSMS iEiNiNiP === . (1362) 

Moreover, the minimum statistics algorithm includes a bias compensation mechanism exploiting statistical moments 
)(meanMS, iP  and )(varMS, iP of first and second orders, respectively. During the initialization phase, we have 

)()( MSmeanMS, iEiP =  and 0)(varMS, =iP . 

It is also necessary to initialize several summed quantities. The total noise energy over the FFT and CLDFB partitions 
are computed during the initialization phase as 
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and 
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respectively. Note that the quantity 1)()( minmax +− ijij  corresponds to the size of the i-th partition. The total input 

energies [FFT]
totMS,E  and [CLDFB]

totMS,E  for the FFT and CLDFB partitions are initialized to [FFT]
totMS,N and [CLDFB]

totMS,N , 

respectively, and the total smoothed input energies [FFT]
totMS,P  and [CLDFB]

totMS,P  are initialized with [FFT]
totMS,E and [CLDFB]

totMS,E , 

respectively. 

In subclause 5.6.3.2.2.4, some auxiliary arrays minP , outmin,P , submin,P and bufmin,P  are also required to track minima 

in each spectral partition. They are all filled with the largest possible platform value during the initialization phase. 
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5.6.3.2.2.2 Optimal smoothing of the input energies 

As mentioned earlier, the power spectral density estimate )(MS iP  is computed iteratively as a smoothed version of the 

input energy )(MS iE , i.e., 

 ( ) ,1,...,0)()(1)()()( partMSoptMSoptMS −=−+= LiiEiiPiiP αα  (1365) 

where )(opt iα is a time-varying optimal smoothing parameter. It is computed separately for the FFT and CLDFB: 

 

( )
( ) ( )

( )
( ) ( )

,

1,...,,
)()()(

)(96.0
max

1,...,0,
)()()(

)(96.0
max

)(

part
[FFT]
part

[CLDFB]
min2

MSMS

2

MS

2

MS
[CLDFB]
c

[FFT]
part

[FFT]
min2

MSMS

2

MS

2

MS
[FFT]
c

opt

⎪
⎪
⎪
⎪

⎩

⎪⎪
⎪
⎪

⎨

⎧

−=
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−+

−=
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−+
=

LLi
iNiPiN

iN

Li
iNiPiN

iN

i

α
α

α
α

α  (1366) 

where 
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are some correction factors, 
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impose a lower limit on the optimal smoothing parameter, and 
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denote some summed quantities. 
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5.6.3.2.2.3 Bias compensation 

The minimum statistics algorithm essentially consists in tracking the minima of )(MS iP for each partition i over time. 

However, this method delivers some biased estimates and necessitates therefore the computation of a bias compensation 
factor which is dependent on the variance of )(MS iP . 

For each spectral partition 1,...,0 part −= Li , we first estimate the first-order moment of )(MS iP  as 

 ( ) )()(1)()()( MSMSmeanMS,MSmeanMS, iPiiPiiP ββ −+= , (1375) 

where ( )8.0,)(min)( 2
optMS ii αβ =  is a smoothing parameter. The variance of )(MS iP is then derived as follows: 

 ( )( )2meanMS,MSMSvarMS,MSvarMS, )()()(1)()()( iPiPiiPiiP −−+= ββ . (1376) 

As shown in subclause 5.6.3.2.2.4, the minimum tracking uses in each partition i a window of 6MS =K sub-windows of 

length 12MS =L each. Minima are in fact computed over the entire buffer of size MSMS LK × past frames, but also over 

the last sub-window. The bias compensation factor )(win iB for the total window length, and )(sub iB  for a sub-window 

are given for each partition 1,...,0 part−= Li as 
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For the sake of robustness, the bias compensation factors are furthermore increased proportionally to the mean of 

)([FFT]
inveq, iQ  and )([CLDFB]

inveq, iQ  among the spectral partitions. The correction factor is obtained for the FFT and CLDFB 

partitions as 

 )(12.21 [FFT]
inveq,

[FFT]
c iQB += , (1382) 

 )(12.21 [CLDFB]
inveq,

[CLDFB]
c iQB += , (1383) 

with 
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5.6.3.2.2.4 Minimum tracking 

For the sake of simplicity, we provide a description of the minimum tracking algorithm for the FFT partitions only. The 
CLDFB partitions can be treated in the same way. 

The bias compensation factor )(win iB and the correction factor [FFT]
cB computed in subclause 5.6.3.2.2.3 are used to 

obtain a more accurate estimate of the background noise energy in each partition. They are re-computed after each 

frame and tracking of the minimum )(min iP  is carried out in each FFT partition 1,...,0 [FFT]
part −= Li as 

( ))(,)()(min)( minwinMS
[FFT]
cmin iPiBiPBiP = . When a new minimum )(win,min iP is found, a flag )(new_min if is set to 1 

and )(submin, iP is updated as ( ))(,)()(min)( ,subminsubMS
[FFT]
c,submin iPiBiPBiP = . Otherwise )(new_min if is set to zero. 

Note that )(min iP is set to the maximum possible platform value after processing the last frame of each sub-window, i.e., 

every MSL frames. )(min iP  and )(sub,min iP refer therefore to a minimum within the current sub-window for the 

partition i. In the last frame of the current sub-window, the current minimum )(min iP is stored into a buffer 

)(bufmin, iP collecting the minima found in the last MSK  sub-windows. The buffer is used at the end of each sub-

window to determine the overall minimum among all sub-windows )(outmin, iP . 

For a frame in between the first and last frames of the current sub-window (i.e., frames 2 to 1MS −L  of the sub-

window), the overall minimum )(outmin, iP is updated as ( ))(),(min)( outmin,submin,outmin, iPiPiP = , and a flag 

)(local_min if  is set to 1 if a new minimum was found, i.e., if 1)(new_min =if . The flag )(local_min if is set to 0 after 

processing the last frame of each sub-window. 

To improve tracking of a time-varying noise, a local minimum )(sub,min iP among the current sub-window can replace 

the overall minimum )(outmin, iP  in the last frame of each sub-window provided that it yields only a moderate increase 

of )(outmin, iP , and if the local minimum was not found in the first or last frame of the sub-window, i.e., if 

1)(local_min =if and 0)(new_min =if . In this case, )(sub,min iP replaces also all values in the buffer )(bufmin, iP . The 

search range [FFT]
maxslope for the local minima (and hence the tolerated amount of increase compared to the current overall 

minimum) lies between 1.1 and 2 and increases as )([FFT]
inveq, iQ  decreases: 
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The noise estimate )(MS iN is updated to )(outmin, iP  after each frame, except for the first frame in each sub-window. 

Furthermore, when the smoothed energy of the first spectral partition exceeds the instantaneous energy by a factor of 
more than 50 (i.e., )0(50)0( MSMS EP > ) for at least two frames in a row, a sudden noise offset is assumed and the noise 

tracking is modified for all partitions 1,...,0 part−= Li as: 

 )()()()( MSmeanMS,outmin,MS iEiPiPiP === , (1387) 

 0)(varMS, =iP , (1388) 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

436

 0)(opt =iα , (1389) 

and 
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c

[FFT]
c == αα  , (1390) 
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5.6.3.2.2.5 Smoothing of the noise estimates 

The main outputs of the noise tracker are the noise estimates 1,...,0),( partMS −= LiiN . To obtain smoother transitions in 

the comfort noise, a first-order recursive filter is applied, i.e. 

 )(05.0)(95.0)( MSMSMS iNiNiN += . (1393) 

Furthermore, the input energy )(MS iE is averaged over the last 5 frames. This is used to apply an upper limit on )(MS iN  

in each spectral partition. 

5.6.3.2.3 Dynamic range expansion for the estimated noise energies 

The estimated noise energies are processed by a non-linear function to compensate for the dynamic range compression 
applied in subclause 5.6.3.2.1: 

 .1,...,02)( part
1)(

CNGFD
MS −== −

− LiiN iN  (1394) 

5.6.3.3 Adjusting the first SID frame in FD-CNG 

Before encoding the first SID frame of a CNG phase (i.e., an SID frame preceded by an active frame), an upper limit is 
applied to the noise estimates )(CNGFD iN − to minimize the risk of generating some noise bursts at the beginning of a 

CNG phase. To this end, the noise estimate )(oldCNG,FD iN − obtained during the previous inactive frame (i.e., one frame 

before the last active phase) is used in combination with the input energy of the current frame as follows: 

 ( ))()1()(,)(min)( CNGFDoldCNG,FDCNGFDCNGFD iEiNiNiN −−−− −+= λλ , (1395) 

where 1,...,0 part−= Li  refers to the partition index, 1__96.0 += framesactivenumλ , and num_active_frames corresponds 

to the length of the last active phase. 

5.6.3.4 FD-CNG resetting mechanism 

To signal the need of resetting FD-CNG, a flag is computed based on a detection of fast increasing noise energy. 

If the current total noise energy tN  as calculated in subclause 5.1.11.1 is bigger than the one of the last frame, up to 

four difference values of the total noise energy of the previous frames are summed up, in case the noise energy 
increased in these last frames consecutively. 

If the encoder is out of initialisation phase, four or more frames with increasing  tN  were detected and the sum of the 

last four of them was bigger than 5, the reset flag is set to 1. Besides that, in case the signal’s input bandwidth of the 
current frame is larger than the previous one, the reset flag is also set to 1. 

If none of this is the case but the flag was set before, it takes nine more frames before the flag is set to zero. 
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In case the flag is set to one, a reinitialization of the minimum statistics routine is triggered (subclause 5.6.3.2.2.1), and 
selection of SID or NO_DATA frame is forbidden. 

5.6.3.5 Encoding SID frames in FD-CNG 

The CN parameters to be encoded into a FD-CNG SID frame are the noise estimates )(CNGFD iN − , 

with 1,...,0 SID−= Li , and SIDL  depends on the bandwidth and the bitrate as given in the table below. 

Table 153: Number of CN parameters encoded in a FD-CNG SID frame 

Bandwidth NB WB SWB 

Bit-rates [kbps] •  8≤  8>  •  

SIDL  17 20 21 24 

 

The noise estimates )(CNGFD iN −  are first converted to dB 

 ( )0001.0)(10log10)( CNGFD
dB

CNGFD += −− iNiN . (1396) 

The noise estimates in dB are then normalized using 
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The normalized noise estimates in dB )(dB
CNG-FD iN  are then quantized using a Multi-Stage Vector Quantizer (MSVQ). 

The MSVQ has 6 stages, with 7 bits in the first stage and 6 bits in the other stages (total of 37 bits). A M-best search 
algorithm is used, with M=24 is the number of survivors in a stage that will be searched in the next stage. Note that a 
single set of codebooks is used for all configurations. The vectors in the codebook have a length of 24, and they are 

simply truncated if SIDL  is less than 24. 

The MSVQ decoder output is given by 

 ( ) ( )( )∑
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−− =
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0

CNGFDMSVQ,
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CNGFD ,
k

k ikIViN , (1398) 

where ( )kI CNGFDMSVQ, −  are the indices encoded in the bitstream and ( )ijVk ,  is the i -th coefficient of the j -th 

vector in the codebook of stage k . 

A global gain is then computed 
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with CNGFDg, −Δ  is a scale which depends on the bandwidth and the bitrate as described in the table below. 
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Table 154: FD-CNG SID global gain scale 

Bandwidth NB WB SWB 

Bit-rates 
[kbps] <=7.2 8 9.6 13.2 <=7.2 8 9.6 13.2 16.4 24.4 13.2 16.4 24.4 

CNGFDg, −Δ
 [dB] 

-5.5 -5 -4 -3 -5.5 -5 -1.55 -3 -0.6 -0.2 -3 -0.8 -0.25 

 

The global gain is then quantized on 7 bits using 

 ⎣ ⎦( )( )127,0,5.605.1*maxmin CNGFDCNGFDg, += −− gI , (1400) 

producing the quantized global gain 
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The quantized noise estimates are then given by 
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Finally the last band parameter is adjusted in case the encoded last band size is different from the decoded last band size 

( ) ( )( )

)1(8.0)1(

2.13

SID
[SID]

CNGFDSID
[SID]

CNGFD −=−

≤∧=∨=

−− LNLN

then

kbpsbitrateSWBbandwidthNBbandwidthif

 

5.6.3.6 FD-CNG local CNG synthesis 

Noise estimates encoded in the SID frame are then used to locally generate CNG, in order to update the encoder 
memories. The following table lists the number of partitions used for generating CNG in the FD-CNG encoder, and 
their upper boundaries, as a function of bandwidths and bit-rates. 
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Table 155: Configurations of the FD-CNG local CNG synthesis 

 
 

 
Bit-rates 

 
(kbps) 

 
[FFT]
SIDL  

 
[CLDFB]
SIDL

 

1,...,0

),(
[FFT]
SID

[SID]
max

−= Li

if
 

 
(Hz) 

1,...,

),(

SID
[FFT]
SID

[SID]
max

−= LLi

if
  

 
(Hz) 

NB •  17 0 
100, 200, 300, 400, 500, 600, 750, 

900, 1050, 1250, 1450, 1700, 2000, 
2300, 2700, 3150, 3975 

×  

WB 

8≤  20 0 

100, 200, 300, 400, 500, 600, 750, 
900, 1050, 1250, 1450, 1700, 2000, 

2300, 2700, 3150, 3700, 4400, 
5300, 6375 

×  

 
2.138 ≤•<

 
20 1 

100, 200, 300, 400, 500, 600, 750, 
900, 1050, 1250, 1450, 1700, 2000, 

2300, 2700, 3150, 3700, 4400, 
5300, 6375 

8000 

2.13>  21 0 

100, 200, 300, 400, 500, 600, 750, 
900, 1050, 1250, 1450, 1700, 2000, 

2300, 2700, 3150, 3700, 4400, 
5300, 6375, 7975 

×  

SWB/
FB 

2.13≤  20 4 

100, 200, 300, 400, 500, 600, 750, 
900, 1050, 1250, 1450, 1700, 2000, 

2300, 2700, 3150, 3700, 4400, 
5300, 6375 

8000, 10000, 12000, 14000 

2.13>  21 3 

100, 200, 300, 400, 500, 600, 750, 
900, 1050, 1250, 1450, 1700, 2000, 

2300, 2700, 3150, 3700, 4400, 
5300, 6375, 7975 

10000, 12000, 16000 

 

For each partition 1,...,0 SID−= Li , )([SID]
max if corresponds to the frequency of the last band in the i-th partition. The 

indices )([SID]
min ij and )([SID]

max ij  of the first and last bands in each spectral partition can be derived as a function of the 

core sampling rate CELPsr and the FFT size 25CELP
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FFT srL =− : 
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where 50Hz)0([SID]
min =j is the frequency of the first band in the first spectral partition. Hence the FD-CNG generates 

some comfort noise above 50Hz only. 

5.6.3.6.1 SID parameters interpolation 

The SID parameters are interpolated using linear interpolation in the log domain, as described in subclause 6.7.3.1.2. 

The interpolated SID parameters are noted 2,...,0),(FR][SID,
CNGFD FFTLjjN =− . 
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5.6.3.6.2 LPC estimation from the interpolated SID parameters 

A set of LPC coefficients is estimated from the SID spectrum in order to update excitation and LPC related memories, 
as described in subclause 6.7.3.1.3. The LPC coefficients are noted ( ) 16,...,0,CNGFD =− nna . 

5.6.3.6.3 FD-CNG encoder comfort noise generation 

A FD-CNG time-domain signal is generated similarly to the time-domain CNG signal generated at the decoder-side 

(see subclauses 6.7.3.3.2 and 6.7.3.3.3), except that the interpolated SID parameters )(FR][SID,
CNGFD jN −  are used to generate 

the noise in the frequency-domain (instead of the noise levels )([CNG]
CNGFD jN −  which are not available at the encoder 

side). 

5.6.3.6.4 FD-CNG encoder memory update 

The memories update is performed using the FD-CNG time-domain signal and the LPC coefficients 
( ) 16,...,0,CNGFD =− nna , similarly to the decoder memory update (see subclause 6.7.3.3.4). 

Additionally, the weighted signal domain memories are updated by filtering the FD-CNG time-domain signal through a 
LP analysis filter with a weighted version of the LPC coefficients ( ) 16,...,0,CNGFD =− nna . 
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5.7 AMR-WB-interoperable modes 
The EVS codec supports modes to allow for interoperability with AMR-WB (and ITU-T G.722.2). The inclusion of the 
interoperable modes has been streamlined due to the fact that the core ACELP coder described in subclause 5.2 is 
similar to AMR-WB (when operating at 12.8 kHz internal sampling, using the same pre emphasis and perceptual 
weighting, etc.). 

5.7.1 Pre-processing 

The high-pass filtering, sampling conversion, pre-emphasis, spectral analysis, signal activity detection functions are the 
same as those described in subclause 5.1. 

5.7.2 Linear prediction analysis and quantization 

5.7.2.1 Windowing and auto-correlation computation 

Short-term prediction analysis is performed once per speech frame using the autocorrelation approach per 

subclause 5.1.9. However, the 30 ms asymmetric window defined in subclause 5.2.1 of [9] and a look-ahead of 5 
ms are used in the autocorrelation calculation. The frame structure is depicted in figure 86. 

 

Figure 86: Relative positions and length of the LP analysis windows for the AMR-WB interoperable 
option 

The autocorrelations of the windowed signal are computed in the same way as described in subclause 5.1.9.2, except 
that L  = 384 in equation (45). Note that the autocorrelations are computed in the same way as in subclause 5.2.1 of [9] 
but with a different white noise correction factor value and lag windowing as described in subclause 5.1.9.3 of this 
Specification. 

5.7.2.2 Levinson-Durbin algorithm 

The Levinson-Durbin algorithm is the same as in subclause 5.5.1.3. 

5.7.2.3 LP to ISP conversion 

For a linear predictive model A(z) of order m we can define the line spectral polynomials as 

 
( ) ( ) ( )
( ) ( ) ( )1

1

 

 
−−−

−−−

−=
+=

zAzzAzQ

zAzzAzP
lm
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 (1405) 

where l=1 for the line spectrum polynomials and l=0 for the immittance spectrum polynomials. These polynomials P(z) 

and  Q(z) are symmetric and anti-symmetric, respectively, such that the point of symmetry is ( )/2m lz− +
. It follows that 

when evaluating at the unit circle ,iz e α=  then the obtained spectra of ( ) ( )zPz lm 2+−  and ( ) ( )zQz lm 2+−  will be real 

and imaginary, respectively. Further, since polynomials P(z) and  Q(z) have roots on the unit circle, they can be located 
by a zero-crossing search of the two spectra. 

The evaluation of on the unit circle can be implemented with an FFT of length N=256. Since the two spectra are 
imaginary, we can evaluate both spectra simultaneously, that is, since ( ) ( ) ( )zQzPzA +=2 , we can determine the 
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spectrum of 2 ( )zA  by an FFT, multiply by ( ) 2lmz +−  and then obtain the two spectra in the real and imaginary parts. 

Scaling by the factor 2 does not influence location of zeros, whereby it can be omitted. 

To reduce numerical range of the spectrum, we can convolve ( )zA  by a filter ( )zB , where 

 ( ) 2
0

1
10

−− ++= zbzbbzB  (1406) 

and the constants are ( ) ( )110 −−= AAb  and ( ) ( )( )1121 −+−= AAb . That is, we calculate the spectrum of ( ) ( )zBzA  and 

multiply with the phase-shift ( )2 /2m lz− + +
. 

When calculating the FFT, we can reduce complexity by applying pruning methods. That is, since ( ) ( )zBzA  is a 

sequence of length 3+m , but the FFT is of length N , we can omit all those operations which involve computations 
with the 3−− mN  zeros. 

5.7.2.4 ISP to LP conversion 

The ISP to LP conversion is the same as in subclause 5.2.4 of [9]. 

5.7.2.5 Quantization of the ISP coefficients 

For interoperability reasons, ISF quantization is the same as in subclause 5.2.5 of [9]. 

5.7.2.6 Interpolation of the ISPs 

The set of LP parameters is used for the 4th subframe, whereas the 1st, 2nd and 3rd subframes use a linear interpolation 
of the parameters in the adjacent frames. The interpolation is performed on the ISPs in the q  domain. Let endq be the 

ISP vector at the 4th subframe of the current frame, and pend ,q is the ISP vector at the 4th subframe of the previous 

frame. The interpolated ISP vectors at the 1st, 2nd and 3rd subframes are given by 

 

[ ]

[ ]

[ ]

[ ]
end

endpend

endpend

endpend

qq

qqq

qqq

qqq

=

+=

+=

+=

3

,
2

,
1

,
0

96.004.0

8.02.0

45.055.0

 (1407) 

The same formula is used for interpolation of both quantized and unquantized ISPs. The interpolated ISP vectors are 
used to compute a different LP filter at each subframe (both quantized and unquantized) using the ISP to LP conversion 
method described in subclause 5.2.4 of [9]. 

5.7.3 Perceptual weighting 

Perceptual weighting is performed as described in subclause 5.1.10.1 for a sub-frame size L  = 64. 

5.7.4 Open-loop pitch analysis 

The open-loop pitch analysis is performed as described in subclause 5.1.10. 

5.7.5 Impulse response computation 

Same as subclause 5.2.3.1.3. 

5.7.6 Target signal computation 

Same as subclause 5.2.3.1.2. 
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5.7.7 Adaptive codebook search 

Same as subclause 5.2.3.1.4. 

5.7.8 Algebraic codebook search 

For interoperability reasons, the algebraic codebook structure and pulse indexing is the same as clauses 5.8.1 and 5.8.2 
of [9]. The algebraic codebook search procedure is the same as described in clause 5.8.3 of [9] except the pulse-sign 
pre-selection described in the last paragraph of Clause 5.2.3.1.5.9 (The search criterion at lower bitrates), which is also 
used at the lowest bit-rate of AMR-WB-interoperable modes. 

5.7.9 Quantization of the adaptive and fixed codebook gains 

For interoperability reasons, the quantization of gains is conducted in the same manner as described in subclause 5.9 of 
[9]. 

5.7.10 Memory update 

The memory update for AMR-WB interoperable modes is similar to subclause 5.10 of [9], however some extra states 
defined in the EVS codec are also updated to maintain a consistent operation for the next coding frame when the last 
frame was coded with an AMR-WB interoperable mode. 

5.7.11 High-band gain generation 

For interoperability reasons, the quantization of high-band gain in each 5ms sub-frame is conducted in the same manner 
as described in subclause 5.11 of [9]. 

5.7.12 CNG coding 

The CNG encoding in AMR-WB-interoperable mode is described by referring to subclause 5.6.2 with several 
differences described below. Instead of the LSF vector which is quantized and transmitted in the SID frame in primary 
mode, the ISF vector is used for quantization and transmitted in the SID frame in AMR-WB-interoperable mode. 28 bits 
are used for ISF quantization that is one bit less than the primary mode. The quantization of the ISF vector is described 
in [9]. The excitation energy used for quantization and transmission in the SID frame is calculated in the same way as 
described in subclause 5.6.2.1.5. However, the excitation energy is quantized in the AMR-WB-interoperable mode 
using different numbers of bits and a different quantization step-size from the primary mode. 6 bits are used for 
quantization in AMR-WB-interoperable mode, instead of the 7 bits used in the primary mode. The quantization step 
Δ described in subclause 5.6.2.1.5 is 2.625 in the AMR-WB-interoperable mode, instead of 5.25 in primary mode. The 
quantization index is also limited to [0, 63] in AMR-WB-interoperable mode, instead of to [0, 127] in primary mode. 

The smoothed LP synthesis filter, )(ˆ ZA , used for local CNG synthesis is obtained in the same way as described in 

subclause 5.6.2.1.4. And the smoothed quantized excitation energy, CNE , used for local CNG synthesis is also obtained 

in the same way as described in subclause 5.6.2.1.6. However, the CNG type flag bit, the bandwidth indicator bit, the 
core sampling rate indicator bit, the hangover frame counter bits and the Low-band excitation spectral envelope bits 
used in primary SID mode are not encoded into the SID frame in AMR-WB-interoperable mode, but one dithering bit 
(always set to 0) is always encoded. The high-band analysis and quantization is also ignored for AMR-WB-
interoperable mode, so the high-band energy bits are also not encoded into the AMR-WB-interoperable mode SID 
frame. Local CNG synthesis is performed by filtering the excitation signal (see subclause 6.8.4) through the smoothed 

LP synthesis filter )(ˆ ZA . 

5.8 Channel Aware Coding 

5.8.1 Introduction 

EVS offers partial redundancy based error robust channel aware mode at 13.2 kbps for both wideband and super-
wideband audio bandwidths. Depending on the criticality of the frame, the partial redundancy is dynamically enabled or 
disabled for a particular frame, while keeping a fixed bit budget of 13.2 kbps. 
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5.8.2 Principles of Channel Aware Coding 

In a VoIP system, packets arrive at the decoder with random jitters in their arrival time. Packets may also arrive out of 
order at the decoder. Since the decoder expects to be fed a speech packet every 20 msec to output speech samples in 
periodic blocks, a de-jitter buffer [7] is required to absorb the jitter in the packet arrival time. Larger the size of the de-
jitter buffer, the better is its ability to absorb the jitter in the arrival time and consequently, fewer late arriving packets 
are discarded. Voice communications is also a delay critical system and therefore it becomes essential to keep the end to 
end delay as low as possible so that a two way conversation can be sustained. 

The design of an adaptive de-jitter buffer reflects the above mentioned trade-offs. While attempting to minimize packet 
losses, the jitter buffer management algorithm in the decoder also keeps track of the delay in packet delivery as a result 
of the buffering. The jitter buffer management algorithm suitably adjusts the depth of the de-jitter buffer in order to 
achieve the trade-off between delay and late losses. 

EVS channel aware mode uses partial redundant copies of current frames along with a future frame for error 
concealment. The partial redundancy technology transmits partial copies of the current frame along with a future frame 
with the hope that in the event of the loss of the current frame (either due to network loss or late arrival) the partial copy 
from the future frame can be retrieved from the jitter buffer to improve the recovery from the loss. 

The difference in time units between the transmit time of the primary copy of a frame and the transmit time of the 
redundant copy of the frame (piggy backed onto a future frame) is called the FEC offset. If the depth of the jitter buffer 
at any given time is at least equal to the FEC offset, then it is quite likely that the future frame is available in the de-
jitter buffer at the current time instance. The FEC offset is a configurable parameter at the encoder which can be 
dynamically adjusted depending on the network conditions. The concept of partial redundancy in EVS with FEC offset 
equal to 3 is shown in figure 87. 

 

Figure 87 : Concept of partial redundancy in channel aware mode 

The redundant copy is only a partial copy that includes just a subset of parameters that are most critical for decoding or 
arresting error propagation. 

The EVS channel aware mode transmits redundancy in-band as part of the codec payload as opposed to transmitting 
redundancy at the transport layer (e.g., by including multiple packets in a single RTP payload). Including the 
redundancy in-band allows the transmission of redundancy to be either channel controlled (e.g., to combat network 
congestion) or source controlled. In the latter case, the encoder can use properties of the input source signal to 
determine which frames are most critical for high quality reconstruction at the decoder and selectively transmit 
redundancy for those frames only. Another advantage of in-band redundancy is that source control can be used to 
determine which frames of input can best be coded at a reduced frame rate in order to accommodate the attachment of 
redundancy without altering the total packet size. In this way, the channel aware mode includes redundancy in a 
constant-bit-rate channel (13.2 kbps). 
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5.8.3 Bit-Rate Allocation for Primary and Partial Redundant Frame Coding 

5.8.3.1 Primary frame bit-rate reduction 

A measure of compressibility of the primary frame is used to determine which frames can best be coded at a reduced 
frame rate. For TCX frame the 9.6kpbs setup is applied for WB as well as for SWB. For ACELP the following apply. 
The coding mode decision coming from the signal classification algorithm is first checked. Speech frames classified for 
Unvoiced Coding (UC) or Voiced Coding (VC) are suitable for compression. For Generic Coding (GC) mode, the 
correlation (at pitch lag) between adjacent sub-frames within the frame is used to determine compressibility. Primary 
frame coding of upper band signal (i.e., from 6.4 to 14.4 kHz in SWB and 6.4 to 8 kHz in WB) in channel aware mode 
uses time-domain bandwidth extension (TBE) as described in subclause 5.2.6.1. For SWB TBE in channel aware mode, 
a scaled down version of the non-channel aware mode framework is used to obtain a reduction of bits used for the 
primary frame. The LSF quantization is performed using an 8-bit vector quantization in channel aware mode while a 
21-bit scalar quantization based approach is used in non-channel aware mode. The SWB TBE primary frame gain 
parameters in channel aware mode are encoded similar to that of non-channel aware mode at 13.2 kbps, i.e., 8 bits for 
gain parameters. The WB TBE in channel aware mode uses similar encoding as used in 9.6 kbps WB TBE of non-
channel aware mode, i.e., 2 bits for LSF and 4 bits for gain parameters. 

5.8.3.2 Partial Redundant Frame Coding 

The size of the partial redundant frame is variable and depends on the characteristics of the input signal. Also criticality 
measure is an important metric. A frame is considered as critical to protect when loss of the frame would cause 
significant impact to the speech quality at the receiver. The criticality also depends on if the previous frames were lost 
or not. For example, a frame may go from being non-critical to critical if the previous frames were also lost. Parameters 
computed from the primary copy coding such as coder type classification information, subframe pitch lag, factor M etc 
are used to measure the criticality of a frame. The threshold, to determine whether a particular frame is critical or not, is 
a configurable parameter at the encoder which can be dynamically adjusted depending on the network conditions. For 
example, under high FER conditions it may be desirable to adjust the threshold to classify more frames as critical. 
Partial frame coding of upper band signal relies on coarse encoding of gain parameters and interpolation/extrapolation 
of LSF parameters from primary frame. The TBE gain parameters estimated during the primary frame encoding of the 
(n – FEC offset )-th frame is re-transmitted during the n-th frame as partial copy information. Depending on the partial 
frame coding mode, i.e., GENERIC or VOICED or UNVOICED, the re-transmission of the gain frame, uses different 
quantization resolution and gain smoothing. 

The following sections describe the different partial redundant frame types and their composition. 

5.8.3.2.1 Construction of partial redundant frame for Generic and Voiced Coding modes 

In the coding of the redundant version of the frame, a factor M  is determined based on the adaptive and fixed 
codebook energy.  

 
( )

4

1)()()()( +−+
=

FCBEACBEFCBEACBE
M  (1408) 

In this equation, )(ACBE  denotes the adaptive codebook energy and )(FCBE denotes the fixed codebook energy. A 

low value of M  indicates that most of the information in the current frame is carried by the fixed codebook 
contribution. In such cases, the partial redundant copy (RF_NOPRED) is constructed using one or more fixed codebook 
parameters only (FCB pulses and gain). A high value of M indicates that most of the information in the current frame is 
carried by the adaptive codebook contribution. In such cases, the partial redundant copy (RF_ALLPRED) is constructed 
using one or more adaptive codebook parameters only (pitch lag and gain). If M takes mid values then a mixed coding 
mode is selected where one or more adaptive codebook parameters and one or more fixed codebook parameters are 
coded (RF_GENPRED). Under Generic and Voiced Coding modes, the TBE gain frame values are typically low and 
demonstrate less variance. Hence a coarse TBE gain frame quantization with gain smoothing is used. 

5.8.3.2.2 Construction of partial redundant frame for Unvoiced Coding mode 

The low bit-rate Noise Excited Linear Prediction coding scheme (subclause 5.2.5.4) is used to construct a partial 
redundant copy for an unvoiced frame type (RF_NELP). In Unvoiced coding mode, the TBE gain frame has a wider 
dynamic range. To preserve this dynamic range, the TBE gain frame quantization in Unvoiced coding mode uses a 
similar quantization range as that of the one used in the primary frame. 
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5.8.3.2.3 Construction of partial redundant frame for TCX frame 

In case of TCX partial redundant frame type, a partial copy consisting of some helper parameters is used to enhance the 
frame loss concealment algorithm. There are three different partial copy modes available, which are RF_TCXFD, 
RF_TCXTD1 and RF_TCX_TD2. Similar to the PLC mode decision on the decoder side, the selection of the partial 
copy mode for TCX is based on various parameters such as the mode of the last two frames, the frame class, LTP pitch 
and gain. 

5.8.3.2.3.1 Frequency domain concealment (RF_TCXFD) partial redundant frame type 

29 bits are used for the RF_TCXFD partial copy mode. 

• 13bits are used for the LSF quantizer which is the same as used for regular low rate TCX coding. 

• The global TCX gain is quantized using 7 bits. 

• The classifier info is coded on 2 bits. 

5.8.3.2.3.2 Time domain concealment (RF_TCXTD1 and RF_TCXTD2) partial redundant frame 
type 

The partial copy mode RF_TCXTD1 is selected if the frame contains a transient or if the global gain of the frame is 
much lower than the global gain of the previous frame. Otherwise RF_TCXTD2 is chosen. 

Overall 18bits of side data are used for both modes. 

• 9bits are used to signal the TCX LTP lag 

• 2 bits for signalling the classifier info 

5.8.3.2.4 RF_NO_DATA partial redundant frame type 

This is used to signal a configuration where the partial redundant copy is not sent and all bits are used towards primary 
frame coding. 

The primary frame bit-rate reduction and partial redundant frame coding mechanisms together determine the bit-rate 
allocation between the primary and redundant frames to be included within a 13.2 kbps payload. 

5.8.3.3 Decoding 

At the receiver, the de-jitter buffer provides a partial redundant copy of the current lost frame if it is available in any of 
the future frames. If present, the partial redundant information is used to synthesize the lost frame. In the decoding, the 
partial redundant frame type is identified and decoding performed based on whether only one or more adaptive 
codebook parameters, only one or more fixed codebook parameters, or one or more adaptive codebook parameters and 
one or more fixed codebook parameters, TCX frame loss concealment helper parameters, or Noise Excited Linear 
Prediction parameters are coded. If either the current frame or the previous frame adjacent to the current frame is a 
partial redundant frame, then the decoding parameter of the current frame, such as the LSP parameters, the gain of the 
adaptive codebook or the BWE gain, is firstly obtained and then post-processed according to decoding parameters or 
signal type from previous frames relative to the current frame position, or future frames relative to the current frame 
position. Additionally, the spectral tilt is also used for the post-procession. The post-processed parameters are used to 
reconstruct the output signal. Finally, the frame is reconstructed based on the coding scheme. The TCX partial info is 
decoded, but in contrast to ACELP partial copy mode, the decoder is run in concealment mode. The difference to 
regular concealment is just that the parameters available from the bitstream are directly used and not derived by 
concealment. 

5.8.4 Channel aware mode encoder configurable parameters 

The channel aware mode encoder may use the following configurable parameters to adapt its operation to track the 
channel characteristics seen at the receiver. These parameters maybe computed at the receiver (as described in 
subclause 6.3) and communicated to the encoder via a receiver triggered feedback mechanism. 
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Optimal partial redundancy offset ( o ) : The difference in time units between the transmit time of the primary copy of a 
frame )(n  and the transmit time of the redundant copy of that frame which is piggy backed onto a future frame 

)( Xn +  is called the FEC offset X .  The optimal FEC offset is a value which maximizes the probability of availability 

of a partial redundant copy when there is a frame loss at the receiver. 

Frame erasure rate indicator ( p ) having the following values: LO  (low) for FER rates <5% or HI  (high) for 

FER>5%. This parameter controls the threshold used to determine whether a particular frame is critical or not as 
described in subclause 5.8.3.2. Such an adjustment of the criticality threshold is used to control the frequency of partial 
copy transmission. The HI  setting adjusts the criticality threshold to classify more frames as critical to transmit as 
compared to the LO  setting. 

It is noted that these encoder configurable parameters are optional with default set to p = HI  and o =3. 
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6 Functional description of the Decoder 

6.1 LP-based Decoding 

6.1.1 General LP-based decoding 

The LSF parameters are decoded from the received bitstream and converted to LSP coefficients and subsequently to LP 
coefficients. The interpolation principle, described in subclause 5.1.9.6, is used to obtain interpolated LSP vectors for 
all subframes, i.e. 4 subframes in case of 12.8 kHz internal sampling rate and 5 subframes in case of 16 kHz sampling 
rate. Then, the excitation signal is reconstructed and post-processed before performing LP synthesis (filtering with the 
LP synthesis filter) to obtain the reconstructed signal. The reconstructed signal is then de-emphasized (an inverse of the 
pre-emphasis applied at the encoder). Finally, a post-processing is applied for enhancing the format and harmonic 
structure of signal as well as the periodicity in the low frequency region of the signal. The signal is then up-sampled to 
the output sample rate. Finally, the high-band signal is generated and added to the up-sampled synthesized signal to 
obtain a full-band reconstructed signal (output signal). 

6.1.1.1 LSF decoding 

6.1.1.1.1 General LSF decoding 

Depending on the predictor allocation per mode, like specified at encoder side in subclause 5.2.2.1.3 one first bit is read 
to select between safety net or predictive mode for the switched safety net/predictive cases. The bit value of one 
corresponds to safety net and value zero corresponds to predictive mode. The following bits are read in groups of a 
number equal to the stage sizes corresponding to each coding mode as specified in subclause 5.2.2.1.4 and the 
codevectors are retrieved from the corresponding codebooks. The last bits correspond to the lattice codevector, having 
the index I . The LSF residual after the first non-structured, optimized VQ was quantized by splitting the vector into 
two subvectors. The index I  was obtained as a combined index of the two indexes corresponding to the first and the 
second subvector. The two indexes are retrieved as follows: 

 [ ]21 / NII =  (1409) 

 [ ]22 / NIII −=  (1410) 

These indexes correspond each to a scale index, leader class index and leader vector permutation index. For each of the 
two indexes corresponding to the 8-dimensional subvectors the following operations are applied. The scale offset is 
determined by finding out the largest scale offset that is smallest than the index 2,1, =iI i . The corresponding scale 

offset is removed from each of 2,1, =iIi . Similarly the leader offset is calculated and removed for each of the two 

indexes. The index of the scale offset gives the index of the scale, ij , and the index of the leader offset gives the index 

of the leader class, ik . The remaining index values are 2,1,' =iI i . The sign index, 2,1, =iI si  and the leader index 

2,1, =iI li  are obtained 

 [ ] 2,1)(/' 0 == ikII iisi π  (1411) 

 [ ] 2,1)(/'' 0 =−= ikIII iiili π  (1412) 

where )(0 ikπ is the cardinality of unsigned permutations for the leader class ik , given in subclause 5.2.2.1.4. The 

indexes 2,1, =iI li  and 2,1, =iI si  are decoded using the position decoding based on counting the binomial coefficients 

and the sign decoding described in [26]. 

Decoding of the index corresponding to the unsigned permutation of the leader vector goes as follows. Knowing the 
leader class index, the number of distinct non zero values and the amount of each of these values which are tabulated 
(see subclause 5.2.2.1.4) can be determined. The used leader classes defined in subclause 5.2.2.1.4 have at most 4 
distinct values. If there is a single value, 0v , in the leader class corresponding to the decoded leader class index, all 

decoded vector components have the same value 
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 1,...,0,)( 0 −== Sjvjx  (1413) 

where 8=S is the subvector dimension. 

If there are two distinct values 10 , vv , in the decoded leader vector, each appearing 0k  and 1k  times respectively, the 

decoded vector is initialized with 

 1,...,0,)( 11 −== kjvjx . (1414) 

The leader vector permutation index is interpreted using binomial coefficients decoding. The positions of the 0k  values 

0v  are determined within a vector of length S . The position of the first 0v , [ ]0p  is determined such that 
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an updated number vector length, [ ] 10 −− pS   instead of S , and an updated number of values, 10 −k  instead of 0k . 

The procedure follows until the positions of all v0 values are determined. Once these positions are known the values 0v  

are inserted in the vector x  at the corresponding positions. 

If there are 3 distinct values 210 ,, vvv  having 210 ,, kkk  number of occurrences respectively, the decoded vector is 

initialized with: 

 1,...,0,)( 22 −== kjvjx . (1417) 

Out of 2,1, =iI li , two subindexes are obtained: 
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The positions of the values 1v  are determined by binomial decoding of the index 2iL  considering 1k  positions out of 

21 kk + and the values 1v  are inserted in the vector x . The decoding is performed according to equations (1208) and 

(1209). The positions for values v0 are obtained by binomial decoding of the index Li1, considering k0 positions out of S. 

If there are 4 distinct values the vector is initialized with 

 1,...,0,)( 33 −== kjvjx . (1420) 

The index 2,1, =iI li  is divided into: 
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The positions for values 2v  are obtained by binomial decoding the index 2iL  for 2k  position out of 32 kk + . The 

positions for values 1v  are obtained by binomial decoding of the index 3iL  for 1k  positions out of 321 kkk ++ . The 

positions for values 0v  are obtained by binomial decoding of the index 4iL  for 0k  positions out of S . 

The obtained subvectors are multiplied with the corresponding scales and component wise multiplied with the off-line 
computed standard deviations. The standard deviations are individually estimated for each coding mode and bandwidth. 
The result corresponds to the codevector from the last stage of the LSF quantizer. The codevectors from all stages are 
added together. 

If the coding mode corresponds to a safety net only mode, or if it corresponds to a switched safety net/AR predictive 
mode and the safety net mode has been selected at the encoding stage, a vector representing the component wise mean 
for the current coding mode is added to the sum of codevectors and the result represents the decoded LSF vector. The 
decoded LSF vector is thus given by: 

 )()()(ˆ
0

imilif
N

k
kt += ∑

=

, for i =0,…, M -1 (1425) 

where 1,0),(ˆ −= Miift is the LSF vector for current frame t , 1,...,0),( −= Miilk lk(i), i=0, M-1 is the codevector 

obtained at stage k  out of the N  quantization stages and 1,...,0),( −= Miim  is the mean LSF vector for the current 

coding mode. 

If AR predictive mode was selected at the encoding stage, the decoded LSF vector is given by: 

 )()()(ˆ)(ˆ
0

1 imilifif
N

k
ktt ++= ∑

=
− , for i =0,…, M -1. (1426) 

If MA predictive mode was selected at the encoding stage, based on the coding mode, the decoded LSF vector is given 
by: 
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0

1 imilieif
N

k
ktt ++= ∑

=
− , for i =0,…, M -1. (1427) 

where 1ˆ −te  is the quantization error at the previous frame 1−t . 

6.1.1.1.2 LSF decoding for voiced coding mode at 16 kHz internal sampling frequency 

The VC mode at the 16 kHz internal sampling frequency has two decoding rates: 31 bits per frame and 40 bits per 
frame.  The VC mode is decoded by a 16-state and 8-stage BC-TCVQ. figure 88 shows the decoder of the predictive 
BC-TCVQ with safety-net using an encoding rate of 31 bits. The 31bit LSF decoding performed by the predictive BC-
TCVQ with safety-net proceeds as follows. First, one bit is decoded at the Scheme selection block.  This bit defines 
whether the predictive scheme or the safety-net scheme is used. 

For the safety-net scheme, )(ˆ izk  is decoded by equation (1428), 

 )2(ˆ)1(ˆ)1(ˆ 1 −+−=− − izitiz kikk A , for i =2,…, M /2 (1428) 

where the prediction residual, )(itk , is decoded by the 1st BC-TCVQ and )1(ˆ −izk  is the mean-removed quantized 

LSF of the previous frame. 

If the predictive scheme is used, the prediction vector )(ipk  is obtained using (1429): 

 )(ˆ)()( '
1 iziρip kk −= , for i =0,…, M -1 (1429) 

where )(iρ are the selected AR prediction coefficients for the VC mode at 16kHz isf, M is the LPC order, and 

)]12/(ˆ),...,1(ˆ),0(ˆ[)(ˆ 111
'

1 −= −−−− Mzzziz t
k

t
k

t
kk . 

The decoding of )(ˆ irk  is performed as given by equation (1430), 

 )2(ˆ)1(ˆ)1(ˆ 1 −+−=− − iritir kikk A , for i =2,…, M /2 (1430) 

where the prediction residual, )(itk , is decoded by the 2nd BC-TCVQ. 

The quantized LSF vector )(ˆ if k  for the predictive scheme is calculated by equation (1431), 

 )(ˆ)()()(ˆ ' irimipif kkk ++= , for i =0,…, M -1 (1431) 

where )(im  is the mean vector for VC mode and )]12/(ˆ),...,1(ˆ),0(ˆ[)(ˆ ' −= Mrrrir t
k

t
k

t
kk  

The quantized LSF vector )(ˆ if k for the safety-net scheme is calculated by equation (1432). 

 )(ˆ)()(ˆ ' izimif kk += , for i =0,…, M -1 (1432) 
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Figure 88: Block diagram of the decoder for the predictive BC-TCVQ with safety-net for an encoding 
rate of 31 bits per frame 

Figure 89 shows the decoder of the predictive BC-TCVQ with safety-net for an encoding rate of 40 bits per frame. The 

40-bit LSF decoding using the predictive BC-TCVQ with safety-net is performed as follows. The scheme selection and 

the decoding method of BC-TCVQ for both the predictive and safety-net schemes are the same as those of the 31-bit 

LSF decoding. )(ˆ2 iz  and )(2̂ ir  are decoded by the 3rd and 4th SVQ decoding respectively. The quantized LSF vector 

)(ˆ if k  for the predictive scheme is calculated according to equation (1433), 

 )(ˆ)(ˆ)()()(ˆ
21 iririmipif kk +++= , for i =0,…, M -1 (1433) 

where )(1̂ ir  is the output of the 2nd BC-TCVQ and the 2nd intra-frame prediction. 

The quantized LSF vector )(ˆ if k for the safety-net scheme is calculated by equation (1434), 

 )(ˆ)(ˆ)()(ˆ
21 izizimifk ++= , for i =0,…, M -1 (1434) 

where )(ˆ1 iz  is the output of the 1st BC-TCVQ and 1st intra-frame prediction. 
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Figure 89: Block diagram of the decoder for the predictive BC-TCVQ/SVQ with safety-net for an 
encoding rate of 40 bits per frame 

6.1.1.2 Reconstruction of the excitation 

6.1.1.2.1 Reconstruction of the excitation in GC and VC modes and high rate IC/UC modes 

6.1.1.2.1.1 Decoding the adaptive codebook vector 

The received adaptive codebook parameters (or pitch parameters) are the closed-loop pitch, CLT , and the pitch gain, 

pĝ (adaptive codebook gain), transmitted for each subframe, serve to compute the adaptive codevector, ( )nv . 

6.1.1.2.1.2 Pulse index decoding of the 43-bit algebraic codebook 

The joint indexing decoding procedure of three pulses on two tracks is described as follows: 
In the decoder side, the de-indexing procedure is as below for )3( =QQ pulses, M  positions on the track: 

1 24 bits are extracted from the received bit-stream and then decoded as the temporary index Itemp _ . If 

Itemp _  is smaller than THR which is the same as the encoder side, the joint index indexJo int_ equals to 

Itemp _ . If Itemp _  is bigger than or equal to THR, 1 more bit will be extracted from the bit-stream as Bit. 

Then the global index Itemp _  is adjusted as: BitItempItemp +<<= )1_(_ . Then the joint index 

indexJo int_  is computed by subtracting THR from Itemp _ : 

 THRItempindexJo −= _int_  (1435) 

2 Decompress the joint index indexJo int_ into the two index for each track: 

 21 /int_ WindexJoind =  (1436) 

 22 %int_ WindexJoind =  (1437) 

3 Decoding the index for each track( 1ind and 2ind ) as below: 

1) determining the quantity of pulse positions according to the first index )(1 NI  
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As the offset index )(1 NI  is saved in a table (available in encoder and decoder), and each offset index in the 

table indicates the unique number of pulse positions in the track. So )(1 NI  can be decoded from the index 

easily. Then the number of pulse position N , the sign index )(4 NI  and 23I  are obtained. 

2) As we know the number of pulse position N  and index 23I , the index )(2 NI and )(3 NI  can be decoded 

based on permutation method from the index 23I , and each pulse position is also decoded from )(2 NI and 

)(3 NI .Separating and obtaining the second index )(3 NI and the third index )(3 NI in the following way: 

 N
MCINI %)( 232 =  (1438) 

 ]/Int[)( 233
N
MCINI =  (1439) 

wherein )(2 NI represents the second index, )(3 NI represents the third index, N represents the quantity of 

the positions with pulse on it, % refers to taking the remainder, and “Int” refers to taking the integer 
3) determining the distribution of the positions with a pulse on the track according to the second index; 

the )(2 NI is obtained, the following calculation process is applied at the decoder: 

(1) 1
1

−
−

N
MC , ..., and 1

0
−
−

N
yMC  are subtracted from )(2 NI one by one. 

 1
0

1
12 ...)()0( −

−
−
− −−−= N

yM
N
M CCNIyR  (1440) 

until the )(2 NI remainder )0(yR changes from a positive number to a negative number, where M is the 

total quantity of positions on the track, N is the quantity of positions with pulses, ]1,1[0 −−∈ NMy , and C 

refers to calculating the combination function. The )0(p , namely, the serial number of the first position with 

a pulse(s) on the position, is recorded, where 10)0( −= yp . 

(2) If 1>N , 2
1)0(

−
−−

N
pMC , ..., and 2

1)0(
−

−−
N

ypMC  are further subtracted from )0(yR one by one until the )0(yR  

remainder )1(1 yR changes from a positive number to a negative number. The )1(p namely, the serial number 

of the second position with a pulse(s) on the position, is recorded, where 11)1( −= yp . 

(3) And so on, 2
1)1()0(

−−
−−−…−−

nN
nppMC , ..., and 2

)1()0(
−−

−−−…−−
nN

ynnppMC  are further subtracted from 

)]1()[1( −− npnR  one by one until the )]1()[1( −− npnR remainder )( ynRn changes from a positive number 

to a negative number, where 1−≤ Nn . The )(np  namely, the serial number of the n+1 position with a 

pulse(s) on the position, is recorded, where 1)( −= ynnp . 

(4) The decoding of the )(2 NI is completed, and )}1(),...,1(),0({)( −= NpppNP is obtained. 

4) determining the quantity of pulses in each position with pulses according to the third index; 
For each track, according to the third index )(3 NI , determine the number of pulses on each position that has 

a pulse. the )(3 NI  is obtained, the following calculation process is applied at the decoder: 

(1) N
qPPT

N
PPT CCNIqT Δ

)0(
Δ

3 )()]0([ −−−= is calculated from a smaller )0(q value to a greater )0(q value, 

where: ]1[0,)0( −∈ Nq , NQN −=Δ , 1−= QPPT , and C refers to calculating the combination function. 

The last )0(q value that lets )]0([qT be greater than zero is recorded as the position 0v of the first pulse on the 

track. 

(2) If 1Δ >N , )()0()]1([1 Δ

)1(1
Δ

01
N

qPPT
N

vPPT CCvTqT −−−− −−= is further calculated from a smaller )1(q value to 

a greater )1(q value, where ]1,0[)1( −∈ Nvq ; and the last )1(q value that lets )]1([1 qT be greater than zero is 

recorded as the position 1v of the second pulse on the track. 

(3) By analogy, )()1()(1()]([ Δ

)(
Δ

)1(
N

hqhPPT
N

hqhPPT CChqhThqTh −−−−− −−−−= is calculated from a smaller 

)(hq  value to a greater )(hq value, where: ]1,)1([)( −−∈ Nhvhq , and ]1Δ[2, −∈ Nh ; and the last )(hq  

value that lets )]([ hqTh be greater than zero is recorded as the position vh for the (h+1)th pulse(h+1 is an 

ordinal number) on the track. 
(4) The decoding of the )(3 NI is completed, and )}1Δ(),...,1(),0({)(' −= NqqqNSU  is obtained. 

5) After obtain )}1Δ(),...,1(),0({)(' −= NqqqNSU , mean on each position )1Δ(,...,)1()0( −≤≤≤ Nqqq  have a 

pulse, if )1()( += iqiq , mean on the position )(iq  have more  pulses. The  )(' NSU is the result after subtract 

value “1” from the number of pulses in each pulse position, so value “1” is need to be added back to N  
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position,  and )(NSU is  rebuilt as following 

10,1)( −<≤= Niisu  

);Δ;0( ++<= iNiiFor  

1))(())(( += iqsuiqsu  

6) By now all the pulse positions, the quantity of pulses in each pulse position and associated signs are decoded, 
so the pulses on each track is reconstructed. 

6.1.1.2.1.3 Mulit-track joint decoding of pulse indexing 

All the muti-track joint decoding step is described as following: 
1) extracting the 0_ indexfinal , 1_ indexfinal , 2_ indexfinal , 3_ indexfinal   and hitrack_ from the stream; 

2) Get the parameter from the table 35 according to the pulse number of each track, include the index bitst, 
Hi_Bit_bitst, Hi_Bit_ranget, re-back_bitst, 

3) Extract 0h and lowtrack _0  from 0_ indexfinal , extract 1h and lowtrack _1  from 1_ indexfinal , extract 2h  

and lowtrack _2  from 2_ indexfinal , extract 3h  and lowtrack _3  from 3_ indexfinal . 

4) From hitrack_ , 0h , 1h , 2h  and 3h , 0hi , 1hi , 2hi  and 3hi  are decoded out. 

(1) The hitrack_  is combined with 3h  and obtain HSLPhi 2 , HSLPhi 2   is combined with 2h  and obtain 

2SLPhi , then 3hi  can be get as following: 

 323 __% rangeBitHihihi SLP=  (1441) 

 321 __/ rangeBitHihihi SLPHSLP =  (1442) 

(2) The HSLPhi 1  is combined with 1h  and obtain 1SLPhi , then 2hi  can be get as following: 

 212 __% rangeBitHihihi SLP=  (1443) 

 210 __/ rangeBitHihihi SLPHSLP =  (1444) 

(3) The HSLPhi 0  is combined with 0h  and obtain 0SLPhi , then 0hi , 1hi  can be get as following: 

 101 __% rangeBitHihihi SLP=  (1445) 

 100 __/ rangeBitHihihi SLP=  (1446) 

5) Combine 0hi , 1hi , 2hi , 3hi  with lowtrack _0 , lowtrack _1 , lowtrack _2 , lowtrack _3 , and get the index of 

each track. 
 

6.1.1.2.1.4 Decoding the algebraic codebook vector 

The received algebraic codebook index is used to extract the positions and amplitudes (signs) of the excitation pulses 
and to find the algebraic codevector ( )nc . If the integer part of the pitch lag is less than the subframe size 64, the pitch 

sharpening procedure is applied, which translates into modifying ( )nc by filtering it through the adaptive pre-filter 

( ) ( ) ( )TzzzF −− −−= 85.011 1
1

)0( β  which further consists of two parts: a periodicity enhancement part ( )Tz−− 85.011 , 

where T is the integer part of the pitch lag representing the fine spectral structure of the speech signal, and a tilt 

part ( )1
11 −− zβ , where 1β is related to the voicing of the previous subframe and is bounded by [0.28, 0.56] at 16.4 and 

24.4 kbps, and by [0.0; 0.5] otherwise. 

The periodicity enhancement part of the filter colours the spectrum by damping inter-harmonic frequencies, which are 
annoying to the human ear in case of voiced signals. 

Depending on bitrates and coding mode, and the estimated level of background noise, the adaptive pre-filter also 
includes a filter based on the spectral envelope, which colours the spectrum by damping frequencies between the 
formant regions. The final form of the adaptive pre filter ( )zF is given by 

 ( ) ( )( ) ( )
( )2

10
ˆ

ˆ

η
η

zA

zA
zFzF =  (1447) 
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where 75.01 =η and 9.02 =η if 12800=celpsr Hz and 8.01 =η and 92.02 =η if 16000=celpsr Hz. 

6.1.1.2.1.5 Decoding of the combined algebraic codebook 

At 32 kbps and 64 kbps bit-rates, the pre-quantizer excitation contribution is obtained from the received pre-quantizer 
parameters as follows. The contribution from the pre-quantizer is obtained by first de-quantizing the decoded 
(quantized) spectral coefficients using an AVQ  decoder and applying the iDCT to these de-quantized spectral 
coefficients. Further the pre-emphasis filter )(/1 zFp  is applied after the iDCT to form the pre-quantizer contribution 

)(nq . The pre-quantizer contribution )(nq  then scales using the quantized pre-quantizer gain qĝ  to form the pre-

quantizer excitation contribution. 

The same above procedure applies for decoding GC, TC and IC mode at 32 kbps and 64 kbps with the exception of 
non-harmonic signals at 32kbps GC mode where the iDCT stage is omitted. It is noted that at the decoder, the order of 
codebooks and corresponding codebook stages during the decoding process is not important as a particular codebook 
contribution does not depend on or affect other codebook contributions. Thus the codebook arrangement in the IC mode 
is identical to the GC mode codebook arrangement. The pre-quantizer gain qĝ in GC and TC mode is obtained by 

 normqiq gEg ,ˆˆˆ ⋅=  (1448) 

where normqg ,ˆ  is the decoded normalized pre-quantizer gain and iÊ  predicted algebraic codevector energy. 

In IC mode, the de-quantizer gain is obtained by  

 normqcq ggg ,ˆˆˆ ⋅=  (1449) 

where cĝ  is the quantized algebraic codebook gain. 

6.1.1.2.1.6 AVQ decoding 

The reading of the AVQ parameters from the bitstream is complementary to the insertion described in subclause 
5.2.3.1.6.9.3. The codebook numbers jn  are used to estimate the actual bit-budget needed to encode AVQ parameters 

at the decoder and the number of unused AVQ bits is computed as a difference between the allocated and actual bit 
budgets. 

6.1.1.2.1.6.1 Decoding of AVQ parameters 

The parameters decoding involves decoding the AVQ parameters describing each 8-dimensional quantized sub-bands 

)8(ˆ jS′  of the quantized spectrum )(kS ′ . The )8(ˆ jS′  comprise several sub-bands (8 in case of combined algebraic 

codebook), each of 8 samples. The decoded AVQ parameters for each sub-band )8(ˆ jS′  comprise: 

– the codebook number jn , 

– the vector index jI  , 

– and, if the codevector (i.e. lattice point) is not in a base codebook, the Voronoi index v
jI . 

The unary code for the codebook number jn , is first read from the bitstream and jn  is determined. From the codebook 

number jn , the base codebook and the Voronoi extension order v
jr  are then obtained. If 5<jn , there is no Voronoi 

extension ( 0=v
jr ) and the base codebook is 

jnQ . If 5>jn  the base codebook is either Q3 ( jn  even) or Q4 ( jn  odd) 

and the Voronoi order (1 or 2) is also determined ( 1=v
jr  if 7<jn ; 2=v

jr , otherwise). 

Then, if 0>jn , the vector index jI , coded on jn4  bits is read from the bitstream and the base codevector jz  is 

decoded. 
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After the decoding of the base codevector, if the Voronoi order v
jr  is greater than 0, the Voronoi extension index v

jI  is 

decoded to obtain the Voronoi extension vector jv . The number of bits in each component of index vector v
jI  is given 

by the Voronoi extension order v
jr , and the scaling factor v

jM  of the Voronoi extension is given by 
v
jrv

jM 2= . 

Finally, from the scaling factor v
jM , the Voronoi extension vector jv  and the base codebook vector jz , each 8-

dimensional AVQ sub-band )8(ˆ jS′  is computed as: 

 jj
v
jMj vzS +⋅=′ )8(ˆ  (1450) 

In case of decoding the pre-quantizer, resp. de-quantizer, contribution from subclause 6.1.1.2.1.3, the decoded sub-band 

blocks of )(ˆ kS′  corresponds to the decoded spectrum coefficients )(ˆ kQd , resp. )(ˆ kUd . 

6.1.1.2.1.6.2 De-indexing of codevector in base codebook 

The index decoding of the codevector jz  is done in several steps. First, the absolute leader and its offset are identified 

by comparing the index with the offset in the look-up table. The offset is subtracted from the index to produce a new 
index. From this index, the sign index and the absolute vector index are extracted. The sign index is decoded and the 
sign vector is obtained. The absolute vector index is decoded by using a multi-level permutation-based index decoding 
method and the absolute vector is obtained. Finally, the decoded vector is reconstructed by combining the sign vector 
with the absolute vector. 

6.1.1.2.1.6.2.1 Sign decoding 

The sign vector is obtained by extracting from left to right all the sign bits for non-zero elements in the absolute vector. 
The bit number of the sign code is read from the ( nS ). If the bit number of the sign index is not equal to the number of 

the non-zero elements in the decoded absolute vector, the sign of the last non-zero element is recovered. 

6.1.1.2.1.6.2.2 Decoding of the absolute vector and of its position vector 

The decoding method of the absolute vector index is described as follows: 

1) The absolute vector index is decomposed into several mid-indices for each level from lowest level to highest level. 
The absolute vector index is the starting value for the lowest level. The mid-index of each lower level is obtained 

by dividing the absolute vector index by the possible index value count, n

n

m
mC

1−
, the quotient is the absolute 

vector index for the next lower level. The remainder is the middle index, nmidI , , for the current level. 

2) The nmidI ,  of each lower level is decoded based on a permutation and combination function and the position vector 

of each lower level vector related to its upper level vector is obtained. 

Finally, one-by-one from the lowest level to the highest level, each lower level absolute vector is used to partly replace 
the upper level absolute vector elements according to the position parameter. The highest level vector is the decoded 
output absolute vector. A example of the 1L  absolute vector partly replace the 0L absolute vector elements is give as 

following: 
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( 1, 4, 6 )

↓ ↓ ↓

0 1 2 3 4 5 6 7

(0 2, 0, 0, 4, 0, 6, 0)

The position vector

The element position

The original absolute vector of 

(upper level vector)

(0 2, 0, 0, 4, 0, 6, 0)

↑ ↑ ↑

( 2, 4, 6 )

Some elements are replaced by vector

which position is indicated in the position vector 

The new absolute vector of 

(lower level vector)
 

Figure 90: Replacing example between 1L and 0L  for 20=aK . 

6.1.1.2.1.6.2.3 Position vector decoding 

To obtain the position vector from the middle index in each lower level, the algorithm uses a permutation and 
combination procedure to estimate the position sequence. The procedure is as follows: 

1) Increment the pos  value beginning from zero, until nmidI ,  is not more than n

n

n

n

m
posm

m
m CC −−−

−
11

. 

2) Let 10 −= posq  be the first position, and subtract n

n

n

n

m
qm

m
m CC

011 −−−
− from the midI . 

3) Increase pos , beginning from 11 +−iq , until midI  is not more than im
posm

im
qm

n

n

n

in
CC −

−
−

−− −−−
−

111 1 , where 1−iq  is 

the position decoded at the previous step. 

4) Let 1−= posqi  be the position number i , and subtract im
qm

im
qm

n

in

n

in
CC −

−
−

−− −−−
−

111 1 from the midI . 

5) Repeat steps 3 and 4 until all positions are decoded for the current level position sequence. 

6.1.1.2.1.6.2.4 Absolute vector decoding 

For the lowest level, the absolute vector only includes one type of element whose value can be obtained from the 
decomposition order column in the table of subclause 5.2.3.1.6.9.3.2. The lowest level absolute vector is passed to the 
next level and at the next step another type of element is added. This new element is obtained from the decomposition 
order column in the table of subclause 5.2.3.1.6.9.3.2. This procedure is repeated until the highest level is reached. 

6.1.1.2.1.6.2.5 Construction of the output codevector in base codebook 

Constructing the 8-dimensional output codevector in the base codebook is the final step of the decoding procedure. The 
codevector jz  is obtained by combining the sign vector with the absolute vector. If the bit number of the sign index is 

not equal to the number of the non-zero elements in the decoded absolute vector, the sign of the last non-zero element is 
recovered. The recovery rule, based on the RE8 lattice property, is as follows: if the sum of all output vector elements is 
not an integer multiple of 4, the sign of the last element is set to negative. 

6.1.1.2.1.7 Decoding the gains 

6.1.1.2.1.7.1 Decoding memory-less coded gains 

Before calculating the adaptive and algebraic codebook gain in each subframe, the predicted algebraic codevector 

energy, iÊ , is decoded for the whole frame. 

Now, let cE denote the algebraic codebook excitation energy in dB in a given subframe, which is given by 
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 ( )
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⎠

⎞

⎜
⎜

⎝

⎛
= ∑

=

63

0

2

64

1
log10

i

c icE  (1451) 

In the equation above, ( )ic is the pre-filtered algebraic codevector. 

A predicted algebraic codebook gain is then calculated as 

 ( )ci EE
cg −=′ ˆ05.010  (1452) 

An index is then retrieved from the bitstream representing a jointly-quantized adaptive codebook gain along with a 
correction factor. The quantized adaptive codebook gain, pĝ , is retrieved directly from the codebook and the quantized 

algebraic codebook gain is given by 

 cc gg ′= γ̂ˆ  (1453) 

where γ̂ is the decoded correction factor. 

Note that no prediction based on parameters from past frames is used. This increases the robustness of the codec to 
frame erasures. 

6.1.1.2.1.7.2 Decoding memory-less joint coded gains at lowest bit-rates 

For the lowest bitrates of 7.2 and 8.0 kbps, slightly different memory-less joint gain coding scheme is used. 

Similarly as in the encoder, the estimated (predicted) gain of the algebraic codebook in the first subframe is given by 

 )(log]0[
0

101010 cECTaa
cg

−+=  (1454) 

where CT is the coding mode, selected for the current frame in the pre-processing part, and cE  is the energy of the 

filtered algebraic codevector. The inner term inside the logarithm corresponds to the gain of innovation vector. The only 
parameter in the equation above is the coding mode CT which is constant for all subframes of the current frame. The 
superscript [0] denotes the first subframe of the current frame. 

In all subframes following the first subframe the estimated value of the algebraic codebook gain is given by 

 
∑∑
=

−
++

=

−
+ +++

=

k

i

i
pik

k

i

i
ci gbgbCTbb

k
cg 1

]1[
1

1

]1[
10110 )(log

][
0 10  (1455) 

where k=1,2,3. Note, that the terms in the first and in the second sum of the exponent, there are quantized gains of 
algebraic and adaptive excitation of previous subframes, respectively. Note that the term including the gain of 
innovation vector )(10log cE  is not subtracted. The reason is in the use of the quantized values of past algebraic 

codebook gains which are already close enough to the optimal gain and thus it is not necessary to subtract this gain 
again. 

The gain de-quantization in the decoder is done by retrieving the codevector [ pg ; γ ] according to the index receing in 

the bitstream. The quantized value of the fixed codebook gain is then calculated as 

 γ.0cc gg =  (1456) 

6.1.1.2.1.7.3 Decoding scalar coded gains at highest bit-rates 

As described in subclause  6.1.1.2.1.3.1, before calculating the adaptive and algebraic codebook gain in each subframe, 

the predicted algebraic codevector energy, iÊ , is decoded for the whole frame. Then two indexes are retrieved from the 

bitstream and used to decode the adaptive codebook gain and a correction factor. The decoded algebraic codebook gain 
is further obtained using equation (1453). 
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6.1.1.2.1.8 Reconstructed excitation 

The total excitation in each subframe is constructed by 

 ( ) ( ) ( ) 63,,0,ˆˆ
K=+=′ nforncgnvgnu cp  (1457) 

where ( )nc is the pre-filtered algebraic codevector. 

In case that combined algebraic codebook is used, the total excitation is each subframe is constructed by 

 ( ) ( ) ( ) ( ) 63,,0,ˆˆˆ K=++=′ nfornqgncgnvgnu qcp  (1458) 

The excitation signal, ( )nu′ , is used to update the contents of the adaptive codebook for the next frame. The excitation 

signal, ( )nu′ , is then post processed as described in subclause 7.1.2.4 to obtain the post-processed excitation signal 

( )nu , which is finally used as an input to the synthesis filter ( )zÂ1 . 

6.1.1.2.2 Reconstruction of the excitation in TC mode 

In TC mode, the TC frame configuration (subclause 6.8.4.2.2) is decoded first. Then, the adaptive excitation signal is 
either a zero vector, a glottal-shape codevector or an adaptive codebook vector. In a subframe where the glottal-shape 
codebook is used, the reconstruction of the glottal-shape codevector is done using the received TC parameters as 
described in subclause 6.8.4.2.1. In a subframe where the adaptive codebook is used, the adaptive codevector is found 
as described in subclause 7.1.2.1.1. In all subframes after the one where the glottal-shape codebook is used, a low-pass 
filtering is applied and the filtered adaptive excitation is found as ( ) ( ) ( ) ( )218.0164.018.0 −′+−′+′= nvnvnvnv . 

If a subframe contains a zero adaptive excitation vector, only the algebraic codebook gain is decoded using a 2-bit or 3-
bit scalar quantizer (described in subclause 6.8.4.2.4). Otherwise, the adaptive and algebraic codebook gains are 
decoded as in GC and VC modes (described in subclause 7.1.2.1.3). 

Finally, the reconstructed excitation is computed as described in subclause 7.1.2.1.4. 

6.1.1.2.3 Reconstruction of the excitation in UC mode at low rates 

6.1.1.2.3.1 Decoding the innovative vector 

In UC mode, the signs and indices of the two random vectors are decoded and the excitation is reconstructed as in 
subclause 5.2.3.3.1. The correction of the random codebook tilt is used as described in subclause 5.2.3.3.2. 

6.1.1.2.3.2 Decoding the random codebook gain 

In UC mode, only the random codebook gain is transmitted. The received index k  gives the gain in dB, dB
cĝ , using the 

relations and quantization step defined in subclause 5.2.3.3.4. The values maxΓ and δ given in subclause 5.2.3.3.4. The 

quantized gain, cĝ , is then given according to subclause 5.2.3.3.4. 

6.1.1.2.3.3 Enhancement of background noise 

The anti-swirling technique is applied in inactive periods, at 9.6 kb/s for NB signals, and 9.6 kb/s and below for WB 
and SWB signal. This technique is based on the decoded SAD and noisiness parameters. Basically, the anti-swirling 
effect is achieved by means of LP parameter smoothing in combination with reducing the power variations and spectral 
fluctuations of the excitation signal during detected periods of signal inactivity. 

6.1.1.2.3.3.1 LP parameter smoothing 

The LP parameter smoothing is done in two steps. First, a low-pass filtered set of LSP parameters is calculated by first-
order autoregressive filtering according to 

 [ ] [ ] ( ) [ ]010 ˆ1 endendend qqq λλ −+= −  (1459) 
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Here [ ]0
endq represents the low-pass filtered frame-end LSP parameter vector obtained for the current frame, [ ]0ˆ

endq is the 

decoded frame-end LSP parameter vector for the current frame, and 9.0=λ is a weighting factor controlling the degree 
of smoothing. 

In a second step, a weighted combination between the low-pass filtered LSP parameter vector, [ ]0
endq , and the decoded 

LSP parameter vectors, [ ]1ˆ −
endq , [ ]0ˆ

endq and [ ]0ˆ
midq , is calculated using a weighting factor β . That is 
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qqq

qqqq

qqq
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+−=′

++−=′

+−=′
−

−−−

 (1460) 

As mentioned in subclause 7.1.1, LSP interpolation is performed to obtain four LSP vectors, each for an individual 
subframe. This interpolation is based on: the decoded frame-end LSP parameter vector   of the previous frame, the 
decoded mid-frame LSP parameter vector   in the current frame and the decoded frame-end LSP parameter vector   of 
the current frame. Subsequently, instead of using these parameters, their smoothed versions, given in equation (1460) 
are employed. 

It is noteworthy that the degree of smoothing is controlled by means of the control factor β , which is described in 

subclause 6.1.1.2.3.3.3. 

6.1.1.2.3.3.2 Modification of the excitation signal 

One essential element of the anti-swirling technique is the reduction of power and spectrum fluctuations of the signal 
during periods of signal inactivity. 

In the first step, tilt compensation of the excitation signal is performed with a first-order tilt compensation filter given as 

 ( ) 11 −−= zzH κ  (1461) 

The coefficient κ is calculated as 

 
( )
( )0

1

e

e

r

r
=κ  (1462) 

where ( )0er and ( )1er are the zero-th and the first autocorrelation coefficients of the original excitation signal. The tilt 

compensation is carried out on a subframe basis. 

In the second step, the spectral fluctuations of the excitation signal are further reduced by replacing a part of it with a 
white noise signal. To this end, first a properly scaled random sequence of unit variance is generated. This signal is then 
scaled by means of a gain factor, g~ , in such a way that its power equals the smoothed power of the excitation signal. 

The gain factor, g~ , is obtained by filtering the RMS value of the excitation signal, denoted as RMSg , on a frame-by-

frame basis. That is 

 RMSggg 1.0~9.0~ +=  (1463) 

The noise is scaled by multiplying all its samples by the gain factor g~ . Then, with some weighting factor, α , the 

excitation signal, ( )ne , is combined with the scaled noise signal, denoted as ( )nr . This is done according to the 

following equation leading to the smoothed excitation signal ( )nê : 

 ( )
( )

( ) ( ) ( ) 255,,0,1
1

ˆ
22

K=−+
−+

= nfornrnene α
αα

α
 (1464) 

It is noteworthy that the degree of excitation signal smoothing is controlled by means of the control factorα , which is 
described in subclause 6.1.1.2.3.3.3. 
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6.1.1.2.3.3.3 Controlling the background noise smoothing 

The anti-swirling method described in the clauses above is controlled by means of the control parametersα and β in 

response to the received SAD and noisiness parameters. 

First, the received and decoded noisiness parameter steers an intermediate smoothing control parameter, γ , such that it 

is ensured that the degree of smoothing is only increased gradually up to a maximum degree that is indicated by the 

received parameter. Given the received noisiness parameter, ν̂ , an intermediate parameter, [ ]0γ , is set according to the 

following relation: 

 [ ] [ ]( )δγνγ −= −10 ,ˆmax  (1465) 

where [ ]1−γ is the stored intermediate control parameter from the previous frame and 05.0=δ is the step-size with 

which the smoothing control parameters are steered towardsν̂ as long as they are greater thanν̂ . In case the current 

frame is erased ( 1=bfif ), [ ]0γ is set to the intermediate control parameter of the previous frame, [ ]1−γ . 

The SAD parameter activates the smoothing operation only when the received SAD flag, SADf , indicates inactivity. 

However, in order to decrease the risk that smoothing is enabled during active signal periods, erroneously declared as 
inactive, the background noise smoothing is only enabled after a hangover period of 5 frames. Further, whenever the 
SAD declares a frame as active, the smoothing operation is disabled. In order to avoid adding a new hangover period 
after spurious SAD activation, no hangover is added if the detected activity period is less or equal to 3 frames. 

In addition to this SAD-driven activation, for quality reasons, it is important to avoid the anti-swirling operation being 
turned on too abruptly. To this end, after each hang-over period, a phase in period of 5=K frames is applied, during 
which the smoothing operation is gradually steered from inactivate to fully enabled. Accordingly, for the n-th frame of 
the phase-in period, the smoothing control parametersα and β are calculated as follows: 

 
( )

K

n1
1

−+== γβα  (1466) 

For all other frames (during which the smoothing is activated) γα = and γβ = . 

It is noteworthy that phase-in periods are only inserted after hangover periods, i.e., not after spurious SAD activations 
of less than 3 frames. 

6.1.1.2.4 Reconstruction of the excitation in IC/UC mode at 9.6 kbps 

6.1.1.2.4.1 Decoding of the innovative excitation 

In IC and UC modes at 9.6 kbps the decoding the algebraic codebood ecitation is the same as described in n subclause 
6.1.1.2.1.2. 

At WB, an additional Gaussian noise excitation is generated as described in subclause 5.2.3.4.2. 

 6.1.1.2.4.2 Gains decoding 

In NB, only the algebraic codeword gain cĝ  is calculated as 

 20)ˆ(10ˆ c
dB
c Eg

cg −=  (1467) 

The algebraic codebook excitation energy in dB, cE , is computed as in equation (1451).  The quantized gain in dB is 

given by 

 309.1ˆ −×= kgdB
c  (1468) 

The quantization index k (6 bits) is retrieved directly from the bitstream (subclause 5.2.3.4.3.2).. 
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For WB the quantized algebraic codeword gain cĝ and Gaussian noise excitation gain 2ˆcg are decoded. They are 

calculated respectively as 

 20ˆ10ˆ
dB
cg

cg =  (1469) 
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The quantized gain in dB is given by 

 ic
dB
c EEkg ˆ2025.1ˆ +−−×=  (1471) 

The quantization index k (5 bits) and 2k (2 bits) are retrieved from the bitstream. The predicted algebraic codevector 

energy, iÊ , is decoded for the whole frame prior to calculating the algebraic codebook gain in each subframe 

(subclause 5.2.3.4.3.2). 

6.1.1.2.4.4 Total excitation 

The total excitation in each subframe is constructed by 

 ( ) ( ) ( ) 63,,0,2ˆˆ 2 K=+=′ nforncgncgnu cc  (1472) 

where ( )nc  and ( )nc2  are the pre-filtered algebraic codevector and the pre-filtered Gaussian noise excitation 

respectively. 

Only the algebraic codevector ( )ncgcˆ  is used to update the contents of the adaptive codebook for the next frame. 

The excitation signal, ( )nu′ , is then post processed as described in subclause 6.1.1.3 to obtain the post-processed 

excitation signal ( )nu , which is finally used as an input to the synthesis filter ( )zÂ1 . 

6.1.1.2.5 Reconstruction of the excitation in GSC 

In GSC mode, the attack flag is first decoded (subclause 5.1.13.5.3). Then, the number of subframe is decoded. To do 
so, if the bit rate is 13.2 kbit/s and the coding mode is INACTIVE, the first step is to decode 1 bit to verify if the coded 
frame is a SWB unvoiced frame which would implies 4 subframes. Otherwise when the number of subframe is less than 
4, the noise level levN  as defined in subclause 5.2.3.5.4 is decoded. If the bitrate is 13.2 kbit/s, then a supplementary bit 

is decoded to determine if the number of subframe is 1 or 2, for lower bitrate the number of subframe is 1. 

Then the cut off frequency (as defined in subclause 5.2.3.5.6) is decoded and if it is different from 0, the time domain 
contribution is decoded (subclause 5.2.3.5.2). When a time domain contribution exists, it is converted in frequency 
domain and low pass filtered using the decoded cut-off frequency as described in subclause 5.2.3.5.6, otherwise the 
time domain contribution is set to 0. 

Then the frequency domain component is decoded starting the gain of sub bands as defined in subclause 5.2.3.5.7. The 
gain information is then used to determine the bit allocation, the number of bands and the order of the bands to be 
decoded by the PVQ as described in subclause 5.2.3.5.8.  Then the PVQ is decoding the spectral difference and spectral 
dynamic control and noise filling is applied on the decoded vector as described in subclause 5.2.3.5.10. When the 
spectral difference vector is complete, the gain is applied and it is combined, in the frequency domain, with the 
temporal contribution as described in subclause 5.2.3.5.11. If the decoded frequency excitation meets the given 
condition, predict the un-decoded frequency excitation by the decoded frequency excitation as described in subclause 
5.2.3.5.12. The complete excitation in the frequency domain is revert back to time domain using the inverse DCT as 
described in subclause 5.2.3.5.12 and then a pre-echo removal is applied as in subclause 5.2.3.5.13 to get the total 
excitation ( )nu′ . 
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6.1.1.3 Excitation post-processing 

Before the synthesis, a post-processing of the excitation signal, ( )nu′ , is performed to form the updated excitation 

signal, ( )nu , as follows. 

6.1.1.3.1 Anti-sparseness processing 

An adaptive anti-sparseness post-processing procedure is applied to the pre-filtered algebraic codevector, ( )nc . This is 

to reduce the perceptual artefacts arising from the sparseness of algebraic codebook vectors having only a few non-zero 
samples per subframe. The anti-sparseness processing consists of circular convolution of the algebraic codevector with 
an impulse response by means of an FFT. Three pre-stored impulse responses are used and a selection number =pi 0, 

1or 2 and is set to select one of them. A value of 2 or greater corresponds to no modification; a value of 1 corresponds 
to medium modification and a value of 0 corresponds to strong modification. The selection of the impulse response is 
performed adaptively based on the decoded adaptive codebook gain, pĝ , coding mode and bit rate. 

The following selection procedure is employed where [ ]1ˆ −
cg is the algebraic codebook gain in the previous subframe,  

[ ]k
pg −ˆ are current and 5 previous subframes' adaptive codebook gains and [ ]1−

pi  is the previous selection number. 
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 (1473) 

6.1.1.3.2 Gain smoothing for noise enhancement 

A nonlinear gain smoothing technique is applied to the algebraic codebook gain, cĝ , in order to enhance the excitation 

in noise. Based on the stability and voicing of the signal segment, the gain of the algebraic codebook vector is smoothed 
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in order to reduce fluctuation in the energy of the excitation in case of stationary signals. This improves the 
performance in case of stationary background noise. The voicing factor λ is given by 

 ( )νλ r−= 15.0  (1474) 

with νr giving a measure of signal periodicity 

 
( )
( )C

C

EE

EE
r

+
−

=
ν

ν
ν  (1475) 

where νE and CE  are the energies of the scaled pitch codevector and scaled algebraic codevector, respectively. Note 

that since the value of νr  is between –1 and 1, the value of λ is between 0 and 1. Note that the factor λ is related to the 

amount of "unvoicing" with a value of 0 for purely voiced segments and a value of 1 for purely unvoiced segments. 

A stability factor θ is computed based on a distance measure between the adjacent LP filters. Here, the factor θ is 
related to the LSF distance measure. The LSF distance is given by 

 [ ]( ) [ ]( )[ ]∑
=

−−=
14

0

210

i

dist ififLSF  (1476) 

where [ ]( )if 0  in the present frame, calculated in subclause 7.1.1, and [ ]( )if 1− are the LSFs in the previous frame. The 

stability factor θ is given by 

 10,40000025.1 ≤≤−= θθ bydconstraineLSFdist  (1477) 

The LSF distance measure is smaller in case of stable signals. As the value of θ is inversely related to the LSF distance 
measure, then larger values of θ correspond to more stable signals. The gain smoothing factor, mS , is given by 

 λθ=mS  (1478) 

The value of mS  approaches 1 for unvoiced and stable signals, which is the case of stationary background noise 

signals. For purely voiced signals, or for unstable signals, the value of mS approaches 0. An initial modified gain, [ ]0g , 

is computed by comparing the algebraic codebook gain, cĝ , to a threshold given by the initial modified gain from the 

previous subframe, [ ]1−g . If cĝ is larger than or equal to [ ]1−g , then [ ]0g is computed by decrementing cĝ by 1.5 dB, 

constrained by [ ] [ ]10 −≥ gg . If cĝ is smaller than [ ]1−g , then [ ]0g is computed by incrementing cĝ by 1.5 dB, 

constrained by [ ] [ ]10 −≤ gg . Finally, the algebraic codebook gain is modified using the value of the smoothed gain as 

follows 

 [ ] ( ) cmmc gSgSg ˆ1ˆ 0 −+=  (1479) 

6.1.1.3.3 Pitch enhancer 

A pitch enhancer scheme modifies the total excitation ( )nu′  of voiced signals by filtering the algebraic codebook 

excitation through an innovation filter. The filter frequency response emphasizes the higher frequencies and reduces the 
energy of the low-frequency portion of the innovative codevector. The filter coefficients are related to the periodicity of 
the signal. Therefore, the pitch enhancer is not applied to excitation in UC at low bit rates, i.e. birates < 9600 kb/s. 

A filter of the form 

 ( ) 11 −−+−= zczczF pepeinno  (1480) 

is used where ( )νrc pe −= 1125.0  if 12800=celpsr Hz and ( )νrcpe −= 115.0  if 16000=celpsr Hz, with νr being a 

periodicity factor given in equation (1475). The filtered algebraic codebook vector in the current subframe is given by 

 ( ) ( ) ( ) ( )[ ] 63,,011 K=−++−=′ nforncnccncnc pe  (1481) 
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where the out-of-subframe samples ( )1−c and ( )64c are set to zero. The updated post-processed excitation is given by 

 ( ) ( ) ( )ncgnvgnu cp ′+= ˆˆ  (1482) 

The above procedure can be done in one step by updating the excitation as follows 

 ( ) ( ) ( ) ( )( )11ˆ −++−′= ncnccgnunu pec  (1483) 

where cĝ is the modified algebraic codebook gain from equation (1479). 

6.1.1.3.4 Music post processing 

In case of a sound signals coded with the GSC, a music enhancer scheme modifies the total excitation ( )nu  

corresponding to the sound signal in such a way that the quantization noise inserted between spectral tones during the 
encoding/decoding process can be reduced. The music enhancer consists of converting the decoded excitation into 
frequency domain, computing a weighting mask for retrieving spectral information lost in the quantization noise, and 
modifying the frequency domain excitation by applying the weighting mask to increase the spectral dynamics, and 
converting the modified frequency domain excitation back to time domain. 

The current frequency domain post processing achieves higher frequency resolution, without adding delay to the 
synthesis. A weighting mask is created based on the past spectrum energy and used to improve the efficiency of the 
inter-tone noise removal. To achieve this post processing without adding delay to the codec, a symmetric trapezoidal 
window is used. It is centred on the current frame where the window is flat, and extrapolation is used to create the 
future signal. The advantage of working on the excitation signal rather than on the synthesis signal is that any potential 
discontinuities introduced by the post processing are smoothed out by the subsequent application of the LP synthesis 
filter. The following text describes the implementation of the music post processing. 

6.1.1.3.4.1 Excitation buffering and extrapolation 

To increase the frequency resolution, a frequency transform longer than the frame length is used. To do so, a 
concatenated excitation vector ( )nuc  is created by concatenating the last 192 samples of the previous frame excitation, 

the decoded excitation of the current frame ( )nu , and an extrapolation of 192 excitation samples of the future frame 

( )nux . This is described below where wL is the length of the past excitation as well as the length of the extrapolated 

excitation, and L  is the frame length. These correspond to 192 and 256 samples respectively, giving the total length 
640=cL  samples: 

 ( )
( )
( )

( )⎪
⎩

⎪
⎨

⎧

−+=
−=
−−=

=
1,...,

1,...,0

1,...

wx

w

c

LLLnnu

Lnnu

Lnnu

nu  (1484) 

The extrapolation of the future excitation samples ( )nux  is computed by periodically extending the current frame 

excitation signal ( )nu  using the decoded factional pitch of the last subframe of the current frame. Given the fractional 

resolution of the pitch lag, an upsampling of the current frame excitation is performed using a 35 samples long 
Hamming windowed sinc function. 

6.1.1.3.4.2 Windowing and frequency transform 

Prior to the time-to-frequency transform a windowing is performed on the concatenated excitation. The selected 
window ( )wnu  has a flat top corresponding to the current frame, and it decreases with the Hanning function to 0 at each 

end. The following equation represents the window used: 
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When applied to the concatenated excitation, an input to the frequency transform having a total length 640=cL  

samples ( LLL wc += 2 ) is obtained in the prototype. The windowed concatenated excitation ( )nuwc  is centered on the 

current frame and is represented with the following equation: 
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During the frequency-domain post processing phase, the concatenated excitation is represented in a transform-domain 
using a type II DCT giving a resolution of 10Hz. The frequency representation of the concatenated and windowed time-
domain CELP excitation fu is given below: 
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where ( )nuwc , is the concatenated and windowed time-domain excitation and cL  is the length of the frequency 

transform. The frame length L  is 256 samples, but the length of the frequency transform cL  is 640 samples for a 

corresponding inner sampling frequency of 12.8 kHz. 

6.1.1.3.4.3 Energy per band and per bin analysis 

After the DCT, the resulting spectrum is divided into critical frequency bands. The critical frequency bands used in the 
prototype are as close as possible to what is specified in [17], and their upper limits are defined as follows: 

 
Hz 6400} 5300, 4400, 3700, 3150, 2700, 2320, 2000, 1720,

 1480, 1270, 1080, 920, 770, 630, 510, 400, 300, 200, {100, = KBC
 (1488) 

The 640-point DCT results in a frequency resolution of 10 Hz (6400Hz/640pts). The number of frequency bins per 

critical frequency band is 

 110} 90, 70, 55, 45, 38, 32, 28, 24, 21, 19, 16, 15, 14, 12, 11, 10, 10, 10, {10, = BM  (1489) 

The average spectral energy per critical frequency band )(iEB  is computed as follows: 
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where ( )hfe  represents the hth frequency bin of a critical band and ij  is the index of the first bin in the ith critical band 

given by 

 530} 440, 370, 315, 270, 232, 200, 172, 148, 127, 108, 92, 77, 63, 51, 40, 30, 20, 10, 0,{=ij  (1491) 
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The spectral analysis also computes the energy of the spectrum per frequency bin, )(kEBIN  using the following 

relation: 

 ( ) ( ) 639,...,0,
1 2 == kkf

L
kE u

c
BIN  (1492) 

Finally, the spectral analysis computes a total spectral energy CE  of the concatenated excitation as the sum of the 

spectral energies of the first 17 critical frequency bands using the following relation: 

 ( ) 0103.3log10
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⎛= ∑ =i BC iEE  (1493) 

6.1.1.3.4.4 Excitation type classification 

The method for enhancing decoded generic sound signal includes an additional analysis of the excitation signal 
designed to maximize the efficiency of the inter-harmonic noise reducer by identifying which frame is well suited for 
the inter-tone noise reduction. 

This classifier not only separates the decoded concatenated excitation into sound signal categories, but it also gives 
instructions to the inter-harmonic noise reducer regarding the maximum level of attenuation and the minimum 
frequency where the reduction can starts. 

The first operation consists in performing an energy stability analysis based on the total spectral energy of the 
concatenated excitation CE : 
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where dE represents the average difference of the energies of the concatenated excitation vectors of two adjacent 

frames, t
CE  represents the energy of the concatenated excitation of the current frame t , and ( )1−t

CE  represents the 

energy of the concatenated excitation of the previous frame 1−t . The average is computed over the last 40 frames. 

Then, a statistical deviation Cσ  of the energy variation over the last fifteen (15) frames is calculated using the 

following relation: 
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where, in the prototype, the scaling factor p  is found experimentally and set to about 0.77. The resulting deviation Cσ  

is compared to four (4) floating thresholds to determine to what extend the noise between harmonics can be reduced. 
The output of this second stage classifier is split into five (5) sound signal categories CATe , named sound signal 

categories 0 to 4. Each sound signal category has its own inter-tone noise reduction tuning. 

The five (5) sound signal categories 0-4 can be determined as indicated in the following table. 

Table 156: Output characteristic of the excitation classifier 

Category (eCAT) Enhanced band (Hz) Allowed reduction (dB) 
0 NA 0 
1 [510, 6400] 6 
2 [510, 6400] 9 
3 [400, 6400] 12 
4 [300, 6400] 12 
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The sound signal category 0 is a non-tonal, non-stable sound signal category which is not modified by the inter-tone 
noise reduction technique. This category of the decoded sound signal has the largest statistical deviation of the spectral 
energy variation and in general comprises speech signal. 

Sound signal category 1 (largest statistical deviation of the spectral energy variation after category 0) is detected when 
the statistical deviation of spectral energy variation history is lower than Threshold 1 and the last detected sound signal 
category is ≥ 0. Then the maximum reduction of quantization noise of the decoded tonal excitation within the frequency 
band 510 to 2SF  Hz is limited to a maximum noise reduction maxR  of 6 dB. 

Sound signal category 2 is detected when the statistical deviation of spectral energy variation is lower than Threshold 2 
and the last detected sound signal category is ≥ 1. Then the maximum reduction of quantization noise of the decoded 
tonal excitation within the frequency band 510 to 2SF  Hz is limited to a maximum of 9 dB. 

Sound signal category 3 is detected when the statistical deviation of spectral energy variation is lower than Threshold 3 
and the last detected sound signal category is ≥ 2. Then the maximum reduction of quantization noise of the decoded 
tonal excitation within the frequency band 4000 to 2SF  Hz is limited to a maximum of 12 dB. 

Sound signal category 4 is detected when the statistical deviation of spectral energy variation is lower than Threshold 4 
and when the last detected signal type category is ≥ 3. Then the maximum reduction of quantization noise of the 
decoded tonal excitation within the frequency band 300 to 2SF  Hz is limited to a maximum of 12 dB. 

The floating thresholds 1-4 help preventing wrong signal type classification. Typically, decoded tonal sound signal 
representing music gets much lower statistical deviation of its spectral energy variation than speech. However, even 
music signal can contain higher statistical deviation segment, and similarly speech signal can contain segments with 
lower statistical deviation. It is nevertheless unlikely that speech and music contents change regularly from one to 
another on a frame basis. The floating thresholds add decision hysteresis and act as reinforcement of previous state to 
substantially prevent any misclassification that could result in a suboptimal performance of the inter-harmonic noise 
reducer. 

Counters of consecutive frames of sound signal category 0, and counters of consecutive frames of sound signal category 
3 or 4, are used to respectively decrease or increase the thresholds. 

For example, if a counter counts a series of more than 30 frames of sound signal category 3 or 4, all the floating 
thresholds (1 to 4) are increased by a predefined value for the purpose of allowing more frames to be considered as 
sound signal category 4. 

The inverse is also true with sound signal category 0. For example, if a series of more than 30 frames of sound signal 
category 0 is counted, all the floating thresholds (1 to 4) are decreased for the purpose of allowing more frames to be 
considered as sound signal category 0. All the floating thresholds 1-4 are limited to absolute maximum and minimum 
values to ensure that the signal classifier is not locked to a fixed category. 

In the case of frame erasure, all the thresholds 1-4 are reset to their minimum values and the output of the signal 
classifier is considered as non-tonal (sound signal category 0) for three (3) consecutive frames (including the lost 
frame). 

If information from a Voice Activity Detector (VAD) is available and it is indicating no voice activity (presence of 
silence), or if the last frame didn’t contain generic audio the decision of the signal type classifier is forced to sound 
signal category 0 ( 0=CATe ). 

6.1.1.3.4.5 Inter-tone noise reduction in the excitation domain 

Inter-tone noise reduction is performed on the frequency representation of the concatenated excitation as a first 
operation of the enhancement. The reduction of the inter-tone quantization noise is performed by scaling the spectrum 
in each critical band with a scaling gain sg  limited between a minimum and a maximum gain ming  and maxg . The 

scaling gain is derived from an estimated signal-to-noise ratio (SNR) in that critical band. The processing is performed 
on frequency bin basis and not on critical band basis. Thus, the scaling gain is applied on all frequency bins, and it is 
derived from the SNR computed using the bin energy divided by an estimation of the noise energy of the critical band 
including that bin. This feature allows for preserving the energy at frequencies near harmonics or tones, thus 
substantially preventing distortion, while strongly reducing the noise between the harmonics. The inter-tone noise 
reduction is performed in a per bin manner over all 640 bins. 
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The minimum scaling gain ming  is derived from the maximum allowed inter-tone noise reduction in dB, maxR . As 

described above, the second stage of classification makes the maximum allowed reduction varying between 6 and 12 
dB. Thus minimum scaling gain is given by 

 20/
min

max10 Rg −=  (1496) 

The scaling gain is computed related to the SNR per bin. Then per bin noise reduction is performed on the entire 
spectrum to the maximum frequency of 6400 Hz. The noise reduction can start at the 2th critical band (i.e. no reduction 
is performed below 300Hz). The excitation type classifier module can push the starting critical band up to the 4th band 
(510 Hz), to reduce any potential degradation. This means that the first critical band on which the noise reduction is 
performed is between 300Hz and 920 Hz, and it can vary on a frame basis. In a more conservative implementation, the 
minimum band where the noise reduction starts can be set higher. 

The scaling for a certain frequency bin k  is computed as a function of SNR , given by 

 ( ) sss ckkkg += SNR )( , bounded by maxmin ggg s ≤≤  (1497) 

Usually maxg  is equal to 1 (i.e. no amplification is allowed), then the values of sk  and sc  are determined such as 

minggs =  for 1=SNR dB, and 1=sg  for 45=SNR dB. That is, for SNRs of 1 dB and lower, the scaling is limited to 

ming  and for SNRs of 45 dB and higher, no noise reduction is performed ( 1=sg ). Thus, given these two end points, 

the values of sk  and sc  in equation are given by 

 44/)1( 2
mingks −=  and 44/)145( 2

min−= gcs  (1498) 

If maxg  is set to a value higher than 1, then it allows the process to slightly amplify the tones having the highest energy. 

This can be used to compensate for the fact that the CELP codec, used in the prototype, doesn’t match perfectly the 
energy in the frequency domain. This is generally the case for signals different from voiced speech. 

The SNR per bin in a certain critical band i  is computed as

 1)(,...,           ,
)(

)(7.0)(3.0
)(NRF

)2()1(

−+=
+

= iMjjh
iN

hEhE
h Bii

B

BINBIN
BIN  (1499) 

where )()1( hEBIN  and )()2( hEBIN  denote the energy per frequency bin for the past and the current frame spectral analysis, 

respectively, as computed in subclause 5.1.5.2, )(iNB  denotes the noise energy estimate of the critical band i , ij  is the 

index of the first bin in the ith critical band, and )(iMB  is the number of bins in the critical band i  as defined above. 

The smoothing factor is adaptive and it is made inversely related to the gain itself. The smoothing factor is given by 

sgs g−= 1α . That is, the smoothing is stronger for smaller gains sg . This approach substantially prevents distortion in 

high SNR segments preceded by low SNR frames, as it is the case for voiced onsets. The smoothing procedure is able to 
quickly adapt and to use lower scaling gains on onsets. 

In case of per bin processing in a critical band with index i , after determining the scaling gain and using SNR  the 
actual scaling is performed using a smoothed scaling gain LPBINg , , updated in every frequency analysis as follows 

 sgsLPBINgsLPBIN gkgkg )1()()( ,, αα −+=  (1500) 

Temporal smoothing of the gains substantially prevents audible energy oscillations while controlling the smoothing 
using gsα  substantially prevents distortion in high SNR segments preceded by low SNR frames, as it is the case for 

voiced onsets or attacks. 

The scaling in the critical band i  is performed as 

 1)(,...,0            ),( )()( ,
' −=++=+ iMhjhfjhgjhf BiuiLPBINiu  (1501) 

where ij  is the index of the first bin in the critical band i  and )(iMB  is the number of bins in that critical band. 
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The smoothed scaling gains )(, kg LPBIN  are initially set to 1. Each time a non-tonal sound frame is processed 

0=CATe , the smoothed gain values are reset to 1 to reduce any possible reduction in the next frame. 

Note that in every spectral analysis, the smoothed scaling gains )(, kg LPBIN  are updated for all frequency bins in the 

entire spectrum. Note that in case of low-energy signal, inter-tone noise reduction is limited to -1.25 dB. This happens 
when the maximum noise energy in all critical bands, ,20,...,0  )),(max( =iiNB  is less or equal to 10. 

6.1.1.3.4.6 Inter-tone quantization noise estimation 

The inter-tone quantization noise energy per critical frequency band is estimated as being the average energy of that 
critical frequency band excluding the maximum bin energy of the same band. The following formula summarizes the 
estimation of the quantization noise energy for a specific band i : 
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where ij  is the index of the first bin in the critical band i , )(iM B  is the number of bins in that critical band, )(iEB  is 

the average energy of a band i , ( )iBIN jhE +  is the energy of a particular bin and )(iNB NB(i) is the resulting estimated 

noise energy of a particular band i . The variable )(iq  represents a noise scaling factor per band that is found 

experimentally and is set such that more noise can be removed in low frequencies and less noise in high frequencies as 
it is shown below: 

 ,15,15,15}1,11,15,1511,11,11,1,11,11,11,0,10,10,1110,10,10,1{=q  (1503) 

6.1.1.3.4.7 Increasing spectral dynamic of the excitation 

The second operation of the frequency post processing provides an ability to retrieve frequency information that is lost 
within the coding noise. The CELP codecs, especially when used at low bitrates, are not very efficient to properly code 
frequency content above 3.5-4 kHz. The following steps take advantage of the fact that music spectrum does not often 
changed substantially from frame to frame. Therefore a long term averaging can be done and some of the coding noise 
can be eliminated. The following operations are performed to define a frequency-dependent gain function. This function 
is then used to further enhance the excitation before converting it back to the time domain. 

6.1.1.3.4.8 Per bin normalization of the spectrum energy 

The first operation consists in creating a weighting mask based on the normalized energy of the spectrum of the 
concatenated excitation. The normalization is done such that the tones have a value above 1.0 and the valleys a value 
under 1.0. To do so, the energy spectrum )(kEBIN  is normalized between 0.925 and 1.925 to get the normalized energy 

spectrum )(kEn  using the following equation: 
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where )(kEBIN  represents the bin energy as calculated in subclause 5.1.5.2. Since the normalization is performed in the 

energy domain, many bins have very low values. The offset 0.925 has been chosen such that only a small part of the 
normalized energy bins would have a value below 1.0. Once the normalization is done, the resulting normalized energy 
spectrum is passed through a power function of 8 to obtain a scaled energy spectrum as shown in the following formula: 

 ( ) ( ) 639,...,08 == kkEkE np  (1505) 

where ( )kEn  is the normalized energy spectrum and ( )kEp is the scaled energy spectrum. A maximum limit of the 

scaled energy spectrum is fixed to 5, creating a ratio of approximately 10 between the maximum and minimum 
normalized energy values. The following equation shows how the function is applied: 
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 ( ) ( )( ) 639,...,0,5min == kkEkE ppl  (1506) 

Where ( )kE pl  represents limited scaled energy spectrum and ( )kE p  is the scaled energy spectrum. 

6.1.1.3.4.9 Smoothing of the scaled energy spectrum along the frequency axis and the time axis 

With the last two operations, the position of the most energetic pulses begins to take shape. Applying power of 8 on the 
bins of the normalized energy spectrum is a first operation to create the mask that increases the spectral dynamics. The 
next 2 operations enhance this spectrum mask. First the scaled energy spectrum is smoothed along the frequency axis 
from low frequency to the high frequency with an averaging filter. Then, the resulting mask is processed along the time 
domain axis to smooth the bin values from frame to frame. 

The smoothing of the scaled energy spectrum along the frequency axis can be described with following function: 
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Finally, the smoothing along time axis results in a time-averaged amplification/attenuation weighting mask mG  to be 

applied to the spectrum '
uf . The weighting mask, also called gain mask, is described with the following equation: 
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where plE  is the scaled energy spectrum smoothed along the frequency axis, t  is the frame index, and mG  is the 

time-averaged weighting mask. 

A slower adaptation rate has been chosen for the lower frequencies to substantially prevent gain oscillation. A faster 
adaptation rate is allowed for higher frequencies since the positions of the tones are more likely to change rapidly in the 
higher part of the spectrum. With the averaging performed on the frequency axis and the long term smoothing 

performed along the time axis, the final vector ( )kGt
m  is used as a weighting mask to be applied directly on the 

enhanced spectrum '
uf of the concatenated excitation. 

6.1.1.3.4.10 Application of the weighting mask to the enhanced concatenated excitation spectrum 

The weighting mask defined above is applied differently depending on the output of the excitation type classifier (value 
of CATe ). The weighting mask is not applied if the excitation is classified as category 0 ( 0=CATe ; i.e. high 

probability of speech content). 

 For the first 1 kHz, the mask is applied if the excitation is not classified as category 0 ( 0≠CATe ). Attenuation is 

possible but no amplification is performed in this frequency range (maximum value of the mask is limited to 1). 

If more than 25 consecutive frames are classified as category 4 ( 0=CATe ; i.e. high probability of music content), but 

not more than 40 frames, then the weighting mask is applied without amplification for all the remaining bins (the 
maximum gain 0maxG  is limited to 1, and there is no limitation on the minimum gain). 

When more than 40 frames are classified as category 4, for the frequencies between 1 and 2 kHz the maximum gain 

1maxG  is set to 1.5 for bitrates below 12650 bits per second (b/s). Otherwise the maximum gain 1maxG  is set to 1. In 

this frequency band, the prototype fixes the minimum gain 1minG  to 0.75 only if the bitrate is higher than 15850 b/s, 

otherwise there is no limitation on the minimum gain. 
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For the band 2 to 4 kHz, the maximum gain 2maxG  is limited to 2 for bitrates below 12650 b/s, and it is limited to 1.25 

for the bitrates equal to or higher than 12650 b/s and lower than 15850 b/s. Otherwise, then maximum gain 2maxG  is 

limited to 1. Still in this frequency band, the minimum gain 2minG  is 0.5 only if the bitrate is higher than 15850 b/s, 

otherwise there is no limitation on the minimum gain. 

For the band 4 to 6.4 kHz, the maximum gain 3maxG  is limited to 2 for bitrates below 15850 b/s and to 1.25 otherwise. 

In this frequency band, the prototype fixes the minimum gain 3minG  to 0.5 only if the bitrate is higher than 15850 b/s, 

otherwise there is no limitation on the minimum gain. 

6.1.1.3.4.11 Inverse frequency transform and overwriting of the current excitation 

After the frequency domain enhancement is completed, an inverse frequency-to-time transform is performed in order to 
get the enhanced temporal excitation back. The frequency-to-time conversion is achieved with the same type II DCT as 

used for the time-to-frequency conversion. The modified time-domain excitation ( )nutd
'  is obtained as 
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where uf "  is the frequency representation of the modified excitation, ( )nutd
'  is the enhanced concatenated excitation, 

and cL  is the length of the concatenated excitation vector. 

To avoid adding delay to the synthesis, it has been decided to avoid overlap-and-add algorithm in the LP domain path. 
Thus, the exact length of the final excitation fu  is used to generate the synthesis directly from the enhanced 

concatenated excitation, without overlap as shown in the equation below: 

 ( ) ( ) 255,...,0,' =+= nLnunu wtdf  (1510) 

Here wL  represents the length of the section of the window that was applied on the past segment of the excitation, prior 

to the frequency transformation. 

6.1.2 Source Controlled VBR decoding 

6.1.3 Synthesis 

The LP synthesis is performed by filtering the post-processed excitation signal )(nu  through the LP synthesis filter.. 

The decoded and interpolated LP coefficients, iâ , are used to construct the synthesis filter, ( )zÂ1 . 

The reconstructed speech for the subframe of size 64 is given by 

 ( ) ∑
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−−=
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i insanuns  (1511) 

The synthesized signal is then de-emphasized by filtering through the filter )68.01(1 1−− z  (inverse of the pre-emphasis 

filter applied at the encoder input). 

The de-emphasis synthesis speech $( )s n  is then passed through an adaptive post-processing which is described in the 
following section. 
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6.1.4 Post-processing 

The decoded signal is conveyed to several post-processing blocks. First an adaptive post-filtering is applied for 
enhancing the formant and harmonic structure of the signal. In a second step, a bass-post-filter treats the low 
frequencies. 

6.1.4.1 Adaptive post-filtering 

The post-filtering is similar to ITU-T G.729 post-processing with the main difference that it is performed at 12.8 or 16 
kHz. The adaptive post-filter is a cascade of three filters: a long-term post-filter, ( )zH p , a short-term post-filter, 

( )zH f , and a tilt compensation filter, ( )zHt , followed by an adaptive gain control procedure. The post-filter 

coefficients are updated in every subframe. The post-filtering process is organized as follows. First, the reconstructed 

signal, )(ˆ ns pre , is inverse-filtered through ( )nzA γ/ˆ  to produce the residual signal, ( )nr̂ . This signal is used to 

compute the delay, T , and gain, lg , of the long-term post-filter ( )zH p . The signal, ( )nr̂ , is then filtered through the 

long-term post-filter, ( )zH p
, and the synthesis filter, ( )]/ˆ/[1 df zAg γ . Finally, the output signal of the synthesis filter, 

( )]/ˆ/[1 df zAg γ  is passed through the tilt compensation filter, ( )zH p
, to generate the post-filtered reconstructed signal, 

)(ˆ ns f . Adaptive gain control is then applied to )(ˆ ns f  to match its energy to the energy of )(ˆ ns pre . The post-filter 

parameters nγ  and dγ  are described in detail in subclauses 6.1.4.1.3. and 6.1.4.1.4. 

The long-term post-filter is only applied for NB modes and is bypassed for WB and SWB. In WB and SWB cases, the 
post-filtering consists of a cascade of only two filters: a short-term post-filter, ( )zH f  (see subclause 6.1.4.3), and a tilt 

compensation filter, ( )zH t  (see subclause 6.1.4.4), followed by an adaptive gain control procedure (see subclause 

6.1.4.5). 

At 9.6 kbit/s NB decoding, the long-term post-filter, ( )zH p is active only for clean speech when the level of 

background noise is less than 20 dB. It is also desactivacted for UC mode. 

6.1.4.1.1 Long-term post-filter 

The long-term post-filter is given by: 
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where T is the pitch delay, and gl is the gain coefficient. Note that lg is bounded by 1, and is set to zero if the long-term 

prediction gain is less than 3 dB. The factor pγ  controls the amount of long-term post-filtering and has the value of 

5.0=pγ . The long-term delay and the gain are computed from the residual signal, ( )nr̂ , obtained by filtering )(ˆ ns  

through ( )nzA γ/ˆ , which is the numerator of the short-term post-filter (see subclause 6.1.4.2). That is 
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The long-term delay is computed using a two-pass procedure. The first pass selects the best integer pitch delay, 0T , in 

the range ⎣ ⎦ ⎣ ⎦[ ];1;1 ]0[]0[ +− frfr dd , where ⎣ ⎦]0[
frd  is the integer part of the (transmitted) fractional pitch lag in the first 

subframe. The best integer, 0T , is the one that maximizes the correlation 
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The second pass chooses the best fractional pitch delay, T , with resolution 1/8 around 0T . This is done by finding the 

delay with the highest pseudo-normalized correlation 
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where ( )nrk̂  is the residual signal at a fractional delay, k . The fractional delayed signal, ( )nrk̂ , is first computed using 

an interpolation filter of length 33. Once the optimal fractional delay, T , is found, ( )nrk̂  is recomputed with a longer 

interpolation filter of length 129. The new signal replaces the previous one only if the longer filter increases the value 
of ( )TR′ . Then, the corresponding correlation, ( )TR′ , is normalized with the square-root of the energy of ( )nr̂ . The 

squared value of this normalized correlation is then used to determine if the long-term post-filter should be disabled. 
That is, if 
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the long-term post-filter is disabled by setting 0=lg . Otherwise, the value of lg  is computed as 
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6.1.4.1.2 Short-term post-filter 

The short-term post-filter is given by 
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where ( )zÂ  is the quantized LP analysis filter (LP analysis is not done at the decoder) and the factors nγ  and dγ  

control the amount of short-term post-filtering. The gain, fg , is calculated on the truncated impulse response, )(nh f , 

of the filter ( ) ( )dn zAzA γγ /ˆ//ˆ  and is given by 

 ( )∑
=

=
19

0n

ff nhg  (1519) 

Note that the gain, fg , will be modified according to the noise level as explained in the next clause. 

6.1.4.1.3 Post-filter NB parameters 

In the ITU-T G.729 codec, the post-filter parameters nγ , dγ  and fg have fixed values. If a variable, called the long-

term normalized noise gain, normg , is less than 25.0 and an active signal is detected, nγ  has a value limited in the 

range [0.55, 0.70] and dγ  has a value limited in the range [0.65, 0.75] as expressed by 

 45.105.0 +−= normn gγ  (1520) 
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 9.001.0 +−= normd gγ  (1521) 

Otherwise (not an active signal or normg  ≥ 25.0), nγ  = 0.1 and dγ  = 0.15. 

In the case of the GSC mode the post-filter parameters nγ , dγ  and fg   are set to 1. 

The long-term normalized noise gain, normg , is updated only when in UC mode and when no signal activity is detected 

( 0=SADf ). The update is performed as 

 normnormnorm ggg 05.095.0 +=  (1522) 

where normg  is the normalized gain of random excitation in the UC mode, calculated as 
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In the equation above, gE  is the quantized gain of the random excitation, )(nc , used in TC mode, which has been 

quantized with 7 bits in the logarithmic energy domain. The modified value of fg in equation (1523) is not filtered. 

The modified value of fg is computed as 

 ( )fff ggg −+=′ 0.1μ  (1524) 

where the factor μ  is derived from normg   as follows 

 ( )
4

1.0
0.15−= normgμ ,   constrained by 25.00 ≤≤ μ  (1525) 

Thus, the short-term post-filter, described in subclause 6.1.4.1.2, is used with the modified value of gain, fg ′ , and not 

fg . These modifications help to diminish the effect of post-filtering in noisy conditions. 

6.1.4.1.4 Post-filter WB and SWB parameters 

The post-filter parameters nγ , dγ for WB and SWB have fixed values, which depend on decoding mode. The filter may 

operate at both internal sampling frequencies 12.8 kHz and 16 kHz. In case of 12.8 kHz internal frequency the 
parameters take the default value nγ  = 0.7, dγ = 0.75 

Table 157 Post filter WB and SWB parameters for 12.8 kHz 

Mode Inactive & AMRWB IO 
clean speech 

< 13.2 kbit/s 
clean 

speech 

< 24.4 kbit/s 
clean 

speech 

≤ 32 kbit/s 
clean 

speech 

< 15.85 kbit/s 
noisy speech 

≤ 32 kbit/s 
noisy speech 

nγ  0.7 0.80 0.75 0.72 0.75 0.7 

 

In case of 16 kHz internal frequency, noisy speech (the level of background noise is less than 20) and for any mode not 
depicted in the table below the parameters take the default value dγ  = 0.76, nγ = 0.76. 

Table 158 Post filter WB and SWB parameters for 16 kHz 

Mode 13.2 kbit/s 16.4 kbit/s 24.4 kbit/s 32 kbit/s 

nγ  0.82 0.80 0.78 0.78 

6.1.4.1.5 Tilt compensation 

The filter ( )zHt  compensates for the tilt in the short-term post-filter ( )zH f  and is given by 
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 ( ) ( )1
11

1 −+= zk
g

zH t
t

t γ  (1526) 

where  1ktγ  is a tilt factor with tk  being the first reflection coefficient, calculated from )(nh f as 

 
( )
( )0

1
1

h

h

r

r
k −=  (1527) 

where 

 ( ) ( ) ( )∑
−

=

+=
i

j

ffh ijhjhir
19

0

 (1528) 

The gain term 11 kg tt γ−=  compensates for the decreasing effect of fg in ( )zH f . Furthermore, it has been shown that 

the product ( )zH f ( )zHt has generally no gain. Two values are used for tγ  depending on the sign of 1k . If 1k  is 

negative, tγ = 0.9, and if 1k  is positive, tγ  = 0.2. 

6.1.4.1.6 Adaptive gain control 

Adaptive gain control is used to compensate for gain differences between the synthesized signal, )(ˆ ns pre , and the post-

filtered signal, )(ˆ ns f . A gain factor, gf ,  for the current subframe is computed by 

 

( )

( )∑

∑

=

==
63

0

63

0

ˆ

ˆ

n

f

n

pre

g

ns

ns

f  (1529) 

Then, the post-filtered signal, )(ˆ ns f , is scaled as 

 )(ˆ)()(ˆ nsngns fcontf = ,   for n = 0,…,63 (1530) 

where )(ngcont  is a continuous gain, updated on a sample-by-sample basis for NB input as 

for NB input 

 gcontcont fngng 0125.0)1(9875.0)( +−= ,   for n = 0,…,63 (1531) 

for SWB TBE input 

 gcontcont fngng 15.0)1(85.0)( +−= ,   for n = 0,…,63 (1532) 

The initial value of 0.1)1( =−contg  is used. Then, for each new subframe, )1(−contg  is set equal to )63(contg  of the 

previous subframe. 

For NB signals, the post-filtered synthesized signal, )(ˆ ns f , is used instead of )(ˆ ns pre  for signal de-emphasis, as 

described in subclause 6.3. 

6.1.4.2 Bass post-filter 

This clause describes the functionality of the bass post-filter, a low-frequency pitch enhancement procedure, which is 
closely related to the corresponding procedures in [11]. 

The main difference compared to the previous standards is that the last step of post filtering is performed in the 
frequency domain. The reason for this is a different method of resampling from the internal sampling frequency to the 
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output sampling frequency. Instead of time domain resampling (see clause 7.6 in [25]) complex low delay filter bank 
synthesis is used (see subclause 6.9). 

The filter is applied to all LP-based modes up to 32 kbit/s except for NB noisy speech (the level of background noise  > 
20). 

The bass post-filter uses two-band decomposition and adaptive filtering is applied only to the lower band. This results in 
a total post-processing that is mostly targeted at frequencies near the first harmonics of the synthesized signal. 

 

 

Figure 91: Block diagram of bass post-filter 

Figure 91 shows the block diagram of the low-band pitch enhancer. Note that this is a simplified block diagram, which 
is equivalent to adding the low-pass filtered enhanced signal to the high-pass filtered signal (see subclause 6.1.3 in 
[11]). The decoded signal, )(ˆ ns , is first processed through an adaptive pitch enhancer module leading to an enhanced 

(full-band) signal, )(ˆ ns f . By subtracting the decoded signal, an enhancement signal, )(nr , is obtained. Then CLDFB 

analysis (see subclause 5.1.2) is applied to transform signal into frequency domain )(kRC . This signal is subsequently 

filtered in the frequency domain through a low-pass filter to obtain the signal )(ˆ kRC  which is the low-band part of this 

enhancement signal. Frequency domain filtering means multiplying )(kRC  with a low-pass filter’s frequency 

response )(kWC . The enhanced signal after post-processing, )(ˆ kSoutC , is then obtained by adding the low-band 

enhancement signal to the transformed into frequency domain decoded signal )(ˆ kSC . Resampling to the output 

sampling frequency and converting into time domain signal, )(ˆ nsout , which is performed by CLDFB synthesis, is not a 

part of the bass post-filter and is applied for all modes (see subclause 6.9). 

The object of the pitch enhancer module is to reduce the inter-harmonic noise in the decoded signal, which is achieved 
here by a time-varying linear filter described by the following equation: 

 )()(ˆ)1()(ˆ nsnsns pf αα +−=  (1533) 

where )(ˆ ns f  is the output signal of the pitch enhancer, α is a coefficient that controls the inter-harmonic attenuation. 

The signal )(ns p is a coefficient that controls the inter-harmonic attenuation. The signal )(ns p  is the two-sided long-

term prediction signal that is computed in each subframe as 

 )(ˆ5.0)(ˆ5.0)( TnsTnsns p ++−=  (1534) 

where T  is the pitch period of the decoded signal )(ˆ ns . Parameters T  and α  vary in time. With a value of  1=α , the 

gain of the filter described by equation (1533) is exactly 0 at frequencies )2/(1 T , )2/(3 T , )2/(5 T , etc.; i.e., at the mid-
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point between the harmonic frequencies T/1 , T/3 , T/5 , etc. When α approaches 0, the attenuation between the 
harmonics produced by the filter of equation (1533) decreases. 

The pitch parameter   is the received closed-loop pitch lag of the respective subframe. However, this parameter is only 
accurate for the part of the two-sided long-term prediction of Equation (1534) predicting from the past pitch cycle. The 
prediction from the future pitch cycle may be less accurate, especially if the pitch lag value is not constant. 

Thus, in order to improve the prediction accuracy, in case of voiced onset frames it is preferable to make use of the 
pitch lag value of the subframe containing the future pitch cycle, i.e., of that subframe whose closed-loop pitch lag 
points into the present subframe. This requires the availability of pitch lag parameters of a frame following the current 
frame. 

The pitch lag parameter,  , is further enhanced by means of a pitch tracker which makes the pitch contour smoother and 
avoids pitch doublings. 

The factor α  is computed as follows. First, the correlation between the signal and the predicted signal is given by 

 ∑
−

=

=
1

0

)()(ˆ
N

n

pp nsnsC  (1535) 

and the energy of the predicted signal is given by 

 ∑
−

=

=
1

0

)()(
N

n

ppp nsnsE  (1536) 

The factor α  is given by 

 
)10(5.0

1.0 ppE
p

p

E

C

+
=α , constrained by 10 ≤≤ α , (1537) 

where ppE  is the mean prediction error energy in dB in the present subframe. The mean prediction error energy, ppE is 

updated for the next subframe as follows. The long-term prediction error is first computed by 

 )()(ˆ)( ns
E

C
nsne p

p

p
p −=  (1538) 

and then pre-emphasized using the relation 

 )1(95.0)()( −−= nenene pppp  (1539) 

The energy of the pre-emphasized error signal is then computed in dB as 

 
⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡
= ∑

−

=

1

0

)()(log10
N

n

pppppp neneE  (1540) 

and the mean error energy is then updated in every subframe by 

 pppppp EEE 01.099.0 +=  (1541) 

with initial value 40=ppE . 

The factor α  is further adapted to a measure of signal stationarity, which limits the level of inter-harmonic attenuation 

when the signal is not in a steady-state mode. The adaptation is based on the stability factor of the current frame, [ ]0θ  

and a recursively smoothed version of stability factor ]0[θ  defined as 

 [ ] [ ] [ ]100 2.08.0 −⋅+⋅= θθθ  (1542) 
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The factor α , defined in equation (1537), is finally scaled as 

 [ ] [ ] [ ] αθθθα ⋅−−+= )0.215.01( 000  (1543) 

Since larger portions of noise are aurally masked when the signal rapidly changes, the above adaptation gives a better 
balance between attenuation of quantization noise and signal degradation. 

At 16.4 and 24.4 kbps, the factor α  is adjusted by decoding the gain adjustment γα̂ , which is quantized at the encoder 

(see subclause 5.2.4) and transmitted in the bitstream on 2 bits. 

 ααα γ ⋅= ˆ  (1544) 

6.1.5 Decoding of upper band for LP-based Coding Modes 

6.1.5.1 Decoding Time-domain Bandwidth Extension 

The time domain bandwidth extension decoder synthesizes the high band excitation signal from the excitation signal 
generated by the low band ACELP decoder and a set of high band model parameters received from the time domain 
bandwidth extension encoder. The synthesized high band signal is then combined with the output from the lowband 
ACELP decoder to generate a superwideband output. The high level schematic of the time domain bandwidth extension 
decoder is shown in figure 92. 
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Figure 92: Time domain bandwidth extension decoder 

6.1.5.1.1 Generation of the upsampled version of the lowband excitation 

An upsampled version of the low band excitation signal is derived from the ACELP core as show in figure 92. For each 
ACELP core coding subframe, i, a random noise scaled by a factor voice factor, iVf  is first added to the fixed codebook 

excitation that is generated by the ACELP core encoder. The voice factor is determined using the subframe maximum 
normalized correlation parameter, ,iβ  that is derived during the ACELP encoding. First the iβ  factors are combined to 

generate iVf . 

 ( ) 234.05.05.034.0 iiiVf ββ ×−+×+=  (1545) 

iVf  calculated above is limited to a maximum of 1 and a minimum of 0. When the ACELP coder type is voiced the Vf 

is modified based on the integer pitch value T0 is modified as in the pseudo-code below: 

if((coder_type == VOICED)) 
   if(T0 <= 57.75f) 
      iVf  = -0.0126f*T0 + 1.23f; 
   else if(T0 > 57.75f && T0 < 115.5f) 
      iVf  = 0.0087f*T0; 
   end 
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end 
 
Regardless of the ACELP coder type, if the open loop pitch lag T0 exceeded 115, Vf is set to 1; 

( ) ( ) ( )  2560  1 ≤≤×+= nfornrandomVfncoden iε  if the ACELP core encodes a maximum of 6.4 KHz or 3200 ≤≤ n  if 

the ACELP core encodes a maximum bandwidth of 8 KHz. 

The ACELP fixed code book excitation signal mixed with noise is then resampled by a factor β . The resampling factor 

 β is set to 5/2 when the ACELP core encodes a maximum bandwidth of 6.4 KHz and it is set to 2 when the ACELP 

core encodes a maximum bandwidth of 8 KHz. 

The resampled output is scaled by the ACELP fixed codebook gain and added to a delayed version of itself. 

 ( ) ( ) ( )Pngngn pc βεεε −×+×= 22  (1546) 

where gc is the subframe ACELP fixed codebook gain, gp is the subframe ACELP adaptive codebook gain and P is the 
open loop pitch lag. 

6.1.5.1.2 Non-Linear Excitation Generation 

The excitation signal ( )nε  is processed through a non-linear function in order to extend the pitch harmonics in the low 

band signal into the high band. The non-linear processing is applied to a frame of ( )nε  in two stages; the first stage 

works on the first half subframe (160 samples) of ( )nε  and the second stage works on the second half subframe. The 

non-linear processing steps for the two stages are described below. In the first stage 160, 0 21 == nn , and in the second 

stage, 320, 160 21 == nn . 

First, the maximum amplitude sample maxε  and its location relative to the first sample in the stage maxi  are 

determined. 

 ( )( ) ( )( ) 211      max nnnfornnargmaxiandn maxmax <≤−== εεε  (1547) 

Based on the value of maxε , the scale factor sf  is determined. 
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The scale factor sf  and the previous scale factor parameter from the memory prevsf  are then used to determine the 

parameter scale step ss . 
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If 0≤prevsf , then sssf prev =  

The output of the non-linear processing ( )nNLε  is derived as per 

 ( ) ( ) ( )
( ) ( )⎪⎩

⎪
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= 212
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ε  (1550) 

The previous scale factor parameter is updated recursively for all maxij <  according to 

for(j=n1; j< n2; j++) 
 if(j<imax) 
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 prevsf =  prevsf ss×  

 end 
end 

6.1.5.1.3 De-quantization of high band parameters 

The high band LSF, gain shape and gain frame parameters are de-quantized by looking up the quantization tables for 
these parameters based on the indices. The LSF de-quantization is done as follows: 

6.1.5.1.3.1 LSF de-quantizing 

The first five LSFs 5,,1,ˆ
K=kSHB

kρ  are reconstructed directly from the received CB indices. The mirroring 

frequency and optimal grid are reconstructed from the received indics. The upper-half ot the coefficients 

10,,6,ˆ
K=kSHB

kρ  are reconstructed by flipping the lower-half of the coefficients over the reconstructed mirroring 

frequency, rescaling  and then smoothing with the reconstructed optimal grid, as described in subclause 5.2.4.1.3.1. 
 

 ( ) 5,,1~~1ˆ
,5 K=+−=+ kg
kik

SHB
kk

SHB
k optλρλρ  (1551) 

Using the received VQ index parameter for the gain shape, the de-quantized gain shape vector that contains the gain 
shape parameter in the log domain is retrieved. The quantized gain shape parameters ( ) 4,1 for …=jjgsq  are then 

obtained from the log domain values by inverse logarithm operation. 

The de-quantized frame gain parameter qGF  is obtained by obtaining the log domain frame gain value from the table 

and by converting this back into linear domain by inverse logarithm operation. 

For the bit rates of 24.4 kb/s and 32 kb/s, the de-quantized high band subframe residual energy ( )jqresϑ̂ , the de-

quantized high band target energy, qϑ  and the mixing factor, qfac   ,are obtained by table lookup using the respective 

received indices.  

6.1.5.1.4 LSP interpolation 

Refer to subclauses 5.2.6.1.4 and 5.2.6.1.4.2 for 24.4 kbps and 32kbps LSP interpolation. 

6.1.5.1.4.1 LSP interpolation at 13.2 kbps and 16.4 kbps 

Refer to subclause 5.2.4.1.4.1 

6.1.5.1.5 Spectral flip in time domain 

The non-linear excitation ( )nNLε  is spectrally flipped so that the high band portion of the excitation is modulated down 

to the low frequency region. This spectral flip is accomplished in time domain 

 ( ) ( ) ( ) 319,0 , 1 …=−= nfornn NL
n

flipped εε  (1552) 

6.1.5.1.6 Down-sample using all-pass filters 

( )flipped nε  is then decimated using a pair of all pass filters to obtain an 8 KHz bandwidth (16 KHz sampled) excitation 

singal ( )16k nε . This is done by filtering the even samples of ( )flipped nε  by an all pass filter whose transfer function 

is given by 
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And the odd samples of ( )flipped nε  by an all pass filter whose transfer function is given by 
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The 16 KHz sampled excitation signal ( ) 159,0  16 …=nfornkε  are obtained by averaging the outputs of the above filter. 

These filter coefficients are described in subclause 5.2.6.1.9. 

6.1.5.1.7 Adaptive spectral whitening 

Due to the nonlinear processing applied to obtain the excitation signal ( )nk16ε , the spectrum of this excitation is no 

longer flat. In order to flatten the spectrum of the excitation signal ( )nk16ε , 4th order linear prediction coefficients are 

estimated from ( ). 16 nkε The spectrum of ( )nk16ε  is then flattened by inverse filtering ( )nk16ε  using the linear 

prediction filter. 

The first step in the adaptive whitening process is to estimate the autocorrelation of the excitation signal 

 ( ) ( ) ( ) 159,0  4, ,0,  1616

1

…=…=−×=∑
−

=

nandkknnkr kk

L

kn

SHB
exc εε  (1555) 

A bandwidth expansion is applied to the autocorrelation coefficients by multiplying the coefficients by the expansion 
function: 

 ( ) ( ) ( ) 4, ,0,  ˆ …=×= kkwackrkr SHB
exc

SHB
exc  (1556) 

The bandwidth expanded autocorrelation coefficients are used to obtain LP filter coefficients, ,5, ,1, …=kaWHT
k  by 

solving the following set of equations using the Levinson-Durbin algorithm as described in section. 

 ( ) ( ) 4,1,  ˆˆ
4

1

…=−=−×∑
=

iirkira SHB
exc

SHB
exc

WHT
k

k

 (1557) 

It must be noted that 11 =WHTa . 

The whitened excitation signal ( )WHT nε   is obtained from ( )16k nε  by inverse filtering 

 ( ) ( ) ( )knann k
WHT
k

k

kWHT −−= ∑
=

16

4

1

16 εεε  (1558) 

4 samples of ( )nk16ε  from the previous frame are used as memory for the above filtering operation. 

For bit rates 24.4 kb/s and 32 kb/s, the whitened excitation is further modulated by the normalized residual energy 

parameter ( )jresϑ̂ . In other words, for bitrates 24.4 kb/s and 32 kb/s, 

 ( )( ) ( )( ) ( ) ( ) 4,1  80801  ˆ801801 …=×<≤×−×+×−=+×− jandjnjforjnjnj resWHTWHT ϑεε  (1559) 

6.1.5.1.8 Envelope modulated noise mixing 

To the whitened excitation, a random noise vector whose amplitude has been modulated by the envelope of the 
whitened excitation is mixed using a mixing ratio that is dependent on the extent of voicing in the low band. 

First, ( ) ( )nneabs WHTε=  is calculated and then the envelope of the envelope of the whitened excitation signal 

( ) nWHTε is calculated by smoothing ( )neabs  

 ( ) ( ) ( )121 −×+×= nenvNEneabsnenvNE αα  (1560) 
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In SWB, the factors 1α  and 2α  are calculated using the voicing factors,  iVf  for subframes 1, 4i = … , determined 

from the low band ACELP encoder. The average of the 4 voicing factors, ∑ =
×=

4,..1
25.0

i iVfVf , is calculated and 

modified as VfVf ×−= 49875.009875.1 . This is then confined to values between 0.6 and 0.999. Then 1α  and 2α  are 

estimated as 

 Vf−=11α  (1561) 

 Vf−=2α  (1562) 

However, for bit rates 16.4 kb/s and 24.4 kb/s and if TBE was not used in the previous frame, 1α  and 2α  are set to 

 2.01 =α  (1563) 

 8.02 −=α  (1564) 

and for 0=n , )1( −nenvNE is substituted by an approximated value approxprevenvNE ,  as 

 ∑
=

=
19

0

, )(
20

1

n

approxprev neabsenvNE  (1565) 

In WB mode, the factors 1α  and 2α are initialized to 05.01 =α and 96.02 −=α . However, if the bitrate is 9.6kb/s, they 

might get reset to 2.01 =α and 8.02 −=α if the if the low band coder type is voiced or 35.0>Vf , or to 

01.01 =α and 99.02 −=α  if the low band coder type is unvoiced or 2.0<Vf . 

A vector of random numbers, ( )nrnd  of length 160 is then modulated by ( )nenvNE  to generate ( )nrnwht  as 

 ( ) ( ) ( )nenvNEnrndnrnwht ×=  (1566) 

The whitened excitation is then de-emphasized with 68.0=μ  which is the pre-emphasised effect since the used 

spectrum is flipped. 

 ( ) ( ) ( )1−×+= nrnnrnnrn whtwhtwht μ  (1567) 

If the lowband coder type is unvoiced, the excitation ( )nrnwht  is first rescaled to match the energy level of the whitened 

excitation ( )nWHTε  

 ( ) ( )nrnscalenrn whtwht ×=  (1568) 

where ( ) ( ) 2319

0

2319

0
)()( nrnnscale wht

i
wht

i ∑∑ ==
= ε and then pre-emphasised with μ =0.68 to generate the final 

excitation which is the de-emphasised effect since the used spectrum is flipped. 

 ( ) ( ) ( )11 −×−= nrnnrnn whtwht με  (1569) 

If the lowband coder type was not un-voiced, the final excitation is calculated as 

 ( ) ( ) ( )nnrnn whtwht εααε ×+×= 211  (1570) 

For bit rates less than 24.4 kb/s, the mixing parameters 1α  and 2α  are estimated for other low band coder types as 

 ( ) 4/1
1 iVf=α  (1571) 
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For bit rates 24.4 kb/s and 32 kb/s, the mixing parameters 1α is estimated for other low band coder types as follows: 

 ( ) ( )formanti facVf ×−×= 15.00.11α  (1573) 

where the parameter formantfac  is defined in in subclause 5.2.6.1.13. 

For bit rates 24.4 kb/s and 32 kb/s, the mixing parameters 2α  is calculated as for bit rates at 13.2 kbps and 16.4kbps. 

 

 

6.1.5.1.9 Spectral shaping of the noise added excitation 

The excitation signal ( )n1ε  is then put through the high band LPC synthesis filter that is derived from the quantized 

LPC coefficients (see subclause 5.2.4.1.3). 

For bitrates below 24.4 kb/s, a single LPC synthesis filter 11, 1, ~ …=ka SHB
k  is used and the shaped excitation signal 

( )nsε  is generated as 

 ( ) ( ) ( )knsanns SHB
k

k

−×−= ∑
=

εεε ~
11

1

1  (1574) 

For bitrates above 24.4 kb/s the LPC synthesis filter is applied to the excitation signal ( )n1ε  in four subframes based on 

 ( )( ) ( )( ) ( ) ( )( ) 4,,1801~801801
11

1

1 K=−×−+×−×−+=×−+ ∑
=

jforkjnsjajnjns SHB
k

k

εεε  (1575) 

6.1.5.1.10 Post processing of the shaped excitation 

Refer to subclause 5.2.4.1.13 

6.1.5.1.11 Gain shape update 

The gain shapes are updated according to the coding type of both the current frame and the previous frame. The pitch 
gain of the current frame is also taken into account. 

The pitch gain gspitch of the current frame is calculated by 54,,...,1),(_ orNNjjbufpitch == : 
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j
gs  (1576) 

If the coding type of the current frame and the previous frame are the same, or the coding type of the current frame is 
GENERIC and the coding type of the previous frame is VOICED, or the coding type of the current frame is VOICED 
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and the coding type of the previous frame is GENERIC, and the pitch gain of the current frame gspitch  is greater than 

70, then the gain shape parameters are smoothed as follows: 

 4,3,2,1),(*5.0)(*)(/)(*5.0)( _ =+= jjgsjgsjEnerjEnerjgs qprevqprevq  (1577) 

 4,3,2,1,)0125.0*)80*(()( 2
79

0

=+= ∑
=

jnjsjEner

n

ε  (1578) 

where 4,3,2,1),( =jjEner are the subframe energies in the shaped excitation signal of the current frame,  

4,3,2,1),( =jjEnerprev  are the subframe energies in the shaped excitation signal of the previous 

frameand 4,3,2,1),(_ =jjgs prevq  are the quantized gain shape parameters of the previous frame. 

6.1.5.1.12 SHB synthesis 

In order to smooth the evolution of the post-processed spectrally shaped highband excitation signal at the frame 
boundary, the energy ratio between the current frame’s overlap samples and the previous frame’s overlap samples are 
calculated as below: 
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)(
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nbs

SclF

ε

ε

 (1579) 

where ADL_SHB_LAHE  is 20 samples. The tenth-order LPC synthesis performed as described according to subclause 
6.1.5.1.9 uses a memory of ten samples, thus there is atleast a ten sample energy propagation from the previous frame 
into the current frame. When calculating the energy scaling to be applied to the current frame, it should be noted that the 
first 10 samples of the present frame are considered as a part of previous frame energy. If the voicing factor 0Vf is 

greater than 0.75, the numerator in the above equation is attenuated by 0.25. The spectrally shaped high band excitation 
signal is then modified by the above scaling factor as follows: 
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nbs ε

ε
ε  (1580) 

For bit rates 24.4 kb/s or higher, gain shape values are then up sampled from 4 values to 16 values as described in 
below.  First subframe energies from the spectrally shaped highband excitation signal are calculated. 

 ∑
−×+

×=
×=

180)1(

80

2)(0125.0)(
j

ji

ibsjEt ε  for 3,2,1,0=j  (1581) 

The interpolated gain shape parameters are obtained as follows 

))4/(()( kfloorgskgs qtemp =  for 15,...,1,0=k  

[ ]
otherwise )(

 )1()1()()( if )()(/)1()1(5.0
)(int kgs

kgskEtkgskEtkgskEtkgskEt
kgs

temp

temptemptemptemp −×−>×+−×−×
=  

Based on either )(int kgs  or )(kgsq (depending on the bit rate), the shaped highband excitation signal is scaled. The 

scaling is performed using overlapping windows as described below: 
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( ) ( ) ( )( ) ( )  359,0 for 2080120 1

4

1

…=−××−−×=− ∑
=

nnsjnswinjgsns q

j

scaled εε where the definition of swin1 is 

described in section 5.2.6.1.15.  The scaled excitation is then finally multiplied by the quantized frame gain to obtain 
the highband synthesized signal. 

( ) ( )2020 −×=− nsgfnsyn scaledscaled ε  for n=0,…359 

The overlap portion from the previous frame are then added to the first 20 samples of the current frame of scaledsyn . 

The highband synthesized signal is then used to generate a 32 KHz sampled highband component of the final output 
decoded speech signal. First the highband synthesized signal is upsampled by 2 using an interpolator. The scaledsyn  

signal is filtered through all-pass filters as per below. 
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Table 159: All-pass filter coefficients for interpolation by a factor of 2 

 All pass coefficients 

b0,1 0.06056541924291 

b1,1 0.42943401549235 

b2,1 0.80873048306552 
b0,2 0.22063024829630  
b1,2 0.63593943961708 
b2,2 0.94151583095682 

 

And the output samples from both these filters are interlaced to generate the upsampled highband signal. At bitrate of 
13.2 and 16.4 kb/s where the 12.8 KHz sampled core is used, the upsampled higband signal is downmixed using a 
Hilbert operator. 

 

6.1.5.1.13 Core-switching and high-band memory updates 

6.1.5.1.13.1 TBE/IGF switching 

When switching from ACELP to TCX core and thus from TBE to IGF, or vice versa, the transition of the high-band 
signals is performed implicitly by the cross-fade transition mechanism of the core signals. Due to differing delay 
compensations, the high-band IGF and TBE signals overlap, when switching from IGF to TBE. On the other hand, 
when switching from TBE to IGF the differing delay compensations cause a gap in between the high-band signals. To 
fill this gap and additionally provide overlapping signals for the cross-fade, a transition signal transitionsyn is generated 

as follows. 

To obtain a continuous high-band signal to the previous frame, the overlap portion of the high-band synthesized signal 

scaledsyn  is used, as described in the SHB synthesis subclause 6.1.5.1.12. This overlap portion overlapsyn  is up-sampled 

using the same filters 1,IH and 2,IH . The output samples of the filters are interlaced, if the underlying core is sampled 

at 16 kHz or processed using a Hilbert operator to generate the up-sampled high-band signal koverlapsyn 32, . 
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The needed length of transitionsyn is 148 samples, so the 40 samples of koverlapsyn 32, are extrapolated using the 

temporally mirrored end mirrorprevsyn , of the high-band synthesized signal of the previous frame prevsyn , where 

 148,,1)641()(, K=−= nfornsynnsyn prevmirrorprev  (1582) 

The signals koverlapsyn 32,  and mirrorprevsyn , are merged to generate transitionsyn by overlap and add using the window 

transitionwin as described in table 160, as 

 

⎪⎩

⎪
⎨
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=

=+−
=

148,...,41,

40,...,1,*)()(*)41(

)(

,

)(,32,

nsyn

nsynnwinnsynnwin

nsyn

mirrorprev

nmirrorprevtransitionkoverlaptransition

transition

 (1583) 

 

Table 160 Window for generation of transition signal 

n )(nwintransition  n )(nwintransition  n )(nwintransition  n )(nwintransition  
1 0.04618346 11 0.4866045 21 0.8249975 31 0.9904104 
2 0.09216993 12 0.5258704 22 0.8493099 32 0.9946717 
3 0.1381564 13 0.5651364 23 0.8736224 33 0.9989330 
4 0.1835534 14 0.6019916 24 0.8942082 34 0.9994665 
5 0.2289505 15 0.6388468 25 0.9147939 35 1 
6 0.2733710 16 0.6729768 26 0.9314773 36 1 
7 0.3177914 17 0.7071068 27 0.9481606 37 1 
8 0.3608562 18 0.7382205 28 0.9607993 38 1 
9 0.4039210 19 0.7693340 29 0.9734381 39 1 

10 0.4452628 20 0.7971658 30 0.9819242 40 1 
 

6.1.5.1.14 TEC/TFA post processing 

The TEC and the TFA are complementally activated according to the transmitted information. The TEC is performed 
when an onset is detected in the high frequency band at the encoder (i.e. 0_ >flagtec ). On the other hand, the TFA is 

performed when the temporal envelope of the high band signal is detected to be flat at the encoder (i.e. 1_ =flagtfa ). 

Decoding the transmitted codeword, the TEC and TFA parameters are set as: 

Table 161: Decoding the transmitted codeword to the TEC and TFA parameters. 

Codeword tec_flag tfa_flag 
00 0 0 
01 0 1 
10 1 0 
11 2 0 

 

When 0_ >flagtec , the temporal envelope of the high frequency band is calculated from the temporal envelope of the 

low frequency band and the TEC parameter and then the high frequency band signal is shaped with the calculated 
temporal envelope of the high frequency band. Firstly, the temporal envelope of the low frequency band of the decoded 
signal )(, ienv decl  is calculated as: 

 15,...,0for       )(
3

1
)(

2

0

,, == ∑
=

iienvienv

m

m
declsdecl  (1584) 

where 
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and where ),(ˆ ikSoutC  is the low frequency band signal in the QMF domain described in subclause 6.1.4.2. 

Then, the temporal envelope of the high frequency band is calculated from the temporal envelope of the low frequency 
band and the TEC parameter as: 
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where 15,...,0for      )()(19205.1)(
5

0 ,,, =−⋅×= ∑ =
ijienvjscienv

j decldecsml . 

The gain values to be applied to the high frequency band signal is calculated as 
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The gain values are limited by the lower limit lowertecg , : 
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The lower limit lowertecg ,  is defined as: 

 ⎟⎟
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and where 
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2 == ∑
−⋅+
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itshbienr
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subfrlit

shb  (1591) 

Then, the gain values are modified for maintaining the energy of the high frequency band signal of the frame 

 15,...,0for       
)(

)(
)( ,

, == i
ienr

ig
ig

shb

tec
normtec

lim  (1592) 

Finally, the gain values are applied to the high frequency band signal 
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 (1593) 

where tecsubfrl _ is the subframe length of TEC and TFA which is 1.25 ms at the output sampling rate ( R25.1 ). 
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When the 1_ =flagtfa , the temporal envelope of the high frequency band signal is determined as “flat” and then it is 

flattened as follows. The gain values for the TFA )(igtfa  are calculated by: 

 15,...,0for       
)(16

)(

)(

15

0 =
⋅

=
∑

= i
ienr

ienr

ig
shb

i

shb

tfa  (1594) 

By applying the gain values, the temporal envelope of the high frequency band signal is flattened: 

 15,...,0 and 1_)1(,,_for      )()()( =−⋅+⋅=⋅=′ isubfrlisubfrlittsynigtsyn tectecscaledtfascaled L  (1595) 

 6.1.5.1.15 Full-band synthesis 

Four bits are decoded from the bitstream to obtain the energy ratio qratio_ϕ̂ , and then calculate the ratioϕ  described as 

follows: 

 qratio
ratio

_ˆ
2

ϕϕ =  (1596) 

Interpolate the signal ( ) 319,...0,ˆ =nns FBε  (see subclause 5.2.6.1.17) from 16 kHz to 48 kHz with zeros 

 959,...,0,
,0
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nifns
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ε  (1597) 

The interpolated signal ( ) 959,...0,48_ =nns FBε  passes through the bandpass filter and gets the 

signal ( ) 959,...0,48_ =′ nns FBε . The calculation of the energy 48_FBϕ  is described as follows: 

 ∑
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=′′=
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0

48_48_48_ 959,...,0,)(*)(
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FBFBFB nnsns εεϕ  (1598) 

The energy synϕ of ( ) 319,...0,ˆ =nns FBε is calculated as follows, 

 ∑
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=
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)(ˆ*)(ˆ

n

FBFBsyn nsns εεϕ  (1599) 

The synthesized full-band signal is calculated as follows, 

 959,...,0,**)()(
48_

48_ =′= nnsns
FB

syn
ratioFBFB ϕ

ϕ
ϕεε  (1600) 

6.1.5.2 Multi-mode FD Bandwidth Extension decoding 

The super higher band (SHB) signal for SWB signal or the higher band (HB) signal for WB signal is adaptively 
decoded with multi-mode BWE algorithm according to the result of the classification decision process of the SHB or 
HB signal decoded from the received bitstream and a determined excitation signal. In case of FB mode, the energy ratio 
of the current frame is decoded, the full-band (FB) signal is synthesized based upon the energy ratio or the envelope 
ratio calculated from low band envelope and the generated SHB frequency excitations. Combining with the low band 
signal decoded based on the received bitstream, the output signal is obtained. 

6.1.5.2.1 SWB multi-mode FD BWE decoding 

First of all, the SHB signal class of current frame is decoded. Then the spectral envelopes or spectral/time envelopes are 
adaptively decoded depending upon the decoded SHB signal class. Four spectral envelopes and four time envelopes are 
decoded from the received bitstream for TRANSIENT frames. For all of the other cases, i.e. NON-TRANSIENT 
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frames, fourteen spectral envelopes are decoded from the received bitstream and no time envelope is decoded. 
Frequency excitations are then generated according to the SHB signal class and finally, the super higher band signal is 
synthesised based upon the signal class, the decoded envelopes and generated frequency excitations. 

6.1.5.2.1.1 Decoding the multi-mode FD BWE signal class 

Two bits are decoded from the bitstream to obtain the SHB signal class according to subclause 5.2.6.2.1.3. 

6.1.5.2.1.2 Decoding the spectral envelope 

In TRANSIENT frames, the envelope VQ indices { }
21

, Ierrenv idxidx  are used to regenerate the synthesised signal 

envelope, 
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In Non-TRANSIENT frames, the envelope VQ indices { }
323122211

,,,, IerrIerrerrerrenv idxidxidxidxidx  are used to generate 

the synthesised signal envelope, 
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The final de-quantized envelope is then calculated: 
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6.1.5.2.1.3 Decoding the time envelope 

If the current frame is a TRANSIENT frame, then four bits are decoded to obtain the index of each time envelope, 
( )jtrms′ . This envelope is converted into the linear domain as follows: 

 ( ) ( ) 3,,02ˆ
K==′ ′ jjt jt

rms
rms  (1605) 

The linear domain time envelope of the previous sub-frame is preserved as [ ]1ˆ −′rmst . [ ]1ˆ −′rmst is set to zero for the first frame. 

Time envelope de-normalization is performed after the frequency domain processing in subclause 6.1.5.2.1.6. 
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6.1.5.2.1.4 Windowing  and time-to-frequency transformation 

640-point length MDCT is used for SWB FD BWE. Refer to subclause 5.3.2. 

6.1.5.2.1.5 Frequency excitation generation 

The base frequency excitation signal )(ˆ
__ kX baseexcM  is generated from the wideband MDCT coefficients 

)(ˆ
__ kX WBexcM  of synthesized wideband signal or from random noise depending on the decoded SHB signal class. 

To Non-TRANSIENT frames, four parameters, 

( ) FENVSWBjfE
FENVSWB

j envFENV _ˆ1_

0∑
−

=
=  , ( )∑ =

=
245

230

2
__ 16/ˆ

j WBexcM jXfenvL , 

( ) 240/ˆ255

16

2
__∑ =

=
j WBexcMT jXE , and spectral tilt of WB signal are calculated. When 75>FENVE  and 

25>fenvL , if one of the condition: TFENV EF > , TFENV EEandnbtilt 5.0  7_ >> , 12_ >nbtilt is satisfied, the 

fricative flag fractiveF  is set to 1. It is noted that parameter fractiveF  initialized to 0. It is calculated for every frame and 

preserved as ]1[−
fractiveF . 

– The base frequency excitation coefficients are obtained from the wideband MDCT coefficients: 

 1,...,0        )(ˆ)(ˆ
_____ −== offcutWBexcMbaseexcM KkkXkX  (1606) 

where offcutK _ is the cut-off spectrum bin of WB signal, and 246_ =offcutK  at 13.2kbps and 

320_ =offcutK at 32kbps . 

– If the current frame is a NOISE frame or fractiveF  is equal to 1, the base frequency excitation signal is generated 

from linear congruential uniform random noise generator as follows 

 319,...,0        )()(ˆ
___ ==+ kkSkKX noiseoffcutbaseexcM  (1607) 

where 

 3190        20101.12345    and    
32768

)( ,...,kkS seedseed
seed

noise =+== λλλ
 (1608) 

Parameter seedλ  is initialized as 21211 and updated for each MDCT coefficient. It should be noted that 

)(kSnoise  is calculated for every frame. 

– Otherwise, the base frequency excitation signal is copied as defined in subclause 5.2.6.2.1.5 (Frequency mapping 
to generate base excitation spectrum in FD BWE).  

6.1.5.2.1.6 Frequency excitation normalization and spectral envelope de-normalization 

Firstly, the base frequency excitation signal or the spectral envelope is adjusted depending upon the SHB signal class. 
Then the base frequency excitation signal is adaptively normalized to remove the original low frequency envelope 
information. Finally, the spectral envelopes are applied to the normalized excitation signal. 

If the current frame is NORMAL and the fricative flag fractiveF  (as defined in subclause 6.1.5.2.1.5) is equal to 0, the 

spectral envelope and the base frequency excitation signal are firstly adjusted. The spectral envelope is adjusted as 
follows: 
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where 12,...,0=j . 
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And the base frequency excitation signal is adjusted. 

– while weighting factor 1R  is smaller than 1,  the base frequency excitation )1(),(ˆ
,__ FDdstbaseexcM StkkX =  is 

adjusted by multiplying by 1R , 1R  is then increased by 0.1 and the index k is then incremented by 1. 

     where, weighting factor 1R  is initialized as follows: 

 
( ) ( )

( ) ( ) ⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

+++

+−+−
= 3.0,

1)1(ˆ)1(ˆ

2)1(ˆ3)1(ˆ
max

,__,__

,__,__
1

ε

ε

FDdstbaseexcMFDdstbaseexcM

FDdstbaseexcMFDdstbaseexcM

StXStX

StXStX
R  (1610) 

where )1(,FDdstSt  is defined in subclause 5.2.6.2.1.5. 

– while weighting factor 2R  is larger than 1,  the base frequency excitation 1)1(),(ˆ
,__ −= FDdstbaseexcM StkkX  

is adjusted by multiplying by 2R , 2R  is then decreased by 0.5 and the index k  is then decremented by 1. 

     where, weighting factor 2R  is initialized as follows: 

 
( ) ( )

( ) ( ) ⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

+−+−

+++
= 5,

2)1(ˆ3)1(ˆ

1)1(ˆ)1(ˆ
min

,__,__

,__,__
2

ε

ε

FDdstbaseexcMFDdstbaseexcM

FDdstbaseexcMFDdstbaseexcM

StXStX

StXStX
R  (1611) 

– while weighting factor 3R  is larger than 1,  the base frequency excitation )2(),(ˆ
,__ FDdstbaseexcM StkkX =  is 

adjusted by multiplying  by 3R , 3R  is then increased by 0.1 and the index k  is then incremented by 1. 

     where, weighting factor 3R  is initialized as follows: 

 

( )

( ) ( )
⎟⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

+++

+−

=
∑

=
3.0,

1)2(ˆ)2(ˆ

)2(ˆ

max
,__,__

4

1

,__

3
ε

ε

FDdstbaseexcMFDdstbaseexcM

j

FDdstbaseexcM

StXStX

jStX

R  (1612) 

and )2(,FDdstSt  is defined in subclause 5.2.6.2.1.5. 

– while weighting factor 4R  is larger than 1,  the base frequency excitation 1)2(),(ˆ
,__ −= FDdstbaseexcM StkkX  

is adjusted by multiplying  by 4R , and then 4R  is multiplied by 0.95 and the index k  is decremented by 1. 

     where, weighting factor 4R  is initialized as follows: 

 
( ) ( )

( )∑
=

+−

+++
⋅=

4

1

,__

,__,__
4

)1(ˆ

1)2(ˆ)2(ˆ
5.0

j

FDdstbaseexcM

FDdstbaseexcMFDdstbaseexcM

jStX

StXStX
R

ε

ε
 (1613) 

Otherwise, there is no need to adjust the base frequency signal. 

 319,...,    )(ˆ)(ˆ
____1__ +== offcutoffcutbaseexcMadexcM KKkkXkX  (1614) 

In order to normalize the base frequency excitation, the parameter of adaptive normalization length normL  is calculated 

depending on the decoded SHB signal class and the wideband MDCT coefficients: 
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– The 256 wideband MDCT coefficients in the 0-6400 Hz frequency range, 255,...,0),(ˆ
__ =kkX WBexcM  are split 

into 16 sharpness bands (16 coefficients per band). In sharpness band j, if 

∑
+

=
>

1516

16 __ )(ˆ8)(23
j

jk WBexcMsharp kXjA  and 10)( >jAsharp , the counter bandC  is incremented by one. 

where 15,...,0=j , and the maximum magnitude of the spectral coefficients in a sharpness band, denoted 

)( jAsharp , is: 

 15,...,0            )(ˆmax)( __
1516,...,16

==
+=

jkXjA WBexcM
jjk

sharp  (1615) 

Parameter bandC  is initialized to 0 and calculated for every frame. 

– Then the normalization length normL  is obtained: 

 ⎣ ⎦curnormprenormnorm LLL __ 5.05.0 +=  (1616) 

      where the current normalization length curnormL _  is calculated depending on the SHB signal class: 

 
⎣ ⎦
⎣ ⎦

⎣ ⎦( )⎜
⎜
⎜

⎝

⎛

=+
=+
=+

=
HARMONICmodeifC

NORMALmodeifC

TRANSIENTmodeifC

L

band

band

band

curnorm

24,232max

5.08

25.04

_  (1617) 

     and the current normalization length is preserved as prenormL _ . 

When the current frame is not NOISE and the fricative flag fractiveF  is equal to 0, the noise content of the base 

frequency excitation signal should be generated, and the base frequency excitation signal should be normalized to 
remove the core envelope information. The above algorithm is according to the adaptive normalization length normL . 

The normalization envelopes are firstly calculated: 

 
⎣ ⎦

⎣ ⎦

⎣ ⎦

⎣ ⎦

⎣ ⎦
⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

+<≤−+

−+<≤

=

∑

∑

+

−=

−+

−=

3202/319         )(ˆ

2/319        )(ˆ

)(
319

2/

1__

2/)1(

2/

1__

_
_

cut_offnormcut_off

K

Lkj

adexcM

normcut_offcut_off

Lk

Lkj

adexcM

normrms

KkLKjX

LKkKjX

kf
offcut

norm

norm

norm
 (1618) 

Then the signs and the amplitudes of the base frequency excitation signal are calculated by: 

 ( ) 320        )(ˆsgn)( __1__ +<≤= offcutoffcutadexcM KkKkXksign  (1619) 

 320        )(ˆ)( __1__ +<≤= offcutoffcutadexcM KkKkXkamplitude  (1620) 

The adjusted coefficients are obtained by the amplitudes, the normalization envelopes and adaptive normalization 
length: 

 320        
)(

)()(ˆ
__

_
2__ +<≤−= offcutoffcut

norm

normrms
adexcM KkK

L

kf
kamplitudekX  (1621) 

If 0)(ˆ
2__ >kX adexcM , the adjusted coefficients are further modified by the modification factor 1W , and then the base 

frequency excitation signal with the noise content is obtained by the signs and the adjusted coefficients: 
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⎪⎩

⎪
⎨

⎧

⋅

>⋅−⋅
=

otherwisekXksign

kXifkXWksign
kX

adexcM

adexcMadexcM
normexcM

                           )(ˆ)(

0)(ˆ         )(ˆ)2.1()(
)(ˆ

2__

2__2__1
__  (1622) 

      1W  is the modification factor and can be determined as 

 precur WWW 6.04.01 +=  (1623) 

where, 25.0=curW  for HARMONIC frame, otherwise, )25.0),5.0,3max(min( normcur LW = , and 1W  is preserved for 

the next frame. 

The normalized frequency excitation is obtained by removing the core envelope information: 

 ( )

( )
( )

( )
( )⎪

⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

=

=

frameNOISEandFfor
kf

kX

frameTRANSIENTfor
kf

kX

kX

fractive
normrms

normexcM

normrms

adexcM

excM

!0
ˆ

ˆ

ˆ

_

__

_

1__

_  (1624) 

where 319,..., __ += offcutoffcut KKk . 

Finally, the spectral envelope is applied to the normalized excitation signal to obtain the SHB coefficients. 

– For TRANSIENT frames, it is achieved as follows: 

 

rms

jb

jbk

excM

swbcf
envexcM

SWB
SWBM

swb

swb

kX

jN
jfkXkX

ε+
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
⋅=

∑
−+

=

1)1(

)(

2
_

__

)(ˆ

)(
)(ˆ)(ˆ)(ˆ  (1625) 

where )1()( __ ++<≤+ jbKkjbK swboffcutswboffcut  and 3,...,0=j . 

– For non-TRANSIENT frames, if HARMONICFclass =ˆ  AND ∑
++

+=
<

1516

16 __
_

_

)(ˆ
16

1
)(ˆ jK

jKk excMexcM
offcut

offcut

kXkX , 

151616 __ ++≤≤+ jKkjK offcutoffcut  and 18,...,0=j , the frequency signal is multiplied by 0.2: 

 )(ˆ2.0)(ˆ
___ kXkX excMtempexcM ⋅=  (1626) 

      Otherwise, there is no adjustment. 

 )(ˆ)(ˆ
___ kXkX excMtempexcM =  (1627) 

Then the MDCT coefficients of the reconstructed SHB signal are further adaptively adjusted with different 
modes: 

 

rms

LjbK

jbKk

tempexcM

swbswb
tempexcMtempSWBM

swboffcut

swboffcut

kX

jbLjb
kXkX

ε+
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−+⋅=

∑
−++

+=

1)(

)(

2
__

____
_

_

)(ˆ

)()(
)(ˆ)(ˆ  (1628) 

 where 1=L  for NOISE or NORMAL frame and 2=L for HARMONIC frame, 
)1()( __ ++<≤+ jbKkjbK swboffcutswboffcut  and the index j  is incremented by L  if j  is smaller than 14. 

            The weighted envelopes )( jW fenv  are obtained from the spectral envelopes of the current frame and the 

previous frame: 
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 13,...,0        )(ˆ)1()(ˆ)( 2
]1[

2 =⋅−+⋅= − jjfWjfWjW envenvfenv  (1629) 

where, 

 

⎪
⎪
⎩

⎪⎪
⎨

⎧
>⋅

=

−

−

otherwise

E

E
if

E

E

W T

T

T

T

5.0

25.15.0
]1[

]1[
2  (1630) 

and ∑ =
=

255

16

2
__ 240/)(ˆ

j WBexcMT jXE is calculated for every frame and preserved as the previous 

energy ]1[−
TE for the next frame. 

The index k is initialized to 0, and four weighting factors, ( )∑ =
=

245

230

2
__1

ˆ161
j WBexcMfac jXW , 

( )12 )0(125.0 facfenvfac WWW −⋅= , 130  ),(ˆ)(3 <≤= jjfjW envfac , 

( ) ( )( ) 130,ˆ1)(_)(4 <≤−+⋅= jjfjWjfacsmoothjW envfenvfac  , are calculated. The smoothing factor 

)(_ jfacsmooth is defined in table 162. 

Table 162: Smoothing factor )(_ jfacsmooth  

j Smoothing factor 

0 0.05 

1 0.05 

2 0.05 

3 0.05 

4 0.05 

5 0.05 

6 0.05 

7 0.0417 

8 0.0417 

9 0.0417 

10 0.0417 

11 0.03125 

12 0.03125 

 

While the index k is smaller than 8, the frequency excitation )(ˆ
___ kKX offcuttempSWBM +  is adjusted by 

multiplying 1facW , and then the index k is incremented by 1, and 1facW  is increased by adding 2facW . 

In the thj  sub-band 130 <≤ j , while the index k is smaller than )1( +jbswb , the frequency excitation 

)(ˆ
___ kKX offcuttempSWBM +  is adjusted by multiplying by )(3 jW fac , and then, the index k is incremented by 

1, and )(3 jW fac  is increased by adding )(4 jW fac . 
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In the 13th sub-band, while the k is smaller than )14(swbb , the frequency excitation 

)(ˆ
___ kKX offcuttempSWBM +  is adjusted by multiplying by )13(fenvW , and then, the index k is incremented by 

1. 

The frequency excitation )(ˆ
__ kX tempSWBM  is adjusted by the weighted spectral envelopes to obtain the final 

SHB frequency signal )(ˆ
_ kX SWB

SWBM , 320__ +<≤ offcutoffcut KkK . 

It should be noted that, for Non-TRANSIENT frames, the spectral envelopes of current frame are preserved as )(ˆ ]1[ jfenv
− . 

For TRANSIENT frame, the spectral envelope is calculated and preserved: 

 ( ) ( )
( )( )⎪⎩

⎪
⎨
⎧

=−+

=
=−

13,...,83/82ˆ

7,...,04/ˆ
ˆ

2

2
]1[

jforjf

jforjf
jf

env

env
env  (1631) 

Further adjustment is performed by: 

 40    )(ˆ5.0)(ˆ
____ <≤+⋅=+ kkKXkKX offcut

SHB
SWBMoffcut

SHB
SWBM  (1632) 

6.1.5.2.1.7 Windowing and frequency-to-time transformation 

640-point length inverse MDCT is used for SWB FD BWE. Refer to subclause 6.2.4. 

6.1.5.2.1.8 Time domain post-processing 

The SHB synthesis signal is adjusted depending upon the SHB class. 

– If the current frame is TRANSIENT, the SHB synthesis signal in time domain is adjusted by the time envelopes 
to match the transient characteristics of the original signal. 

The 640 SHB synthesized samples ( ) 6400,ˆ <≤′ nnsSHB  are divided into 4 sub-frames, and the energy of each 

sub-frame is calculated: 

 ( )( ) 40ˆ
160

1
)(

159160

160

2
<≤′= ∑

+

=

jnsjE
j

jn
SHBSHB  (1633) 

next, the time envelope is adjusted: 

 40
)(ˆ*8.0

2)(ˆ*8.0)()(
)(ˆ <≤

⎪⎩

⎪
⎨
⎧

′

<′<
= j

otherwisejt

jtjEifjE
jt

rms

rmsSHBSHB
env  (1634) 

and finally, the SHB synthesis signal is adjusted as follows: 

 ( ) ( ) )()(ˆ*ˆˆ jEjtnsns SHBenvSHBSHB ′=  (1635) 

where, 159160160 +≤≤ jnj and 40 <≤ j . 

In this case, the value of )3(ênvt is preserved for the next frame. 

 )3(ˆ]1[
_ envenergytd tE =−  (1636) 

– Else if fricative flag fractiveF  defined in subclause 6.1.5.2.1.5 is equal to 1 and the previous fricative 

flag [ ]1−
fractiveF is equal to 0, pre-echo reduction is performed and the preserved time-domain energy is updated. 
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      Firstly, the 640 ACELP core synthesized samples, ( ) 6400,ˆ <≤ nnsACELP  are divided into 4 sub-frames, and 

the energy of each sub-frame is calculated: 

 ( )( ) 40ˆ
160

1
159160

160

2][ <≤= ∑
+

=

jnsE
j

jn
ACELP

j
ACELP  (1637) 

           In jth sub-frame, if ][]1[ 8.1 j
ACELP

j
ACELP EE ⋅>+ and 50]1[ >+j

ACELPE , the position is introduced to separate 4 sub-frames 

into two parts and it is initialized as 0:
⎩
⎨
⎧

=+
=+

=
102

21

orjforj

jforj
pos  (1638) 

          Next, if 2>pos , the SHB synthesis signal is adjusted. 

 ( )
( )

[ ]

( )
[ ]

⎪
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⎪

⎩

⎪
⎪
⎪

⎨

⎧

+⋅<≤⋅
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⎠

⎞

⎜⎜
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⎝

⎛ ⋅−+⎟
⎠

⎞
⎜
⎝

⎛ ⋅−−⋅′

⋅<≤⋅′

=
−

−

)1(160160
160

160

160

160
1ˆ

1600ˆ

ˆ

2_

1
_

1_

1
_

posnposfor
posn

E

Eposn
ns

posnfor
E

E
ns

ns

energytd

energytd
SHB

energytd

energytd
SHB

SHB (1639) 

          where, 1_ energytdE  and 2_ energytdE  are the energies of the SHB synthesized samples ( ) posnnsSHB ⋅<≤′ 1600,ˆ  

and  the energy of SHB synthesized samples ( ) )1(160160,ˆ +⋅<≤⋅′ posnposnsSHB . [ ]1
_

−
energytdE  is the energy 

value from the previous frame, and if [ ]
1_

1
_ 2.0 energytdenergytd EE ⋅<− , the value of [ ]1

_
−

energytdE  is updated to 

1_ energytdE .  

– Otherwise the energy is calculated and preserved for next frame: 

 [ ] ( )( )∑
=

− ′=
639

480

21
_ ˆ

160

1

n
SHBenergytd nsE  (1640) 

6.1.5.2.2 WB multi-mode FD BWE decoding 

The HB signal class and the spectral envelopes are decoded (at 13.2kbps) or predicted (at 7.2/8kbps), and the frequency 
excitations are generated from the decoded low-band synthesized signal or from random noise, and then the frequency 
excitations are adjusted along with the signal class and decoded or predicted spectral envelopes to obtain the higher 
band signal. 

6.1.5.2.2.1 Decoding the multi-mode FD BWE signal class 

At 13.2kbps, one bit is decoded from bitstream to get the HB signal class according to subclause 5.2.6.2.2.2. And at 
7.2kbps or 8kbps, the HB signal class is set to NORMAL. 

6.1.5.2.2.2 Windowing and time-to-frequency transformation 

320-point MDCT is used for WB FD BWE. Refer to subclause 5.3.2. 

6.1.5.2.2.3 Decoding the spectral envelope 

At 13.2kbps, five bits are decoded to obtain the index of spectral envelope, indk̂ . This envelope is converted into the 

linear domain as follows: 

 ( ) 1,02ˆ )ˆ2(_5.0
_ == +⋅⋅ jjf jkHBcodebook

WBenv
ind  (1641) 
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where )(_ kHBcodebook  is defined in subclause 5.2.6.2.2.3. 

The average BWE signal envelope of the current frame at 13.2kbps is preserved for the envelope estimation for 7.2kbps 
and 8kbps when bit-rate switching from 13.2kbps to 7.2 or 8kbps, as described as follows: 

 ( ))1(ˆ)0(ˆ5.0ˆ
__

]1[
__ WBenvWBenvavWBenv fff +=−  (1642) 

At 7.2kbps or 8kbps, the spectral envelope is predicted in the decoder. If the extended layer of the previous frame is 
different from the one of current frame, that is, BWEWBM extllast _!_ = , the preserved spectral envelope 

1,0),(]1[
_ =− jjf WBenv  are set to 0. In order to get the predicted spectral envelope, two bands ]191,128[ and ]255,192[ are 

firstly selected. Then three average energies are needed based on the frequency coefficients in the above two bands. 
Finally, the spectral envelopes used for the following frequency adjustment are obtained. In order to decrease the 

complexity, the energies are calculated with the MDCT coefficients 2560),(ˆ
__ <≤ kkX deccoreM : 

 ( )( )∑
=

=
191

128

2
__

ˆ

k

deccoreML kXE  (1643) 

 ( )∑
=

=
223

192

2
___ )(ˆ)0(

k

deccoreMWBenv kXf  (1644) 

 ( )∑
=

=
255

224

2
___ )(ˆ)1(

k

deccoreMWBenv kXf  (1645) 

Two factors ∑ =
=

3

0
)(__

j
jfactorvoicefacvoice , ∑ =

=
3

0
)(

jsum jpitchT , are calculated. When 

( ))1(),0(max16 __ WBenvWBenvL ffE ⋅<  and 308<sumT , the energy variation flag var_enerF  is set to 1. It should be 

noted that var_enerF  is initialized to 0 and calculated for every frame. 

Then the weighting factor 1α is initialized to 1, and updated according to the spectral envelope and code type CT : 
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)1(

)0(
2max

)1(2)0(1.0,
)0(

)1(
2max

__
_

_

__
_

_

1α  (1646) 

and the spectral envelope is accordingly adjusted by: 

 
⎪⎩

⎪
⎨
⎧ ⋅>⋅

=
otherwisef

f fiff
f

env_WB

env_WBenv_WBWBenv
adWBenv                    (0)

(1)2(0)             )0(
)0(
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1__

α
 (1647) 

 
⎪⎩

⎪
⎨
⎧ =⋅>⋅

=
otherwisef

UNVOICED AND CTfif  ff
f

WBenv

WBenvWBenvWBenv
adWBenv                )1(

!)0(2)1(        )1(
)1(

_

___1
1__

α
 (1648) 

Next, the first envelope is further adjusted. 

– The first envelope is firstly adjusted with 1,0),(1__ =jjf adWBenv  by: 

 64/))1()0(()0( 1__1__2__ adWBenvadWBenvadWBenv fff +=  (1649) 

– If the conditions: AUDIOCT =! , UNVOICEDCT =! , and 0var_ =enerF , are all satisfied, the first envelope is 

adjusted by: 
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 )0(5.1)0( 2__3__ adWBenvadWBenv ff ⋅=  (1650) 

           Otherwise, there is no adjustment. 

 )0()0( 2__3__ adWBenvadWBenv ff =  (1651) 

– If the conditions: TRANSITIONCT =! , AUDIOCT =!  , UNVOICEDCT =! , )0(40 3__ adWBenvL fE ⋅> , 

9.01 >α , 0=adjF , are all satisfied, the first envelope is adjusted as follows: 

 ( ) )0(4),0(025.0min)0( 3__3__4__ adWBenvadWBenvTadWBenv ffEf ⋅⋅=  (1652) 

and 

 
⎪⎩

⎪
⎨
⎧ >+

=
−−

otherwisef

ffifff
f

adWBenv

WBenvadWBenvWBenvadWBenv
adWBenv

                                      )0(

)0()0(     )0(7.0)0(3.0
)0(

4__

]1[
_4__

]1[
_4__

5__  (1653) 

where, the adjustment flag adjF is initialized to 0. If the coder type of current frame is equal to that of the 

previous frame and the first spectral envelope is larger than the envelope of the previous frame, that is, 

)0()0( ]1[
_3__

]1[ −− >= WBenvadWBenv f  AND  fCTCT , the adjustment flag adjF  is set to 1. The 

values 1,...,0),(]1[
_ =− jjf WBenv  are the spectral envelopes of the previous frame. 

           Otherwise, there is no adjustment. 

 )0()0( 3__5__ adWBenvadWBenv ff =  (1654) 

– If the conditions: )0()_77,5.0max(,5.1min(64 5__ adWBenvsumL fTfacvoiceE ⋅⋅⋅> , 

LadWBenvadWBenv Eff <⋅⋅ )0()0(3 5__5__  , UNVOICEDCT =− !]1[ , are all satisfied,  the envelope variation 

flag var_envF  initialized to 0 is set to 1, and the first envelope is adjusted as follows: 

 ( ) )0(4),0(015625.0min)0( 5__5__6__ adWBenvadWBenvTadWBenv ffEf ⋅⋅=  (1655) 

           and 

 
⎪⎩

⎪
⎨
⎧ >+

=
−−

otherwisef

ffifff
f

adWBenv

WBenvadWBenvWBenvadWBenv
adWBenv

)0(

)0()0()0(7.0)0(3.0
)0(

6__

]1[
_6__

]1[
_6__

7__  (1656) 

           Otherwise, there is no adjustment. 

 )0()0( 5__7__ adWBenvadWBenv ff =  (1657) 

– If the coder types of current frame or previous frame is UNVOICED, the first envelope is adjusted as follows: 

 
⎪⎩

⎪
⎨
⎧ ==⋅

=
−

otherwisef

UNVOICEDor  CTUNVOICED  if  CTf
f

adWBenv

adWBenv
adWBenv

            )0(

    )0(5.0
)0(

7__

]1[
7__

8__  (1658) 

– If the coder types of current frame is not AUDIO, that is, AUDIOCT =! , the first envelope is adjusted as follows: 

 

⎪⎩

⎪
⎨
⎧ =⋅⋅

=

otherwisef

AUDIOCTiffacvoiceTf

f

adWBenv

sumadWBenv

adWBenv

)0(

!)0.1,_2.1max())400,125.0max(,2min()0(

)0(

8__

8__

9__

 (1659) 
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– If the last core bit-rate is larger than 8000, and the first spectral envelope is larger than the average BWE signal 

envelope of the previous frame, that is, ]1[
__9__ )0(8000__ −>> avWBenvadWBenv f  AND  fbitratecorelast , the 

adjustment is by: 

 ]1[
__9__10__

ˆ9.0)0(1.0)0( −⋅+⋅= avWBenvadWBenvadWBenv fff  (1660) 

           Otherwise, there is no adjustment: 

 )0()0( 9__10__ adWBenvadWBenv ff =  (1661) 

– If the extended layer of the previous frame is different from the one of current frame, the adjustment is as 
follows: 

 BWEWB    if  Mff extllastadWBenvadWBenv _!)0(5.0)0( _10__11__ =⋅=  (1662) 

           Otherwise, there is no adjustment: 

 )0()0( 10__11__ adWBenvadWBenv ff =  (1663) 

Finally, the spectral envelopes are adjusted as follows: 

 
⎪⎩

⎪
⎨
⎧ =⋅

=
e  otherwis          f

F   if f
f

adWBenv

envadWBenv
adWBenv )0(

1  )0(5.1
)1(

11__

var_11__
2__  (1664) 

and 

 
⎪⎩

⎪
⎨
⎧ =⋅

=
e  otherwis          f

F   if f
f

adWBenv

envadWBenv
WBenv )0(

1  )0(75.0
)0(ˆ

11__

var_11__
_  (1665) 

 
⎪⎩

⎪
⎨
⎧ ==⋅

=
−

otherwisef

UNVOICEDCTORUNVOICEDCTiff
f

adWBenv

adWBenv
WBenv

)1(

)1(5.0
)1(ˆ

2__

]1[
2__

_  (1666) 

The spectral envelopes 1,0),(ˆ
_ =jjf WBenv are used for the following frequency adjustment. 

6.1.5.2.2.4 Frequency excitation generation 

The base frequency excitation signal ( )kX WBbaseexcM ___
ˆ is generated from the MDCT coefficients )(ˆ

__ kX deccoreM  

of the core decoded signal or from random noise depending upon the bit-rate and coder type CT . The core type 
flag typecoreF _ is introduced. It is initialized to 1, and is set to 0 if the coder type is not AUDIO and the total bit-rate is 

not larger than 8000. 

– The LF MDCT coefficients are obtained from the MDCT coefficients of core decoded signal: 

 239,...,0                )(ˆ)(ˆ
_____ == kkXkX deccoreMWBbaseexcM  (1667) 

– If the coder type of current frame is UNVOICED, the base frequency excitation signal is generated from linear 
congruential uniform random noise generator as follows: 

 79,...,0            )()240(ˆ
___ ==+ kkSkX noiseWBbaseexcM  (1668) 

where 

 79020101.12345
32768

)( ,...,      k               and   kS seedseed
seed

noise =+== λλλ
 (1669) 
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Parameter seedλ  is initialized as 21211 and updated for each MDCT coefficient. It is noted that )(kSnoise  is 

calculated for every frame. 

– Otherwise, the base frequency excitation signal is copied as defined in subclause 5.2.6.2.1.5. 

6.1.5.2.2.5 Frequency excitation normalization and spectral envelope de-normalization 

In order to normalize the base frequency excitation to remove the original low frequency envelope information, the 
parameter of adaptive normalization length normL  is calculated depending on the HB signal class and the MDCT 

coefficients of core decoded signal: 

– The 256 MDCT coefficients in the 0-6400 Hz frequency range, 255,...,0),(ˆ
__ =kkX deccoreM  are split into 16 

sharpness bands (16 coefficients per band). In sharpness band j, if ( ) ( )∑
+

=
>⋅

1516

16 __
ˆ419

j

jk deccoreMsharp kXjA  

and 10)( >jAsharp , the counter bandC is incremented by one. 

where 15,...,0=j , and the maximum magnitude of the spectral coefficients in a sharpness band, denoted 

)( jAsharp , is: 

 15,...,0                )(ˆmax)( __
1516,...,16

==
+=

jkXjA deccoreM
jjk

sharp  (1670) 

Parameter bandC  is initialized to 0 and calculated for every frame. 

– Then the normalization length normL  is obtained: 

 ⎣ ⎦curnormprenormnorm LLL __ 5.05.0 +=  (1671) 

      where the current normalization length curnormL _  is calculated depending on the HB signal class: 

 
⎣ ⎦

⎣ ⎦( )⎜⎜
⎝

⎛

=+
=+

=
HARMONICmodeifC

NORMALmodeifC
L

band

band
curnorm 24,232max

5.08
_  (1672) 

     and the current normalization length is preserved as prenormL _ . 

Then, according to the adaptive normalization length, the noise content of the base frequency excitation signal is 
generated, and the base frequency excitation signal is normalized to remove the core envelope information. 

–    The normalized envelope is calculated: 

 ⎣ ⎦

⎣ ⎦

⎣ ⎦

⎣ ⎦

⎣ ⎦
⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

<≤−

−<≤

=

∑

∑

−=

−+

−=

3202/319          )(ˆ

2/319240        )(ˆ

)(
319

2/

___

2/)1(

2/

___

_

kLjX

LkjX

kf

norm

Lkj

WBbaseexcM

norm

Lk

Lkj

WBbaseexcM

normrms

norm

norm

norm  (1673) 

– If the bitrate is 7200 or 8000 and the coder type of current frame is not UNVOICED, the signs and amplitudes of 
HB coefficients are calculated by: 

 ( ) 320240          )(ˆsgn)( ___ <≤= kkXksign WBbaseexcM  (1674) 

 320240        )(ˆ)( ___ <≤= kkXkamplitude WBbaseexcM  (1675) 

The adjusted coefficients are obtained by the amplitudes, the normalization envelopes and adaptive 
normalization length: 
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 320240        
)(

45.0)()(ˆ _
__ <≤⋅−= k

L

kf
kamplitudekX

norm

normrms
adexcM  (1676) 

If 0)(ˆ
__ >kX adexcM , the adjusted coefficients are modified further by the modification factor 1W , and then 

the base frequency excitation signal with the noise content is obtained by the signs and the adjusted coefficients: 

 
⎪⎩

⎪
⎨
⎧

⋅

>⋅−⋅
=

otherwisekXksign

kXif  kXWksign
kX

adexcM

adexcMadexcM
normexcM

                           )(ˆ)(

0)(ˆ        )(ˆ)55.0()(
)(ˆ

__

____1
__  (1677) 

where, the modification factor 25.01 =W  for HARMONIC frame, otherwise, )25.0),5.0,3max(min(1 normLW = . 

– Otherwise, there is no adjustment, that is, 

 ( ) 320240)(ˆˆ
_____ <≤= kkXkX WBbaseexcMnormexcM  (1678) 

– Next, the adjusted frequency excitation signal is normalized to remove the core envelope information: 

 ( )
( )

( ) 320240
ˆ

ˆ
_

__
___ <≤= k

kf

kX
kX

normrms

normexcM
normWBexcM  (1679) 

– If the coder type of current frame is not UNVOICED, the frequency signal is adaptively adjusted further as 
follows: 

 ( )

( )
( )

( )
( )

( )

( )

( ) ( )
⎪
⎪
⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪
⎪
⎪

⎨

⎧

+<≤<≤
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⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
⋅
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⎟
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⎠

⎞

⎜
⎜

⎝

⎛
⋅

=

∑

∑

−+

=

=

1,40

ˆ

)(ˆ

ˆ

80ˆ

ˆ
11

2
__

___

319

240

2
___

___

__

jbkjbj

otherwise

lX

jfN
kX

frameHARMONICfor

lX

kX

kX

swbswb

rms

jb

jbl

normexcM

swbc
normWBexcM

rms

l

nromWBexcM

normWBexcM

WBexcM
swb

swb

ε

ε

(1680) 

 where, ( )jbswb  and )( jfNswbc , 40 <≤ j are defined in table 163. 

Otherwise, there is no adjustment. 

 ( ) ( ) 320240ˆˆ
_____ <≤= kforkXkX normWBexcMWBexcM  (1681) 

Table 163: Sub-band boundaries and number of coefficients per sub-band in NORMAL frames 

j ( )jbswb  )( jfNswbc  

0 240 16 

1 256 24 

2 280 16 

3 304 24 

4 320 - 

 

Finally, the spectral envelope is applied to the normalized excitation signal to obtain the HB coefficients. 
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Three parameters: the energy LE , two control factorsα , β , are calculated according to the core type flag typecoreF _ , 

coder type and bit-rate as follows: 

 

( )

( )

( )

( )
⎪
⎪
⎪
⎪
⎪
⎪
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⎪
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⎪
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⎪⎪
⎪

⎬

⎫
≤=

=

∑

∑

∑

∑

=

=

−

=

=

−

otherwise

otherwisekX

AUDIOCTifkX

Fif

otherwisekX

bitrateANDAUDIOCTifkX

E

k
deccoreM

k
deccoreM

typecore

k
deccoreM

k
deccoreM

L

239

160
__

239

80

)1(
__

_239

80
__

239

160

)1(
__

ˆ

ˆ

1

ˆ

8000!ˆ

 (1682) 
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⎩

⎪
⎪

⎨

⎧

⎪⎭

⎪
⎬
⎫>=

=
⎭
⎬
⎫≤

= −−
otherwise

otherwise

ffANDCTCTif

Fif
otherwise

bitrateif

WBenvWBenv

typecore

6.0

)0()0(ˆ4.0

1
5.0

80008.0

]1[
__

]1[

_

α  (1683) 

 

⎪
⎪

⎩

⎪
⎪

⎨

⎧

⎪⎭

⎪
⎬
⎫>=

=
⎭
⎬
⎫≤

= −−
otherwise

otherwise

ffANDCTCTif

Fif
otherwise

bitrateif

WBenvWBenv

typecore

67.1

)0()0(ˆ5.2

1
0.2

800025.1

]1[
__

]1[

_

β  (1684) 

When 0_ =typecoreF , if ]1[]1[ 25.0 −− ⋅<<⋅ LLL EEE  and 1]1[
_ =−

adenvF , or the coder type is GENERIC, the envelope 

adjustment flag adenvF _  is set to 1 and the spectral envelope is adjusted: 

 1,0)(ˆ5.0)(ˆ
_1__ =⋅= jforjfjf WBenvadWBenv  (1685) 

where, ]1[−
LE is the energy of previous frame, and ]1[

_
−

adenvF  is the previous envelope adjustment flag. It is noted that the 

envelope adjustment flag adenvF _ is initialized to 0 and preserved for the next frame. 

Otherwise, there is no adjustment: 

 1,0)(ˆ)(ˆ
_1__ == jforjfjf WBenvadWBenv  (1686) 

The spectral envelopes are smoothed by the one between the current frame and the previous frame according to the 
following conditions, and when the current and previous frames apply different extended layer or the current frame is 

lost frame, the previous spectral envelopes are set to the current spectral envelopes 1,0),(ˆ)( _
]1[
_ ==− jjfjf WBenvWBenv . 

When the current frame is NORMAL, or the current frame is HARMONIC and 

)0(ˆ25.0)1(ˆ
1__1__ adWBenvadWBenv ff ⋅< , the adjustment is as follows. 

– If 8000≤bitrate and BWEWBM extllast __ = , and at least one of the coder types of current and previous frames 

is AUDIO, that is, AUDIOCTANDAUDIOCT ==− !]1[ or AUDIOCTANDAUDIOCT ==− !]1[ , the 

smoothing process is performed by: 
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⎪
⎭

⎪
⎬

⎫

⋅+⋅=

⋅+⋅=

>
⎪
⎭

⎪
⎬

⎫

⋅+⋅=

⋅+⋅=

−

−

−
−

−

otherwise
fjff

fff

ffif
fff

fff

WBenvadWBenvadWBenv

WBenvadWBenvadWBenv

WBenvadWBenv

WBenvadWBenvadWBenv

WBenvadWBenvadWBenv

)1(4.0)(ˆ4.0)1(ˆ

)0(5.0)0(ˆ5.0)0(ˆ

)0()0(ˆ

)1(7.0)1(ˆ3.0)1(ˆ

)0(7.0)0(ˆ3.0)0(ˆ

]1[
_1__2__

]1[
_1__2__

]1[
_1__]1[

_1__2__

]1[
_1__2__

 (1687) 

Else if the conditions: BWEWBM extllast __ = , ]1[
1__

]1[
_ )0(ˆ)0( −− ⋅<⋅ LadWBenvLWBenv EfEf , 

)0()0(ˆ ]1[
_1__

−> WBenvadWBenv ff , AUDIOCT =! , UNVOICEDCT =! ,and 8000≤bitrate , are all satisfied, the 

smoothing process is performed by: 

 1,0)(7.0)(ˆ3.0)(ˆ ]1[
_1__2__ =⋅+⋅= − jforjfjfjf WBenvadWBenvadWBenv  (1688) 

 where, ]1[−
LE is the energy of previous frame, and the LE  is preserved for the next frame at the end of spectral 

envelope adjustment. 

Else if the conditions: BWEWBM extllast __ = , ]1[]1[ −− ⋅<<⋅ LLL EEE βα , and UNVOICEDCT =− !]1[ , are all 

satisfied, the smoothing process is performed by: 

 1,0)(5.0)(ˆ5.0)(ˆ ]1[
_1__2__ =⋅+⋅= − jforjfjfjf WBenvadWBenvadWBenv  (1689) 

Otherwise, there is no adjustment. 

 1,0)(ˆ)(ˆ
1__2__ == jforjfjf adWBenvadWBenv  (1690) 

– The spectral envelope is further adjusted by: 

⎪⎩

⎪
⎨

⎧

=

≥==⋅=

otherwisejfjf

modeCNGANDCNGfirstANDAUDIOCTifjfattjf

adWBenvadWBenv

adWBenvadWBenv

)(ˆ)(ˆ

2_1_!)(ˆ)(ˆ

2__3__

2__3__
(1691) 

where, att  is the attenuation factor. It is initialized to 1 and set to ]2_[_ −= modeCNGATTBWEatt  if 

1_ =CNGfirst  and 2_ ≥modeCNG are satisfied. 2,1,0),(_ =jjATTBWE are defined in table 164. 

Table 164: The envelope attenuation factor 

j )(_ jATTBWE  

0 0.8000 

1 0.7746 

2 0.7483 

– Then the adjusted spectral envelopes are applied to the excitation signal by: 

 
( ) ( )
( ) ( )⎪

⎩

⎪
⎨

⎧

<≤⋅=

<≤⋅=

320280)1(ˆˆˆ

280240)0(ˆˆˆ

3_____

3_____

kforfkXkX

kforfkXkX

adWBenvWBexcM
HB

WBM

adWBenvWBexcM
HB

WBM
 (1692) 

When the conditions: the current frame is NORMAL frame, or the current frame is HARMONIC frame and 

)0(ˆ25.0)1(ˆ
1__1__ adWBenvadWBenv ff ⋅< , are not satisfied, the adjustment is as follows. 

– The first spectral envelope is firstly processed as follows. 
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 ( ))1(ˆ)0(ˆ5.0)0(ˆ
1__1__2__ adWBenvadWBenvadWBenv fff +⋅=  (1693) 

– If the conditions: BWEWBM extllast __ = , ]1[]1[ 25.0 −− ⋅<<⋅ LLL EEE , are satisfied, the adjustment is performed 

by: 

 ( ))1()0(375.0)0(ˆ25.0)0(ˆ ]1[
_

]1[
_2__3__

−− +⋅+⋅= WBenvWBenvadWBenvadWBenv ffff  (1694) 

Otherwise, there is no adjustment: 

 )(ˆ)0(ˆ
2__3__ jff adWBenvadWBenv =  (1695) 

– Then the adjusted spectral envelopes are applied to the excitation signal by: 

 ( ) ( ) 320240)0(ˆˆˆ
3_____ <≤⋅⋅= kforfattkXkX adWBenvWBexcM

HB
WBM  (1696) 

where, att  is the attenuation factor. It is initialized to 1 and set to ]2_[_ −= modeCNGATTBWEatt  if 

1_ =CNGfirst  and 2_ ≥modeCNG . 2,1,0),(_ =jjATTBWE are defined in table 164. 

The MDCT coefficients of HB signal are refined by: 

 ( )
( ) ( )( )
( ) ( )( )
( ) ( )( )⎪

⎪

⎩

⎪
⎪

⎨

⎧

=<≤−⋅−⋅

=<≤−⋅−⋅

<≤−⋅+⋅

=

032030030004.00.1ˆ

132028028002.00.1ˆ

25624024005.02.0ˆ

ˆ

__

__

_

_

typecore
HB

WBM

typecore
HB

WBM

HB
WBM

HB
WBM

FifkforkkX

FifkforkkX

kforkkX

kX  (1697) 

And the spectral envelopes of current frame are preserved as ( ) 1,0,]1[
_ =− jjf WBenv  for the next frame. 

6.1.5.2.2.6 Windowing and frequency-to-time transformation 

A 320-point inverse MDCT is used for WB FD BWE. Refer to subclause 6.2.4. 

6.1.5.3 Decoding of upper band at 64 kb/s 

The upper band at 64 kbps bit-rate decoding starts with dequantizing the received spectrum coefficients by means of the 
AVQ as described in subclause 6.1.1.2.1.6. 

The spectrum between 14.4 kHz and 16 kHz in SWB, resp. 20 kHz in FB, is reconstructed using decoded part of the 
upper band spectrum. 

Further the spectral envelope is decoded and the quantized spectral envelope (four bands in normal mode or two bands 
in transient mode) is used to denormalize per envelope the decoded spectrum. Each spectral coefficient in an overlap 
region (7.6 kHz – 8 kHz) is multiplied by a factor lower than 1.0. The overlap region corresponds to the part of the 
spectrum where the ACELP lower band synthesis is suppressed due to the attenuation of the resampling filters. 
Consequently spectral coefficients in an overlap region equalize the spectral gap that would be present if the upper band 
coding would start at 8 kHz only. 

Finally the spectrum is de-normalized by the decoded global gain and transformed to the time domain using iDCT and 
OLA function. 

6.1.5.3.1 Decoding in normal mode 

The global gain globalĝ and the spectral envelope 40),(ˆ
_ <≤ jjf bandenv corresponding to 4 sub-bands are decoded. 

The global gain globalĝ  is de-quantized using a 5-bit log gain de-quantizer at the range of [3.0; 500.0]. The spectral 

envelopes 40),(ˆ
_ <≤ jjf bandenv  are de-quantized using two-dimensional VQs by means of 6bits and 5bits 

respectively as defined in subclause 5.2.6.3.1. 
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Then the band index with the minimum envelope minenpos _  is calculated by
3,...,0

__ ))(ˆmin(arg
=

=
j

bandenvminen jfpos , and 

the envelope of the spectrum between 14.4 kHz and 16 kHz in SWB, resp. 20 kHz in FB is predicted as follows: 

1) If HIGHRATEBWSWBMif extl __= , ( )minenbandenvdecnonenv posff ____
ˆ5.0ˆ ⋅= . 

2) If HIGHRATEBWFBM extl __= , the index of attenuation factor attÎ is decoded. Then, the decnonenvf __
ˆ is 

adjusted depending upon the index: 
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attdecnonenv

attdecnonenv
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attdecnonenv
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Iiff

Iiff

Iiff

Iiff

f  (1698) 

The number of the sub-bands 1svN is obtained according to the number of the total bits totR′  and the saturated threshold 

4001 =Thr as follows: 

 ( )( )⎪⎩

⎪
⎨
⎧

−
>′

=
otherwisepos

Rif
N

en

tot
sv 8/2%8208

40034

min_
1  (1699) 

The first stage sub-vectors 11_ 80),(ˆ
svnormM NkkX ⋅<≤  are decoded by means of AVQ and the spectrum of the 

upper band is obtained by the first stage sub-vectors 11_ 80),(ˆ
svnormM NkkX ⋅<≤ , 

 11__ 80),(ˆ)(ˆ
svnormMtmpM NkkXkX ⋅<≤=  (1700) 

and the )(bnq is saved to )(_ btmpnq , i.e. 10),()(_ svNbbnqbtmpnq <≤= . 

If the number of the remaining bits remR  after the first stage decoding is larger than 14, then the second stage decoding 

is performed. The second stage global gain 2ˆ globalg , is decoded and updated by: 

 0625.0*ˆˆ 22 globalglobal gg =  (1701) 

The number of the sub-bands 2svN is obtained according to the remaining bits remR and the saturated 

threshold 122 =Thr as follows: 

 
⎩
⎨
⎧ >

=
otherwiseR

Rif
N

rem

rem
sv 12/

39633
2  (1702) 

The second stage sub-vectors 22_ 80),(ˆ
svnormM NkkX ⋅<≤  are also decoded by means of AVQ. 

Then, the spectrum of the upper band is reconstructed by the contribution of the second stage decoding as follows: 

– The counter i  is initialized to 0. 

– In the sub-band b , 10 svNb <≤ , if the first stage AVQ codebook index 20)( svNiANDbnq <= , the spectrum 

of the upper band is adjusted by 80),*8(ˆˆ)8(ˆ
2_2_ <≤+⋅=+⋅ kkiXgkbX normMglobaltmpM , and the second 

stage AVQ codebook index )(2 inq  is added to the first stage AVQ codebook index )()()( 2 inqbnqbnq += . Then, 

the counter i are incremented by 1. 
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– The sub-band index 1b is initialized to 0, while 2svNi < , if 0)!(_ 1 =btmpnq , the spectrum is adjusted by 

80),8(ˆˆ)8(ˆ)8(ˆ
2_21_1_ <≤+⋅⋅++⋅=+⋅ kkiXgkbXkbX normMglobaltmpMtmpM , and )()()( 211 inqbnqbnq += . 

Then, the counter i is incremented by 1. 

The spectrum is then reordered according to the number of the total bits totR′ . 

– If 400>′totR , the reordered spectrum is obtained by: 

 2720)(ˆ)(ˆ
__ <≤=+ kkXkkX tempMstartspecM  (1703) 

where startk is the start frequency bin of spectrum reconstruction, and 304=startk for normal frames. 

– Otherwise, the reordered spectrum is obtained by: 

 
⎪⎩

⎪
⎨

⎧

−<≤+=++

<≤=+

21_2_

1__

2720)(ˆ)(ˆ

0)(ˆ)(ˆ

indindtempMindstartspecM

indtempMstartspecM

kkkkXkkkX

kkkXkkX
 (1704) 

where the 1indk and 2indk are set as follows: 

 ⎣ ⎦2/864 min_min_1 enenind posposk ⋅+⋅=  (1705) 

 ⎣ ⎦2/)1(8)1(64 min_min_2 +⋅++⋅= enenind posposk  (1706) 

          And then the spectrum of the band with the minimum envelope is reconstructed as follows: 

 

⎪
⎪

⎩

⎪
⎪

⎨

⎧

⋅+<≤

++=++

=<≤++=++

)2%(8640

)(ˆ)(ˆ

3720)128(ˆ)200(ˆ

min_

2_1_

min___

en

indstartspecMindstartspecM

enstartspecMstartspecM

posk

otherwisekkkXkkkX

posifkkkXkkX

 (1707) 

           Meanwhile, the AVQ codebook index )(bnq is adjusted as follows: 

           If 3min_ =enpos , 

 90)16()25( <≤+=+ bbnqbnq  (1708) 

          Otherwise, 

 111 ),())(33( svindind Nbkbnqkbnq <≤=−−  (1709) 

          And then, 

 2%80)()( min_21 enindind posbbknqbknq +<≤+=+  (1710) 

Then the noise filling is applied to the spectrum. If the remaining bits after the above decoding 2001 <remR , the 272 

MDCT coefficients of the upper band 575,...,304),(ˆ
_ =kkX specM  are divided into 34 sub-bands (8 coefficients per 

band). Two indices startpos , endpos  are introduced to select a base frequency band which is used to reconstruct the un-

decoded coefficients in the sub-bands 0][ =bnq . 

– The sub-band index i is initialized to 0. 

– If 0]0[ =nq , in the index range from 0 to 34, the index startpos  of the first sub-band which AVQ codebook 

index 0)!( =startposnq is searched , and then in the index range from the index startpos to 34, the index endpos  

of the first sub-band which AVQ codebook index 0)( =endposnq is searched, and the sub-band index is set 

by endposi = ,and 1−= endend pospos . If startstartend pospospos >− , the endpos  is adjusted by 

12 −⋅= startend pospos  , and then the MDCT coefficients in the sub-bands startposbb <≤0,  are reconstructed 

by: 
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 ( ) ( ) ( ) 803276888ˆ8ˆ
__ <≤+⋅⋅++⋅+⋅=+⋅+ kkbskposkXkbkX noisestartspecMstartspecM βα (1711) 

where, α and β  are the weighted factors, and 25.0=α , β is obtained by: 

 

⎪
⎪
⎩

⎪⎪
⎨

⎧

⋅>≤
>

=

otherwiseT

TANDwbtiltifelse

wbtiltif

pitch

pitch

100

25.01000.5_25.0

0.5_25.0

β  (1712) 

 ε+=∑ =

4

0
)(

ipitch ipitchT  (1713) 

the index of sub-band b is from 1−startpos  to 0, and pos  is initialized to endpos  and updated by: 

 
⎩
⎨
⎧

−
<

=
otherwisepos

posposifpos
pos startend

1
 (1714) 

1. If 34,0]![ ≤= iinq , the index i is incremented by 1; Otherwise, a base frequency band is selected to 

reconstruct the un-decoded coefficients as follows: 

2. Initialize the indices iposstart = and iposend = , and then in the sub-band b , 34<≤ bposstart , search the 

index endpos  of the first sub-band which AVQ codebook index 0)!( =endposnq , and set endposi = . If 

endstart pospos = , the index and the position are further adjusted: 34=i , 34=endpos . 

3. Then the MDCT coefficients of the upper band are adjusted by: 

 ( ) ( ) ( ) 80327688ˆ8ˆ
2__ <≤⋅++⋅+⋅=+⋅+ kkskposkXkbkX noisestartspecMstartspecM βα  (1715) 

where b is from 1−endpos  to startpos , and the 2pos  is initialized to 1−startpos  and it is adjusted by: 

 
⎩
⎨
⎧

−
=−

=
otherwisepos

posifpos
pos start

1

01

2

2
2  (1716) 

            and, 

 ( ) 801384931821and <≤+⋅== kks seedseedseednoise λλλ  (1717) 

Parameter seedλ  is initialized as 12345 and updated for each MDCT coefficient. It should be noted that 

( )ksnoise  is calculated for every frame. 

            4. Finally, judge whether 34<i or not. If 34<i , return to step 1. 

If the spectral tilt wbtilt _ of the decoded core signal )(1̂6 ns is larger than 5, the MDCT coefficients of the upper band 

are further adjusted. In sub-band 340, <≤ bb , if ( ) 08ˆ
_ =+⋅+ kbkX startspecM , the adjustment is performed as follows: 

 ( ) ( )
80

5.0

05.0
8ˆ

min

min
_ <≤

⎩
⎨
⎧

⋅−
>⋅

=+⋅+ k
otherwiseE

ksifE
kbkX noise

startspecM  (1718) 

where wbtilt _ is obtained by the algorithm described in equation (629) and (630), and minE is obtained as follows: 

 ( )( ) ( ) 08ˆ8ˆmin __
7,...,0

min >+⋅++⋅+=
=

kbkXifkbkXE startspecMstartspecM
k

 (1719) 

and if ( )( ) 0.18ˆmax min_
7,...,0

min >+⋅+=
=

EANDkbkXE startspecM
k

, minE  is refined by: 
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 minmin 5.0 EE ⋅=  (1720) 

When 4003min_ ≤′= toten RANDpos , the coefficients of the upper band in the index range [504, 511] are smoothed 

by: 

 ( ) ( ) 7,...,0
88

1200ˆ200ˆ
1__ =⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+⋅⎟

⎠

⎞
⎜
⎝

⎛ −⋅++=++ k
k

R
k

kkXkkX startspecMstartspecM  (1721) 

where 1R  is defined as follows: 

 

( )( )

( )( ) ε

ε

+++

+++

=

∑

∑

=

−

−=
7

0

2
_

1

8

2
_

1

200ˆ

200ˆ

k

startspecM

k

startspecM

kkX

kkX

R  (1722) 

The spectrum between 14.4 kHz and 16 kHz in SWB, resp. 20 kHz in FB is reconstructed by: 

 ( ) ( ) 1,...,0576ˆ576ˆ
____ −=+−=+ decnondecnonspecMspecM LkkLXkX  (1723) 

where decnonL _ is the number of the coefficients between 14.4 kHz and 16 kHz in SWB, resp. 20 kHz in FB: 

 
⎩
⎨
⎧

=
signalFBfor

signalSWBfor
L decnon 224

64
_  (1724) 

And the coefficients in the index range [576, 583] are smoothed by, 

 ( ) ( ) 7,...,0200576ˆ576ˆ
2__ =⋅++=+ kRkXkX specMspecM  (1725) 

where 2R  is defined as follows: 

 

( )( )

( )( ) ε

ε

++

++

=

∑

∑

=

−

−=
7

0

2
_

1

8

2
_

2

576ˆ

576ˆ

k

specM

k

specM

kX

kX

R  (1726) 

Then the spectrum is de-normalized using the spectral envelope by: 

 

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

<≤⋅+=+

<≤⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅+⋅⎟

⎠

⎞
⎜
⎝

⎛ −⋅+=+

+⋅<≤⋅<≤⋅+=+

decnondecnonenvspecMdenormM

decnonenvbandenvspecMdenormM

bandenvstartspecMstartdenormM

LkfkXkX

kf
k

f
k

kXkX

jkjjjfkkXkkX

_____

_____

___

8ˆ)576(ˆ)576(ˆ

80ˆ
8

)3(ˆ
8

1)576(ˆ)576(ˆ

)1(6868,40)(ˆ)(ˆ)(ˆ

(1727) 

and the overlap coefficients 160),(_ <≤ kkf coefsoverlap defined in table165 are used for adjustment as follows: 

 160)(ˆ)(9.0)(ˆ
___ <≤+⋅⋅=+ kkkXkfkkX startdenormMcoefsoverlapstartdenormM  (1728) 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

511

Table 165: Overlap coefficients )(_ kf coefsoverlap  

k 0 1 2 3 4 5 

)(_ kf coefsoverlap  0.32 0.355 0.39 0.42 0.45 0.49 

k 6 7 8 9 10 11 

)(_ kf coefsoverlap  0.53 0.575 0.62 0.67 0.72 0.765 

k 12 13 14 15   

)(_ kf coefsoverlap  0.81 0.855 0.9 0.95   

 
Finally the decoded global gain globalĝ  is applied to adjust the spectrum of the upper band. 

 decnon
startdenormMglobal

totstartdenormMglobal
startM Lk

otherwisekkXg

RifkkXg
kkX _

_

_
2720

)(ˆˆ

400)(ˆˆ85.0
)(ˆ +<≤

⎪⎩

⎪
⎨
⎧

+⋅

≤′+⋅⋅
=+  (1729) 

The MDCT coefficients are preserved for the next frame as follows: 

 
⎪⎩

⎪
⎨
⎧

<≤+=

<≤+=
−

−

signalFBforkkkXkX

signalSWBforkkkXkX

startMM

startMM

4960)(ˆ)(ˆ

3360)(ˆ)(ˆ

]1[

]1[

 (1730) 

Two parameters of ]1[
_

−
shbenerE and 140),(ˆ ]1[

_ <≤− jjf SWBenv  are updated by: 

 ∑
=

− ⋅⋅=
4

0

_
]1[

_ )(ˆ25.0ˆ

j

bandenvglobalshbener jfgE  (1731) 

 140ˆˆ)(ˆ ]1[
_ <≤⋅=− jfgjf envglobalSWBenv  (1732) 

6.1.5.3.2 Decoding in transient mode 

There are 4 sub-fames for transient mode. In sub-frame j , 40 <≤ j , the global gain globalĝ and spectral envelopes 

1,0),(ˆ
_ =iif bandenv , are decoded. The global gain of each sub-frame globalĝ  is de-quantized using a 5-bit log gain de-

quantizer at the range of [3.0; 500.0]. The first sub-frame spectral envelopes 1,0),(ˆ
_ =iif bandenv  are de-quantized 

firstly using two-dimensional VQs by means of 4 bits codebook defined in subclause 5.2.6.3.2. The indices of the first 

sub-frame spectral envelopes is noted as )0(ênvI . 

 If 8)0(ˆ <envI , which means the first sub-frame spectral envelopes are de-quantized in the first part of the 4 bits 

codebook, the spectral envelope 1,0),(ˆ
_ =iif bandenv  of the following three sub-frame are de-quantized using two-

dimensional VQs by means of 3 bits codebook , i.e. 8)(ˆ0 <≤ jIenv , 41 <≤ j  as described in subclause 5.2.6.3.2. 

 If 8)0(ˆ ≥envI , the spectral envelope 1,0),(ˆ
_ =iif bandenv  of the following three sub-frame are de-quantized using two-

dimensional VQs by means of 3 bits codebook, i.e. 15)(ˆ8 <≤ jIenv , 41 <≤ j  as described in subclause 5.2.6.3.2. 

And then the spectrum of the upper band is reconstructed. 

The number of the coefficients between 14.4 kHz and 16 kHz in SWB, resp. 20 kHz in FB, decnonL _  , is set by: 
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⎩
⎨
⎧

=
signalFBfor

signalSWBfor
L decnon 56

16
_  (1733) 

And the envelope of the MDCT coefficients between 14.4 kHz and 16 kHz in SWB, resp. 20 kHz in FB 

decnonenvf __
ˆ is calculated by: 

1) If HIGHRATEBWESWBMextl __=  

 )1(ˆˆ
___ bandenvdecnonenv ff =  (1734) 

2) If HIGHRATEBWEFBM extl __= , the index of attention factor attÎ is decoded, and then the decnonenvf __
ˆ is 

adjusted depending upon the index attÎ . 

 

⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

=⋅

=⋅

=⋅

=

=

3ˆˆ5.0

2ˆˆ3.0

1ˆˆ1.0

0ˆˆ

ˆ

__

__

__

__

__

attdecnonenv

attdecnonenv

attdecnonenv

attdecnonenv

decnonenv

Iiff

Iiff

Iiff

Iiff

f  (1735) 

The normalized spectrum of the upper band is decoded by the sub-vectors )(ˆ
_ kX normM  which are obtained by means 

of the AVQ: 

 640)(ˆ)4(ˆ
__ <≤=+⋅+ kkXkLjkX normMfrstartspecM  (1736) 

where startk is the start frequency bin of spectrum reconstruction, and 64=startk for transient frames. frL is the frame 

length. 640=frL for SWB signal and 960=frL for FB signal. 

Then the noise filling is applied to the spectrum. The first 64 MDCT coefficients of the upper band 

139,...,76),(ˆ
_ =kkX specM  are divided into 8 sub-bands (8 coefficients per band). In the sub-band b , 80 <≤ b , if the 

AVQ codebook index is equal to 0, that is, 0)( =bnq , the signal is generated from linear congruential uniform random 

noise generator as follows: 

 ( ) ( ) )1(88655364ˆ
_ +⋅<≤⋅=+⋅+ bkbkskLjkX noisefrstartspecM  (1737) 

where 

 ( ) )1(881384931821and +⋅<≤⋅+⋅== bkbks seedseedseednoise λλλ  (1738) 

Parameter seedλ  is initialized as 12345 and updated for each MDCT coefficient. It should be noted that ( )ksnoise  is 

calculated for every frame. 

If the spectral tilt wbtilt _ of the decoded core signal )(1̂6 ns is larger than 5, the MDCT coefficients of the upper band 

are further adjusted. If ( ) 04ˆ
_ =+⋅+ kLjkX frstartspecM , the adjustment is by: 

 ( ) ( )
)1(88

5.0

05.0
4ˆ

min

min
_ +⋅<≤⋅

⎩
⎨
⎧

⋅−
>⋅

=+⋅+ bkb
otherwiseE

ksifE
kLjkX noise

frstartspecM  (1739) 

where wbtilt _ is obtained by the algorithm described in equations (629) and (630), and minE is obtained as follows: 

 ( )( ) ( ) 04ˆ4ˆmin _
78,...,8

min >+⋅++⋅+=
+=

kLjkXifkLjkXE frstartMfrstartspecM
bbk

 (1740) 
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and if ( )( ) 0.14ˆmax min_
78,...,8

min >+⋅+=
+=

EANDkLjkXE frstartspecM
bbk

, minE  is refined by: 

 minmin 5.0 EE ⋅=  (1741) 

The spectrum between 14.4 kHz and 16 kHz in SWB, resp. 20 kHz in FB is reconstructed by replicating the nearby 
coefficients: 

 40))4(4140(ˆ5.0)4140(ˆ
___ +<≤++−⋅+⋅=+⋅+ decnondecnonfrMfrspecM LkkLLjXkLjX (1742) 

Then the spectrum of the upper band is de-normalized using the spectral envelope by: 

 

⎪
⎪

⎩

⎪
⎪

⎨

⎧

+<≤⋅+⋅+=+⋅+

<≤⋅+⋅+=+⋅+

<≤⋅+⋅+=+⋅+

44ˆ)4140(ˆ)4140(ˆ

6834)1(ˆ)4(ˆ)4(ˆ

340)0(ˆ)4(ˆ)4(ˆ

_____

___

___

decnondecnonenvfrspecMfrdenormM

bandenvfrstartspecMfrstartdenormM

bandenvfrstartspecMfrstartdenormM

LkfkLjXkLjX

kfkLjkXkLjkX

kfkLjkXkLjkX

(1743) 

and the modification factors 160),(_ <≤ kkf coefsoverlap defined in table 165 are used to adjust the overlapped 

coefficients as follows: 

 )4()4(ˆ9.0)4(ˆ
___ kfkLjkXkLjkX coefsoverlapfrstartdenormMfrstartdenormM ⋅⋅+⋅+⋅=+⋅+  (1744) 

where, 40 <≤ k . 

Finally, the decoded global gain globalĝ  is applied to adjust the spectrum of the upper band. 

 decnonfrstartdenormMglobalfrstartM LkkLjkXgkLjkX __ 680)4(ˆˆ)4(ˆ +<≤+⋅+⋅=+⋅+  (1745) 

6.1.5.3.3 Windowing and frequency-to-time transformation 

A 640-point (SWB) or 960-point (FB) inverse MDCT is used for the upper band frequency signal. Refer to subclause 
6.2.4. 

6.1.5.3.4 Post-processing in temporal domain 

If the current frame is a good one, further adjustment of the upper band synthesized temporal signal )(ˆ _ ns synhb is 

needed. The synthesized temporal signal of the upper band )(ˆ _ ns synhb is divided into 4 sub-frames, and the energy of 

each sub-frame ][mE , is computed by: 

 ( ) 3,,0(ˆ

14/)1(

4/

2
_

][
K== ∑

−⋅+

⋅=

mfornsE
fr

fr

Lm

Lmn

synhb
m  (1746) 

For each sub-frame, the long term energy [ ]m
LTE  is initialized to 0, and updated according to the following equation: 

 [ ] [ ] [ ] 3,,0)1( 1
K=+−= − mforEEE mm

LT
m

LT αα  (1747) 

In the above equation, the weighted factor α  is set to 0.25, and the convention is that for the first sub-frame, 

[ ] [ ]31
LTLT EE =−  from the previous frame. For each sub-frame m , a comparison between the short term energy ][mE  and 

the long term energy [ ]m
LTE is performed. A transient is detected whenever the energy ratio is above a certain threshold 

and the sub-frame index m is recorded as pos . Formally, a transient is detected whenever: 

 [ ] [ ]m
LT

m EE ρ>  (1748) 
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where ρ  is the energy ratio threshold and is set to 5.12=ρ . 

When the current frame is transient and the conditions: 0>pos , 3_ <wbtilt , 500)(
4

0
>+∑ =

ε
j

jpitch , are all 

satisfied, the adjustment is processed. 

[ ]1−
LTE  is obtained depending upon whether the current and previous frames apply the same extend layer: 

 [ ]
[ ]

⎪⎩

⎪
⎨
⎧ =

= −
−

otherwiseE

MMifE
E

LT

extlextllast

LT 1

_1
!

 (1749) 

where the energy E is calculated by: 

 4/frLposN ⋅=  (1750) 

 ( )∑
=

=
N

n

synhb nsE
0

2
_ )(ˆ  (1751) 

then, 
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⎜
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⎟
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⎛ −⋅−⋅

<≤⋅⋅⋅

=′
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−

8/
)(8

2.0
)(8

1)(ˆ

02.0)(ˆ

)(ˆ
1

_

1

_

_

fr
fr

LT

fr
synhb

LT
synhb

synhb

LNnN
L

Nn

E

E
pos

L

Nn
ns

Nn
E

E
posns

ns  (1752) 

The signal class classF  of the current frame is preserved as [ ]1−
classF  for the next frame. 

When COREHQcorelast __ = or extlextllast MM =!_ , if 3_ <wbtilt , the post-processing is performed in case of 

switching of different extend layers or different cores. The gain factor propostg _ is first calculated by: 
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( )
⎪
⎪
⎪

⎩

⎪
⎪
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⎨

⎧

′

<′

=

∑

∑
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otherwisens

posifns
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synhb

L

Ln

synhb

propost
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fr
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0

2
_

max

1

80

2
_

_

)(ˆ
80

1

160)(ˆ
80

1

 (1753) 

where maxpos is the index of the time sample with the maximum magnitude, and 

 
1,...,0

_max ))(ˆmax(arg
−=

′=
Lfrn
synhb nspos  (1754) 

The gain factor propostg _  is refined by: 

 

( )
)

)(ˆ
1

,1min(
1

2
_

12

_
_

2

1

ε+′
−

=

∑
−

=

ind

ind

k

kn

synhb
indind

propost
propost

ns
kk

g
g  (1755) 

where 1indk and 2indk are obtained by: 

 )40,0max( max1 −= poskind  (1756) 
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 )40,min( max2 += posLk frind  (1757) 

Then the synthesized signal of the upper band is adjusted by: 

 

( )⎪
⎪
⎩

⎪⎪
⎨

⎧

⎪⎭

⎪
⎬
⎫

<≤+⋅′

<≤⋅′

=<≤⋅′

=′′

otherwise
Lnkngns

knkgns

BWEFBORBWESWBMifLnkgns

ns

frindpropostsynhb

indindpropostsynhb

extllastfrindpropostsynhb

synhb

2__

22__

_1__

_

)()(ˆ

)(ˆ

__)(ˆ

)(ˆ

β

(1758) 

where )(nβ is calculated as follows: 

 
⎩
⎨
⎧ >

=
otherwise

gif propost

5.0

5.01 _α  (1759) 

 ( ) frindindfrpropostind LnkkLgknn <≤−−⋅−= 22_2 )()()( αβ  (1760) 

And the preserved synthesized signal of the upper band for OLA function, )(ˆ ]1[
_ ns synhb

− , is adjusted by: 

 frpropostsynhbsynhb Lngnsns <≤⋅= −− 0)(ˆ)(ˆ _
]1[
_

]1[
_  (1761) 
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6.2 MDCT Coding mode decoding 

6.2.1 General MDCT decoding 

MDCT based codec frames can be either encoded by the MDCT based TCX or the High Quality Coder. Which mode is 
actually used, is determined by table 76 in subclause 5.3.1. For those configurations where both modes are switched, a 
signaling bit determines the MDCT mode.  

6.2.2 MDCT based TCX 

A general description of the MDCT based TCX coder module can be found in subclause5.3.3.1. In the following, the 
configurations are described, the initialization process from the bit stream data and the general decoding process. 

6.2.2.1 Rate dependent configurations 

The rate dependent configuration of the TCX coder is described for the encoder in subclause 5.3.3.1.2. The 
configurations are valid for the decoder as well. Depending on the configuration, the initialization order of the modules 
changes. The following subclause describes the module initialization therefore just on a principle level. 

6.2.2.2 Init module parameters 

6.2.2.2.1 TCX block configuration 

The coding modes TCX20 or TCX10 are signalled within the bit stream. Binary code for the overlap width as defined in 
subclause 5.3.2.3 is read from the bitstream. Overlap code for the current frame is formed from the short/long transform 
decision bit and from the binary code for the overlap width as defined in subclause 5.3.2.3. The TCX block is then 
configured as described in subclause 6.2.4.2. 

6.2.2.2.2 LPC parameter 

This subclause describes the inverse quantization of LPC. 

6.2.2.2.2.1 Low-rate LPC 

MDCT based TCX relies on smoothed LPC spectral envelope. Decoding process of LSF is common to that for ACELP 
except the case for 9.6 kbps (NB/WB/SWB). Decoding process of weighted LSF and conversion of LSF used for 9.6 
kbps (NB/WB/SWB) are described in this subclause. 

Weighted domain quantized LSF vector γq̂ is reconstructed with two stage or three stage VQ as described in 5.3.3.2.1. 

These VQ codebooks are used in two ways. In case of primary decoding, weighted LSF vector VQq̂ is retrieved from 

two stage VQ and after adding mean vector mand the MA predicted contribution vector MAq , reconstructed LSF vector, 

)ˆ(ˆ MAVQ qmqq ++=γ  is obtained. γq̂ is corresponding to the weighted envelope and can be directly used for inverse 

shaping of MDCT coefficients. The VQ uses 5 bits for 16 samples at the first stage, 4 bits for the lower 6 LSF 
parameters, and 4 bits for the higher 10 LSF parameters. 

In the secondary decoding, weighted LSF vector is reconstructed without adding MA predicted contribution vector. 
This can inform the shape of envelope for the envelope base arithmetic coding even when the decoder cannot get the 
information from the previous frame. The conditional third stage VQ with addition of mean vector is applied to the 
retrieved vector from two stage VQ to get γq ′′ˆ . After reconstruction of LSF vector VQq̂ with two stage VQ and adding 

mean vector m , the first and the second lower position )0(ˆγq′  and )1(ˆγq′  of the reconstructed LSF vector 

)ˆ(ˆ VQqmq +=′γ are checked. If the γq′ˆ is expected to have large spectral distortion from γq̂ , the third stage VQ is applied. 

The retrieved vector VQ3q̂ at the third stage VQ with 2 bits is applied to modify )0(ˆγq′ and )1(ˆγq′  to get 
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)ˆˆ(ˆ 3VQVQ qmqq ++=′′γ , only when, )0(ˆγq′ or ))0(ˆ)1(ˆ( γγ qq ′−′ has smaller values than the threshold. Otherwise, the 

reconstructed LSF up to the second stage VQ, γq′ˆ is used for the final reconstruction LSF, γq ′′ˆ . 

For the interpolation of LSF between the LSF in the possible ACELP at the next frame,  the reconstructed LSF vector 

γq̂ with MA prediction needs to be converted to unweighted domain LSF vector 1q̂ . In envelope based arithmetic 

coding, unweighted LSF vector without depending on MA prediction 1q̂′ is also necessary to estimate the MDCT 

envelope. These can be achieved by low-complex direct matrix conversion described in 5.3.3.2.1.1 

6.2.2.2.2.2 Mid-rate LPC 

The inverse quantization for mid-rate bitrates (13.2 till 32 kbps) is the same as for ACELP (with the quantizer being in  
AUDIO mode). However there is a different interpolation, the same as described in subclause 5.3.3.2.1.2. 

6.2.2.2.2.3 High-rate LPC 

Inverse quantization of an LPC filter is performed as described in figure 93. The LPC filters are quantized using the line 
spectral frequency (LSF) representation. A first-stage approximation is computed by inverse Vector Quantization by a 
simple table look-up with an 8 bit index. An algebraic vector quantized (AVQ) refinement is then calculated as 
described in 6.1.1.2.1.4. The quantized LSF vector is reconstructed by adding the first-stage approximation and the 
inverse-weighted AVQ contribution. 

Depending on the frame being coded as a single TCX20 frame or subdivided into TCX10/TCX5 sub-frames one or two 
sets of LPC have to be de-quantized. In case two sets are transmitted the first set is decoded in the same way a single set 
would be decoded. For the second set an initial bit signals if it has to be decoded depending on the first set or not. If 
zero, the first stage approximation of the second set has to be decoded with another 8 bit inverse Vector Quantizer. If 
one, the inverse quantized first set will be used as first stage approximation. The inverse weights in figure 93 are the 
reciprocal of the weights used in the encoder (see subclause 5.3.3.2.1.3.3). 

The AVQ decoder is described in subclause 6.1.1.2.1.4. 

 

 

Figure 93: Overview high-rate LPC decoding 

The inverse-quantized LSF vector is subsequently converted into a vector of LSF coefficients, then interpolated and 
converted again into LPC parameters. The interpolation is the same described in 5.3.3.2.1.2. 

6.2.2.2.3 PLC Wavefrom adjustment 

The waveform adjustment tool reads one bit for initialization where 1 stands for harmonic and 0 for non-harmonic. 

6.2.2.2.4 Global Gain 

The TCX global gain index gainCXTI ,  is transmitted in the bitstream as a 7 bit unsigned integer. 
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6.2.2.2.5 Noise fill parameter 

The TCX noise factor index NFI  is transmitted in the bitstream as a 3 bit unsigned integer. 

6.2.2.2.6 LTP 

The LTP on/off flag onLTP  is transmitted in the bitstream as a single bit. If the LTP flag is one, the quantized pitch lag 

and gain are transmitted after the LTP flag. The pitch lag index lagLTPI ,  is transmitted as unsigned 9 bit integer. The 

gain index gainLTPI ,  is transmitted as unsigned 2 bit integer. 

6.2.2.2.7 TNS parameter 

The TNS on/off flat is transmitted in the bitstream as a single bit. If the TNS flag is one and if the configuration (see 
subclause 5.3.3.2.2) indicates that 2 filters are possible then an additional single bit transmitted in the bitstream 
indicates if the parameters for 1 or 2 filters are transmitted in the bitstream (nMaxFilters = 1 or nMaxFilters = 2). For 
each filter, order and coefficients are the parameters transmitted in the bitstream. The order and the coefficients are 
coded using Huffman coding. Which Huffman code will be used for the filter order depends on the frame configuration 
(TCX20/TCX10/TCX5) and on the bandwidth (SWB,WB). Which Huffman code will be used for a parcor coefficient 
depends on the frame configuration (TCX20/TCX10/TCX5), on the bandwidth (SWB,WB) and on the parcor 
coefficent’s index. If the parameters for 1 filter are transmited in the bitstream, then the second filter is inactive. If the 
parameters for 2 filters are transmitted in the bitstream, then order 1 and the filter coefficient set to 0 for the first filter 
indicates that the first filter is disabled and that only the second filter is active. 

6.2.2.2.8 Harmonic model 

For both context and envelope based arithmetic coding, a harmonic model is used for efficient coding of frames with 
harmonic content. The harmonic model is disabled if any of the following conditions apply: 
- The bit-rate is not one of 9.6, 13.2, 16.4, 24.4, 32, 48 kbps. 
- The previous frame was coded by ACELP. 
- Envelope based arithmetic coding is used and the coder type is neither Voiced nor Generic. 
In the above cases, no further signalling is used. 

Otherwise, a single-bit harmonic model flag is read from the bit-stream. When the flag is non-zero, the decoding 
proceeds by reading the harmonic model interval parameter as follows. 

6.2.2.2.8.1 Decoding of Interval of harmonics 

When pitch lag and gain are used for the LTP post processing, the lag parameter is utilized for representing the interval 
of harmonics in the frequency domain. Otherwise, normal representation of interval is applied. 

6.2.2.2.8.1.1 Decoding interval depending on time domain pitch lag 

According to the procedure in subclause 5.3.3.2.8.1.8.1.1, UNITT , TIndex , BandwidthIndex are set up, MULIndex is read 

from the bit-stream, and finally MDCTT is calculated. 

6.2.2.2.8.1.2 Decoding interval without depending on time domain pitch lag 

When pitch lag and gain in the time domain is not used or the pitch gain is less than or equals to 0.46, normal decoding 
of the interval with un-equal resolution is used. The 8-bit index is read from the bit-stream and UNITT  and MDCTT  are 

calculated as in subclause 5.3.3.2.8.1.8.1.1. 

6.2.2.2.8.2 Decoding of gain 

In case of envelope based arithmetic coding and Voiced coder type, a 2-bit gain index is read from the bit-stream. 

6.2.2.2.9 IGF bit stream reader 

On the decoder side the IGF scale factors, the IGF whitening levels and the IGF temporal flatness indicator flag are 
extracted from the bit stream and subsequently decoded. The decoding of the IGF scale factors is described in subclause 
6.2.2.2.9.2. 
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6.2.2.2.9.1 IGF whitening level decoding 

The IGF whitening levels are decoded according to the following pseudo code: 

nT    = nT ; 
for (k = 0; k < nT; k++) { 

  ( )kcurrWLevel  = 0; 

} 
 
tmp = -1; 

if ( isIndep ) { 

  tmp = 0; 
} else { 
  tmp = read_bit(); 
} 
if (tmp == 1) { 
  for (k = 0; k < nT; k++) { 

    ( )kcurrWLevel  = ( )kprevWLevel ; 

  } 
} else { 
  k = 0; 

  ( )kcurrWLevel  = decode_whitening_level(k); 

  tmp = read_bit(); 
  if (tmp == 1) { 
    for (k = 1; k < nT; k++) { 

      ( )kcurrWLevel  = decode_whitening_level(k); 

    } 
  } else { 
    for (k = 1; k < nT; k++) { 

      ( )kcurrWLevel  = ( )0currWLevel ; 

    } 
  } 
} 
for (k = 0; k < nT; k++) { 

  ( )kprevWLevel  = ( )kcurrWLevel ; 

} 

 
wherein the vector prevWLevel  contains the whitening levels  from the previous frame and the function 

decode_whitening_level takes care of the decoding the actual whitening level from the bit stream. The function 
is implemented according to the pseudo code below: 

tmp = read_bit(); 
if (tmp == 1) { 
  tmp = read_bit(); 
  if (tmp == 1) { 
    return 2; 
  } else { 
    return 0; 
  } 
} else { 
  return 1; 
} 

Finally the IGF temporal flatness indicator flag is extracted from the bit stream. 

In case of a TCX10 frame ( trueisTCX =10 ), the IGF sideinfo for both sub-frames is extracted from the bit stream prior 
to the IGF processing. Therefore, the decoded sideinfo for the individual sub-frames is stored in a temporary buffer, so 
that the sideinfo for the current sub-frame under IGF processing can be accessed via the temporary buffer. 

6.2.2.2.9.2 IGF noiseless decoding of scale factors 

The noiseless decoding of the IGF scale factor vector g  is very similar to the noiseless encoding part. The entire 

encoding and decoding procedures are highly symmetric, and therefore the decoding procedure can be uniquely and 
unambiguously derived from the encoding procedure. 

The module uses the common raw arithmetic decoder functions from the infrastructure, which are available from the 
core coder. The functions used are ( )ereturnValuextbitbitsdecodeari __14__ , which decodes one bit into 
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ereturnValu , ( )ableFrequencyTcumulativeereturnValuextsbitsdecodeari , _27_14__ , which decodes one value 

into ereturnValu  from an alphabet of 27 symbols ( TABLEINSYMBOLS __ ) using the cumulative frequency table 

ableFrequencyTcumulative , ()14___ bitsdecodingstartari , which initializes the arithmetic decoder. Note that there 

is no ()14___ bitsdecodingfinishari  to finalize the arithmetic decoder. Instead, the equivalent function 

()__ decodingflusharith  was locally defined, which returns the last 14 bits read back to the bit stream reader. 

6.2.2.2.9.2.1 IGF independency flag 

The behaviour and processing related to the gisIndepFla  flag is identical to the encoder side. 

6.2.2.2.9.2.2 IGF all-Zero flag 

The allZero  flag is read from the bit stream first. In case the flag is 1, the decoder state is reset and no further data is 
read from the bit stream, because the decoded scale factors are all set to zero: 

 ( ) nBkkg <≤= 0  for all, 0:�  (1762) 

Otherwise, if the flag is 0, the arithmetic coded scale factor vector g  is decoded from the bit stream. 

6.2.2.2.9.2.3 IGF arithmetic decoding helper functions 

6.2.2.2.9.2.3.1 The reset function 

The behaviour and processing related to the reset function is identical to the encoder side. 

6.2.2.2.9.2.3.2 The arith_decode_bits function 

The bitsdecodearith __  function decodes an unsigned integer of length nBits  bits, by reading one bit at a time. 

arith_decode_bits(nBits) 
{ 
  x = 0; 
  for (i = 0; i < nBits; ++i) { 
    ari_decode_14bits_bit_ext(&bit); 
    x = (x << 1) | bit; 
  } 
 
  return x; 
} 

6.2.2.2.9.2.4 IGF arithmetic decoding 

The residualdecodearith __  function decodes an integer valued prediction residual, using the cumulative frequency 

table ableFrequencyTcumulative , and the table offset ttableOffse . 

The behaviour and processing related to the function is very similar to the corresponding residualencodearith __  

function in the encoder. 

arith_decode_residual(cumulativeFrequencyTable, tableOffset) 
{ 
  ari_decode_14bits_s27_ext(&val, cumulativeFrequencyTable); 
 
  if ((val != 0) && (val != SYMBOLS_IN_TABLE - 1)) { 
    x = (val - 1) + MIN_ENC_SEPARATE; 
 
    x -= tableOffset; 
    return x; 
  } 
 
  extra = arith_decode_bits(4); 
  if (extra == 15) { 
    extra_tmp = arith_decode_bits(6); 
    if (extra_tmp == 63) { 
      extra_tmp = 63 + arith_decode_bits(7); 
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    } 
    extra = 15 + extra_tmp; 
  } 
 
  if (val == 0) { 
    x = (MIN_ENC_SEPARATE - 1) - extra; 
  } else { /* val == SYMBOLS_IN_TABLE - 1 */ 
    x = (MAX_ENC_SEPARATE + 1) + extra; 
  } 
 
  x -= tableOffset; 
  return x; 
} 
 

The function vectorsfedecode __  decodes the scale factor vector g , which consists of nB  integer values. The value 

t  and the prev  vector, which constitute the decoder state, are used as additional parameters for the function. Note that 

the top level function deecoderDecoiisIGFSCFD  must call the common arithmetic decoder initialization function 
bitsdecodingstartari 14___  before calling the function vectorsfedecode __ , and also call the locally defined 

arithmetic decoder finalization function flushdecodearih __  afterwards. 

decode_sfe_vector(t, prev, g, nB) 
{ 
  for (f = 0; f < nB; f++) { 
    if (t == 0) { 
      if (f == 0) { 
        ari_decode_14bits_s27_ext(&pred, cf_se00); 
        g[f] = pred << 2; 
        g[f] += arith_decode_bits(2); /* LSBs as 2 bit raw */ 
      } 
      else if (f == 1) { 
        pred = g[f - 1]; /* pred = b */ 
        g[f] = pred + arith_decode_residual(cf_se01, cf_off_se01); 
      } else { /* f >= 2 */ 
        pred = g[f - 1]; /* pred = b */ 
        ctx = quant_ctx(g[f - 1] - g[f - 2]); /* Q(b - e) */ 
        g[f] = pred + arith_decode_residual(cf_se02[CTX_OFFSET + ctx], 
            cf_off_se02[CTX_OFFSET + ctx]); 
      } 
    } 
    else { /* t == 1 */ 
      if (f == 0) { 
        pred = prev[f]; /* pred = a */ 
        g[f] = pred + arith_decode_residual(cf_se10, cf_off_se10); 
      } else { /* (t == 1) && (f >= 1) */ 
        pred = prev[f] + g[f - 1] - prev[f - 1]; /* pred = a + b - c */ 
        ctx_f = quant_ctx(prev[f] - prev[f - 1]); /* Q(a - c) */ 
        ctx_t = quant_ctx(x[f - 1] - prev[f - 1]); /* Q(b - c) */ 
        g[f] = pred + arith_decode_residual( 
            cf_se11[CTX_OFFSET + ctx_t][CTX_OFFSET + ctx_f], 
            cf_off_se11[CTX_OFFSET + ctx_t][CTX_OFFSET + ctx_f]); 
      } 
    } 
  } 
} 
 
The cumulative frequency tables and the corresponding table offsets are initialized identically to the encoder side. 

6.2.2.2.10 Spectral data 

The quantized spectral coefficients are read from the bit-stream by the means of arithmetic decoding. 

6.2.2.2.11 Residual bits 

The left-over bits (to the target bit budget) after arithmetic decoding are read by the residual decoding module. 
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6.2.2.3 Decoding process 

6.2.2.3.1 Arithmetic decoder 

The arithmetic decoder is described by the following pseudo-code. It takes as input arguments the cumulative frequency 
table cum_freq[] and the size of the alphabet cfl. 

symbol = ari_decode(cum_freq[], cfl) { 
 if (arith_first_symbol()) { 
 value = 0; 
 for (i=1; i<=16; i++) { 
 value = (val<<1) | arith_get_next_bit(); 
 } 
 low   = 0; 
 high  = 65535; 
 } 
 
 range = high-low+1; 
 cum =((((int) (value-low+1))<<14)-((int) 1))/range; 
 p = cum_freq-1; 
 
 do { 
 q = p + (cfl>>1); 
 if ( *q > cum ) { p=q; cfl++; } 
 cfl>>=1; 
 } 
 while ( cfl>1 ); 
 
 symbol = p-cum_freq+1; 
 if (symbol) 
 high = low + ((range*cum_freq[symbol-1])>>14) - 1; 
 
 low += (range * (cum_freq[symbol])>>14); 
 
 for (;;) { 
 if (high<32768) { } 
 else if (low>=32768) { 
 value -= 32768; 
 low   -= 32768; 
 high  -= 32768; 
 } 
 else if (low>=16384 && high<49152) { 
 value -= 16384; 
 low   -= 16384; 
 high  -= 16384; 
 } 
 else break; 
 
 low += low; 
 high += high+1; 
 value = (value<<1) | arith_get_next_bit(); 
 } 
 return symbol; 
} 

6.2.2.3.1.1 Context-based arithmetic decoder 

The context-based arithmetic decoder reads the following data in the following order: 

1- ⎥
⎥

⎤
⎢
⎢

⎡
)

2
(log2
L

 bits for decoding lastnz/2-1. 

2- The entropy-coded MSBs bits 

3- The sign bits 

4- The residual quantization bits 

5- The LSBs bits are read backwardly from the end of the bitstream buffer. 
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The following pseudo-code shows how the spectral coefficients X[] or MX̂ are decoded. It takes as input argument the 

allocated bit budget target_bits and the number of coded samples lastnz. The helper functions are given in encoder 
subsection from 5.3.3.2.8.1.2 to 5.3.3.2.8.1.2. 

X=ari_context_decode(target_bits,pi,hi,last_nz) { 
 c[0]=c[1]=p1=p2=0; 
 for (k=0; k<L; k++) { 
 X[k]=0; 
 
 for (k=0; k<lastnz; k+=2) { 
     a=b=0; 
 
 (a1_i,p1,idx1) = get_next_coeff(pi,hi,lastnz); 
 (b1_i,p2,idx2) = get_next_coeff(pi,hi,lastnz); 
  
 t=get_context(idx1,idx2,c,p1,p2); 
 
    /* MSBs decoding */ 
    for (lev=esc_nb=0;;){ 
      pki = ari_context_lookup [t + 1024*esc_nb ]; 
      ari_decode(ari_cf_m [pki],17); 
                                                                                
      if(r<16) break; 
      
      /*LSBs decoding*/ 
      a=(a)+read_bit_end() <<(lev)); 
      b=(b)+ read_bit_end() <<(lev)); 
      lev++; 
 esc_nb=min(lev,3); 
    } 
 
    /*MSBs contributions*/ 
    b1= r>>2; 
    a1= r&0x3; 
    a += (a1)<<lev; 
    b += (b1)<<lev; 
 
    /*Dectect overflow*/ 
    if(nbbits>target_bits){ 
      break; 
    } 
    
    c=update_context(a,b,a1,b1,c,p1,p2); 
 
    /* Store decoded data */ 
     X[a1_i] = a; 
     X[b1_i] = b; 
  } 
 /*decode signs*/ 
for (i=0; i<L; i++){ 
    if(X[i]>0){ 
      if ( read_bit()==1 ){ 
           X[i] = -X[i]; 
      } 
    } 
  } 
} 
 

6.2.2.3.1.2 Envelope-based arithmetic decoder 

The probability model is computed as described in the encoder subclause 5.3.3.2.8.1.2.3. 

6.2.2.3.2 Adaptive low frequency de-emphasis 

A general description of ALFE can be found in subclause 5.3.3.2.4.1. 

6.2.2.3.2.1 Adaptive de-emphasis algorithm 1 

ALFE algorithm 1 reverses the encoder-side LF emphasis 1 (see subclause 5.3.3.2.4.2). First, as was done in the 
encoder, the minimum and maximum of the first nine gains are found using comparison operations executed within a 
loop over the gain indices 0 to 8. 
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Then, if the ratio between the minimum and maximum exceeds a threshold of 1/32, a gradual lowering of the lowest 
lines in x is performed such that the first line is attenuated by (max/(32 min))0.25 and the 33rd line is not attenuated: 

  tmp = 32 * min; 
  if ((max < tmp) && (tmp > 0)) { 
    fac = tmp = pow(max / tmp, 1/128); 
    for (i = 31; i >= 0; i--) {    /* gradual lowering of lowest 32 lines */ 
      X[i] *= fac; 
      fac  *= tmp; 
    } 
  } 

Adaptive de-emphasis algorithm 2 

ALFE algorithm 2 reverses the encoder-side LF emphasis 2 (see subclause 5.3.3.2.4.3) by checking for modifications to 
the quantized LF MDCT lines and undoing them. As was done in the encoder, the procedure is split into five steps: 

• Step 1: first find first magnitude maximum at index i_max in lower spectral quarter (k = 0 … ( )bw
TCXL  / 4) for 

which |Xq[k]| ≥ 4 and modify the maximum as follows: Xq[i_max] += (Xq[i_max] < 0) ? 2 : -2 

• Step 2: then expand value range of all X[k] up to i_max by multiplying all lines at k = 0…i_max–1 with 0.5 

• Step 3: again find first magnitude maximum in lower quarter of spectrum if the i_max found in step 1 is > -1 

• Step 4: again expand value range of all X[i] up to i_max as in step 2, but using the i_max found in step 3 

• Step 5: finish and always expand two lines at the latest i_max found, i.e. at k = i_max+1, i_max+2. If the line 
magnitude at k is greater than or equal to 4, move it toward zero by two, otherwise multiply it by 0.5. As in the 
encoder all i_max are initialized to –1. For details please see AdaptLowFreqDeemph() in tcx_utils.c. 

6.2.2.3.3 Global gain decoding 

The global gain TCXĝ  is decoded from the index ,TCX gainI  transmitted in the bit stream as follows: 

 ( )

,

28160
ˆ 10

TCX gainI

TCX bw
TCX

g
L

=  (1763) 

6.2.2.3.4 Residual bits decoding 

At 13.2 kbps and above the 3 first bits are used for refining the global gain. The variable n is initialized to 0: 
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The following bits refine the non-zeroed decoded lines. 1 bit per non-zeroed spectral value is read. The rounding offset 
used in the first quantization stage with dead-zone is taking into account for computing the reconstructed points: 
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If at least 2 bits are left to read, a zeroed value is refined as: 
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6.2.2.3.5 TCX formant enhancement 

The TCX formant enhancement intends to replicate a behavior similar to that of the ACELP formant enhancement. It 
operates based on the LPC frequency-band gains, lpcGains[]. First, the square-root of each gain is computed. Then, 

  fac = 1 / min(sqrtGains[0], sqrtGains[1]); 
  k = 0; 
  for (i = 1; i < numGains - 1; i++) { 
    if ((sqrtGains[i-1] <= sqrtGains[i]) && (sqrtGains[i+1] <= sqrtGains[i])) { 
      step = max(sqrtGains[i-1], sqrtGains[i+1]); 
      step = (1 / step - fac) / (i - k); 
      sqrtGains[k] = 1; 
      fac += step; 
      for (j = k + 1; j < i; j++) { 
        sqrtGains[j] = min(1, sqrtGains[j] * fac); 
        fac += step; 
      } 
      k = i; 
    } 
  } 
 

where sqrtGains[] contains the square-roots of the lpcGains[], and numGains denotes the number of LPC gains. In 
order to complete the above algorithm for the last gain at i = numGains – 1, the following operation is executed, 

      step = min(sqrtGains[i-1], sqrtGains[i]), 
 

and the above steps inside the if-condition, starting with “step = (1 / step – fac) / (i – k)”, are repeated. 
Finally, we set sqrtGains[numGains – 1] = 1 and multiply the modified set of gains onto the decoded spectrum: 

  for (i = j = 0; i < 
( )bw
TCXL  j++) { 

    for (k = 0; k < 
( )bw
TCXL / numGains; i++, k++) { 

      MX̂ [i] *= sqrtGains[j]; 

    } 
  } 
 

with MX̂  being the decoded spectrum. Like its ACELP counterpart, TCX formant enhancement is only used at 9.6 

kbps. 
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6.2.2.3.6 Noise Filling 

Noise filling is applied to fill gaps in the MDCT spectrum where coefficients have been quantized to zero. Pseudo-
random noise is inserted into the gaps, starting at bin NFstartk  up to bin 1−NFstopk . The amount of noise inserted is 

controlled by a noise factor transmitted in the bit stream. To compensate for LPC tilt, a tilt compensation factor is 
computed. At each side of a noise filling segment a fadeout over NFt  bins is applied to the inserted noise to smooth the 

transition. 

The start and stop bins NFstartk  and NFstopk  are determined as described in subclause 5.3.3.2.10.2 . LPNFstopk ,  is set to 

the same value as NFstopk : 

 NFstopLPNFstop kk =,  (1764) 

Computation of the tilt compensation factor NFt  is described in subclause 5.3.3.2.10.1. The transition width NFw  is 

computed as described in 5.3.3.2.10.3. 

6.2.2.3.6.1 Decoding of Noise Factor 

The dequantized noise factor NFf̂  is obtained from the transmitted index NFI  as follows: 

 NFNF If ⋅= 0.09375ˆ  (1765) 

6.2.2.3.6.2 Noise Filling Seed 

The inserted noise is generated as a sequence of pseudo-random numbers, which is computed in a recursive way starting 

with a seed NFs  computed from the quantized MDCT coefficients MX̂ : 
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6.2.2.3.6.3 Filling Noise Segments 

Determining the number and start/stop bins of noise filling segments is described in 5.3.3.2.10.2 and 5.3.3.2.10.4. 

For each segment pseudo-random noise is generated and normalized, so that it has an RMS of one. Then tilt 
compensation, noise factor and transition fadeouts are applied. The resulting coefficients are inserted to the quantized 

MDCT spectrum ˆ
MX  and replace the zeroes in the noise filling segments. The following pseudo-code defines the 

exact procedure: 
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6.2.2.3.7 Apply global gain and LPC shaping in MDCT domain 

The decoded global gain factor TCXĝ  is applied to all MDCT coefficients. The LPC shaping of the MDCT spectrum 

applied on encoder side is inverted by multiplying the spectral coefficients by the LPC shaping gains LPCg . 

The computation of the shaping gains is performed in the same way as on encoder side, see subclause 5.3.3.2.3.2. 

The following pseudo-code defines how global gain and LPC shaping are applied to the MDCT bins corresponding to 
the CELP frequency range: 
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For the remaining MDCT coefficients above the CELP frequency range (if any) the last LPC shaping gain is used: 

 ( ) ( ) ( ) ( ) ( ) 1...,ˆ63ˆ −=⋅⋅=′ bw
TCX

celp
TCXMLPCTCXM LLiiXggiX  (1767) 

6.2.2.3.8 IGF apply 

6.2.2.3.8.1 IGF independent noise filling 

IGF uses independent noise filling in the IGF range. Through independent noise filling, core coder noise filling is 
replaced by random noise which is de-correlated from the core coder noise filling. Therefore a vector ϕ  is filled with 

either 0 or 1 by evaluating the TCX noise-filling routine from subclause 6.2.2.3.6.3 such that every subband, which is 
noise-filled by TCX noise-filling, represents a 1 in ϕ , all other entries are set to 0 in ϕ . 

First, the total noise energy E  in the IGF source range in the decoded MDCT spectrum X  is calculated: 

 ( )
( )

( ) ( )( ) εϕ +⋅= ∑
−

=

2
10

: iXikE
t

minSBi

, (1768)  

where -381011.17549435 ⋅=ε . The noise indicated by ϕ  is replaced according to the following formula: 
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 (1769)  

where nX  contains nT  copies of the spectrum with independent noise per copy, i.e. per IGF tile. For creating pseudo 

random numbers r(i), the random generator described in subclause 6.2.2.3.6.3 is used. 

The energy IGFE  of the inserted pseudo random numbers is measured with 
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Now the inserted noise is adjusted to the same energy level as the original noise. Therefore the correction factor g  is 

calculated: 
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Using g , the replaced noise is rescaled to match the original noise energy level in X : 
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6.2.2.3.8.2 IGF whitening generation 

In order to remove possible formant structure of the tiled signal X  and to suppress strong tonal components the routine 

IGF_getWhiteSpectralData()  will be applied to the TCX spectrum X  if the bitstream element ( )kcurrWLevel  is 1 

for any tile t . The algorithm is a low complex simplification of the following formula: 

 ( )
( )

( )27
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bi∑
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=  (1773) 

which is a division of the spectrum by the square root of a moving average calculated on the spectrum. ( )bX  denotes 

the TCX coefficient of the decoded core signal with index b  prior to application of the LPC filter. 

Since the above formula would need a division and a square root operation per line b  – two complex operations (18 
and 10 OPS) – the operations are done in logarithmic domain, while the logarithm is replaced with a low complex 
rounded integer logarithm to the basis 2. 
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where 
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The length of the moving average (MA) filter ( )2
7

7

iXXma
b

bi

b ∑
+

−=

=  is 15 bins in total. 

The range of bins b  on which this whitening operation has to be carried out is going from minSb to startLine , where 

startLine  is the index of the first scale factor band - 1. Because minSb is always greater 7, the MA filter will be 

calculated from 7−minSb  on. However, the calculation of the MA filter has to be different for the last 6  bins below 
startLine : 

 ( ) [ ]7..14,  
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17 == ∑
−=

++− niX
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Xma
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nstopLinei

nstopLine  (1776) 
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If the bitstream element ( )kcurrWLevel  is 2 for any tile k  no core signal will be copied but a sequence of pseudo-

random numbers will be used instead as described in subclause 6.2.2.3.6.2. 

The seed for the pseudo random number generator (described in subclause 6.2.2.3.6.3) is derived from the TCX noise 
filling seed by: 

 1384931821_ +⋅= NFSSEEDIGF  (1777) 

6.2.2.3.8.3 IGF envelope reconstruction 

The IGF envelope reconstruction tool shapes the noise components filled into the gaps in the IGF range in order to 
adjust the spectral envelope as a function of the transmitted IGF scale factors. 

6.2.2.3.8.3.1 Dequantizing IGF scale factors 

For de-quantizing the IGF scale factors bsN , transmitted in the bitstream, to dN  the following mapping is applied: 
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 (1778) 

6.2.2.3.8.3.2 Refining IGF scale factor borders 

In order to optionally smooth the transmitted scale factors along the frequency axis, a refinement of the IGF scale-factor 
borders is introduced: 
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The de-quantized IGF scale factors shall be mapped: 
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For simplicity, [ ]kt  is also mapped: 
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The IGF envelope refinement is active for bitrates ≤ 64 kbps for all operating modes WB, SWB, FB. 

6.2.2.3.8.3.3 Collecting energies below ( )0t  

To stabilize energy distribution in the range of ( )0t , energy below ( )0t  is collected: 
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The energy bN  is later used to adapt the first IGF scale factor band energy as described in subclause 6.2.2.3.8.3.7. 

6.2.2.3.8.3.4 Collecting residual energies in IGF range 

The residual energy sN  determines the energy of the non-zero subbands in the IGF range: 
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sN  is therefore the energy of the de-quantized subband values above ( )0t  which are not quantized to zero by the tonal 

mask detection of the encoder described in subclause 5.3.3.2.11.5. 

6.2.2.3.8.3.5 Collecting tile energies in IGF range 

The tile energy IGFN  determines the energy of the signal which is filled into the gaps in the IGF range: 
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where IGFX  is the signal after filling the gaps in X  using the mapping function m  as described in subclause 

5.3.3.2.11.1.8: 
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IGFN  is therefore the energy of the synthesized subband values above ( )0t  which are quantized to zero by the tonal 

mask detection of the encoder described in subclause 5.3.3.2.11.5. 

6.2.2.3.8.3.6 Rescaling IGF scale factor band energies 

The rescaling of the IGF scale factors has to be done in order to bring them on the correct energy level for the 
subsequent calculation of the IGF gains. In dependency of the refinement rescaling is applied on a scale factor band 
basis or on a group of scale factor bands. The rescaled IGF scale factor band energy is therefore called IGF destination 
energy dN . 

In case refinement is not active, the rescaling is applied as follows: 
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In case refinement is active, two subsequent scale factor band energies are mapped: 

 ( )
( ) ( )
( ) ( )

( ) ( )
( ) ( ) [ [

( ) [ [⎪
⎪
⎩

⎪⎪
⎨

⎧

…∈∀−

…∈∀
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

−+
++

−⎟
⎠

⎞
⎜
⎝

⎛

−+
++

⋅=

nBkkN

nBk
ktkt

kNkNk
N

ktkt

kNkN
maxkN

d

ss
d

ss

d

2, ,5, 3, 1,   1

2, ,4, 2, 0,   
2

1

2
,

2

1
001.0:

2

�  (1788) 

6.2.2.3.8.3.7 Adaption of IGF scale factor band energies 

The IGF scale factor band energies have to be adapted to fulfil the signal requirements. The first scale factor band 

energy is adapted to the energy below ( )0t  using bN  as introduced in subclause 6.2.2.3.8.3.3: 
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where '
dN  is the adapted IGF scale factor band energy dN  and fFac  is the adaption factor for the first scale factor 

band energy according to table 166: 
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Table 166: IGF scale factor band energy adaption factors 

Bitrate Mode 
 fFac   gFac   lFac  

9.6 kbps WB 0.7 0.8 0.6 

9.6 kbps SWB 0 1.0 1.0 

13.2 kbps SWB 0.2 0.93 0.85 

16.4 kbps SWB 0.2 0.93 0.85 

24.4 kbps SWB 0.2 0.965 0.85 

32.0 kbps SWB 0.2 0.965 0.85 

48.0 kbps SWB 0.2 1.0 1.0 

64.0 kbps SWB 0.2 1.0 1.0 

16.4 kbps FB 0.2 0.93 0.85 

24.4 kbps FB 0.2 0.965 0.85 

32.0 kbps FB 0.2 0.965 0.85 

48.0 kbps FB 0.2 1.0 1.0 

64.0 kbps FB 0.2 1.0 1.0 

96.0 kbps FB 0 1.0 1.0 

128.0 kbps FB 0 1.0 1.0 

 

The last scale factor band energy is adapted as follows: 

 ( ) ( )1212' −⋅=− nBNlFacnBN dd �  (1790) 

where lFac  is the adaption factor for the last scale factor band energy according to table 166. 

If refinement is active and ( ) 20 =currWLevel , the remaining scale factor band energies are low-pass filtered in order to 

smooth the frequency envelope: 

 ( ) ( ) ( ) ( ) [ [1, ,3, 2, 1k,  141.0389.01201.0:' −…∈∀+⋅+⋅+−⋅= nBkNkNkNkN dddd ����  (1791) 

Otherwise the scale factor band energies are not affected by further modifications: 

 ( ) ( ) [ [1, ,3, 2, 1k,  :' −…∈∀= nBkNkN dd �  (1792) 

6.2.2.3.8.3.8 Calculation of IGF gain factors 

The IGF gain factors are used to finally shape the tiled subband values in order to adjust the spectral envelope of the 

synthesized signal above ( )0t . First, the target energy level tN  has to be calculated: 
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where hop  is the hop-size of the refinement in dependency of [ ]0currWLevel  and the maximal possible hop-size 

mHop  according to table 167: 
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Table 167: Maximal IGF hop-size 

Bitrate mode  mHop  

9.6 kbps WB 4 
9.6 kbps SWB 2 

13.2 kbps SWB 4 
16.4 kbps SWB 4 
24.4 kbps SWB 4 
32.0 kbps SWB 4 
48.0 kbps SWB 4 
64.0 kbps SWB 4 
16.4 kbps FB 4 
24.4 kbps FB 2 
32.0 kbps FB 2 
48.0 kbps FB 2 
64.0 kbps FB 2 
96.0 kbps FB 1 

128.0 kbps FB 1 
 

Second, a normalization term norm  for normalizing the target energy tN  is calculated as follows: 
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Finally, the IGF gain factors have to be calculated according to the following formula: 
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where gFac  is the general adaption factor for all scale factor band energy according to table 166. 

If hop-size 1>hop , the IGF gain factors in between a particular hop are hold beginning at the hop-start: 

 ( ) ( ) [ [ [ [hopiiiknBhophophopiigkg +…++∈∀…∈∀= , , 2,1,  2, , 3, 2,, 0,   (1799) 

In order to prevent the envelope adjustment from unwanted overshoots, the IGF gain factors are compressed using hard-
knee compression: 
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6.2.2.3.8.3.9 IGF envelope adjustment 

With the calculated IGF gain factors g  as described in subclause 6.2.2.3.8.3.8, the envelope of the spectrum above ( )0t  

is adjusted as follows: 
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where ( ) ( ) ( )nBttt ,,1,0 …  shall be already mapped with the function , tF see subclause 5.3.3.2.11.1.1, and nB  being the 

number of bands. IGFX  is the gap-filled signal in accordance with subclause 6.2.2.3.8.3.5. 
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6.2.2.3.9 Inverse window grouping (TCX5 separation) 

If the configuration, determined as described in subclause 6.2.4.2, indicates that some sub-frames are coded using 
TCX5 then a sub-frame containing MDCT bins of 2 TCX5 sub-frames is de-interleaved  to form 2 consecutive TCX5 
sub-frames before the optional Temporal Noise Shaping, the optional IGF temporal flattening and before the 
transformation with the inverse MDCT: 
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6.2.2.3.10 Temporal Noise Shaping 

The decoding process for Temporal Noise Shaping is carried out separately on each window of the current frame by 
applying the so called lattice filter to selected regions of the spectral coefficients (see in subclause 5.3.3.2.2). The 
number of noise shaping filters applied to each window is specified by "nMaxFilters ". 

For TCX5 the same rearrangement is done as described in subclause 5.3.3.2.2 prior to the TNS filtering and the 
rearrangement is reverted after the filtering. 

First the transmitted filter coefficients have to be decoded, i.e. conversion to signed numbers, inverse quantization. Then 
the so called lattice filters are applied to the target frequency regions of the spectral coefficients (see subclause 
5.3.3.2.2). The maximum possible filter order is defined by the constant TNS_MAX_FILTER_ORDER. 

The application of TNS shaping filter is done before the optional IGF temporal flattening and before the transformation 
with the inverse MDCT 

The decoding process for one window can be described as follows pseudo code: 

/* TNS decoding for one window */ 
tns_decode() 
{ 
 set_zero( state, TNS_MAX_FILTER_ORDER ); 
    for (iFilter = nMaxFilters-1; iFilter >= 0; iFilter--) { 
 tns_decode_coef( order, index[iFilter], parCoeff[iFilter] ); 
 tns_filter( spectrum, startLine, endLine, parCoeff[iFilter], order, state ); 
 } 
} 
/* Decoder transmitted coefficients index[] for one TNS filter */ 
tns_decode_coef( order, index[], parCoeff[] ) 
{ 
 /* Conversion to signed integer */ 
 for (i = 0; i < order; i++) 
 tmp[i] = index[i] + (1 << (TNS_COEF_RES-1)); 
 
 /* Inverse quantization */ 
 iqfac   = ((1 << (TNS_COEF_RES-1)) - 0.5) / (π/2.0); 
 iqfac_m = ((1 << (TNS_COEF_RES-1)) + 0.5) / (π/2.0); 
 for (i = 0; i < order; i++)  { 
 parCoeff[i] = sin( tmp[i] / ((tmp[i] >= 0) ? iqfac : iqfac_m) ); 
 } 
} 
/* Lattice filter */  
tns_filter( spectrum[], startLine, endLine, parCoeff[], order, state ) 
{ 
    for (j = startLine; j <= endLine; j++) { 
 spectrum[j] -= parCoeff[order-1] * state[order-1];                                                        
 for (i = order-2; i >= 0; i--) { 
 spectrum[j] -= parCoeff[i] * state[i];                                                                    
 state[i+1] = parCoeff[i] * spectrum[j] + state[i];                                                        
 } 
 state[0] = spectrum[j]; 
    } 
} 
 

Filter order 1 with the first coefficient equal to 0 identifies disabled filter. 

Please note that this pseudo code uses a „C“-style interpretation of arrays and vectors, i.e. if parCoeff describes the 
coefficients for all filters, parCoeff[iFilter] is a pointer to the coefficients of one particular filter. 
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6.2.2.3.11 IGF temporal flattening 

The reconstructed signal by IGF is temporally flattened in the frequency domain when 1=atisIgfTemFl . The temporal 

flattening is performed in a frequency-selective manner as follows.  

The selection of the spectral contents to be temporally flattened is done by comparing the quantized spectral coefficients 
with 0 and the contents whose coefficients are quantized to 0 are selected.  

In order to maintain the significant spectral contents, they are temporarily replaced by the spectra which are similarly 
generated to the filled spectra by IGF: 

 1 , ,1 ,0   ),()(   ,
0])[()]([][

0][][
][ −=+<≤

⎩
⎨
⎧

>
=

= nBkakttbkt
tbXabskmXkg

tbXtbX
tbXtempFlat K  (1803) 

The linear prediction of the spectra ][tbXtempFlat  is done and the linear prediction coefficients 

8 , ,2 ,1   ),( K=mmaigfTemp  are calculated. Then the temporally flattened spectrum is given by the following filtering: 
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Finally, the significant spectral contents are restored by: 
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and then the frequency-selectively temporally flattened spectrum is output to IMDCT for getting the time domain 
signal. 

6.2.3 High Quality MDCT decoder (HQ) 

6.2.3.1 Low-rate HQ decoder 

6.2.3.1.1 Mode decoding 

Based on the encoded bandwidth and operated bit-rate, mode information is decoded from 1 or 2 bits. Based on the 
decoded mode information, decoding configurations like band structures are set. The band structure definition for NB, 
WB, SWB, and FB is the same as encoder presented in table 88 to 93. 

6.2.3.1.2 Energy Envelope decoding 

From the received low-rate HQ envelope coding method bit and coding mode bit, the low-rate HQ energy decoding 
mode is determined and the coded quantization differential indices are decoded by the Large symbol decoding method 
or the Small symbol decoding method. From the received coding mode bits for energy envelope decoding, the envelope 
coding mode flag CMODEDENG _ is determined, based on the coding mode the transmitted differential indices are 

decoded. For example, if flag CMODEDENG _  has value 1 the Small symbol decoding method is used otherwise the 

Large symbol decoding method is used for decoding the differential indices. 

The final resulting reconstructed quantized energies 1,,0,)(ˆ −= bandsM NbbI K  are obtained equally as in the encoder, 

described in subclause 5.3.4.1.3. 

6.2.3.1.2.1 Small symbol decoding method 

If the flag CMODEDENG _  has value 1, the flag LCmode information is extracted from the bit stream. If the LCmode has 

value 1 resized Huffman decoding mode is used otherwise context based Huffman decoding mode is used for decoding 
the differential indices. 
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If IsTransient is True, 

The decoded differential indices 1,....,1,)( −=Δ bandsM NbbI  is extracted either from context based or resized Huffman 

coding mode according to flag LCmode and the differential indices for band b=0 )0(MIΔ , are up packed directly with 5 

bits. The decoded differential indices are adjusted to extract the original values according to 

 1,....,0,15)()( −=−Δ←Δ bandsMM NbbIbI
 (1806) 

If IsTransient is False, 

The decoded differential indices 1,....,1,)( −=Δ bandsM NbbI  is extracted either from context based or resized Huffman 

coding mode according to flag LCmode and the differential indices for band b=0 )0(MIΔ , are up packed directly with 5 

bits. Once the differential indices are extracted, least significant code LSBR  are up packed directly with 1 bit and the 

differential indices are reconstructed according to 

 1,....,0)operationBinary()(2)( −=Δ=Δ bandsLSBMM NbRORbIbI  (1807) 

The decoded differential indices are adjusted to extract the original values according to 

 46)0()0(

,....,1,32)()( 1

−Δ←Δ
=−Δ←Δ −

MM

bandsMM

II

NbbIbI
 (1808) 

6.2.3.1.2.1.1 Context based Huffman decoding mode 

If the context based Huffman decoding mode has been determined, the decoding is performed by referring table 168 and 
table 169 based on the context described in subclause 5.3.4.1.3.3.1. Four LSBs of entries in table 168 and table 169 
indicates how many bits shall be read from bit-stream buffer to decode the next symbol and the signs indicate if the 
Huffman decoding is terminated or not. The procedure of how to perform Huffman decoding is shown below: 

    i=0 
    while( hufftab[i] > 0) 
    { 
        read_bits += hufftab & 0xF 
        i = (hufftab[i]>>4)+read_bits(hufftab[i] & 0xF) 
    } 
    return hufftab[i] 
 

Table 168: Huffman decoding table for the context based Huffman decoding (group0,group2) 

Index Code Index Code Index Code Index Code Index Code 

0 0X13 11 -0X0D 22 -0X18 33 0X41 44 -0X05 

1 -0X10 12 0X51 23 -0X16 34 -0X1C 45 -0X1E 

2 -0X0F 13 0X62 24 0X71 35 -0X08 46 -0X04 
3 -0X11 14 -0X14 25 -0X0B 36 0X31 47 -0X1F 
4 0X51 15 0X81 26 0X71 37 0X41 48 0X11 
5 0X61 16 -0X0C 27 -0X1A 38 -0X1D 49 -0X03 
6 -0X0E 17 0X81 28 0X71 39 -0X06 50 0X11 

7 -0X12 18 -0X15 29 -0X09 40 0X31 51 -0X02 

8 0X51 19 -0X17 30 -0X1B 41 0X41 52 0X11 

9 0X61 20 0X71 31 -0X0A 42 -0X07 53 -0X01 

10 -0X13 21 0X81 32 -0X19 43 0X41 54 0X00 
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Table 169: Huffman decoding table for the context based Huffman decoding (group1) 

Index Code Index Code Index Code Index Code Index Code 

0 0X12 12 -0X12 24 0X51 36 -0X18 48 -0X1B 

1 0X41 13 0X42 25 0X61 37 -0X05 49 -0X1A 

2 -0X0F 14 -0x0C 26 -0X16 38 -0X04 50 0X11 

3 0X41 15 0X61 27 -0X09 39 -0X03 51 0X00 
4 -0X10 16 -0X13 28 0X51 40 0X51 52 0X11 
5 -0X0E 17 0X61 29 0X61 41 -0X06 53 -0X1D 
6 0X31 18 0X71 30 -0X17 42 0X51 54 0X11 

7 -0X11 19 -0X0A 31 0X62 43 -0X19 55 -0X1E 

8 0X31 20 0X71 32 -0X08 44 0X51 56 -0X1F 

9 0X41 21 -0X0B 33 0X81 45 -0X01 57 -0X1B 

10 -0X0D 22 -0X14 34 -0X07 46 -0X1C - - 

11 0X41 23 -0X15 35 0X81 47 -0X02 - - 

6.2.3.1.2.1.2 Resized Huffman decoding mode 

If IsTransient is True 

If the frame is Transient, the Huffman decoding is then performed on the transmitted differential indices. The Huffman 
codes for the differential indices are given in table 101 in subclause 5.3.4.1.3.3. 

If IsTransient is False 

For Non-Transient frames, the Huffman decoding is then performed on the transmitted differential indices. The 
Huffman codes for decoding the indices are given in table 105 in subclause 5.3.4.1.3.3.3. The differential indices 
decoded using table 105 takes the form, )(bIM′Δ the decoded differential indices )(bIM′Δ  are reconstructed which is 

exactly reverse to the encoder described in subclause 5.3.4.1.3.3.3 equation (905). The way to reconstruct the 
differential index, which corresponds to the modification in encoder, can be done as shown in the following equation. 
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6.2.3.1.2.2 Large symbol decoding method 

If the Large symbol coding method is determined, the encoded envelope data should be decoded using the reverse 
process of encoding either the pulse mode or the scale mode as described in subclause 5.3.4.1.3.4 

The Huffman data in the encoded envelope data is decoded by a Huffman decoding method described in subclause 
6.2.3.1.2.1.1 using table 170. 

Table 170: Huffman decoding table for the Large symbol decoding method 

Index Code Index Code Index Code 

0 0X11 5 0X21 10 -0X01 

1 0X21 6 -0X02 11 -0X06 

2 -0X04 7 -0X05 12 0X11 
3 0X21 8 0X11 13 -0X07 
4 -0X03 9 0X21 14 -0X00 

6.2.3.1.3 Spectral coefficients decoding 

6.2.3.1.3.1 Normal Mode 

Figure 94 shows the overview of the normal mode decoder. 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

538

 
 

Figure 94: Block diagram of the Normal mode decoder overview 

6.2.3.1.3.1.1 Energy envelope decoding 

Details are described in subclause 6.2.3.1.2. 

6.2.3.1.3.1.2 Tonality flag decoding 

Tonality flags described in subclause 5.3.4.1.4.1.3 are decoded and used for calculation of the bit allocations. 

6.2.3.1.3.1.3 Bit allocation 

The processing is in the same manner with the one at the encoder side. 

Firstly, the fine gain adjustment bits are derived.  

Secondly, the bands of the limited-band mode are identified based on the decoded limited-band mode flags, and their 
corresponding bandwidths are set if the limited-band mode is used in encoding.   

Thirdly, bands encoded using PFSC are identified based on the decoded tonality flags among the four highest bands and 
necessary bits (1 or 2 bits) are allocated to each of the identified bands.  

Finally, remaining bits are allocated to other bands based on perceptual importance using the decoded quantized band 
energies. When there is any band whose assigned bit results in zero in the four bands, such band is re-identified as a 
PFSC encoding band and the bit allocations are re-calculated. 

6.2.3.1.3.1.4 Fine structure decoding 

6.2.3.1.3.1.4.1 TCQ decoding 

6.2.3.1.3.1.4.1.1 Joint USQ and TCQ 

In order to de-quantize the fine structure of the normalized spectrum, the ISC and the information for the selected ISCs 
in each band are decoded by the position, number, sign and magnitude of the ISCs. 

The magnitude information is decoded by the joint USQ and TCQ with an arithmetic decoding, while the position, 
number and sign are decoded by an arithmetic decoding. 

The decoding method is selected at the Selecting Decoding Method block by the bit allocation and the information for 
each band. If a bit allocated for a band is zero, all the samples in the band are decoded to zero by the zero decoding 
block. Otherwise, each band is decoded by the selected de-quantizer. 
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The quantizer selection information selects between the TCQ and USQ quantizes to get the same results as that of 
encoder. 

The Estimating Number of Pulses block determines the number of pulses per a band using the band length and the bit 
allocation data R[]. Its principle of operation is same as that of the method which is used in the Scaling Bands module in 
encoder, see subclause 5.3.4.1.4.1.5.1.1. 

The Lossless Decoding and the Decoding Position Info block reconstruct the position information of the ISCs, i.e. the 
number of ISCs and their positions. This process is similar to encoder side and same probabilities should be used for the 
proper decoding, see subclause 5.3.4.1.4.1.5.1. 

In the Joint USQ and TCQ Decoding block, the magnitudes of the gathered ISCs are decoded by the arithmetic 
decoding and de-quantized by the joint USQ and TCQ decoding. In this block the non-zero position and the number of 
the ISC is utilized for the arithmetic decoding. The joint USQ and TCQ have two types of decoding methods. One is 
TCQ and USQ with 2nd bit allocation for the NB and WB, and the other one is the LSB TCQ for USQ for the SWB and 
FB. These methods are described in subclause 6.2.3.1.3.1.4.1.2 TCQ and USQ with second bit allocation and 
6.2.3.1.3.1.4.1.3 LSB TCQ for USQ. 

In the Decoding Signs block, the sign information of the selected ISC is decoded by the arithmetic decoding with equal 
probabilities for the positive and negative signs. 

In order to recover the quantized components for each band, the position, sign and magnitude information is added to 
the quantized components to recover the real components at the Recovering Quantized Components block. 

At this point the determined bands with no transmitted data are filled by zeroes. Then the number of pulses in the non-
zero bands is estimated and the position information, including the number and position of ISCs, is decoded using this 
estimated number. After the magnitude information is decoded using the lossless decoder, the joint USQ and TCQ 
decoding is performed. For non-zero magnitude values the signs and quantized components are finally reconstructed. 

In the Inverse Scaling Bands block, the inverse scaling of the quantized components is performed by using the 
transmitted norm information. The inverse scaled signal is the output of the TCQ decoding. 
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Zero Decoding
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Decoding
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Figure 95: Block diagram of fine structure decoding using TCQ 

6.2.3.1.3.1.4.1.2 TCQ and USQ with second bit allocation 

The general de-quantization and decoding scheme of the TCQ and USQ with second bit allocation consists of several 
main blocks: quantizer decision, TCQ decoder, USQ decoder, lossless decoder, and Second bit allocation. In the 
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quantizer decision module the quantization mode of the current band is selected by using the results of the Selecting 
Decoding Method block. Then the selected decoder restores the current band in association with the lossless decoder, 
based on the arithmetic decoding with the transmitted bit stream. 
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Figure 96: Block diagram of TCQ and USQ decoding with second bit allocation 

The decoding process is started by the recovering the non-zero bands and positions using the transmitted bit-stream and 
the bit allocation R[] for the selected quantizer. By using this information, the appropriate magnitude for the decoded 
band is selected. The difference between bit allocation R[] and actual decoded bits per band is accumulated and called 
the surplus. This surplus will be used while decoding two band determined by second bit allocation procedure described 
in encoder in subclause 5.3.4.1.4.1.5.1.2. 

The magnitude decoding based on binary arithmetic decoding is as follows. First the probability of symbol is calculated 
by the equations in encoder subclause 5.3.4.1.4.1.5.1.2. Then the number of pulses for each magnitude is decoded by 
using the probabilities 1p̂  and 0p̂ , where 1p̂ corresponds to last pulse in magnitude and 0p̂  to all other pulses. The 

magnitude of the pulse probabilities are then modified after this calculation with respect to the trellis code limitation, i.e. 
magnitudes that are impossible are assigned zero probability. 

This algorithm was modified to save complexity for bands with a large number of pulses. The procedure is same as that 
of encoder subclause 5.3.4.1.4.1.5.1.2. 

Location decoding is done based on the same algorithm as that of magnitudes decoding and uses the same complexity 
reduction technique. 

Signs are decoded with the arithmetic decoder, using equal probabilities of positive and negative signs. 

6.2.3.1.3.1.4.1.3 LSB TCQ for USQ 

The idea of the LSB TCQ for USQ is to use advantages of both quantizers (USQ and TCQ) in one scheme and exclude 
the path limitation from the TCQ. 
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Figure 97: Block diagram for LSB TCQ decoding 

The decoding process starts from receiving the bit allocation R[] and the decoding of the band information including: 

- Number of nonzero positions for ISCs 

- Nonzero positions 

- USQ magnitude 

- Signs for nonzero magnitudes 

First the number of nonzero pulses and their positions are decoded using the arithmetic decoder. Then the USQ 
magnitudes are decoded band by band using bit allocation with surplus control.  This generates Delta values in the same 
manner as the encoder, see subclause 5.3.4.1.4.1.5.1.3. The difference between the bit allocation R[] and actual decoded 
bits per band is accumulated and called the surplus, which is then used in the next bands. 

The algorithms used for decoding positions and magnitudes are the same as those described in subclause 
6.2.3.1.3.1.4.1.2 in TCQ and USQ decoder. 

After receiving the USQ magnitudes, the TCQ path is decoded from the bit-stream using the arithmetic decoder. 

The decoded path is used to reconstruct the residual array according to the decoded trellis state. From each path bit, two 
LSB bits are generated in the residual array. This process shown in pseudo code: 

for( state = 0, i = 0; i < bcount; i++) 
{ 
 residualbuffer[2*i]     =  dec_LSB[state][dpath[i]] & 0x1; 
 residualbuffer [2*i + 1] =  dec_LSB[state][dpath[i]] & 0x2; 
 state  = trellis_nextstate[state][dpath[i]]; 
} 
 

Starting from state 0, the decoder moves through the trellis using decoded dpath bits, and extracts two bits 
corresponding to the current trellis edge. 

In the Spectrum recovering block the decoded residual array is added to the non-zero spectral components. The output 
of this block is the reconstructed spectrum. 

The decoded MDCT coefficients are de-normalized using the decoded band energies. 

Finally, as described in subclause 5.3.4.1.4.1.4.4.1, fine gain adjustment is performed on the dominant bands. Decoded 
fine gain adjustment factor is applied to the de-normalized decoded MDCT coefficients. 

6.2.3.1.3.1.4.2 Noise-filling 

The processing is the same with the one at the encoder side. 
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6.2.3.1.3.1.4.3 PFSC decoding 

6.2.3.1.3.1.4.3.1 Envelope normalization 

This process is the same with the one described in subclause 5.3.4.1.4.1.5.3.2. 

6.2.3.1.3.1.4.3.2 Lag information decoding 

Lag indices for the last four sub-bands (i.e. b=18 to 21 in 13.2 kbps and b=20 to 23 in 16.4 kbps) are decoded if the 

corresponding decoded tonality flag is set to “0”. The starting position is decoded as  ]'[klagk ii +  as described in 

subclause 5.3.4.1.4.1.5.3.3. Based on the starting position and width of search band, the predicted high-frequency 
spectrum is generated from the envelope normalized TCQ-decoded low-frequency spectrum. 

6.2.3.1.3.1.4.3.3 Scaling and noise smoothing 

Scaling factors are calculated for the predicted bands using the decoded band energies. Each scaling factor is calculated 
as the square root of the quotient of the quantized band energy divided by its corresponding band energy from the 
predicted high-frequency spectrum. The calculated scaling factors are attenuated by the scaling factor of 0.9 and applied 
to the predicted high-frequency spectrum. 

Inter-frame smoothing process for the noise components are applied as described in subclause 5.3.4.1.4.1.5.3.3.3. 

The Normal mode PFSC decoding overview is shown in figure 98. 

 
 

Figure 98: Block diagram of the Normal mode PFSC decoder 

 

6.2.3.1.3.2 Transient Mode 

6.2.3.1.3.2.1 Energy envelope decoding 

Details are described in subclause 6.2.3.1.2. 

6.2.3.1.3.2.2 Bit allocation 

The processing is the same as subclause 5.3.4.1.4.2.2 
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6.2.3.1.3.2.3 Fine structure decoding 

TCQ decoding with Transient mode configurations is performed. 

6.2.3.1.3.3 Harmonic Mode 

6.2.3.1.3.3.1 Overview 

The high-level decoder structure of the Harmonic mode is basically the same with the Normal mode. The main 
difference can be found in its detailed structure of the PFSC block, and it is shown in the following figure. 

 

Figure 99: Block diagram of the Harmonic mode decoder overview 

6.2.3.1.3.3.2 Energy envelope decoding 

Details are described in subclause 6.2.3.1.2. 

6.2.3.1.3.3.3 Bit allocation 

The processing is the same as subclause 6.2.3.1.3.1.3. 

6.2.3.1.3.3.4 Fine structure decoding 

6.2.3.1.3.3.4.1 TCQ decoding 

This part is the same with the Normal mode as described in subclause 6.2.3.1.3.1.4.1. 

6.2.3.1.3.3.4.2 Noise filling for quantized spectrum 

In this subclause noise is filled in the quantized spectrum where coefficients have been quantized to zero when the bit 
allocation subclause allocates non zero bits to the bands and also fills the un quantized bands up to the transition 
frequency tf  in the same manner as in the encoder, see subclause 5.3.4.1.4.3.3.2 
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6.2.3.1.3.3.4.3 PFSC-based gap filling 

 6.2.3.1.3.3.4.3.1 Overview 

This subclause is only applied to SWB and FB input signals. The spectral coefficients which belong to bands which are 
assigned zero bits from the bit-allocation subclause are not quantized. This means that not all transform coefficients are 
transmitted to the decoder. From the noise filled quantized spectrum, the gaps in the high frequency region 

1,..,4 −−= bandsbands NNb  which has zero bit allocation are identified and are filled with the new generated spectrum. 

The predicted spectrum is generated using normalized noise filled quantized spectrum described in subclause 
6.2.3.1.3.3.4.3.2. 

Based on the bit allocation described in subclause 6.2.3.1.3.3.3, if any of 1,..,4),( −−= bandsbands NNbbR  is 

allocated with zero bits, the corresponding band with start and end positions endstart kk ,  according to table 98 in 

the )(ˆ kX M has a gap and it is filled with the predicted spectrum described in subclause 6.2.3.1.3.3.4.3.5 corresponding 

to endstart kk , .in )(
~

kHM  

6.2.3.1.3.3.4.3.2 Envelope Normalization 

The envelope normalization is performed equally as in the encoder, described in subclause 5.3.4.1.4.3.3.3.2. As a result 

the envelope normalized signal )(
~

)(
~

)(
~

kNkXkX MMM +=′  is obtained, where )(
~

kX M is the envelope normalized low 

frequency quantized spectrum and )(
~

kN M  is the envelope normalized low frequency noise spectrum. 

6.2.3.1.3.3.4.3.3 Decoding of lag index 

Lag index iLagIndex  for sub-bands i=0,1 is decoded from the bit stream. For sub-bands 0 and 1, the starting position 
ik  using lag index iLagIndex is defined in equation (1024) and end of the desired portion i

endk is defined equation 

(1025). 

Based on the starting position and width of search band the predicted spectrum is generated from the envelope 
normalized noise filled quantized spectrum. The detailed description of the predicted spectrum generation is described 
in following subclause 6.2.3.1.3.3.4.3.5. 

6.2.3.1.3.3.4.3.4 Structure analysis for Harmonics 

The structure analysis for Harmonic mode is performed equally as in the encoder, described in subclause 
5.3.4.1.4.3.3.3.4. As a result estimated harmonic 2_freqEst is obtained; the estimated harmonic is used for generating 

the predicted spectrum for the HF region 

6.2.3.1.3.3.4.3.5 Predicted spectrum generation 

Predicted spectrum )(
~

kH M  is generated for the high frequency region by using the envelope normalized noise-filled 

quantized spectrum )(
~

),(
~

kNkX MM , which is obtained from subclause 6.2.3.1.3.3.4.3.2. Predicted spectrum is 

generated, first by extracting the desired noise components from the )(
~

kN M  described in subclause 6.2.3.1.3.3.4.3.6 

followed by tonal generation using )(
~

kX M described in subclause 6.2.3.1.3.3.4.3.7. 

Noise filled spectrum )(
~

kHM  is used for estimating the tonal energy 1,..,4),( −−=′ bandsbandsM NNbbE  and the tonal 

components ][lpuli  extracted from the normalized quantized spectrum are normalized using the estimated tonal 

energy )(bEM′ , where )(bEM′  is calculated as follows: 

 1,...,4)(2)( )( −−=−=′ bandsbandsNoise
bE

M NNbbEbE M  (1810) 

)(bENoise : is the noise energy obtained using the noise filled spectrum )(
~

kHM  according to 
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The noise energy obtained from equation (1811) is adjusted, when the noise filled spectrum has low level noise and / or 

when the noise filled spectrum )(
~

kH M has high level noise. Low noise level is detected using the energy ratio 

)(bEratio between noise and the total band energy and high noise level is detected when the estimated tonal energy 

)(bEM′  is negative. The adjustment factor )(bNgain  is estimated according to 
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For each band, based on the )(bNgain obtained from equation (1812) is used to re-calculate the tonal energy )(bEM′  

and estimated noise )(bENoise  using equations (1810) and (1811). The tonal components )(lpulb  extracted from 

envelope-normalized quantized spectrum is normalized using the scale factor )(bton fac  calculated as follows 

 1,...,4,
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M
fac NNb

lpul

bE
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 (1813) 

The calculated scale factor )(bton fac  and extracted tonal components are used for injecting the tonal components into 

the noise filled spectrum )(
~

kH M  according to 
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where, totpos resjjpk ,..,0)( =  is the tonal positions obtained from subclause 5.3.4.1.4.3.3.3.5 

6.2.3.1.3.3.4.3.6 Noise filling for the predicted spectrum 

Noise filling for the predicted spectrum is performed equally as in the encoder, described in subclause 5.3.4.1.4.3.3.3.5. 

As a result noise filled spectrum )(
~

kH M  and tonal positions ][ jpk pos is obtained, where j is the pulse resolution. The 

obtained predicted spectrum which contains noise is adjusted using the noise factor facN̂  according to 

 1,...,,ˆ)(
~

)(
~ −=← widthstartfacMM hfhfkNkHkH  (1815) 

where facN̂  is the noise factor which is decoded from the bit stream and the decoded noise factor is converted to linear 

domain as follows 

 facN
facN

ˆ
10ˆ ←  (1816) 

6.2.3.1.3.3.4.3.7 Signal generation for predicted spectrum 

First, the tonal components )(lpuli  is extracted from the desired portion of envelope normalized quantized 

spectrum )(
~

kX M  which is described below. The start position ik  and the end i
endk  of each desired portion in the 

normalized quantized spectrum i
end

i
M kkkkX ,....),(

~ =  is the same as equations (1024) and (1025): As the normalized 

quantized spectrum characteristics are flat all the values during the normalization process will have similar values, all 

the non-zero coefficients in the desired region of )(
~

kX M is identified as follows 
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where, )(, lpulpul ii
res  are defined as follows 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

547

i
respul  is the tonal resolution obtained from the normalized quantized spectrum for sub band i=0,1 

)(lpuli  is the tonal components extracted from the normalized quantized spectrum for sub band i=0,1 

The tonal information )(, lpulpul ii
res , for i=0, 1 obtained from normalized quantized spectrum is used for sub band i=2, 

3. 

Based on the band definition described in table 98, the high frequency band ranges are 
defined 1,..,4 −−= bandsbands NNb . Using the band definitions for high frequency region, the extracted tonal 

components and its corresponding pulse resolutions are restructured, now the restructured )(, lpulpul bb
res  is used for 

generating predicted spectrum. For example, the restructured information for sub band i=0 is equivalent to 
4−= bandsNb  

6.2.3.2 High-rate HQ decoder 

A high level structural block diagram of the high-rate HQ decoder is in figure 100. 

B
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Figure 100: High level structure of the high-rate HQ decoder 

Firstly, the High-rate HQ coding mode information is decoded. 

6.2.3.2.1 Normal Mode 

6.2.3.2.1.1 Envelope decoding 

From the received high-rate HQ norm coding mode bits, the high-rate HQ norm coding mode is determined and the 
transmitted differential indices are decoded using the selected method. The quantization index of the lowest-frequency 
band, i.e., )0(MI , is directly decoded in all modes. 

6.2.3.2.1.1.1 Context based Huffman decoding mode 

If this coding mode is determined for the current frame, the context based Huffman decoding is then performed on the 
transmitted quantization differential indices using the method described in subclause 6.2.3.1.2.1.1 and the tables shown 
in 168 and 169. 

6.2.3.2.1.1.2 Re-sized Huffman decoding mode 

If this coding mode is determined for the current frame, the resized Huffman decoding is then performed on the 
transmitted quantization differential indices using the method described in subclause 6.2.3.1.2.1.2. The Huffman codes 
for the differential indices are given in table 105. 
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6.2.3.2.1.1.3 Normal Huffman decoding and bit-packing mode 

If this coding mode is determined for the current frame, the Normal Huffman decoding is then performed on the 
transmitted differential indices. The Huffman codes for the differential indices are given in subclause 5.3.4.2.1.2.3. 

When the bit-packing mode is determined; the adjusted differential indices are un-packed directly with 5 bits. 

The actual quantized norms )(ˆ bEM  are obtained by lookup table, defined in subclause 5.3.4.2.1.1. 

6.2.3.2.1.2 Normal mode fine structure inverse quantization 

6.2.3.2.1.2.1 Fine structure inverse PVQ-quantization 

The spectral coefficient inverse quantization is done as is described in subclause 6.2.3.2.6 

6.2.3.2.1.2.2 Fine gain prediction, inverse quantization and application 

The bit allocation for the PVQ shape vector )(bRPVQ and fine gain adjustment )(bRFG , as well as )(bg pred  and 

)(1 bgrms are obtained as in subclause 5.3.4.2.1.3a.1. The quantized gain prediction error )(ˆ bgerr is obtained by using 

the assigned bitrate )(bRFG and the fine gain adjustment )(bg fg is obtained by 

 )()()(ˆ)( 1 bgbgbgbg predrmserrfg =  (1817) 

with 1)(ˆ =bgerr for 0)( =bRFG . 

6.2.3.2.1.3 Spectral filling 

This subclause gives a technical overview of the spectrum filling processing which is applied at the decoder in HQ high 
rate mode. 

6.2.3.2.1.3.1 Wideband adaptive noise filling at 24.4/32kbps 

Wideband adaptive noise filling at 24.4 and 32 kbps proceeds by calculating the total available bits and the bits variance 
for the sub-bands in non-transient frames over the index range ],8[ _ sfmlastbb = , 
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iRtotbit
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)(_  (1818) 
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=  (1819) 

The average bit allocation threshold ][bTHRbit is initialized for each coefficient in each sub-band according to the 

values in table 171. 

Table 171: Threshold for average bit allocation 

Band 0 1 2 3 4 5 6 7 8 9 10 11 12 

][bTHRbit  1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 

Band 13 14 15 16 17 18 19 20 21 22 23 24 25 

][bTHRbit  1.5 1.5 1.5 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.8 0.8 
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For the sub-bands in the index range ],8[ _ sfmlastbb = , satN denotes the number of the sub-bands where the average 

number of allocated bits for each coefficient is not less than the threshold ][bTHRbit . The harmonic parameter MS for 

those sub-bands is calculated as follows: 
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∑>==
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start
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 (1820) 
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The step length, step , is calculated according to: 

 
sfmlast

M

b

S
step

_

*5=  (1822) 

For any sub-band in non-transient frames the following procedure is then followed. If the average number allocated bits 
for each coefficient in the sub-band is greater than or equal to the threshold 1.5, then the bit allocation for the sub-band 
is saturated and the un-decoded coefficients of the sub-band are not processed further by the noise filling. Otherwise, 
the bit allocation to the sub-band is un-saturated, and the un-decoded coefficients of the sub-band are reconstructed by 
noise filling. For any un-saturated sub-band with zero bits allocated to its coding, the envelope of the un-decoded 
coefficients in the sub-band are set to the decoded norm for that sub-band. Otherwise, if the un-saturated sub-band has 
bits allocated to it, the envelope of the un-decoded coefficients is calculated as follows: 

The average energy of the sub-band )(bEav  is then calculated using the de-quantized norm )(
~

bI q
N  as follows: 

 )(*)(
~

*)(
~

)( bLbIbIbE M
q
N

q
Nav =  (1823) 

The energy sum of the all decoded non-zero coefficients in this subband )(bEsub  is then calculated 
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start
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A search of the maximum magnitude max
~
X and the minimum magnitude min

~
X  of the decoded coefficients in each 

subband is also calculated for further processing. 

The energy difference )()()( bEbEbE avsubdiff −= is next calculated.  If 0)( ≤bEdiff , the envelope of the un-decoded 

coefficients is set to zero 0)(
~ =bInf . Otherwise, the envelope of the un-decoded coefficients )(

~
bInf is calculated as 

follows: 

The initial envelope )(bInf of the un-decoded coefficients in the un-saturated sub-band is calculated by the energy 

difference, 

 )(/)()( bLbEbI Mdiffnf =  (1825) 

The average norm of the un-saturated sub-band q
avI

~
is calculated 
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If 3.0>bit_var or max
~

)(
~

*4 XbI q
N < , then the spectrum of the sub-band is sharp. The envelope of the un-decoded 

coefficients is obtained by modifying the initial envelope as follows: 
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If the spectrum of the sub-band is not sharp and )(
~

*5.2
~

max bIX q
N> , max

~
/)(

~
*)(

~
)(

~
XbIbIbI nfnfnf = , then the 

harmonic parameter MS is added by the step length step . 

If the envelope is more than the half of the minimum magnitude min
~
X , then the envelope is set to be equal to the half of 

the minimum magnitude min
~
X . 

 minmin
~
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*5.0)(
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XbIifXbI nfnf >=  (1828) 

If the ratio of the average norms q
avI

~
 in the current frame to that of the previous frame lies in the range (0.5,…, 2), and 

the previous frame is a non-transient frame, the the envelope of the un-decoded coefficients for the current frame and 
the previous frame are weighted as follows. 

 )(
~

*5.0)(
~

*5.0)(
~ )1( bIbIbI nfnfnf

−+=  (1829) 

For the un-decoded coefficients in the sub-band, the coefficients are generated using a random noise generator and 
multiplied by the estimated envelope as described above. 

For the last sub-band, a check is made whether the mode of the previous frame was not a transient, and whether the 
ratio of the decoded norms of the current frame to those of the previous frame are in the range (0.5, …,2.0), and the bit 
variance bit_var is not more than 0.3, and the sub-band of the current frame is bit allocated and the sub-band of the 

previous frame is not bit allocated or vice versa. If all of the above conditions are fulfilled, then the coefficients in the 
current frame and the previous frame for the last 20 coefficients in the last sub-band are weighted as follows: 
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 (1830) 

In the transient mode, un-decoded coefficients in a sub-band are generated from random noise, and de-normalized by 
the decoded norm for that sub-band. 

6.2.3.2.1.3.2 General spectral filling 

Based on the received bit-allocation, the transition frequency tf is estimated in the same manner as in the encoder, see 

subclause 5.3.4.2.1.4. Spectral filling consists of two algorithms. The first algorithm fills the low-frequency spectrum 
up to the transition frequency tf , the second algorithm regenerates the possibly non-coded high-frequency components 

by using the low-frequency noise-filled spectrum. 

The interaction between these two algorithms is shown in figure 101. The resulting spectrum from both the noise-filling 
algorithm and the high frequency noise fill is a normalized spectrum which is shaped by the received quantized norms. 
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Figure 101: Spectrum filling block diagram 

6.2.3.2.1.3.2.1 Noise filling 

The first step of the noise fill procedure relies on the building of the so-called spectral codebook from the received 
(decoded) normalized transform coefficients. This step is achieved by concatenating the perceptually relevant 
coefficients of the decoded spectrum. Figure 102  illustrates this procedure. The decoded spectrum has several series of 
zero coefficients that are called spectral holes of a certain length. This length is the sum of the consecutive lengths of 
bands which were allocated zero bits. 

 

Figure 102: Building the spectral codebook from the decoded transform signal 

Since the length of all spectral holes can be higher than the length of the spectral codebook, the codebook elements 
might be re-used for filling several spectral holes. 

 

Figure 103: Noise filling from the spectral codebook up to the transition frequency 
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Figure 103 shows how, based on the spectral codebook C, the non-quantized spectral coefficients are filled. Spectral 
holes are filled by increasing the codebook index j as much as the index i, used to cover all the spectral holes up to the 
transition frequency. Reading from the spectral codebook is done sequentially and as a circular buffer according to the 
following: 

i=0; j=0 

(1:) if 0)( =ibR then )()(ˆ jCiX M = , 

 increment i,j (if out of bound, rewind j to start of codebook) 
 if i=0 then 
 STOP 
 else 
 goto (1:) 
 endif 
 

For low bit rates, many of the quantized bands will contain few pulses and have a sparse structure. For signals which 
require a more dense and noise-like fill, a set of two anti-sparseness processed codebooks are created instead of the 
regular spectral codebook as illustrated in figure 104. 

 

Figure 104: Creation of two parallel codebooks to handle sparse coded vectors. 

The compression of the coded residual vectors is done according to the following definition: 
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The virtual codebook which constitutes the spectral codebook is built only from “populated” sub-vectors, where each 
sub-vector has a length of 8. If a coded sub-vector does not fulfill the criterion: 
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 (1832) 

it is considered sparse, and is rejected. Since the sub-vector length is 8, this corresponds to a rejection criterion if less 
than 25% of the vector positions are populated. The remaining compressed sub-vectors are concatenated into Spectral 
codebook 1, )(kYM with the length YL . The final step of the anti-sparseness processing is to combine the codebook 

samples pair-wise sample-by-sample with a frequency reversed version of the codebook. The combination can be 
described with the following relation: 
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For SWB processing at 24.4 or 32 kbps in case of low spectral stability, spectral codebook 1 is used below band 
20=cbf  and the spectral codebook 2 is used above and including band 20=cbf . The spectral filling using these two 

codebooks is depicted in figure 105. 

 

Figure 105: Creation of two parallel codebooks to handle sparse coded vectors. 

6.2.3.2.1.3.2.2 High frequency noise fill 

Based on the low-frequency filled spectrum, and prior to noise level attenuation, as described in the previous clause, the 
last step of the spectral filling consists of the generation of the target bandwidth audio signal. In other words, the 
process synthesizes a high-frequency spectrum from the filled spectrum by spectral folding based on the value of the 
transition frequency. 

The target bandwidth generation is based on the spectral folding of the spectrum below the transition frequency to the 
high-frequency spectrum (zeroes above the transition frequency), see figure 106. A first spectral folding is achieved 
with respect to the point of symmetry defined by the transition frequency tf . No spectrum coefficients from frequencies 

below 2tf  are folded into the high frequencies. In other words, only the upper half of the low frequencies are folded. If 

there are not enough coefficients in the upper half of the low frequencies to fill the whole spectrum above the transition 
frequency, the spectrum is folded again around the last filled coefficient. This process is repeated until the last band is 
filled. 

Quantized band Noise-filled band

Transition frequency

BWE filled band
 

Figure 106: The spectrum above the transition frequency is regenerated using spectral folding from 
the transition frequency 
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6.2.3.2.1.3.2.3 Noise level adjustment 

After the fine structure of the spectral holes has been determined, the noise-filled part of the spectrum is attenuated 
according to the received NoiseLevel index. In the case of transient mode, the NoiseLevel is not estimated in the encoder 
and is automatically set to the value corresponding to zero index, i.e., 0 dB. 

This operation is summarized by the following equation: 

 tM
NoiseLevelfill

M fkbRkkXkX ≤== −  and  0)(such that   for    ),(ˆ2)(ˆ  (1834) 

For SWB processing at 24.4 or 32 kbps in case of low spectral stability, an additional adaptive noise-fill level 
adjustment is employed. First, an envelope adjustment vector )(1_ bg stadj is derived according to the following pseudo-

code: 

For bandsNb ,...,1,0= , 

 if 0)( =bK , 

 if 16)( ≤bLM , 

 if 0>b  
 if )(bQadj , 

 36.0)(1_ =bg stadj  

 else 
 54.0)(1_ =bg stadj  

 else 
 72.0)(1_ =bg stadj  

 else 
 if lastbb <  and )(bQadj  , 

 54.0)(1_ =bg stadj  

 else 
 72.0)(1_ =bg stadj   

 else 
 0.1)(1_ =bg stadj  

 where 0)1(0)1()( >+>−= bKandbKifTRUEbQadj . In short it permits strong attenuation for short bands where 

the neighboring bands are quantized, and gradually less when these requirements are not fulfilled. Once )(1_ bg stadj has 

been obtained, attenuation regions of consecutive bands b where 0.1)(1_ >bg stadj are identified. The attenuation for 

each of these regions are adjusted according to 

 ( ) )()(1)()( 1__ bgwwbg stadjadjadjlimadj αα −+=  (1835) 

where w is the number of consecutive bands in the attenuation region. The width-dependent attenuation function 
)(wadjα is a piece-wise linear function defined as 
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The resulting vector )(_ bg limadj is further combined with a limiting function which prevents attenuation during audio 

with high spectral stability. The spectral stability is calculated based on a low-pass filtered Euclidian distance 
[ ]n
MD

~
between the spectral envelope values [ ] )(bE n

M  of adjacent frames: 
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Here [ ]n⋅ denotes the value of the variable for frame n . The spectral envelope stability parameter [ ]nS is derived by 

mapping [ ]n
MD

~
 to the range [ ]1,0 using a discreetly sampled sigmoid function implemented as a lookup table 

)(_ Itransstab . Due to the symmetry of the function, the table is mirrored around the mid-point such that the final 

stability parameter can be obtained by 
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where the quantization index I is found by [ ]
⎥⎦
⎤

⎢⎣
⎡ −=′ 0.103138571757.2

~ n
MDI and clamping the index I ′ to the range 

[ ]9,0 . Finally, the gain adjustment vector )(bgadj is derived as 

 [ ]( ))(,max)( _ bgSbg limadj
n

adj =  (1840) 

where the envelope stability [ ]nS acts as a limiting function for the gain adjustment vector. 

For WB processing, a slightly different gain adjustment vector is derived. Here, the )(bgadj is computed as 
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where )(_ Iattgain is a gain attenuation table for index I , which in turn is derived by 

 ⎣ ⎦( )[ ] 18/)(_)( −×= bLstepattbKI M  (1842) 

For SWB and 24.4 and 32 kbps, the gain adjustment is applied using a hangover logic which only permits attenuation in 
case a sequence of 150 frames without transients has been observed. In case this requirement is met for SWB encoded 
bandwidth or if the encoded bandwidth is WB, the gain adjustment vector is combined with the quantized envelope 

vector )(ˆ bEM to form the gain adjusted envelope vector )()(ˆ)(
~

bgbEbE adjMM ⋅= . 

6.2.3.2.1.3.2.4 Spectral fill envelope shaping 

When the full-bandwidth fine spectral structure is generated, the resulting spectrum is shaped by applying the gain 
adjusted envelope vectors for each band 1,...,1,0 −= bandsNb  according to: 

 ( )bkbkkkXbEkX endstartMMM ,),(),(ˆ)(
~

)( K==′  (1843) 

6.2.3.2.2 Transient Mode 

6.2.3.2.2.1 Envelope decoding 

The envelope is decoded as is described in subclause 6.2.3.2.1.1. In addition to those step the norms are also sorted as is 
done in the encoder, see subclause 5.3.4.2.2.1. 

6.2.3.2.2.2 Fine structure inverse quantization (spectral coefficients decoding) 

The spectral coefficients are decoded as for the Normal HQ mode as described in subclause 6.2.3.2.1.2. 

6.2.3.2.2.3 Spectral filling 

The spectral filling is done as described in 6.2.3.2.1.3, but the bandwidth extension in subclause 6.2.3.2.1.3.2.2 is not 
done. 
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6.2.3.2.3 Harmonic Mode 

6.2.3.2.3.1 Core decoding 

Envelope decoding and the PVQ decoder are described in subclause 6.2.3.2.1.1 and subclause 6.2.3.2.1.2, respectively. 

If a sub-band has bits allocated to it, then the decoded coefficients of the sub-band are de-normalized by multiplying the 

de-quantized norm of the sub-band, and in this way the de-normalized coefficients )(,...,0),(
~

_ sfmlastendM bkkkX =  are 

obtained. Otherwise, if a sub-band has no bits allocated to it, the de-normalized coefficients )(
~

kX M  of that sub-band 

are set to 0. And the higher frequency band coefficients with the index of sub-band above sfmlastb _  are 0 and are 

reconstructed by bandwidth extension, where sfmlastb _  is the index of the highest frequency sub-band of the decoded 

low frequency band signal. 

6.2.3.2.3.2 Bandwidth extension decoding for harmonic mode 

The start index for the bandwidth extension is adaptively obtained according to the value of last_sfmb . 

Firstly preset the start index for bandwidth extension sfmhighb _ : 

 
⎩
⎨
⎧

=
kbps32,24

kbps4.24,21
_ sfmhighb  (1844) 

Then, in order to predict the excitation signal of bandwidth extension, judge whether the index of the highest frequency 
sub-band of the decoded low frequency band signal sfmlastb _  is less than the start index for bandwidth extension 

sfmhighb _ , i.e. judge whether the highest frequency bin of bit allocation is less than the preset start frequency bin for 

bandwidth extension, 

- if sfmhighsfmlast bb __ < , sfmlastb _  is then set to sfmhighb _ . The excitation signal of bandwidth extension is 

predicted by the preset start index sfmhighb _  and the chosen excitation signal from the decoded low frequency 

band signal with the given bandwidth length. 

- Otherwise, the excitation signal of bandwidth extension is predicted by the preset start index sfmhighb _ , the 

index of the decoded highest frequency sub-band sfmlastb _  and the chosen excitation signal from the decoded 

low frequency signal with the given bandwidth length. 

Finally, the higher frequency band signal is reconstructed by the predicted excitation signal and the envelopes as 
described in subclause 6.2.3.2.2.1. 

6.2.3.2.3.2.1 Calculate excitation adaptive normalization lengths 

The de-normalized coefficients calculated in subclause 6.2.3.2.3.1 need to be recovered to remove the original core 
envelope effects to give the excitation for bandwidth extension. The normalization length normmdctL _   is adaptively 

obtained according to the signal characteristics. The normalization length of the previous frame [ ]1
_

−
normmdctL  is 

initialized to 8. 

208 MDCT coefficients in the 0-5200 Hz frequency range are split into 13 normalization sub-bands with 16 coefficients 
per sub-band. The peak magnitude and average magnitude in each normalization sub-band are then calculated. The 
counter n_band  is initialized to zero and increased by one if 8)(2 >jr ap  and 10)( >jpeak , where 

 12,,0

,0

)()(,
)()(

)(15

)(2 L=
⎪
⎩

⎪
⎨

⎧ ≠
−

⋅
= j

otherwise

jpeakjavgif
jpeakjavg

jpeak

jr ap  (1845) 
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The normalization length normmdctL _  is set to bandn _5.232 ⋅+ , and it is adjusted with reference to the  value from the 

previous frame, [ ]1
_

−
normmdctL  

 [ ]1
___ 9.01.0 −⋅+⋅= normmdctnormmdctnormmdct LLL  (1846) 

6.2.3.2.3.2.2 Calculate envelopes for excitation normalization 

The normalization envelopes, 201,...,0),(_ =kkE excbase  for each spectral bin are calculated as follow: 
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~
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~
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 (1847) 

The value 201,...,0),(
~ =kkX M  are then normalized using the normalization envelopes 201,...,0],[_ =kkE excbase  to 

obtain the normalized coefficients 201,...,0),(
~

_ =kkX excbase , 

201,...,0),(/)(
~

)(
~

__ == kkEkXkX excbaseMexcbase  (1848) 

6.2.3.2.3.2.3 Adaptive excitation generation 

The normalized coefficients in the frequency range 1500-5025Hz, i.e. the stth 20160 −  coefficients, are selected for the 
excitation calculation. The starting frequency bin of the excitation, src , is calculated as follows, 

 
⎪⎩

⎪
⎨
⎧

−+

−≤−−++
=

otherwiseX

bkbkifbkbkX
src

excbase

sfmhighendsfmlastendsfmhighendsfmlastendexcbase

,1202
~

60202)()(,)()(60
~

_

_____
(1849) 

The selected low frequency normalized coefficients from which the re-constructed higher band coefficients normMX _
~

 

are obtained are copied to the high band starting at frequency, dst  , as follows 

 )(
~

__ sfmlastendnormM bkXdst +=  (1850) 

The low frequency normalized coefficients may in practice be copied N times as a circular buffer in order to fill in the 
re-constructed higher bands, where N can be a decimal fraction. 

6.2.3.2.3.2.4 Weighting the re-constructed higher band coefficients and random noise 

The envelopes )(
~

bInorm  of the re-constructed higher band coefficients are calculated according to the band structure 

given in table 129, and then the re-constructed higher band signal is weighted and random noise added. 

 )(
~

*0.32768/)(*)(
~

/)(
~

*)(
~

*)(
~

_ bIkrandombIbIkXkX q
Nnorm

q
NnormMM βα +=  (1851) 

Where ]1,1[ _ −+= bandssfmlast Nbb  and )](),([ bkbkk endstart= . 

The weighting factor for the normalized re-constructed higher band signal, α , is 

 levelnoisef _1−=α  (1852) 
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The weighting value of the normalized re-constructed higher band signal, β , is 

 levelnoisef _5.0=β  (1853) 

where the noise level levelnoisef _  is estimated as follows: 

 )25.0),0,
~

/
~

25.0max(min( ____ sumnormsumdiffnormlevelnoise IIf −=  (1854) 

and the sum of the differences between the consecutive norms sumdiffnormI __
~

 and the sum of the norms sumnormI _
~

 in 

the index range ]28,0[=b , are given by 

 ∑
=

−+=
28

0

__ )()1(
~

b

q
N

q
Nsumdiffnorm bIbII  (1855) 

 ∑
=

=
28

0

_ )(
~

b

q
Nsumnorm bII  (1856) 

6.2.3.2.4 HVQ 

First the HVQ decoder extracts from the bitstream number of coded peaks, and reconstructs spectral peaks positions kP̂  

and peak gains )(ˆ kGp . The peaks positions are decoded with either Huffman decode or space coding decoder, based on 

the received mode decision. The peak shapes vectors )(ˆ kS are reconstructed from the received VQ indices and further 

scaled with reconstructed peak gains )(ˆ kGp for the corresponding shape region. The low-frequency bands are PVQ 

decoded, with number of bands determined as described in 5.3.4.2.5 

The unquantized coefficients below 5.6 kHz for 24.4 kb/s and 8 kHz for 32 kb/s are grouped into 2 sections and noise 
filled and scaled. Each of the sections covers half of coded band (of 112 bins at 24.4 kbps and 160 bins at 32 kbps). 

After the noise fill each of the sections is scaled with the corresponding reconstructed gains )0(ˆ
neG and )1(ˆ

neG . The 

gains reconstructed in the current frame t  are smoothed with the levels from the past frame 1−t  

 1,0ˆ1.0ˆ9.0)(ˆ )()1()( =+= − bGGbG t
h

t
h

t
h  (1857) 

The reconstructed envelope levels used above 5.6 kHz for 24.4 kb/s and 8 kHz for 32 kb/s are adjusted based on the 
presence or absence of peak in the low-frequency fine structure used in the noise-fill. 

 

( )11

11

,,min

1.08.01.0

_

+−

+− ++=

bbb

bbbb

III

else

IIII

peakif

 (1858) 
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6.2.3.2.5 Generic Mode 
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Figure 107: Generic mode Decoder Block Diagram 

6.2.3.2.5.1 Low frequency envelope decoding 

This is described in subclause 6.2.3.2.1.1. 

6.2.3.2.5.2 High frequency envelope de-quantization 

The envelope VQ indices { }
323122

,,,, 211 IerrIerrerrerrenv idxidxidxidxidx  for SWB or 

{ }FBIerrIerrerrerrenv idxidxidxidxidxidx ,,,,,
3231221 21  for FB are used to de-quantize the high frequency envelope. 

At 24.4kbps, the de-quantized high frequency envelope can be determined by: 
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While at 32kbps, the de-quantized high frequency envelope can be determined by:
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The final de-quantized envelope is then calculated: 

 
( )

1,...,0   
.050*(j)_+(j)_

ˆ
10)(ˆ

_ −== GbandsNjformeanrmsfGrmsf
jnvE  (1861) 

In FB case, FBidx is further used to generate the de-quantized high frequency envelope. 

6.2.3.2.5.3 High frequency envelope refinement 

The high frequency envelope refinement is described in subclause 5.3.4.2.6.5. After de-quantizing the high frequency 
envelope using the VQ described in subclause 6.2.3.2.5.2, the de-quantized high frequency envelope is mapped to one 
of the HQ high rate normal mode bands. To generate the norms the mapped high frequency envelope is quantized and 
de-quantized with the scalar quantizer, as shown in subclause 5.3.4.2.6. The de-quantized low frequency envelope and 
the de-quantized high frequency norms are then combined. Using the combined norms, the bit allocation information 
per each band is calculated using the fractional bit allocation method. If there are any high bands which have allocated 
bits, the refinement data is decoded and used to update the high frequency norms. The updated norms are used for de-
normalizing the de-quantized spectrum by the PVQ algorithm in subclause 6.2.3.2.5.4 and the noise filling algorithm in 
subclause 6.2.3.2.5.5.Then the initial bit allocation information is updated, based on the number of bits used for 
representing the refinement data. 

6.2.3.2.5.4 PVQ 

This is described in subclause 6.2.3.2.1.2.2 

6.2.3.2.5.5 Noise filling 

Noise filling is performed described in subclause 6.2.3.2.1.3.2.1. The last band for this noise filling in Generic mode is 
defined as )1,_max( , −LFbandNsfmcore , where sfmcore _ is the last band index where the spectrum was quantized 

using PVQ. The filled spectrum is further de-normalized to generate )(_ kX QM′  as described in subclause 

6.2.3.2.1.3.2.4. If core_sfm is higher than Nband_LF-1, then the )(
~

bEM are the high frequency norms described in 

subclause 6.2.3.2.5.3. 

6.2.3.2.5.6 High frequency excitation spectrum 

The high frequency excitation spectrum is based on a copy of the decoded low frequency spectrum. First spectral anti-
sparseness processing is applied, and then dynamic range control is applied to depending on the decoded excitation 
class. Finally, a simple spectral copy is done to create the high frequency excitation spectrum. 

6.2.3.2.5.6.1 Spectral anti-sparseness processing 

The spectral anti-sparseness processing is performed on the low frequency spectrum by inserting a 0.5 amplitude 
coefficient, with a random sign, where the normalized spectrum is zero. The end band for the spectral anti-sparseness 
processing is specified by Banti (=max(core_sfm,Nband_LF-1)) and the end frequency is specified by Lanti(=kend(Banti)). 
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where Gseedλ _ is a random seed and updated by 1384931821__ += *λλ GseedGseed . 

After applying this anti-sparseness processing, the energy is further modified by applying the low band dequantized 
envelope as described in subclause 6.2.3.2.5.1. 

6.2.3.2.5.6.2 Control of dynamics based on the excitation class 

Following the spectral anti-sparseness processing, the spectrum is further modified by additional processing to control 
the dynamics. 

The spectrum is first normalised by calculating the envelope of the processed spectrum, then dividing the spectrum by 
this envelope. The window size, normL , for this normalisation depends on the signal characteristics.. 

The 256 low frequency MDCT coefficients in the 0-6400 Hz frequency range, ( ) 255,...,0,ˆ
_ =kkX antiM are split into 16 

sharpness bands (16 coefficients per band). In sharpness band j, if ( ) ( )∑
+

=

>
1516

16

_
ˆ823

j

jk

antiMsharp kXjA  

and ( ) 10>jAsharp  , the counter bandC is incremented by one. 

The maximum magnitude of the spectral coefficients in a sharpness band, denoted ( )jAsharp , is: 

 ( ) ( ) 15,,0ˆmax _
1516,16

K

K

==
+=

jkXjA antiM
jjk

sharp  (1863) 

Parameter bandC is initialized to 0 and calculated for every frame. Then the normalization length normL is obtained: 

 ⎣ ⎦5.09.01.0 ]1[ ++= −
normnormnorm LLL  (1864) 

where the current normalization length normL  is calculated as follows: 

 ⎣ ⎦bandnorm CL 5.08 +=  (1865) 

and the current normalization length is preserved as ]1[−
normL . 

The spectrum is then normalized 
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 where dbandsN _ is the number of bands used in the control of dynamics. 

The sign vectors for the spectrum are then removed, leaving just the magnitude, and the mean is then calculated for 
each band p. The bands are 16 frequency bins wide, and start at frequency bin 2. For the SWB case, at 24.4kbps there 
are 9 bands ending at frequency bin 145, while for 32kbps there are 8 bands, ending at frequency bin 129. For the FB 
case, at 24.4kbps there are 19 bands ending at frequency bin 305, while for 32kbps there are 18 bands, ending at 
frequency bin 289 

The amplitude of each frequency bin is then reduced by a dynamics control factor of the difference between the bin 
amplitude and mean of the band. 
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 ( ){ } 1162     *)()()(
~

_ +=−−= *,...,Nfor kdrfpMeankXkXkX dbandsNormNormNorm  (1867) 

where drf is the dynamics control factor depending on the decoded excitation class,
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The original signs are then re-applied for the HF_Speech_excitation_class and the HF_excitation_class1; however 

random signs are used for the HF excitation_class0. If 
1384931821+= *λλ seed,dcseed,dc is higher than 0, the original 

sign is re-applied, otherwise, a reversed sign of the original is applied. The initial random seed is 

 )3(2*)2(4*)1(8*)0(_ RRRRdcseed +++=λ  (1869) 

where )(bR is the number of allocated integer bits for each band. 

The spectrum is then normalised: 
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The normalised spectrum is then copied, using the mapping in table 172, to create the high frequency excitation 
spectrum. 

Table 172: Frequency mapping to generate high frequency excitation spectrum 

 l )(_ lSt Gsrc  )(_ lEnd Gsrc  )(_ lSt Gdst  )(_ lEnd Gdst  

24.4kbps 
0 2 129 320 447 
1 2 129 448 575 
2 80 143 576 639 

24.4kbps FB 3 144 303 640 799 

32kbps 
0 2 129 384 511 
1 2 129 512 639 

32kbps FB 2 130 289 640 799 
 

Finally the high frequency excitation spectrum is adjusted at the junction boundaries, 

 { }1     1)1()1(    )(*)(
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At 24.4kbps, 
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 }1)({     ,...2)2(,1)2(  )(*)(
~

 )(
~

6__6 >∈−−== jRjStStfor jjRjXjX GdstGdst  (1874) 

where 2111_6 /*5.0)1)2(( RRStR Gdst =− , 21115 /*025.0 RRR =  and 566 1 R(j)R)(jR −=+ . 

6.2.3.2.5.7 Spectral envelope adjustment 

Spectral envelope adjustment is used to generate high frequency spectrum with combining the high frequency excitation 
spectrum and the interpolated envelope according to the frequency.  The low frequency envelope is used in the first 
band. The interpolated envelope is calculated as follows: 
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where p (p=1,…,Nband_G-1) is a band index; 

 wp(k) is a interpolation function where (0))-0.125( (k) 0 stkkw = and

 ( )( ) ( ))1()1(2)()1(-2 (k) −−++−⋅= pkpkpkpkkw ststststp ; and 

 )1(ˆ −nvE  is the initial value of the spectral envelope 
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The envelope is then multiplied by the generated high frequency excitation spectrum in subclause 6.2.3.2.5.6. 
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In the FB case, the maximum value of k in equations (1875) and (1876) is corrected to 799 and a decision is made on 
whether or not to interpolate the envelope by comparing the envelope of the first band in FB and the last band in SWB. 
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where pb is the index of the first band in FB, 14 at 24.4kbps or 12 at 32kbps. 

6.2.3.2.5.8 Spectral combining 

The final step of the Generic mode is to combine the noise filled spectrum )(_ kX QM′ , obtained from decoding the 

quantized spectrum in subclauses 6.2.3.2.5.4 and 6.2.3.2.5.5, with the high frequency spectrum )(
~

_ kX GM , generated in 

subclause 6.2.3.2.5.7. The noise filled spectrum includes the low frequency spectrum and some bands in the high 
frequency spectrum where bits were allocated during the spectral quantization. The generated high frequency spectrum 
includes only the high frequency spectrum. 

There are two kinds of overlap bands between these two spectra; one is a partial overlap at the junction between the low 
frequency and the high frequency (376~400 at 32kbps, 304~328 at 24.4kbps). The other is a full overlap due to the 
difference between the two band allocations, i.e. due to some bands in the high frequency spectrum being allocated bits 
during the spectral quantisation. 

In the partial overlap band, the spectral combining is performed based on an overlap and add process. If there are any 
allocated bits from the spectral quantizer, the noise filled spectrum )(_ kX QM′ is used directly for the final decoded 

spectrum. If there were no bits allocated by the spectral quantizer, a overlap and add process between the two spectra is 
performed: 
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where ovL is the overlapped length at the junction band, 16 at 24.4kbps and 8 at 32kbps. 

In the full overlap bands, the spectrum is combined in a selective way. If there are any allocated bits from the spectral 
quantizer, the noise filled spectrum )(_ kX QM′ is used directly for the final decoded spectrum. If there were no bits 

allocated by the spectral quantizer, the high frequency spectrum )(
~

_ kX GM  is used for generating the final decoded 

spectrum )(kX M′ . 

6.2.3.2.6 PVQ decoding and de-indexing 

6.2.3.2.6.1 High dynamic range arithmetic decoding 

The PVQ-codewords are extracted from the bit stream using the Range decoder. 

6.2.3.2.6.2 Split-PVQ decoding approach 

The PVQ-split parameters are obtained as inverse of the functions in subclause 5.3.4.2.7.2 

6.2.3.2.6.2.1 Split-PVQ Decoder band splitting calculation 

The initial number of segments (parts) initpN _ is computed according to the first equation in subclause 5.3.4.2.7.2.1. In 

case 10_ <initpN  and the band bit rate is high, the flag incsplitpvq __ is read from the bit stream. Finally, pN is 

computed as 
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6.2.3.2.6.2.2 PVQ sub vector gain decoding 

The decoded Split-PVQ angles are converted into sub-vector gains. 

6.2.3.2.6.3 PVQ sub-vector MPVQ de-indexing 

First the N , K  values for the sub vector y  to be decoded are used in a ‘FindSizeAndOffsets(N,K)’ function which pre-

computes the row Nn = of the MPVQ offset matrix [ )...0,( KNA , )1,( +KNU ] and also calculates the integer size of 

the MPVQ-index MPVQ-size using this last row. The last four equation in subclause 5.3.4.2.7.4.1 are employed for the 
offset and size calculations. 

Secondly the 1 bit leading sign index and the MPVQ-index index is obtained from the Range decoder using the 
calculated MPVQ-size information. The leading sign signlead _ is decoded from the 1 bit leading sign index, where a 

zero sign index yields a positive signlead _  value of “+1”, and a non-zero sign index yields a negative 

signlead _ value of “-1”. 

The third step is the actual MPVQ-de-indexing scheme, converting the leading sign signlead _  and the index  to a 

valid integer ),( KNPVQ vector y . 

The MPVQ de-indexing loop is carried out according to figure 108, where index  is the MPVQ-index, n is the current 
row number of the MPVQ offset matrix, pos is the pointer into the samples/coefficients of the received PVQ-vector y . 

The function “FindAmplitudeAndOffset” obtains the amplitude deltak _  and the MPVQ indexing offset offsetamp _  for 

the current number of accumulated pulses localk max__ , by searching in the current row )max__...0,( localknA in the 

MPVQ offset matrix. Further the function “UpdateOffsetsBwd” iteratively updates the required MPVQ-offsets for the 
next larger dimension using combinations of the last four equations in subclause 5.3.4.2.7.4.1.  The function 
“GetLeadSign” obtains the next leading sign value signlead _  from the LSB of index , and shifts the index one bit to the 
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right. On the decoder side the MPVQ recursion is run in the order of position 0 to position 1−N , with a dimension 
n decreasing from N  to 1. 

 

Decompose MPVQ-index

Initialize:  y( 0 ... N-1 )=0, k_max_local=K,  pos=0, n=N 

N, K, index, lead_sign ,    A( N, 0 ... K )

pos < N ?

YES

NO return y( 0 ... N-1 )
( exit after last position )  

index  == 0 ?

y(pos ) = 
lead_sign  .k_max_local

YESNO

index = index – amp_offset
( reduce amplitude contribution to index  )

k_delta == 0 ?

n = n-1,
UpdateOffsetsBwd(n, A(n-1, 0..K), k_max_local),

pos = pos + 1
 ( move on to next position in recursion direction )

k_delta, k_acc, amp_offset

y( pos ) = lead_sign. k_delta
(assign amplitude and sign to current position)NO

YES

k_max_local = k_max_local- k_delta 
( subtract found unit pulses for pos )

return y( 0 ... N-1 )
( fast early exit )

[ lead_sign ,  index ] = 
GetNextLeadSign( index,, A( n, 0…K ), k_acc )

( get next leading sign for future positions )

FindAmplitudeAndOffset
( index, A( n,0...k_max_local )

 

Figure 108: Detailed MPVQ-de-indexing 

 

The calculation of the indexing offset matrix is optimized to use direct calculations up to row 3=n for any combination 
of N and K , further if the number of unit pulses K  are low enough and the dimension N  is 5 or lower, a direct row 
n initialization of the offset matrix is used for the offset determination, where the last column in  row  n  is calculated 
using the low dynamic “row-only” relation: 
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6.2.4 Frequency-to-time transformation 

6.2.4.1 Long block transformation (ALDO window) 

6.2.4.1.1 eDCT 

The IDCTIV is identical to the DCTIV and is given by the following equation, with omitted normalization: 
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6.2.4.1.2 Unfolding and windowing 

The frame )(~ nx q , 1,,0 −= Ln K ,  coming from the inverse eDCT transform is unfolded in order to obtain two frames 

that can be used for overlap- add with the previous unfolded frame to remove the aliasing introduced by the folding 
process at the encoder. 

Similar to the folding done at the encoder, unfolding and window decimation operations are combined in the same 
process to automatically resample the ALDO windows at 48 and 25.6 kHz while keeping perfect reconstruction 
conditions.  The decimation factor and offset parameters are the same are the one used in the encoder. 

The frame )(~ nx q  issued from the eDCT inverse transform is unfolded into a block q
LT2  of length 2L . The ALDO 

window is stored at a sampling rate corresponding to two frames of length N  ( LN ≥ ).  The ratio between N and L is 
called the decimation factor ( fd ).  The unfolding and windowing process is illustrated in figure 109. 

 

Figure 109: Unfolding and windowing with ALDO window. 

The unfolded frame is obtained for 12/,,0 −= Ln K : 
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where ( )nhs  is the time-reversed version of the ALDO window ( )nha used in the encoder 

 ( ) ( )12 −−= nNhnh as , (1886) 

 fd  is the decimation factor and d  is the offset. 

 

For the 32 kHz case, to have perfect reconstruction, the ALDO window decimated from 48 to 16 kHz applied on one 
sample over 2, the other samples are weighted by a complementary window )(nhcomp . For this 32 kHz case, the 

unfolded frames are given by  : 
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where N  is the length of the 16kHz frame, L  is the length of MDCT core frame at 32kHz, 3=fd  is the decimation 

factor and 1=d  is the offset. 

6.2.4.1.2 Overlap-add 

Finally, the output full-band signal is constructed by overlap-adding the signals )(~ )( nx r  for two successive frames: 
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6.2.4.1.3 Pre-echo attenuation 

A typical artefact in transform coding known as pre-echo is observed especially when the signal energy grows 
suddenly, like speech onsets or music percussions. The origin of pre-echoes is explained below. The quantization noise 
in the frequency domain is translated into the time domain by an inverse MDCT transform and an add/overlap 
operation. Thus the quantization noise is spread uniformly in the MDCT synthesis window. In case of an onset, the part 
of the input signal preceding the onset often has a very low energy compared to the energy of the onset part. Since the 
quantization noise level depends on the mean energy of the frame, it can be quite high in the whole synthesis window. 
In this case, the signal to noise ratio (SNR) is very low (often negative) in the low energy part. The quantization noise 
can be audible before the onset as an extra artificial signal called pre-echo. To prevent the pre-echo artefact, an 
attenuation scheme is necessary when there is a significant energy increase (attack or onset) in some part of the 
synthesis window, and the pre-echo reduction has to be performed in the low energy part of the synthesis window 
preceding the onset. In the following, this low energy part preceding an onset will be referenced as "echo zone". On the 
other hand the signal energy after pre-echo reduction should not lower than the mean energy in the preceding frames. 
However, if the preceding frame have low frequency spectrum, knowing that the pre-echo has often white noise like 
spectrum, even if the energy of the echo zone is reduced to the level of the previous frames the pre-echo is still audible 
in the higher frequencies. 

To improve the pre-echo reduction, an adaptive spectral shaping filtering is applied in the pre-echo zone up to the 
detected attack or onset to eliminate undesirable higher frequency pre-echo noise. This adaptive spectral shaping filter is 
realized by a two-band filterbank: the decoded signal is decomposed into two sub-signals according to a frequency 
criterion to obtain two sub-bands and a pre-echo attenuation factor is calculated in the determined echo zone for each 
sample in both sub-bands. The attenuation factors of the sub-bands that determinate the spectral response of the filter 
are computed in function of several parameters of the full-band and sub-band signals as detailed below. The pre-echo 
attenuation is made in the sub-bands by applying these attenuation factors in the echo-zone. Finally the two attenuated 
sub-bands are combined to obtain the pre-echo attenuated decoded signal. The pre-echo attenuation is activated for 
received frames, when the previous frame was also received, and when the bitrate is not higher than 32 kbit/s. 

A pre-echo in the current frame can be caused by a sharp onset in the current or the next frame, as the MDCT analysis 
window covers these two consecutive frames. An onset in the next frame can be detected by analysing the memory of 
inverse MDCT that will be used in the next frame in the overlap-add operation. A discrimination of echo/non-echo 
zones and the attenuation factor computation are based on two signals of the inverse MDCT transform: on the decoded 

output full-band signal )()( nx r , 1-,...,0 Ln =   and on the first LLpremem 32

7=  un-windowed memory of inverse 

MDCT )(~)(
)(

Lnxnx
rwq

premem += , 1-,...,0 prememLn =  that will be used in the next frame in the overlap-add 

operation to synthesize the output content for the next frame and the pre-echo reduction is done in echo zones preceding 
the onsets. 

 
Decomposition in two sub-bands 

The decoded signal )()( nx r  is decomposed in a lower and an upper frequency band sub-signals. The first, lower band 

sub-signal is obtained by a first filtering of the full-band signal by the low-pass filter 
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and the second, higher band sub-signal is obtained by subtracting the lower band sub-signal from the decoded signal: 
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HB −=  (1897) 

For the memory part )(nx premem  only the higher-band component is computed as 
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Discrimination procedure of echo/non-echo zones  

The discrimination procedure between echo zones and non-echo zones is based on the concatenated signal formed from 

)()( nx r , 1-,...,0 Ln =  and )(~)(
)(

Lnxnx
rwq

premem += , 1-,...,0 prememLn = . This signal is divided in sub-blocks and 

its temporal envelope is computed. 

The current frame part of the concatenated signal, )()( nx r , 1-,...,0 Ln =  is divided into sfN  sub-blocks of 

sfsf NLL /=  samples where sfN  =8 (2.5 ms sub-blocks). The temporal envelope )(iEsMDCT  of this signal is 

computed as successive sub-block energies. 
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The memory part of the concatenated signal forms one sub-block, its energy is computed as 
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The energy of the first half and the first ¾ samples of each sub-blocks of the current frame are also memorized: 
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The temporal envelope of the higher band in the current frame is also computed: 
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Then, )(_ iEs hMDCT , 1,,0 −= sfNi K  is then modified as follows: 
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In this paragraph, index n  is used for samples, and index i  is used for sub-blocks. 

In the concatenated signal the sub-block with maximal energy, including the memory sub-block, is also searched: 
 )(max

,,0
iEsMax MDCT

Ni
Es

sfK=
=  (1905) 

The transition of the temporal envelope to a high-energy zone is detected in the sub-block with the index EsMaxind  

given by: 
 )(maxarg

,,0
iEsMaxind MDCT

Ni
Es

sfK=
=  (1906) 

Note that when EsMaxind =0 either no pre-echo attenuation is made or the pre-echo attenuation of the previous frame is 

finished on the first samples of the current frame. 
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The zero-crossing rate )(izcr , 1,,0 −= sfNi K  is also computed for each sub-block. A zero-crossing is detected when 

the product of two consecutive samples is smaller or equal to 0. The parameter )(izcr , 1,,0 −= sfNi K  is defined as the 

number of times when the following condition is verified: 

 0)()( )()( ≤++ niNxniNx sf
r

sf
r , 1,,1 −= sfLn K  (1907) 

The zero crossings between two consecutive sub-blocks count for the next sub-block. The zero crossing rate of the 
memory part is also computed. 

The maximum length without zero crossing )(inzcr , 1,,0 −= sfNi K  is also stored for each sub-block. A period 

without zero crossing that covers a sub-block border is taken into account for the previous sub-block. 

The maximal energy EsMax  is compared to that of the preceding sub-blocks: 
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The low energy sub-blocks preceding the sub-block in which a transition has been detected with ( )Esr i > 16 are 

determined as echo zone. However in the following cases the sub-block is considered as non-echo zone: 

if ( )500000100)( __ +> ncprevhbMDCT EsiEs  

or 
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where, computed in the previous frame and memorised, 
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and zcrlim = 10 for narrowband signals and 16 otherwise. 

Even the previous sub-blocks are considered as non-echo zone if their energy is higher than ( ) / 2MDCTEs i . 

 

The pre-echo attenuation of low energy sub-block determined as echo zone is made by multiplying the two sub-band 
signals, the lower band )(nxLB  and the higher band )(nxHB  by attenuation factors )(ng pre  and )(_ ng hbpre  

respectively, where )(ng pre  and )(_ ng hbpre  are determined as a function of the temporal envelope of the 

concatenated signal )(iEsMDCT , sfNi ,,0K= . 

For each sample of the echo zone sub-blocks, these gains are set to 0.01 if )(irEs > 32 and to 0.1 otherwise. For the 

other sub-blocks, the initial gains are set to 1, they form the non-echo zone. Following this EsMaxind2  is set as the 

index of the first non-echo sub-block (where the initial gain is equal to 1). 
A false alarm detection is made at this point. If the last pre-echo attenuation gain in the previous frame is higher than 
0.5 and in the current frame only one sub-block has attenuation gain of 0.1 and the other gains are 0, EsMaxind2 is set 

to 0. 

The initial pre-echo attenuation gains depend also on the energy of the previous frame: a minimal attenuation value for 
each echo zone sub-block and for both sub-bands are also fixed as a function of the temporal envelope of the 
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reconstructed signal of the previous frame. This value is fixed in a way that the attenuated sub-block energy in the sub-
band cannot be lower than the pre-echo attenuation gain compensated mean energy of the previous frame in that sub-
band, to preserve background noise energy. In the lower band: 
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for  ( ) 11.,,. −+= isfLisfLn K  and where prevEs  was computed in the previous frame as: 
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However )(' ng pre  is set to 1 if 2/)( zcrlimizcr <  or 24/)(max Linzcr > . 

In a similar way the initial pre-echo attenuation gain for the higher band signal is computed as: 
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for  ( ) 11.,,. −+= isfLisfLn K  where 
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Note that the initial attenuation gain in both the lower band and the higher band are identical for each samples of a sub-
block. 
Before applying the pre-echo attenuation gains the position of the onset is refined. If the onset was detected in the 
current frame, each sub frames from index EsMaxind2   to 1−sfN  are divided into ssfN  sub-sub-blocks where 

ssfN =4 if the sampling frequency is 8 kHz and ssfN =8 otherwise. If EsMaxind2 = 0 only the first sub-block is 

considered. 
The energy of these sub-sub-blocks is computed: 
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where 
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and 
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−
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0=2if
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Esssf
ssf NMaxindN

MaxindN
Num  (1916) 

When the onset was detected in the future memory part )(nx premem , only the first sfL samples are examined and 

ssfssf NNum =  and 

 [ ]∑
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=

=
1)1.(

.

2)()(

jL

jLn

prememMDCT

ssf

ssf

nxjEshr , 1,,0 −= ssfNumj K  (1917) 

The maximum of these values is searched: 
 ( ))(max

,,0
max jEshrEshr MDCT

Numj ssfK=
= , 1,,0 −= ssfNumj K  (1918) 

The values )( jEshrMDCT  are compared to adaptive thresholds. The first one is independent of the sub-sub-block index: 

 
8

max
1

Eshr
ThresMDCT =  (1919) 

The second one is computed as: 
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where 
 ( )sfEspreEsMDCT LMaxindgMaxindEsmcrit )12().12( ' −−=  (1921) 

If mcritMaxEs >80/  and zcrEs limMaxindzcr >)2(  this value is modified as: 

 80/EsMaxmcrit =  (1922) 

Initially the starting position of the onset for both the lower and the higher band is the beginning of the sub-block 

EsMaxind2 . This position is delayed by ssfL samples by sub-sub-blocks as long as 

))(,min()( 21 jThresThresjEshr MDCTMDCTMDCT < .  The pre-echo attenuation gain of these samples moved from the 
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non-echo zone to the echo-zone is set equal to the gain of last sample of the original echo zone 
( )sfEspre LMaxindg )12(' −  and ( )sfEshbpre LMaxindg )12('_ −  respectively in the 2 sub-bands. In the following these 

new samples in the pre-echo zone are considered as the part of the last pre-echo zone sub-block (index 12 −EsMaxind ), 

the length of this sub-block 12 −EsMaxind  can be longer than sfL . 

To avoid false pre-echo detection, the energies of the last 2 or 3 sub-blocks preceding the onset is verified for both the 
full-band and the high-band signals: the regression coefficient for these sub-blocks energies is computed by the least 
squares estimation technique and compared to thresholds. If at least one regression coefficient is lower to its threshold 
the pre-echo attenuation is inhibited. In fact it is checked whether the sub-blocks preceding the onset have stable or 
increasing energy, this is always true for pre-echos. For easy comparison to threshold the regression coefficients are 
normalised by the sub-band energies when the threshold is different to 0. If the threshold is 0, only the sign of the 
regression coefficient is checked, no normalisation is needed.  

When the onset is detected in the first or second sub-block this verification is not possible.  

When the onset is detected in the third sub-block only the high-band regression coefficient _ 2pre hbb is computed and 

compared to the threshold 2 0hbthpre = . As only the sign is checked here no normalization is needed for the 

regression coefficient: 

_ 2 _ _(1) (0)pre hb MDCT hb MDCT hbb Es Es= −  

If _ 2pre hbb  < 2hbthpre  the pre-echo attenuation in the pre-echo zone is inhibited. 

When the onset is detected in the fourth or later sub-block both the full-band regression coefficient 3preb  and the 

normalized high-band regression coefficient _ 3_pre hb normb  are computed on the last 3 sub-blocks preceding the onset 

and they are compared to the thresholds 3 0thpre =  and 3 0.2hbthpre =  respectively. Let’s note the index of the sub-

block where the onset is detected ,  2id id > . 

In the full-band only the sign is checked, no normalization of the regression coefficient is needed: 

3 ( 1) ( 3)pre MDCT MDCTb Es id Es id= − − −  

In the higher band the normalized regression coefficient is estimated as: 

( )
( )

_ _

_ 3_

_ _ _

3 ( 1) ( 3)

2 ( 1) ( 2) ( 3)

MDCT hb MDCT hb

pre hb norm

MDCT hb MDCT hb MDCT hb

Es id Es id
b

Es id Es id Es id

− − −
=

− + − + −
 

The comparison _ 3_ 0.2pre hb normb <  is equivalent to : 

( )_ _ _ _ _

2
( 1) ( 3) ( 1) ( 2) ( 3)

15MDCT hb MDCT hb MDCT hb MDCT hb MDCT hbEs id Es id Es id Es id Es id− − − < − + − + −  

If the 3preb  < 3thpre  or _ 3_pre hb normb  < 3hbthpre  the pre-echo attenuation in the pre-echo zone is inhibited. 

The pre-echo attenuation functions )(' ng pre  and )('_ ng hbpre   are stair-like, the gain is constant within a sub-block. To 

avoid annoying noise due to this discontinuity, the final pre-echo attenuation gain for the lower band )(ng pre  is 

obtained by linear smoothing of the initial pre-echo attenuation gain )(' ng pre  introducing smoothlen intermediate 

levels between the gains of consecutive sub-blocks. For narrow band signals smoothlen = 20, for other bandwidths 
smoothlen = 4. This smoothing is done before the detected onset position and at the beginning of each sub-block. For 
the first sub-block the smoothing is done between the memorized last gain value of the previous frame and the gain of 
the first sub-block of the current frame. If the onset position is detected in the next frame no smoothing is done at the 
end of the frame, this will be done at the beginning of the next frame. For example at the beginning sub-block i , 

1,,1 −= sfNi K  and if the gains determined for the sub-blocks 1i −  and i  are 1g  and  2g  respectively, for wide band 

signals ( smoothlen = 4) the gains are smoothed in the following way: 

Before smoothing: 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

574

index 
… 2. −sfLi  1. −sfLi  sfLi.  1. +sfLi  2. +sfLi  3. +sfLi  4. +sfLi  5. +sfLi  … 

gain 
… 1g  1g  2g  2g  2g  2g  2g  2g  … 

After smoothing: 
index 

… 2. −sfLi  1. −sfLi  sfLi.  1. +sfLi  2. +sfLi  3. +sfLi  4. +sfLi  5. +sfLi  … 

gain 
… 1g  1g  

5

4 21 gg +

 

5

23 21 gg +

 
5

32 21 gg +

 
5

4 21 gg +  2g  2g  … 

In the higher band no smoothing is necessary, )()( '__ ngng hbprehbpre = . 

In both sub-band, the pre-echo is attenuated in the echo-zone by applying these gains to the sub-signals: 
 )()()(_ nxngnx LBprepreLB =  (1923) 

 )()()( __ nxngnx HBhbprepreHB =  (1924) 

The final pre-echo attenuated synthesized signal )()( nx r
pre  is obtained by combining the two attenuated sub-signals: 

 )()()( __
)( nxnxnx preHBpreLB

r
pre +=  (1925) 

6.2.4.2 Transient location dependent overlap and transform length 

The configuration for the overlap and transform lengths is depends on the overlap code for the current frame and on the 
overlap code for the previous frame as described in subclause 5.3.2.3, where the overlap code is obtained as described 
in subclause 6.2.2.2.1. 

6.2.4.3 Short block transformation 

6.2.4.3.1 Short window transform in TDA domain 

This processing is done when the Transient mode is selected, the spectrum is first de-interleaved into four spectra 
[ ]( )kX m
M

ˆ  with m = 0,...,3. This operation is the inverse of the interleaving performed in the encoder, see subclause 

5.3.2.4.1.3. 

The four spectra corresponding to short 5-ms transforms are first transformed to the time-aliased domain using the short 

inverse DCTIV transforms. The obtained signals are denoted [ ] )(ˆ nx m
TDA 3,,0K=m  and are each of a length 4/L . 

The obtained time-domain aliased signals are further expanded into the time domain by using the inverse time-domain 
aliasing operation. This operation can be seen as a pseudo-inverse of the matrix used in equation (8) (with L replaced 
by 4/L ). 

Formally, this is performed according to: 
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x  (1926) 

The length of the resulting signal for each sub-frame index m  is equal to double the length of the input spectrum, i.e., 
2/L . 
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Figure 110: Algorithm for inverse transform in the case of transient mode. 

The resulting time domain aliased signals for each sub-frame are windowed using the same configuration of windows as 
those in the encoder. The resulting windowed signals are overlap-added. Note that the window for the first m = 0 and 
last m = 3 sub-frame is zero. This is due to the zero padding that is used in the encoder. These two frame edges do need 
to be computed and are effectively dropped. The resulting signal of the overlap-add operations of all sub-frames is 
reordered using the inverse operation performed in the encoder, which leads to the signal )(ˆ nxTDA , 1,,0 −= Ln K . An 

overview of these operations is shown in figure 110. Then windowing and overlap-add are performed on )(ˆ nxTDA the 

same as for the long window transform in subclause 5.3.2.2. 

6.2.4.3.2 Short window transform for MDCT based TCX 

After choosing the transform and overlap length configuration for transient frame as described in subclause 6.2.4.2 each 
sub-frame (TCX5 or TCX10) is windowed and transformed using the inverse MDCT, which is implemeted using 
IDCTIV and inverse TDA. 

6.2.4.4 Special window transitions 

The overlap mode FULL is used for transitions between long ALDO windows and short symmetric windows (HALF, 
MINIMAL) for short block configurations (TCX10, TCX5) described in subclause 6.2.4.2. The transition window is 
derived from the ALDO and sine window overlaps. 

6.2.4.4.1 ALDO to short transition 

The left part of the transition window uses the left slope of the ALDO synthesis window (short slope), which has a 
length of 8.75ms (see figure 111). 

For the right part of the transition window HALF or MINIMAL overlap is used. 
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Figure 111: ALDO to short transition 

6.2.4.4.2 Short to ALDO transition 

HALF or MINIMAL overlap is used for the left part of the transition window. 

The right overlap of the transition window has a length of 8.75ms (FULL overlap) and is derived from the ALDO 
window. The right slope of the ALDO synthesis window (long slope) is first shortened to 8.75ms by removing the last 
5.625ms. Then the last 1.25ms of the remaining slope are multiplied with the 1.25ms MINIMAL overlap slope to 
smooth the edge. The resulting 8.75ms slope is depicted in figure112 . 

 

Figure 112: Short to ALDO transition 

6.2.4.5 Low Rate MDCT Synthesis 

In addition to the full MDCT synthesis of length ( )full
TCXL , which gives an output signal at the configured output sampling 

rate outsr , a further MDCT synthesis of the lower part of the spectrum is performed to obtain an output signal at the 

CELP sampling rate celpsr . The low rate output is required for switching from TCX to ACELP. An MDCT synthesis of 

length ( )celp
TCXL  is performed on the lowest ( )celp

TCXL  MDCT coefficients. In case the output sampling rate is set lower than 

the CELP sampling rate (so that ( ) ( )full
TCX

celp
TCX LL < ), the spectrum is padded with zeroes to the required length ( )celp

TCXL . The 

low rate synthesis transform is performed as defined above with the only difference being the transform length. 

6.3 Switching coding modes in decoding 

6.3.1 General description 

This clause describes all transitions between coding modes including changes for sample rates, bit rates and audio 
bandwidths for the decoding process.  The transitions between CELP coding mode and MDCT coding mode within the 
same bit rate and audio bandwidth are described in 6.3.2 and 6.3.3. 
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The handling of sample rate changes within the CELP or LP-based coding mode and MDCT-based TCX mode is 
described in 6.3.4. 

The switching between primary and AMR-WB IO modes is described in 6.3.5. 

The handling of transitions in the context of bit rate switching is described in 6.3.6. 

Finally, the transition between NB, WB, SWB and FB are described in 6.3.7. 

6.3.2 MDCT coding mode to CELP coding mode 

When a CELP encoded frame is preceded by a MDCT based encoded frame, the memories of the CELP encoded frame 
have to be updated before starting the decoding of the CELP frame, similarly to the encoder case (see clause 5.4.2). 

Additionally, cross-fading is applied in the time-domain at the output sampling rate outsr  to avoid any discontinuities 

between the MDCT based output and the CELP based output including bandwidth extension. 

The CELP memories update and the cross-fading are performed depending on the bitrate and the previous encoding 
mode. In general three different MDCT to CELP (MC1 to MC3) transitions are supported. The table in clause 5.4.2 
describes which transition mode is used for a specific configuration. The different decoding cases are described in detail 
in the following sub-clauses. 

6.3.2.1 MDCT to CELP transition 1 (MC1) 

MC1 is used when the previous frame was decoded with HQ MDCT and the current frame is decoded with CELP. The 
CELP state variables are reset in the current frame to predetermined (fixed) values. In particular the following 
memories are reset to 0 in the CELP decoder: 

• Resampling memories of the CELP synthesis 

• Pre-emphasis and de-emphasis memories 

• LPC synthesis memories 

• Past excitation (adaptive codebook memory) 

• Bass post-filter memories 

The old LPC coefficients and associated representations (LSP, LSF) and CELP gain quantization memories are reset to  
predetermined (fixed) values. The CELP decoder in the current frame is forced to operate in Transition coding (TC), i.e. 
without any adaptive codebook. Since the LPC coefficients from the previous frame are not available, only one set of 
LPC coefficients corresponding to the end of frame are decoded and using for all subframes in the current frame.  

To avoid discontinuities at the output sampling rate between the decoded HQ MDCT signal in the previous frame and 
the decoded CELP signal (including time-domain BWE) in the current frame, cross-fading (i.e. overlap-add) is used. 

The decoded HQ MDCT signal is windowed to compensate for the MDCT synthesis window. Note that the synthesis of 
the CELP decoder is more delayed than the synthesis of the MDCT decoder as shown in Figure 112a;  the time 
difference is denoted here D. In the current CELP frame, the first samples are replaced by the HQ MDCT synthesis 
from the previous frame (D samples). The unweighted HQ MDCT aliased memory is overlap-added with the CELP 
output. 
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Figure 112a: Overlap-add in MDCT to CELP transition. 

 

6.3.2.2 MDCT to CELP transition 2 (MC2) 

As described in clause 6.2.4.5, the MDCT based TCX decoder generates two time-domain signals, one at the output 
sampling rate outsr  and one at the CELP sampling rate celpsr . The signal at the CELP sampling rate is used to update 

the CELP memories, similarly to the encoder case (see clause 5.4.2.2). It is also used at the decoder side to update the 
memories of the CLDFB based resampler that is used to resample the decoded CELP signal. The signal at the output 
sampling rate is the signal that is actually sent to the decoder output. To avoid discontinuities between this MDCT 
based TCX signal and the decoded CELP signal at the output sampling rate, cross-fading is used. 

The decoded CELP signal at the output sampling rate is obtained after CELP decoding at the CELP sampling rate, 
CLDFB based resampling and time-domain bandwidth extension decoding (see clause 6.1). Both the CLDFB based 
resampling and the time-domain bandwidth extension decoding introduce a delay. Consequently, the decoded CELP 
frame is delayed compared to the MDCT based TCX frame and an overlap between the two frames is then introduced. 
This overlap is used to perform a cross-fade and thus to avoid any discontinuities between the two frames. The output 
signal is given by 
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ns  (1927) 

with ( )nsout  is the output signal, ( )nsmdct  is the MDCT based TCX signal, ( )nscelp  is the CELP signal, LTPd  is the 

delay of the TCX LTP postfilter (0.25ms), Δ  is the delay introduced by the CLDFB resampler and the time-domain 
BWE (1.25ms if kHzsrout 8=  and 2.3125ms otherwise), and outN  is the frame length at the output sampling rate 

(20ms). 

6.3.2.3 MDCT to CELP transition 3 (MC3) 

Similarly to MC1, the CELP memories are either reset or extrapolated similarly as in the encoder (see clause 5.4.2.3). 

To avoid discontinuities between the decoded MDCT based TCX signal and the decoded CELP signal (including time-
domain BWE) at the output sampling rate, cross-fading is used. The same approach as used in clause 6.3.2.1 is used. 

6.3.3 CELP coding mode to MDCT coding mode 

When a MDCT encoded frame is preceded by a CELP encoded frame, a beginning portion of the MDCT encoded frame 
cannot be reconstructed properly due to the aliasing introduced by the missing previous MDCT encoded frame. As 
already described in clause 5.4.3, two approaches are used to solve this problem, depending on the MDCT based coding 
mode (either MDCT based TCX or HQ MDCT). The decoder part of these two approaches is described in detail in the 
following sub-clauses. 
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6.3.3.1 CELP coding mode to MDCT based TCX coding mode 

If MDCT based TCX is used in the current frame and if the previous frame was encoded with CELP, the MDCT based 
TCX frame length is increased and the left part of the MDCT window is modified, as already described in clause 
5.4.3.1. 

At the decoder side, the MDCT coefficients are decoded as described in clause 6.2.2. The decoded MDCT coefficients 
are then transformed back to the time-domain as described in clause 6.2.4. Two inverse transforms are performed and 
two time-domain signals are generated, as described in clause 6.2.4.5. One signal is generated at the CELP sampling 
rate and follows the previous decoded CELP signal at the CELP sampling rate. The other signal is generated at the 
output sampling rate and follows the previous decoded CELP signal at the output sampling rate (after CLDFB 
resampling and time-domain BWE). The decoding of the CELP signal (including the time-domain BWE) was described 
in clause 6.1. 

To avoid any discontinuities that could be introduced in the decoded time-domain signal at the border between the two 
frames, a smoothing mechanism is applied. This algorithm is described in detail in the following. 
Let’s first assume the following notations. The frame length at the CELP sampling rate is noted celpN . The decoded 

CELP signal at the CELP sampling rate is noted ( )nscelp  with 1,...,−−= celpNn . The decoded MDCT signal (including 

the windowed portion overlapping with the previous CELP frame) is noted ( )nsmdct  with 1,..., −−= celpT NNn  ,  

celpT srN 00125.0=  is the length of the segment where both the MDCT signal and the CELP signal overlap (it is also 

equal to the length of the sine window used in the left part of the transition window as described in clause 5.4.3.1), and 

celpsr  is the CELP sampling rate. The LPC synthesis filter used in last subframe of the previous CELP frame is noted 

( )zAcelp1 with ( ) ∑ =
−=

M

m

mm
celpcelp zazA

0
 and 16=M is the LPC filter. 

A modified CELP signal is first computed by performing an overlap-add operation with the decoded MDCT signal on 
the overlap region and by artificially compensating the aliasing introduced by the decoded MDCT signal using the 
decoded CELP signal. The modified CELP signal can be defined as follow 

 

( )
( )
( ) ( ) ( ) ( ) ( ) ( ) ( )⎪⎩

⎪
⎨
⎧

−−=−−+−−−+−−−−+

−−−=

=

1,...,,1111

1,...,,

ˆ

TTTTTcelpTTcelpmdct

Tcelpcelp

celp

NnnwNnwNnsnwnwnsns

NNnns

ns

(1928) 

with ( )nwT  is the sine window used in the left-part of the transition window as described in clause 5.4.3.1. Contrary to 

the non-modified CELP signal case, discontinuities are significantly reduced (or even completely supressed in most 
cases) in the modified CELP signal preceding the MDCT signal, due to the overlap-add operation. However, the 
modified CELP signal cannot be used directly to generate the decoder output signal of the current frame, because it 
would introduce an additional decoder delay equal to the overlap length. Instead, the modified CELP signal is used only 
to generate a zero-input-response (ZIR) of the LPC synthesis filter. This ZIR is then used to modify the decoded  
MDCT signal, reducing significantly (or even removing in most cases) the possible discontinuity, and without 
introducing any additional decoder delay. The ZIR ( )nszir of the LPC synthesis filter ( )zAcelp1  is generated by first 

computing the memory of the LPC synthesis filter as follow 

 ( ) ( ) ( ) 1,...,,ˆ −−=−= MnnSnSns celpcelpzir  (1929) 

and then computing the zero-input-response as follow 

 ( ) ( ) 1,...,0,
1

−=−−= ∑
=

zirzir

M

m

mzir Nnmnsans  (1930) 

with 64=zirN  is the number of generated ZIR samples. The ZIR is then windowed such that its amplitude always 

decreases to 0, producing the windowed ZIR 

 ( ) ( ) 1,...,0,ˆ −=
−

= zir
zir

zir
zirzir Nn

N

nN
nsns  (1931) 
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Finally, the windowed ZIR is added to the beginning portion of the decoded MDCT signal, corresponding to the time 
samples 1,...,0 −= zirNn . 

The same smoothing mechanism is applied to the decoded signals at the output sampling rate, with the exception that 
the ZIR is not re-computed but obtained by resampling the ZIR computed at the CELP sampling rate. The resampling is 
performed using linear interpolation as described in clause 5.4.4.4. The resampled ZIR is then added to the decoded 
MDCT signal at the output sampling rate. 

The smoothing mechanism described above ensures a smooth transition between the CELP and MDCT signals at the 
output sampling rate, but only in the CELP bandwidth part. Due to the delay introduced by the time-domain BWE, a 
gap is introduced in the high frequency region as explained in clause 6.1.5.1.13.1. To fill this gap, a transition signal is 
generated as described in clause 6.1.5.1.13.1. This transition signal is long enough to cover not only the gap but also an 
additional signal portion following the gap. This additional signal portion is then used to perform a cross-fading with 
the decoded MDCT signal, ensuring smooth transition at the output sampling rate. 

6.3.3.2 CELP coding mode to HQ MDCT coding mode 

When the previous frame is CELP and the current frame is to be coded by HQ MDCT, the current frame is a transition 
frame in which two types of decoding are used: 

• Constrained CELP coding and (when required) simplified time-domain BWE coding 

• HQ MDCT coding with a modified window  

Constrained CELP decoding means here that CELP is restricted to decode only a subset of CELP parameters, to reuse 
parameters (LPC coefficients) from the previous CELP frame, and to cover only the first subframe of the current frame. 
These constraints are set to minimize the bit budget taken by continuing CELP decoding in the current frame, this bit 
budget being taken out of HQ MDCT decoding.  
As shown in Figure 112b, the transition frame includes at the decoder side a gap between the previous output frame 
(decoded by CELP) and the decoded signal with only the contribution from HQ MDCT. The length of this gap at the 
decoder  is 4.375 ms, which corresponds to 10-5.625 ms (10 ms for ¼ of MDCT window support – 5.625 ms which is 
the length of the zero segment at the beginning of the ALDO synthesis window). In addition, an overlap period of 1,825 
ms is used to attenuate discontinuities between CELP and HQ MDCT decoded signal. The total transition region 
between CELP and HQ MDCT in the decoder (grey zone decoder  in Figure 112b)  is 4.375+1.825 = 6.25 ms.. 

MDCT

CELP MDCT MDCT

gap

CELP MDCT

ENCODER

DECODER

overlap

 

Figure 112b: Modified MDCT synthesis window in the transition frame (CELP to HQ MDCT). 
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6.3.3.2.1 Constrained CELP decoding and simplified BWE decoding 

The bit budget for CELP and BWE in the current (transition) frame is determined depending on the CELP coder used in 
the previous frame (12.8 kHz or 16 kHz) and decoded audio bandwidth in the current frame, as described in the pseudo-
code in clause 5.4.3.2.1. Note that the current frame being a transition frame, one bit is used to indicate the type of 
CELP coding (12.8 kHz or 16 kHz); this bit is allows decoding the transition frame even when the information about 
the previous CELP coding type was lost due to frame erasures.. 

LPC coefficients from the end of the previous frame are reused, constrained CELP decoding only relies on decoding an 
extra subframe with the same CELP core decoder (12.8 kHz or 16 kHz) as in the previous frame; subframe decoding 
similar to clause 6.1 is applied (without LSF decoding). The length of the decoded subframe is 5 ms if CELP is at 12.8 
kHz and 4 ms if CELP is at 16 kHz. The decoded CELP synthesis is normally delayed by 1.25 ms at the decoder due to 
the FIR resampling/delay operation. However, to have enough samples to cover the transition region of 6.25 ms, the 
resampling memory is resampled with 0-delay using the optimized cubic interpolation described in clause 6.3.3.2.1.1.  
Note that the cubic interpolation requires to have two future samples, which are estimated by simply repeating the last 
value of the FIR memory. 
Hence, if CELP is at 12.8 kHz,, the CELP synthesis (after FIR resampling and 0-delay resampling) is 6.25 ms long; if 
CELP is at 16 kHz, the subframe is 1 ms shorter and the CELP synthesis is extended by ringing to get a decoded signal 
of 6.25 ms; the ringing is used only in the overlap region and its influence is perceptually minimal. 
 
When the coded audio bandwidth is higher than the bandwidth of the core CELP coder, BWE decoding is applied. The 
previous frame is high-pass FIR filtered to obtain the high-band, and  the decoded pitch lag and gain are decoded to 
repeat 6.25 ms of high-band signal which is added to the 6.25 ms of decoded CELP signal. 

6.3.3.2.1.1 Optimized cubic interpolation 

The missing signal at the output sampling frequency is partly available in the memory buffer at the internal sampling 
frequency, 12.8 kHz or 16 kHz. By doing low delay resampling like interpolation method of this memory a good 
estimation of the missing signal can be obtained. Third order cubic interpolation is used here, where cubic curves are 
used to interpolate the output values within 3 input interval delimited by 4 input samples. Respectively, in each input 
interval the interpolation can be made by using 3 different cubic curves. To further improve the quality of this 
estimation the interpolated samples are obtained by computing a weighted mean value of the possible cubic interpolated 
values computed on the plurality intervals covering the time position of the sample to interpolate. 

The length of the resampling buffer (input to cubic interpolation)  is 1.25 ms (16 samples at 12.8 kHz sampling rate or 
20 samples at 16 kHz sampling rate) plus 2 past samples used as memory for the first cubic interpolations of the first 2 
intervals. In cubic interpolation, 4 consecutive input samples determinate a cubic curve, the general equation of this 

curve is 33
2

3
3

3)( dxcxbxaxvc +++= . To simplify the computations of the coefficients the temporal index of the 4 

consecutive input samples are always considered as 1−=x , 0=x , 1=x and 2=x and so they define 3 intervals, [-1, 

0], [0, 1] et [1, 2]. Noting the values of these 4 input samples )1(−inv , )0(inv , )1(inv and )2(inv , the coefficients 3a , 

3b , 3c  and 3d  can be computed as: 

 )0(
2

)1()1(
3 in

inin v
vv

b −
+−

=  (1931a) 

 
6

4)1()0()2()1( 3
3

bvvvv
a inininin −−−+−

=  (1931b) 

 333 )0()1( bavvc inin −−−=  (1931c) 

 )0(3 invd =  (1931d) 

To get the output resampled signal often the value of the output is needed to be determined between two input samples, 
in the interval limited by these input samples. As mentioned above, in cubic interpolation one cubic curve covers 3 
intervals and respectively each interval can be covered by 3 different cubic curves:  by the interval central [0, 1] of the 
central cubic curve or by the interval [1,2] of the previous cubic curve or the interval [-1, 0] of the next cubic curve. In 
the following the index 0=x corresponds to the beginning of the input interval where the output interpolated sample is 

computed. Let’s note the coefficients of the cubic curve of which the central interval is used na , nb , nc , nd , the 
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coefficients of the previous cubic curve 1−na , 1−nb , 1−nc , 1−nd  and the coefficients of the next cubic curve 1+na , 

1+nb , 1+nc , 1+nd . This gives 3 possible values for a given time instant x , 10 ≤≤ x  

 11
2

1
3

11 )1()1()1()( −−−−− ++++++= nnnnn dxcxbxaxvc  (1931e) 

 11
2

1
3

1 )( −−−− +++= nnnnn dxcxbxaxvc  (1931f) 

 11
2

1
3

11 )1()1()1()( +++++ +−+−+−= nnnnn dxcxbxaxvc  (1931g) 

The interpolated output value )(xvout  for a given instant 10 ≤≤ x  is computed as the weighted mean value of these 3 

possible interpolated values: 

 )()()()( 1111 xvcwxvcwxvcwxv nnnnnnout ++−− ++=  (1931h) 

The weights used are same for each interpolated value, 1−nw = nw = 1+nw =1/3. To reduce the complexity the values of 

x/3, x2/3, x3/3, (x-1)/3, (x-1)2/3, (x-1)3/3, (x+1) /3, (x+1)2/3, and (x+1)3/3, are tabulated for all possible values of x  

needed for the interpolations. So the weighting by 1/3 is integrated in these tables, only the coefficients 1−nd , nd  and 

1+nd are needed with a multiplication by 1/3 when the output value is computed. For example to upsample from 12.8 

kHz to 32 kHz the required values of x  are 0.2, 0.4, 0.6 and 0.8. 

The last 2intervals cannot be covered by 3 cubic curves as future samples are not available to compute all curves. Here 
simplified interpolation is used. For the last but one input interval the central interval of the last possible cubic curve is 
used to compute the interpolated signal: 

 nnnnout dxcxbxaxv +++= 23)(  (1931i) 

and for the last input interval the interval [1,2] of the same last cubic curve is used to compute the interpolated signal 

 11
2

1
3

1 )1()1()1()( −−−− ++++++= nnnnout dxcxbxaxv  (1931j) 

In case of subsampling, the output samples after the last input sample cannot be interpolated, that causes a small delay 
of up to 3 output samples. 

6.3.3.2.2 HQ MDCT decoding with a modified synthesis window 

HQ MDCT decoding in the transition frame is identical to clause 6.2.3, except the MDCT synthesis window is modified 
and the bit budget in the current frame is decreased as described in clause 6.3.3.2.1. 

The modified MDCT window is designed to avoid aliasing in the first part of the frame. Its shape also allows cross-
fading between the synthesis from constrained CELP and simplified BWE and the synthesis from HQ MDCT. 

6.3.3.2.3 Cross-fading 

As shown in Figure 112b, the CELP and HQ MDCT decoded signals are overlapping; the length of this overlapping 
region is 1,825 ms. The HQ MDCT synthesis is already windowed by the modified MDCT window at the decoder. The 
CELP decoded signal is windowed by the complementary window and added to the HQ MDCT output in the overlap 
region. 

6.3.4 Internal sampling rate switching 

When changing the internal sampling rate in CELP or MDCT-based TCX, a number of memory and buffer updates 
needs to be done. These are described in subsequent sub-clauses. 

6.3.4.1 Reset of LPC memory 

Same as subclause 5.4.4.1. 
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6.3.4.2 Conversion of LP filter between 12.8 and 16 kHz internal sampling rates 

Same as subclause 5.4.4.2. 

6.3.4.3 Extrapolation of LP filter 

Same as subclause 5.4.4.3. 

6.3.4.4 Update of CELP synthesis memories 

Same as subclause 5.4.4.7. 

6.3.4.5 Update of CELP decoded past signal 

When switching from CELP coding mode to MDCT-base TCX coding mode, the CELP decoded past signal ( )nscelp  

with 1,...,−−= celpNn  is needed as described in subclause 6.3.3.1. The past signal is resampled with the method 

described in subclause 5.4.4.4 in case of internal sampling rate switching before proceeding as described in subclause 
6.3.3.1. 

6.3.4.6 Post-processing 

In case of sampling rate switching, the post-processing module described in clause 6.1.4 has a specific behavior during 
the transition. 

6.3.4.6.1 Adaptive post-filtering 

The memories of the adaptive post-filtering are resampled with the linear interpolation described in subclause 5.4.4.4 in 
case of sampling rate switching and in case post-filtering was applied in the previous frame. 

If the post-filtering was not employed in the previous frame, the adaptive post-filter is not employed in the first frame 
after the transition. In such a case, only the memories of the post-filter are populated and updated for the next frame. 

Moreover, in case the adaptive post-filter was activated in the previous frame and is switched off in the current frame, a 
smoothing mechanism is applied for avoiding any discontinuities. It is achieved by computing the zero impulse 
response of the post-filter states and adding it to the zero memory response of the current decoded frame. First, the first 

subframe of the current decoded frame is filtered by the corresponding set of LPC analysis filter ( )zÂ  and using as 
memory the previously decoded frame samples before being post-processed. The past non post-processed samples are 
eventually resampled as described in clause 5.4.4.4 in case of internal sampling rate switching. The residual is re-

synthesized with ( )zÂ/1  using this time as memory the past decoded frame sampled computing after being post-
processed. As stated above, the past non post-processed samples are resampled in case of internal sampling rate 
switching. The rest the current decoded frame is not processed further. 

6.3.4.6.2 Bass post filter 

At 9.6, 16.4 and 24.4 kbps, the past memory of signal )(ˆ ns f  defined in clause 6.1.4.2 is reset in case of sampling rate 

switching. That means that the Bass post-filter has no effect during the transition. 

6.3.4.7 CLDFB 

In case of internal sampling rate switching, the states of the analysis CLDFB needs to be resampled for both the 
decoded signal coming from either CELP or MDCT-based TCX decoded module, and also for the error signal 

)(nr provided by the Bass post-filter as defined in clause 6.1.4.2. 

The resampling of the two set of states is performed with the help of the linear interpolation described in subclause 
5.4.4.4. 
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6.3.5 EVS primary modes and AMR-WB IO 

6.3.5.1 Switching from primary modes to AMR-WB IO 

In addition to processing described Subclause 5.4.5.1, the following is done: 

• Reset the unvoiced/audio signal improvement memories 

• Reset AMR-WB BWE memories 

• bass post-filter is not employed in the first AMR-WB IO frame 

• formant post-filter is not employed in the first AMR-WB IO frame 

6.3.5.2 Switching from AMR-WB IO mode to primary modes 

Same as Subclause 5.4.5.2. 

6.3.6 Rate switching 

When the bit-rate is changing, the different coding tools are reconfigured at the beginning of the frame. The different 
bit-rate dependent setups of each tool are described in each corresponding clause. Rate switching doesn’t require any 
specific handling, except in the following scenarios. 

6.3.6.1 Rate switching along with internal sampling rate switching 

In case the internal sampling rate changes when switching the bit-rate, the processing described in clause 6.3.4 is 
performed at first. 

6.3.6.2 Rate switching along with coding mode switching 

In case the internal sampling rate changes when switching the bit-rate, the processing described in clause 6.3.3 is 
performed. If the internal sampling rate is also changing, the processing of clause 6.3.4 is performed beforehand. 

6.3.6.3 Adaptive post-filter reset and smoothing 

The adaptive post-filter can be reset and it effect smoothed when it is switched on or off from frame to frame, 
respectively. The procedure is described in suclause 6.3.4.6.1, where the buffer resampling is performed only in case of 
internal sampling rate switching. 

6.3.7 Bandwidth switching 

When rate switching happens and the bandwidth of the output signal is changed from WB to SWB and from SWB to 
WB, bandwidth switching post-processing is performed in order to improve the perceptual quality for the end users. The 
smoothing is applied for switching from WB to SWB and the blind bandwidth extension is employed for switching 
from SWB to WB. 

6.3.7.1 Bandwidth switching detector 

Firstly, bandwidth switching detector is employed to detect if there is bandwidth switching or not. 

Initialize the counter of bandwidth switching from WB to SWB  20=bws_cnt1 , and initialize the counter of bandwidth 

switching from SWB to WB 40_ =cntbws . 

The counter bws_cnt1 is calculated as follows: 

1) If the counter 20≥bws_cnt1 , the counter is reset to 0; 
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2) else if the output bandwidth of the current frame is SWB, the total bit rate of the current frame is large than 9.6kbps, 
and the bandwidth of the previous frame is WB, the total bit rate of the previous frame is not large than 9.6kbps, 
the counter bws_cnt1 is incremented 1; 

3) else if the counter 0>bws_cnt1 , the counters bws_cnt1 and cntbws _  will be reset as follows: 
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The counter bws_cnt is calculated as follows: 

1) If the counter 40_ ≥cntbws , the counter is reset to 0; 

2) else if the conditions WBBWANDBWBWANDbitrateANDbitrate =<>≤ −− ]1[]1[ 96009600 are all satisfied, 

the counter cntbws _ is incremented 1 

3) else if the counter 0_ >cntbws , the counters bws_cnt1 and cntbws _  will be reset as follows: 
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Finally, the counter 0_ >cntbws indicates the switching from super wideband to wideband; and the counter 

0>bws_cnt1  indicates the switching from wideband to super wideband. 

6.3.7.2 Super wideband switching to wideband 

TBE mode, multi-mode FD BWE or MDCT based scheme will be employed to generate the SHB signal when 
switching to wideband. 

If the following conditions 

 decmodepppANDcntbwsANDNBBWAND

FsANDACELPcoreANDbratecoreANDICCTANDACCT

__!0_

320002400_!!

>>
≥=>==

 (1936) 

are satisfied, TBE mode is applied to reconstruct the SHB signal. 

Otherwise, if the conditions 
decmodepppANDcntbwsANDNBBWANDFsANDACELPcore __!0_32000 >>≥=  are satisfied, multi-mode 

FD BWE algorithm is applied; 

If the core is MDCT coding, the MDCT coefficients of the upper band are predicted. 

6.3.7.2.1 TBE mode 

The following steps are performed when TBE mode is used to generate the SHB signal for wideband output: 
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1) Estimate the high band LSF, gain shape according to the corresponding parameters of the previous frame or by 
looking for the pre-determined tables 

2) Reconstruct the initial SHB signal according to the TBE algorithm described in subclause 5.2.6.1. 

3) Predict the global gain of the SHB signal according to the spectral tilt parameter of the current frame and the 
correlation of the low frequency signal between the current frame and the previous frame 

4) Modify the SHB signal by the predicted global gain to obtain the final SHB signal 

5) Finally, the SHB signal and low frequency signal are combined to obtain the output signal. 

The spectral tilt parameter can be calculated as described by the algorithm described in equations (800) and (801), and 
the correlation of the low frequency signals of the current frame and the previous frame can be the energy ratio between 
the current frame and the previous frame.. 

In detail, the algorithm of predicting the global gain is described as follows: 

1) Classify the signal of the current frame to fricative signal 1=fractiveF or non- fricative signal 0=fractiveF  

according to the tilt parameter and the correlation of the low frequency signal between the current frame and the 
previous frame. 

If 0]1[ =−
fractiveF  and the tilt parameter of the current frame is larger than 5 and the correlation parameter is less than a 

threshold, the current frame is classified as fricative signal 1=fractiveF . 

2) For non-fricative signal, the tilt parameter is limited to the range [0.5, 1.0]. For fricative signal, the tilt parameter is 
limited to not larger than 8, and then multiplied by 4. The limited tilt parameter is used as the global gain of the 
SHB signal. 

3) If the energy of the SHB signal is larger than the energy of the signal with the frequency range in [3200, 6400] LHE , 

the global gain of the SHB signal is calculated as follows: 

 SHBLH
SHB
global EEG ′= /*5.0  (1937) 

where SHBE′ is the energy of the initial SHB signal. 

If the energy of the SHB signal is less than 0.05 times of the energy of the signal with the frequency range in [3200, 
6400] LHE , the global gain of the SHB signal is calculated as follows: 

 SHBLH
SHB
global EEG ′= /*25.0  (1938) 

4) The global gain of the SHB signal SHB
globalG  will be smoothed further as follows: 

- If the signal of the current frame and the previous frame are both fricative signal and ener
SHB
global RG >  

 ener
SHB
global

SHB
global RGG *8.0*2.0 +=  (1939) 

- else if the energy ratio of the low frequency signal between the current frame and the previous frame is in the range 
of [0.5, 2], and the modes of the signal of the current frame and the previous frame are both fricative or are both 
non-fricative 
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where enerR is the energy ratio between the final SHB signal of the previous frame and the initial SHB signal of the 

current frame. 

5) Then , fade out the global gain of the SHB signal frame by frame as follows: 

 40/)_40(* cntbwsGG SHB
global

SHB
global −=  (1942) 

6.3.7.2.2 Multi-mode FD BWE mode 

Predict the SHB signal of the current frame, and weight the SHB signal of the current frame and the previous frame to 
obtain the final SHB signal of the current frame. Then the SHB signal and the low frequency signal are combined to 
obtain the output signal. 

The SHB signal of the current frame is generated as follows: 

1) Predict the fine structure of the SHB signal of the current frame as described in subclause 6.1.5.2.1.5. 

2) Predict the envelope of the SHB signal of the current frame, and weight the envelopes of the current frame and the 
previous frame to obtain the final envelope of the current frame. 

3) Reconstruct the SHB signal of the current frame by the predicted excitation and the weighted envelope. 

In detail, the algorithm of predicting the envelope is described as follows: 

1) The 224 MDCT coefficients in the 800-6400 Hz frequency range ( ) 223,...,0,_ =kkX CM  are split into 7 sharpness 

bands (32 coefficients per band). Calculate the peak of the magnitudes and the average magnitude in each 
sharpness band. 

2) The low frequency signal is classified into NORMAL or HARMONIC according to the ratios of the peak of the 
magnitudes and the average magnitude. 

3) Predict the initial envelope of the SHB signal according to the average magnitudes, the maximum value of the 
average magnitudes, the minimum value of the average magnitudes and the tilt parameter of the low frequency 
signal. 

4) An energy ratio bwsr between the same parts of the low frequency signal of the current frame and the previous frame 

is introduced to control the weighted value of the predicted envelope. This ratio bwsr  reflects the correlation of the 

current frame and the previous frame. 

5) Factor bwsw  is the weighting factor for the spectral envelope of the current frame, and )1( bwsw− is the one for the 

previous frame. bwsw  is initialized to 0.1. Note that bwsw  is reset to 0.1 if cntbws _  equals to zero. 

6) If 0.25.0 << bwsr , the predicted spectral envelope is weighted according to the energy ratio bwsw  
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and )(ˆ9.0)(ˆ1.0)(ˆ ]1[ jfjfjf envenvenv
−⋅+′⋅= , when 9.0)(ˆ0.2)(ˆ! ]1[

_ <⋅>′= −
bwsenvenvextllastextl wANDjfjfANDMM  

where )(ˆ ]1[ jfenv
−  is the envelope of the previous frame. Factor bwsw  is incremented by 0.05 and saved for next frame. 

Otherwise, the predicted envelope is weighted as follows: 

 13,,0)(ˆ1.0)(ˆ9.0)(ˆ ]1[
L=⋅+′⋅= − jjfjfjf envenvenv  (1944) 

Then, fade out the predicted envelope of the SHB signal frame by frame as follows: 

 40/)_40(*)(ˆ)(ˆ cntbwsjfjf envenv −=  (1945) 
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6.3.7.2.3 MDCT core 

For low bit rate core: predict the envelopes of the upper band from the 2 decoded highest frequency envelopes and the 
average envelope of all the decoded envelopes, and reconstruct he normalized coefficients by random noise. And then 
the MDCT coefficients of the upper band are reconstructed by the envelopes and the normalized coefficients. 

For high bit rate core: for transient mode, predict the envelopes by the 20 decoded highest frequency coefficients; and 
for non-transient mode, predict the envelopes by the 2 decoded highest frequency envelopes. The normalized 
coefficients are predicted by random noise or by weighting the random noise and the decoded low frequency 
coefficients. And then the MDCT coefficients of the upper band are reconstructed by the envelopes and the normalized 
coefficients. 

6.3.7.3 Wideband switching to super wideband 

In the case of switching from wideband to super wideband for multi-mode FD BWE or the MDCT core the coefficients 
in the frequency domain are faded using the factor 20/1_ cntbws . When operating with TBE, the global gain in the 

temporal domain is faded using the same factor 20/1_ cntbws . 

6.4 De-emphasis 
The reverse of the filtering process described in subclause 5.1.4 is performed at the output of the decoder. 

 11
1)( −

−
− −

=
z

zH
emphpre

emphde β
 (1946) 

where emphpre−β  is the de-emphasis factor which is set according to the sample rate and core type as described in 

subclause 5.1.4. 

6.5 Resampling to the output sampling frequency 
A series of FIR resampling filters are included in order to convert the synthesised signal to any of the supported 
sampling rates of operation; i.e. 8 kHz, 16 kHz, 32 kHz or 48 kHz. 

6.6 Decoding of frame erasure concealment side information 
The parameters described in subclause 5.5 are decoded to aid in the error concealment procedure. 

These parameters are; 

- Signal classification parameter 

- Energy information 

- Phase control information 

- Pich lag information 

- Spectral envelope diffuser 

For more information how these parameters are employed, refer to subclause 5.3.3 of [6]. 

6.7 Decoding in DTX/CNG operation 

6.7.1 Overview 

When the decoder is in the CNG operation, the first bit in the SID frame is decoded to point to the CNG mode in which 
the decoder will be operating. In the LP-CNG mode, excitation(s) and synthesis filter(s) are calculated from the decoded 
CN parameters, and the comfort noise is synthesized by a LP synthesis approach. 
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In the FD-CNG mode, a spectral envelope is generated with the help of the energy level information decoded from the 
SID data. The spectral envelope is refined by a noise estimator running during active frames. The resulting envelope 
determines the actual comfort noise which is rendered inside different frequency domains, such as MDCT, FFT or 
CLDFB and finally transformed to time-domain. 

Subsequent subclauses describe the respect LP-CNG decoding and FD-CNG decoding in details. 

6.7.2 Decoding for LP-CNG 

6.7.2.1 LP-CNG decoding Overview 

When the decoder is in the LP-CNG operation, a procedure to synthesize a comfort noise signal is applied. 

For each received SID frame, the one bit indicating the bandwidth type of the SID frame is first decoded. WB SID 
frame is received if the bandwidth bit equals “0”, otherwise the SWB SID frame is received. The LP-CNG decoder only 
operates in WB mode if no SWB SID frame has been received, in which case the comfort noise is only generated for 
low-band. Otherwise, the LP-CNG decoder will switch to SWB mode upon the receiving of the SWB SID frame. Since 
the transmission of high-band CN parameter is not synchronized with the transmission of the low-band CN parameters, 
WB SID frames can be received even the LP-CNG decoder operates in SWB mode. In which case, the parameter for 
high-band CN synthesis is extrapolated from the low-band CN synthesis.  The low-band excitation energy is decoded 
from each LP-CNG SID frame and a smoothed quantized excitation energy used for CNG synthesis is computed, as 
described in subclause 6.7.2.1.3. The low-band LSF vector is decoded from each LP-CNG SID frame then converted to 
LSP vector and a smoothed LSP vector is computed then converted to LP coefficients to obtain the CNG synthesis filter, 
as described in subclause 6.7.2.1.4. If WB LP-CNG SID frame is received, from which the quantized residual spectral 
envelope is decoded and a smoothed residual spectral envelope is computed, as described in subclause 6.7.2.1.5. A 
random excitation signal is generated from the smoothed quantized excitation energy which is combined with a second 
excitation signal generated from the smoothed residual spectral envelope to form the final excitation signal for the low-
band CNG synthesis, as described in subclause 6.7.2.1.5. Low-band comfort noise is synthesized by filtering the low-
band final excitation through the low-band synthesis filter, as described in subclause 6.7.2.1.6. 

In subclause 6.7.2.1.7, high-band decoding and synthesis is described if the decoder is operating in SWB mode. When 
SWB LP-CNG SID frame is received, the high-band energy is decoded from the SID frame, The low-band energy is 
calculated from the low-band CNG synthesis in each CN frame and smoothed. A smoothed high-band energy is 
extrapolated from the smoothed low-band energy together with the decoded high-band energy and the smoothed low-
band energy at the latest received SWB LP-CNG SID frame. The high-band LSF spectrum used to obtain the high-band 
CNG synthesis filter is interpolated from the LSF spectrum of the hangover frames. The high-band comfort noise is 
synthesized by filtering a random excitation through the high-band synthesis filter, then scaled to the level 
corresponding to the smoothed high-band energy. The scaled high-band synthesis is finally spectral flipped to the 
bandwidth from 12.8 kHz to 14.4kHz, as described in subclause 6.1.5.1.12. The resulting high-band synthesis signal is 
added to the low-band synthesis signal so to form the final SWB comfort noise synthesis signal. 

6.7.2.1.1 CNG parameter updates in active periods 

During actively encoded periods without comfort noise parameters, four buffers of the fixed predetermined size 
ZEHO_HIST_SI are kept updated with the current actively encoded frame’s LSPs, an LSP domain flag memory, the 

frame’s excitation energy(in the LP-residual domain) and the current low frequency spectral envelope of the excitation 
as: 

 1...0),(),( , −== Miforilspiframeho decnewlsp  (1947) 
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where ( )iX R and ( )iX I are, respectively, the real and the imaginary parts of the i -th frequency bin as outputted by the 

FFT of the LP excitation signal, FFTL  = 256 is the size of FFT analysis. The attenuation factor att is given by  

 ( )activelatestattenr RTab
att

__2

1=  (1950a) 

where attenrTab _  is determined by the latest bitrate used for actively encoded frames activelatestR _ , not including the 

current frame, according to Table 172a. 

Table 172a: Attenuation factor selection 

 
Latest active bitrate [kbps] 

 

attenrTab _  

2.7_ ≤activelatestR  1.7938412 

0.82.7 _ ≤< activelatestR  1.3952098 

6.90.8 _ ≤< activelatestR  1.0962363 

2.136.9 _ ≤< activelatestR  0.9965784 

2.13_ >activelatestR  0.9965784 

  
These buffers are implemented as circular FIFO (First in First Out) buffers of size ZEHO_HIST_SI to save complexity. 

6.7.2.1.2 DTX-hangover based parameter analysis in LP-CNG mode 

To provide smoother sounding comfort noise synthesis in transitions from active to inactive (CNG) coding, the 3 bit 
parameter reccntburstho , is decoded from the bit stream and used as the indicator for determining the initial subset of the 

ZEHO_HIST_SI sized buffers with ( envdeckLSPlsp hoenrhoho ,,, 16 )  parameters from the last active frames.  The most 

recent reccntburstho ,  number of frames of the stored parameters ( envdeckLSPlsp hoenrhoho ,,, 16 ), are used for an 

additional comfort noise parameter analysis in the very first SID frame after an active speech segment. 

Before copying the reccntburstho , most recent lspho vectors to the CNG-analysis buffer histlspho − ,  the past  LSP’s 

which were analysed with a different sampling frequency than the current SID frame’s sampling frequency is converted 

to the current frames sampling frequency according to the information available in the flag vector kLSPho16 . The 

reccntburstho , most recent decenr values are copied into the analysis vector histenr  and the reccntburstho ,  most recent 

envho  values are copied into the analysis vector histenvho − . 

An age weighted average energy of the histenr  entries which are less than 103% of the most recent energy value and 

greater than 70 % of the most recent energy value, is computed as weightedavehistenr −− , further the number of entries 

in histenr  used for this average calculation is stored as m . The age weights for the weightedavehistenr −−  computation are: 

 
 [ ] 0.01048576 0.0524288, 0.065536, 0.08192, 0.1024, 0.128, 0.16, 0.2, =−enrhow  (1951) 

Further the m histlspho − vectors corresponding in time to the past residual energies in histenr used for 

weightedavehistenr −− are saved in a buffer selhistlspho −− . The buffer selhistlspho −− is converted into the LSF domain in 

buffer selhistlsfho −− . 

Two outlier vector indices [ idx1idx0,maxmax ] in the selhistlsfho −−  buffer among the m  vector entries are found, by 

analysing the maximum average LSF deviation to a uniform LSF spectrum. An average LSP-vector 

weightedavelspho −− is calculated, by computing the LSP-average with exclusion of zero, one or two of the found outlier 

vectors, depending on the value of m . 
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The sum of the LSP-deviations with respect to the received SID-frame’s quantized LSPs decnewlsp , , is computed as: 

 ∑
−

=
−− −=

1

0

, )()(
M

i

decnewweightedavelspdist ilspiholsp  (1952) 

Further the maximum individual distortion contribution in the summation above is saved as maxdevlsp .  

 
If there were no past CN-parameters to analyse or an residual energy step was detected, the received decnewlsp , vector is 

used as the final CNGlsp  vector right away, on the other hand if there were some past active SAD hangover frames to 

analyse and there was no energy step detected , the distlsp and maxdevlsp are now used to control the vector update over 

1...0 −= Mi , of the final CNG LSPs CNGlsp  using the average LSP-vector weightedavelspho −−  as follows: 
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The energy step is detected if it is the first CN frame after an active frame and the energy quantization index qI  decoded 

from the current SID frame is greater than the previous energy quantization index ]1[−
qI  by more than 1, where 

0]1[ ≥−
qI . Additionally, if there were past CN-parameters, an energy step is detected if the most recent energy value in 

histenr  is more than four times larger than the smoothed quantized excitation energy CNE . Further the 

m histenvho − vectors corresponding in time to the past residual energies in histenr used for weightedavehistenr −− are saved 

in a buffer selhistenvho −− . The average envelope of selhistenvho −−  is computed and from which two times of the 

smoothed residual spectral envelope of the previous frame, )(]1[ kEnvCN
− , calculated in equation (1958) is subtracted. The 

resulting average envelope is used to initialize the smoothed residual spectral envelope if there is no energy step 
detected. 

When a SID frame is received and there was no energy step detected,  first the received and decoded LSP vector  

decnewlsp , is added to the CNG-analysis buffer histlspho − in a FIFO manner for a buffer size of up to ZEHO_HIST_SI , 

and secondly the decoded residual energy value in the SID frame newE  is added to the CNG analysis buffer histenr in a 

FIFO manner for a buffer size of up to ZEHO_HIST_SI , then thirdly, if applicable (depending on if the SID frame is of 

WB type or not), the decoded low frequency envelope of the excitation from the SID frame is added to the CNG 
analysis buffer histenvho −  for a buffer size of up to ZEHO_HIST_SI . 

During actively encoded periods, i.e. not including SID frames, the currently least recent buffer element (firstly added) 
in the buffer histlspho −  and the corresponding element in the buffer histenr  are excluded from the buffers with a period 

of number of consecutive actively encoded frames given by the decrement factor RATEDECBUF __ . As circular FIFO 

buffers are implemented the elements do not actually have to be deleted but the variable sizehistho −  representing the 

number of valid buffer elements, i.e. elements used for determination of  selhistlspho −−  and weightedavehistenr −− , is 

given by: 

 [ ] ( ) RATEDECBUFactRATEDECBUFforhoho cntsizehistsizehist __1__0 ⋅+<≤⋅−= −− ηηη (1953a) 

where [ ]0
sizehistho −  is the number of valid buffer elements in the very beginning of the actively encoded period, η  is a 

non-negative integer and cntact  is a counter of consecutive actively encoded frames. The variable sizehistho −  does 

together with a pointer to the most recently added buffer element determine the valid buffer elements. 

6.7.2.1.3 LP-CNG low-band energy decoding 

The quantized logarithmic excitation energy is found using the procedure in subclause 5.6.2.1.5 and converted to linear 

domain. The quantized energy Ê  is used to obtain the smoothed quantized excitation energy CNE  used for CNG 

synthesis in the same way as described in subclause 5.6.2.1.6. 
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6.7.2.1.4 LP-CNG low-band filter parameters decoding 

The quantized LSF vector is found in the same way as described in subclause 6.1.1.1.1. For the two stage quantizer 
there are two indexes that define the LSF vector. The index of the first stage codevector is retrieved and the codevector 
components are obtained from the 16-dimensional codebook of 16 codevectors. The second stage index is interpreted 
like in subclause 6.1.1.1.1. and the corresponding multiple scale lattice codevector is obtained. If the codevector index 
from the first stage has one of the values 0, 1, 2, 3, 7, 9, 12, 13, 14, 15 the permutations specified in subclause 5.6.2.1.3 
are applied to the decoded codevector. The resulting codevector is added to the codevector obtained in the first stage 
and the result corresponds to the decoded LSF vector. The sampling frequency of the LP-CNG frame can be determined 
by checking the value of the highest order LSF coefficient (last coefficient). If the last decoded LSF coefficient is larger 
than 6350 the decoded frame has sampling rate of 16 kHz, otherwise it is sampled at 12.8kHz and contains either NB or 

WB LSF data. The smoothed LP synthesis filter, )(ˆ ZA , is then obtained in the same way as described in subclause 

5.6.2.1.4. 

6.7.2.1.5 LP-CNG low-band excitation generation 

The low-band excitation signal used for CNG synthesis is generated by combining a random excitation and an 
excitation representing the low frequency spectral details of the excitation signal. 

The random excitation is generated for each subframe using a random integer generator, the seed of which is updated by 

 [ ]1384931821short +×= rr ss  (1954) 

where rs  is the seed value, initially set to 21845, and short[.] limits the value to the interval [–32767; 32768]. The 

generated random sequence, denoted as 1,...,0),( −= sfLnnr , is scaled for each subframe by 
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where sfL  denotes the length of subframe, CNE
~

 is the smoothed quantized excitation energy, as described in subclause 

6.7.2.1.3,  with some random variation between subframes added. The random variation is added to the smoothed 
quantized excitation energy by 

 )000011.01(
~

ECNCN sEE ⋅+=  (1956) 

where Es  is a random integer number generated for each subframe using the same equation (1954) with the initial 

value of 21845. The purpose of which is to better model the variance of background noise during inactive signal 
periods. The scaled random sequence in each subframe, sfr Lnne ,...,0),( = , is concatenated to form the random 

excitation signal for the whole frame, Lnner ,...,0),( = , where L  is the frame length. 

The excitation representing the low frequency spectral details of the excitation signal is generated from the quantized 
residual spectral envelope. The quantized residual spectral envelope is recovered from each WB SID frame in the 
inverse way as described in subclause 5.6.2.1.6 that 

 19,...,0,2)(ˆ )(ˆ
== − kkvnE kDEexc  (1957) 

where )(ˆ kvnE  is the quantized residual spectral envelope, )(kD  is the entry of the residual spectral envelope codebook 

found with the index decoded from the SID frame, excÊ  is the quantized total excitation energy calculated using the 

similar equation in subclause 5.6.2.1.6,. A smoothed residual spectral envelope is updated at each CN frame by )(ˆ kvnE  

through an AR filtering 

 19,...,0),(ˆ1.0)(9.0)( ]1[ =+= − kkvnEkEnvkEnv CNCN  (1958) 
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where )(]1[ kEnvCN
−  denotes the smoothed residual spectral envelope from the previous frame. If the current frame is of 

NO_DATA type, the )(ˆ kvnE  from the last received SID frame is used. The FFT spectrum of the random excitation, 

Lnner ,...,0),( = , generated in equation (1955) is computed and based on this the low frequency spectral envelope, 

19,...,0),( =kkEnvRd ,  corresponding to the one transmitted in the SID frame is calculated in a similar manner. The 

difference envelope between the smoothed spectral envelope )(kEnvCN  and the random excitation envelope 

)(kEnvRd  is calculated 

 [ ] 19,...,0,0),(2)()( =−+= kkEnvEkEnvMAXkD RdCNCNEnv  (1959) 

where CNE  is the smoothed quantized excitation energy obtained in subclause 6.7.2.1.3, 2 times of CNE  is 

compensated to the )(kEnvCN  before the difference envelope is calculated. Slight random variation is added to the 

difference envelope. 

 19,...,0),()(000011.0)()(
~ =⋅⋅+= kkDkskDkD EnvenvEnvEnv  (1960) 

where 19,...,0),( =kksenv  is a series of random integer numbers generated for each envelope band using the same 

equation (1954) with the initial value of 21845. A series of 256-point random-phase FFT coefficients are generated 

where its low frequency spectral envelope is made equal to the difference envelope )(
~

kDEnv  and the coefficients 

corresponding to other frequencies are set to 0. An IFFT is performed to the above FFT coefficients and a 256-point 
time domain sequence )(nd  is outputted. )(nd  is re-sampled to 320 points if operating in 16kHz core. )(nd  is scaled 

for each subframe in a similar way to equation (1955) that 
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where )(ned  is the scaled )(nd  with random variation added, sfL  denotes the length of subframe, envs  is a random 

integer number generated for each subframe using the same random generator as used in equation (1960), dE  is the 

average energy of )(nd  calculated as 
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where L  is the frame length. Energy increasing is not allowed if the current frame is the first SID frame after an active 
burst in which case, for subframe with )()( ndned > , )(ned  is limited to )(nd . The )(ned  is the excitation 

representing the low frequency spectral details of the excitation signal whichis attenuated and combined with the earlier 
calculated random excitation )(ner  

 1,...,1,0),()(75.0)( −=+= Lnnenene rd  (1963) 

where L  is the frame length, )(ne  is the combined excitation signal. The combined excitation )(ne  is scaled if its 

average energy is higher than the smoothed quantized excitation energy CNE  obtained in subclause 6.7.2.1.3. 
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where L  is the frame length, )(ne′  is the scaled combined excitation which is the final excitation signal for low-band 

CNG synthesis. 
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6.7.2.1.6 LP-CNG low-band synthesis 

The low-band comfort noise is synthesized by filtering the scaled combined excitation signal, )(ne′ , obtained in 

previous subclause 6.7.2.1.5 through the smoothed LP synthesis filter, )(ˆ ZA , obtained in subclause 6.7.2.1.4. 

6.7.2.1.7 LP-CNG high-band decoding and synthesis 

To enable high perceptual quality in the inactive portions of speech on the decoder side, during SWB mode operation of 
the codec, a high band comfort noise synthesis (SHB-CNG) (12.8 - 14.4 kHz) is added to the low bandwidth (0-12.8 
kHz) LP-CNG synthesis output. This also helps to ensure smooth transitions between active and inactive speech. 

However, this is being done without transmitting any extra parameters from the encoder to decoder to model the high-
band spectral characteristics of the inactive frames. Instead, to model the high band spectrum (12.8 - 14.4 kHz) of the 
comfort noise, the high band LSF parameters of the active speech frames preceding the current inactive frames are used 
after interpolation as described below. The hangover setting in the SAD algorithm ensures the active speech segments 
used for the spectral characteristics estimation of the inactive frames, sufficiently capture the background noise 
characteristics without significant impact from the talk spurt. 

The quantized LSF vectors of order 10 corresponding to active speech high band (subclauses 5.2.4.1.3.1 and 
6.1.5.1.3.1) received at the decoder are buffered up to two past active frames (N-1) and (N), denoted by 

10,,1,1 K=− kSHB
kNρ  and 10,,1, K=kSHB

kNρ where N+M is the current inactive frame. Using these, the LSF vector 

corresponding to SHB-CNG of (N+M) th inactive frame   10,,1, K=−
+ kCNGSHB

kMNρ is interpolated as 

 10,...,1*)1(* ,1,, =−+= −
−

+ kTT SHB
kN

SHB
kN

CNGSHB
kMN ρρρ  (1965) 

where interpolation factor T is computed as 

 )1,
32

min(
M

T =  (1966) 

using the number of inactive frames M leading up to the current inactive frame (N+M) since the last active frame N. 

This interpolated LSF vector CNGSHB
MN

−
+ρ is then converted to LPC coefficients and used as the coefficients of LP 

synthesis filter to generate a synthesized signal. The quantized high-band log average energy, hE ′ˆ , is recovered from 

each received SWB SID frame by 

 ⎟
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where I  is the high-band energy index decoded from SID frame. If I  is 0, I  is set to -15 for a lower noise floor. The 
log average energy of the low-band signal is calculated from the low-band synthesis signal 

 
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
⋅=′ ∑

−

=

1

0

2
10 )(ˆ1

log10
L

i

ll is
L

E  (1968) 

where )(ˆ isl  is the low-band synthesis signal as obtained in subclause 6.7.2.1.6, L = 640  is the length of the low-band 

synthesis signal. If the low-band log average energy lE ′  of the current frame is deviating from the smoothed low-band 

log average energy of the previous frame ]1[−
lE  by more than 12 dB, a step update flag stepf  is set to 1 indicating the 

permission of step update, otherwise is set to 0. If the flag stepf  is set to 1, the smoothed low-band log average energy 

at the current frame, lE , is set to the current frame’s low-band log average energy lE ′ . Otherwise, if the flag stepf  is 

set to 0, the smoothed low-band log average energy is updated at the current frame as 

 lll EEE ′+= − 9.01.0 ]1[  (1969) 
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where ]1[−
lE  denotes the smoothed low-band log average energy of the previous frame. The smoothed high-band log 

average energy is extrapolated from the smoothed low-band log average energy, that is 

 ))(1( ]1[]1[
lhhh EEE Δ+−+= −− αα  (1970) 

where ]1[−
hE  denotes the smoothed high-band log average energy of the previous frame, α  is the forgetting factor 

which is set to 0 if stepf  is set to 1 or the current frame is the first frame after an active burst, otherwise α  is set to 

0.75, lΔ  is the energy deviation of the current frame’s smoothed low-band log average energy from its value at the last 

received SWB SID frame. ][ i
lll EE −−=Δ , where ][ i

lE −  denotes the smoothed low-band log average energy at the last 

received SWB SID frame i  frames ago. lΔ  is limited to not greater than 15 dB. The high-band comfort noise is 

synthesized by filtering a 320-point white noise excitation signal through the LP synthesis filter derived earlier in this 
subclause. The synthesized comfort noise signal is then level adjusted to match the calculated smoothed high-band log 

average energy hE . A smoothing period is setup for the first 5 frames after an active burst of more than 3 frames and if 

the core technology used in the last active frame is not HQ-core. Within the smoothing period, the synthesized comfort 

noise is not level adjusted to the calculated smoothed high-band log average energy hE , but to an interpolated energy 

between hE  and the high-band log average energy calculated at the last active frame. The interpolated energy is 

calculated as 

 5,4,3,2,1),(
15

6

2 ,, =−⎥
⎦

⎤
⎢
⎣

⎡ −⋅+= iEE
i

SINEE hacthhihs
π

 (1971) 

where ihsE ,  denotes the interpolated high-band log average energy of the i -th CN frame in the smoothing period, 

acthE ,  denotes the high-band log average energy of the last active frame, [ ]⋅SIN  denotes the sine function. Finally, the 

level adjusted synthesized high-band comfort noise is spectral flipped to the bandwidth from 12.8kHz to 14.4kHz as 
described in subclause 6.1.5.1.12. The resulting high-band synthesis signal is later added to the low-band synthesis 
signal to form the final SWB comfort noise synthesis signal. 

 

6.7.2.2 Memory update 

When an inactive signal frame is processed, the following updates are performed: 

– MA memory of the ISF quantizer is set to zero; 

– AR memory of the ISF quantizer is set to mean values (UC mode, WB case); 

– phase dispersion memory is set to zero; 

– synthesis excitation spectrum tilt is set to zero; 

– noise enhancer memory is set to zero; 

– class of last received good frame for FEC is set to UNVOICED_CLAS; 

– floating point pitch for each subframe is set to the subframe length; 

– the low-pass filtered pitch gain for FEC is set to zero; 

– the filtered algebraic codebook gain for FEC is set to the square root of the smoothed quantized CNG excitation 
energy, CNE , from subclause 6.7.2.1.3; 

– the excitation buffer memory is updated; 

– previous pitch gains are all set to zero; 

– previous codebook gain is set to zero; 
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– active frame counter is set to zero; 

– voicing factors used by the bandwidth extension are all set to 1; 

– bass post-filter is tuned off; 

– synthesis filter memories are updated. 

6.7.3 Decoding for FD-CNG 

In FD-CNG, the comfort noise is generated in the frequency domain. Based on the information provided by the SID 
frames, the amplitude of the random sequences can be individually computed in each band such that the spectrum of the 
generated comfort noise resembles the spectrum of the actual background noise in the input signal. 

Unfortunately, the limited number of parameters transmitted in the SID frames allows only to reproduce the smooth 
spectral envelop of the background noise. Hence, it cannot capture the fine spectral structure of the noise. At the output 
of a DTX system, the discrepancy between the smooth spectrum of the reconstructed comfort noise and the spectrum of 
the actual background noise can become very audible at the transitions between active frames (involving regular coding 
and decoding of a noisy speech portion of the signal) and the comfort noise frames. Since the fine spectral structure of 
the background noise cannot be transmitted efficiently from the encoder to the decoder, it is highly desirable to recover 
this information directly at the decoder side. This can be carried out using a noise estimator. 

Note that noise-only frames are considered as inactive frames in a DTX system. Therefore, the noise estimation in the 
decoder must operate during active phases only, i.e., on noisy speech contents. In FD-CNG, the decoder uses in fact the 
same noise estimation algorithm as in the encoder, but applying a significantly higher spectral resolution at the decoder 
than at the encoder. 

6.7.3.1 Decoding SID frames in FD-CNG 

The decoded SID parameters 1,...,0),( SID
[SID]

CNGFD −=− LiiN describe the energy of the background noise in the spectral 

partitions defined in subclause 5.6.3.6. The first [FFT]
SIDL parameters capture the spectral energy of the noise in FFT bins 

covering the core bandwidth. The remaining [CLDFB]
SIDL parameters capture the spectral energy of the noise in CLDFB 

bands above the core bandwidth. 

6.7.3.1.1 SID parameters decoding 

The SID parameters 1,...,0),( SID
[SID]

CNGFD −=− LiiN  are decoded using MSVQ decoding and global gain adjustment. 

Seven indices are decoded from the bitstream. The first six indices ( ) 5,...,0,CNGFDMSVQ, =− kkI are used for MSVQ 

decoding. They correspond to the six stages of the MSVQ. The first index is encoded on 7 bits and the five next indices 
are encoded on 6 bits. The last index CNGFDg, −I , encoded on 7 bits, is used for decoding the global gain. 

The MSVQ decoder output is given by 

 ( ) ( )( )∑
=

−− =
5

0

CNGFDMSVQ,
[SID]

CNGFD ,
k

k ikIViN , (1972) 

where ( )ijVk ,  is the i -th coefficient of the j -th vector in the codebook of stage k . 

The decoded global gain is given by 

 
5.1

60CNGFDg,[SID]
CNGFD

−
= −

−
I

g . (1973) 

The SID parameters are then obtained 
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( )
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛ +

−

−−

=
10[SID]

CNGFD

[SID]
CNGFD

[SID]
CNGFD

10)(

giN

iN . (1974) 

Finally the last band parameter is adjusted in case the encoded last band size is different from the decoded last band size 

( ) ( )( )

)1(8.0)1(

2.13

SID
[SID]

CNGFDSID
[SID]

CNGFD −=−

≤∧=∨=

−− LNLN

then

kbpsbitrateSWBbandwidthNBbandwidthif

 

6.7.3.1.2 SID parameters interpolation 

The SID parameters are interpolated using linear interpolation in the log domain. The interpolation is carried out 

separately for the FFT partitions ( [FFT]
SIDLi < ) and CLDFB partitions ( [FFT]

SIDLi ≥ ). 

 

( )
( )

( )
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=
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−
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12,...,1)(0

1)(,...,1)(1),(min)(

1,...,)(,...,1)1()()1(

)(),...,()(

1)(,...,1)(1),(min)(

1,...,1)(,...,1)1()()1(

0)(),...,()(

1)0(,...,00

)(

SIDmax

SIDmaxmid
)([SID]

CNGFD

SID
[FFT]
SIDmidmid

)1([SID]
CNGFD

[FFT]
SIDmidmin

[SID]
CNGFD

[FFT]
SIDmaxmid

)([SID]
CNGFD

[FFT]
SIDmidmid

)1([SID]
CNGFD

midmin
[SID]

CNGFD

min

FR][SID,
CNGFD

[SID]
mid

[SID]
mid

[SID]
mid

[SID]
mid

LiLijj

LiijijjiiN

LLiijijjiiN

LiijijjiN

LiijijjiiN

LiijijjiiN

iijijjiN

jj

jN

FFT

ijj

ijj

ijj

ijj

, (1975) 

where 

 

⎪
⎪
⎩
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⎨

⎧

−=
⎥
⎥
⎦

⎥

⎢
⎢
⎣

⎢ ++−

=

=
1,...,1

2

1)()1(

0)0(

)(
SID

maxmax

max

mid Li
ijij

ij

ij  (1976) 

denotes the centre bin in each spectral partition, and 

 
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

−−

−−
=Δ −−

)1()(

))1(log())(log(
exp)(

midmid

[SID]
CNGFD

[SID]
CNGFD

ijij

iNiN
i  (1977) 

is the multiplicative increment. 

6.7.3.1.3 LPC estimation from the interpolated SID parameters 

A set of LPC coefficients is estimated from the SID spectrum in order to update excitation and LPC related memories. 

A noise floor is first added to the interpolated SID parameters and a pre-emphasis function is then applied in the 
frequency domain 

 ( )
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛ −−+= −−− CNG][FD
FFT

2FR][SID,
CNGFD

FR][SID,
CNGFD

2
cos21001.0),(max)(

~

L

j
pfpfjNjN

π
, (1978) 

with pf  is the pre-emphasis factor (0.68 at 12.8 kHz and 0.72 at 16 kHz). 

The noise estimates are then transformed using an inverse FFT, producing autocorrelation coefficients 
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 ( ) 16,...,0,2cos)(
~

2 CNG][FD
FFT

2

0

FR][SID,
CNGFD

CNG][FD
FFT

CNGFD

CNG][FD
FFT

=
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
= −

=
−

−

− ∑

−

n
L

j
njN

L
nr

L

j

π . (1979) 

Then the first autocorrelation coefficient is adjusted 

 ( ) ( ) )100,0max(0005.10 CNGFDCNGFD −− = rr . (1980) 

And finally LPC coefficients ( ) 16,...,0,CNGFD =− nna  are estimated from the autocorrelation coefficients CNGFD−r  

using Levinson-Durbin (see subclause 5.1.9.4). 

6.7.3.2 Noise tracking during active frames in FD-CNG 

At the decoder side, the noise estimator is applied at the output of the core decoder during active frames. To achieve a 
trade-off between spectral resolution and computational complexity, spectral energies are averaged among groups of 
spectral bands called partitions, just like in the encoder (see subclause 5.6.3.1). However, the size of each partition is 
significantly smaller in the decoder compared to the encoder, yielding thereby a finer quantization of the frequency axis 
in the decoder. Moreover, the decoder-side noise estimation operates solely in the FFT domain and covers only the core 
bandwidth. Hence FFT partitions are formed, but no CLDFB partitions. 

6.7.3.2.1 Spectral partition energies 

The output of the core decoder is first transformed by an FFT of size 25CELP
CNG][FD

FFT srL =− , where CELPsr refers to 

the sampling rate of the core decoder output. Then shapingL  partitions are formed as follows: 

 
( )

1,...,0
1)()()(

4
)( shaping[shaping]

min
[shaping]
max

)(

)(

2

2CNG][FD
FFT

CNGFD

[shaping]
max

[shaping]
min −=

+−
=

∑ =
−− Li

ijij

jX

L
iE

ij

ijj
, (1981) 

where ( )jX  is the FFT transform of the core output signal. The following table lists the number of partitions and their 

upper boundaries for the different FD-CNG configurations at the decoder, as a function of bandwidths and bit-rates. 

Table 173: FD-CNG decoder parameters 

 
 

 
Bit-rates 
(kbps) 

 

shapingL

 

1,...,0),( shaping
[shaping]
max −= Liif  

(Hz) 

NB •  56 

50, 75, 100, 125, 150, 175, 200, 225, 250, 275, 300, 325, 350, 375, 400, 425, 
450, 475, 500, 525, 550, 575, 600, 625, 650, 675, 700, 725, 750, 775, 800, 825, 
850, 875, 900, 925, 950, 975, 1000, 1075, 1175, 1275, 1375, 1475, 1600, 1725, 

1850, 2000, 2150, 2325, 2500, 2700, 2925, 3150, 3400, 3975 

WB/ 
SWB/ 

FB 

2.13≤  62 

50, 75, 100, 125, 150, 175, 200, 225, 250, 275, 300, 325, 350, 375, 400, 425, 
450, 475, 500, 525, 550, 575, 600, 625, 650, 675, 700, 725, 750, 775, 800, 825, 
850, 875, 900, 925, 950, 975, 1000, 1075, 1175, 1275, 1375, 1475, 1600, 1725, 

1850, 2000, 2150, 2325, 2500, 2700, 2925, 3150, 3375, 3700, 4050, 4400, 
4800, 5300, 5800, 6375 

2.13>  61 

50, 75, 100, 125, 150, 175, 200, 225, 250, 275, 300, 325, 350, 375, 400, 425, 
450, 475, 500, 525, 550, 575, 600, 625, 650, 675, 700, 725, 750, 775, 800, 825, 
850, 875, 900, 925, 950, 975, 1000, 1075, 1175, 1275, 1375, 1475, 1600, 1725, 

1850, 2000, 2150, 2325, 2500, 2700, 2925, 3150, 3400, 3700, 4400, 5300, 
6400, 7700, 7975 

 

For each partition 1,...,0 shaping−= Li , )([shaping]
max if corresponds to the frequency of the last band in the i-th partition. The 

indices )([shaping]
min ij and )([shaping]

max ij  of the first and last bands in each spectral partition can be derived as a function of 

the FFT size CNG][FD
FFT

−L and the sampling rate of the core decoder CELPsr as follows: 
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 1,...,0)()( shaping
CELP

CNG][FD
FFT[shaping]

max
[shaping]
max −==

−
Li

sr

L
ifij , (1982) 
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01)1(

0)0(
)(

[shaping]
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CELP

CNG][FD
FFT[shaping]

min[shaping]
min

iij

i
sr

L
f

ij , (1983) 

where 50Hz)0([shaping]
min =f  is the frequency of the first band in the first spectral partition. Hence the FD-CNG 

generates some comfort noise above 50Hz only. 

6.7.3.2.2 FD-CNG noise estimation 

In FD-CNG, encoder and decoder rely on the same noise estimator, except that the number of partitions differs. As in 
subclause 5.6.3.2, the input partition energies are first processed by a non-linear transform before applying the noise 

tracking algorithm on the inputs 1,...,0),( shapingCNGFD −=− LiiE . The inverse transform is then used to recover the 

original dynamic range. In the sequel, the resulting decoder-side noise estimates are referred to as 

1,...,0),( shaping
[shaping]

CNGFD −=− LiiN . They are used as shaping parameters in the next subclause. 

6.7.3.2.3 Noise shaping in FD-CNG 

Note that the shaping parameters 1,...,0),( shaping
[shaping]

CNGFD −=− LiiN computed directly at the decoder differ from the SID 

parameters 1,...,0),( [FFT]
SID

[SID]
CNGFD −=− LiiN  which are transmitted via SID frames. Both sets are computed from FFT 

partitions covering the core bandwidth, but the decoder benefits from a significantly higher number of spectral 

partitions, i.e., [FFT]
SIDshaping LL > . In fact, the high-resolution noise estimates obtained at the decoder capture information 

about the fine spectral structure of the background noise. However, the decoder-side noise estimates cannot adapt to 
changes in the actual background noise during inactive phases. In contrast, the SID frames deliver new information 
about the spectral envelop at regular intervals during inactive phases. The FD-CNG therefore combines these two 
sources of information in an effort to reproduce the fine spectral structure captured from the background noise present 
during active phases, while updating only the spectral envelop of the comfort noise during inactive parts with the help 
of the SID information. 

6.7.3.2.3.1 Conversion to a lower spectral resolution 

Interpolation is first applied to the shaping parameters )([shaping]
CNGFD iN − to obtain a full-resolution FFT power spectrum as 

follows: 
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 (1984) 

where 
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denote the center FFT bins in each spectral partition, and 
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

−−

−−
=Δ −−

)1()(

))1(log())(log(
exp)(

[shaping]
mid

[shaping]
mid

[shaping]
CNGFD

[shaping]
CNGFD

ijij

iNiN
i  is the 

multiplicative increment for the interpolation. The above corresponds in fact to a linear interpolation in the log domain 
of the FFT shaping partitions. 

The full-resolution spectrum )(FR][shaping,
CNGFD jN − is subsequently converted again to a lower resolution based on the SID 

spectral partitions (see subclause 5.6.3.6).  The resulting noise energy spectrum 

1,...,0),( [FFT]
SID

LR][shaping,
CNGFD −=− LiiN exhibits therefore the same spectral resolution as the SID 

parameters 1,...,0),( [FFT]
SID

[SID]
CNGFD −=− LiiN . Hence, both sets are comparable and can be combined in the next subclause. 

6.7.3.2.3.2 Combining SID and shaping parameters 

Comparing the low-resolution noise estimates )([SID]
CNGFD iN − and )(LR][shaping,

CNGFD iN − obtained from the encoder (via SID 

frames) and decoder, respectively, the full-resolution noise spectrum )(FR][shaping,
CNGFD iN − can now be scaled to yield a full-

resolution noise power spectrum as follows: 
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CNGFD
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CNGFD

LiijijjjN
iN

iN

jj

jN ,(1986) 

where )([SID]
min ij and )([SID]

max ij refer to the first and last FFT bin of the i-th SID partition (see subclause 5.6.3.6). The full-

resolution noise power spectrum )([CNG]
CNGFD jN − is recomputed for each active frame. It can be used to accurately adjust 

the level of comfort noise in each FFT bin during SID frames or zero frames, as shown in the next subclause. 

6.7.3.3 Noise generation for SID or zero frames in FD-CNG 

6.7.3.3.1 Update of the noise levels for FD-CNG 

During the first non-active frame following an active frame, the low-resolution shaping 

parameters 1,...,0),( [FFT]
SID

LR][shaping,
CNGFD −=− LiiN  are recomputed from )(FR][shaping,

CNGFD jN −  by averaging over the SID partitions 

as in subclause 5.6.3.1.1. 

If an SID frame occurs while the noise estimator (subclause 6.7.3.2.2) is still in its initialization phase, the interpolated 

SID parameters ( )iN FR][SID,
CNGFD−  (see subclause 6.7.3.1.2) are used as comfort noise levels. 

If an SID frame occurs once the noise estimator left the initialization phase, the comfort noise levels are computed for 
FFT bins by combining the noise estimates from encoder and decoder as described in subclause 6.7.3.2.3.2, while the 
CLDFB levels are obtained directly by interpolating the SID parameters corresponding to the CLDFB partitions, i.e., 
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where )([SID]
CNGFD iN − are the SID parameters decoded from the SID frames, )(LR][shaping,

CNGFD iN − are computed during the first 

non-active frame following an active frame, as explained just above, and )(FR][shaping,
CNGFD jN − is the full-resolution noise 

spectrum obtained by interpolating the decoder-side noise estimates during active frames (see subclause 6.7.3.2.3.1). 

6.7.3.3.2 Comfort noise generation in the frequency domain 

The FFT noise spectrum corresponding to the first )1( [FFT]
SID

[SID]
max −Lj  parameters in the array )([CNG]

CNGFD jN − can finally 

be used to generate some random Gaussian noise of zero mean and variance 2/)([CNG]
CNGFD jN −  separately for the real and 

imaginary parts of the FFT coefficients. 

The second part of the CNG spectrum, i.e., )1(),...,(),( SID
[SID]
max

[FFT]
SID

[SID]
min

[CNG]
CNGFD −=− LjLjjjN  corresponds to the 

CLDFB noise levels for frequencies above the core bandwidth. For each CLDFB time slot, some random Gaussian 

noise of zero mean and variance 2/)([CNG]
CNGFD jN − is generated separately for the real and imaginary parts of the CLDFB 

coefficients corresponding to frequencies above the core bandwidth. 

6.7.3.3.3 Comfort noise generation in the time domain 

The FFT coefficients obtained after comfort noise generation in the frequency domain are transformed by an inverse 

FFT, producing a CNG time-domain signal of length CNG][FD
FFT

−L . This signal is then windowed using a sine-based 

window that can be defined as follow 
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An overlap-add method is finally applied on the current windowed CNG signal and the previous windowed CNG 

signal. The final FD-CNG frame corresponds to 1
8

3
,...,

8

CNG][FD
FFT

CNG][FD
FFT −=

−− LL
n . 

To avoid discontinuities at transitions from active frames to inactive frames, a cross-fading mechanism is employed. 
Several approaches are described in the following subclauses, depending on the bitrate and the previous encoding mode. 

6.7.3.3.3.1 Transitions from MDCT to FD-CNG at 9.6kbps, 16.4kbps and 24.4kbps 

At 9.6 kbps, 16.4 kbps and 24.4 kbps and when the previous frame was active and encoded with an MDCT-based 
coding mode, a cross-fading operation is performed using the MDCT window. 

First, the left part of the FD-CNG frame is not windowed after the inverse FFT and there is no overlap-add operation 
with the previous (missing) FD-CNG frame. 

Instead, the left part of the FD-CNG frame is windowed using the complementary version of the MDCT window used 
in the right part of the previous MDCT-based frame (see subclause 6.2.4). An overlap-add method is then applied on the 
MDCT-windowed FD-CNG frame and the previous MDCT-based frame. 
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6.7.3.3.3.2 Transitions from ACELP to FD-CNG at 9.6kbps, 16.4kbps and 24.4kbps 

At 9.6 kbps, 16.4 kbps and 24.4 kbps and when the previous frame was active and encoded with ACELP, a cross-fading 
operation is performed using an extrapolation of the previous ACELP frame. 

A random excitation with the same energy as the last half of the excitation of the previous ACELP frame is computed 

 ( ) ( )

( )

( )
1,...,0,

2

1

0

1

2 −=

′

=

∑

∑

−

=

−

=
celpL

n

L

L
n

Ln

nrand

nu

nrandnnexc
celp

celp

celp

 (1993) 

where ( )nu′  is the total excitation of the previous ACELP frame (see subclause 6.1.1.2), )(nrand  is a random Gaussian 

noise with zero mean and 
2

CNG][FD
FFT

−

= L
celpL  is the length of the ACELP frame. 

The random excitation ( )nexc  is then filtered through the same LPC synthesis filter and de-emphasis filter as used in 

the last subframe of the previous ACELP frame (see subclause 6.1.3), producing the extrapolated ACELP signal. 

Finally the extrapolated ACELP signal is windowed and the overlap-add method is applied as if the extrapolated 
ACELP signal was the previous FD-CNG frame. 

6.7.3.3.3.3 Transitions from active to FD-CNG at bitrates<=8kbps and at 13.2kbps 

At bitrates<=8 kbps and at 13.2 kbps, a FD-CNG frame is converted to a combination of an excitation signal and a set 
of LPC coefficients. It then becomes very similar to a LP-CNG frame, and can be further processed as such. 

First, the left part of the FD-CNG frame is not windowed after the inverse FFT and there is no overlap-add operation 
with the previous (missing) FD-CNG frame. 

The time-domain FD-CNG signal is then pre-emphasized and filter through the LP analysis filter 
( ) 16,...,0,CNGFD =− nna  (see subclause 6.7.3.1.3), producing an excitation signal. 

The set of LPC coefficients associated with the excitation is ( ) 16,...,0,CNGFD =− nna . These LPC coefficients are then 

used to synthesize the final CNG signal using the excitation and the filter memories from the previous frame, as it is 
done in LP-CNG. 

6.7.3.3.4 FD-CNG decoder memory update 

The LPC coefficients ( ) 16,...,0,CNGFD =− nna  are converted to LSP and to LSF. The LPC, LSP and LSF are then used 

to update all LPC/LSP/LSF-related memories. 

The FD-CNG time-domain output is used to update all signal domain memories. 

The FD-CNG time-domain signal is pre-emphasized and the pre-emphasized signal is then used to update all pre-
emphasized signal domain memories. 

The pre-emphasized signal is filtered through the LP analysis filter ( ) 16,...,0,CNGFD =− nna  and the obtained residual is 

then used to update all excitation domain memories. 

All the other memories are updated similarly to LP-CNG (see subclause 6.7.2.2). 
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6.8 AMR-WB-interoperable modes 

6.8.1 Decoding and speech synthesis 

6.8.1.1 Excitation decoding 

The decoding process is performed in the following order: 

Decoding of LP filter parameters:  The received indices of ISP quantization are used to reconstruct the quantized ISP 
vector. The interpolation described in subclause 5.7.2.6 is performed to obtain 4 interpolated ISP vectors (corresponding 
to 4 subframes). For each subframe, the interpolated ISP vector is converted to LP filter coefficient domain ka , which 

is used for synthesizing the reconstructed speech in the subframe. 

The following steps are repeated for each subframe: 

1. Decoding of the adaptive codebook vector:  The received pitch index (adaptive codebook index) 
is used to find the integer and fractional parts of the pitch lag.  The adaptive codebook vector ( )nv  

is found by interpolating the past excitation ( )nu  (at the pitch delay) using the FIR filter described 

in subclause 5.7. The received adaptive filter index is used to find out whether the filtered adaptive 
codebook is ( ) )(1 nvnv =  or ( ) )2(18.0)1(64.0)(18.02 −+−+= nvnvnvnv . 

2. Decoding of the innovative vector:  The received algebraic codebook index is used to extract the 
positions and amplitudes (signs) of the excitation pulses and to find the algebraic codevector ( )nc . 

If the integer part of the pitch lag is less than the subframe size 64, the pitch sharpening procedure 
is applied which translates into modifying ( )nc  by filtering it through the adaptive prefilter )(zF  

which consists of two parts: a periodicity enhancement part )85.01/(1 Tz−−  and a tilt part 

)1( 1
1

−− zβ , where T  is the integer part of the pitch lag and )(1 nβ  is related to the voicing of the 

previous subframe and is bounded by [0.0,0.5]. 

3. Decoding of the adaptive and innovative codebook gains:  The received index gives the fixed 
codebook gain correction factor γ̂ .  The estimated fixed codebook gain cg ′  is found as described 

in subclause 5.8. First, the predicted energy for every subframe n  is found by 

 ∑
=

−=
4

1

)(ˆ)(
~

i

i inRbnE  (1994) 

 and then the mean innovation energy is found by 

 ))(
1

log(10
1

0

2∑
−

=

=
N

i

i ic
N

E  (1995) 

 The predicted gain cg ′  is found by 

 ))(
~

(05.010 iEEnE
cg −+=′  (1996) 

 The quantized fixed codebook gain is given by 

 .ˆˆ cc gg ′= γ  (1997) 

4. Computing the reconstructed speech:   The following steps are for n = 0, ..., 63. The total 
excitation is constructed by: 

 )(ˆ)(ˆ)( ncgnvgnu cp +=  (1998) 
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6.8.1.2 Excitation post-processing 

Before the synthesis, a post-processing of the excitation signal is performed to form the updated excitation signal, ( )nu , 

as follows. 

6.8.1.2.1 Anti-sparseness processing 

This is the same as described in subclause 6.1.1.3.1 

6.8.1.2.2 Gain smoothing for noise enhancement 

This is the same as described in subclause 6.1.1.3.2 

6.8.1.2.3 Pitch enhancer 

This is the same as described in subclause 6.1.1.3.3. 

6.8.1.3 Synthesis filtering 

Once the excitation post-processing is done, the modified excitation is passed through the synthesis filter, as described 
in subclause 6.1.3, to obtain the decoded synthesis for the current frame. 

6.8.1.4 Music and Unvoiced/inactive Post-processing 

6.8.1.4.1 Music post processing 

Most of the music post processing is the same as in as clause 6.1.1.3.4. The main difference related to the fact that a 
first synthesis is computed and a first stage classification is derived from this synthesis as described in subclause 5.3.1 
of [6]. If the synthesis is classified as unvoiced or the content is INACTIVE  (VAD ==0) or the long term background 
noise ( noiseltE _ ) as defined below is greater or equal to 15 dB, the AMR-IO decoder will go through the unvoiced, 

inactive post processing path as described in subclause 6.8.1.1.5. 

The long term background noise energy is updated in case of INACTIVE frame as: 
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⎞
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⎛
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and noiseltE _  is the long-term background noise energy. noiseltE _  is updated only when a current frame is classified as 

INACTIVE.  The pitch lag value, T’, over which the background noise energy, noiseltE _ , is given by 

 

[ ] [ ]

subfr

subfr

L

L

frfr

ppT

ppT

ddp

<=

≥=

+=

  if      2'

  if       '

)5.05.0(round 32

 (2000) 

where ][i
frd  is the fractional pitch lag at subframe i, L is the frame length and subfrL is the subframe length. Otherwise it 

enters the music post processing is entered as described below. 

6.8.1.4.1.1 Excitation buffering and extrapolation 

This is the same as described in subclause 6.1.1.3.4.1 

6.8.1.4.1.2 Windowing and frequency transform 

This is the same as described in subclause 6.1.1.3.4.2 
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6.8.1.4.1.3 Energy per band and per bin analysis 

This is the same as described in subclause 6.1.1.3.4.3 

6.8.1.4.1.4 Excitation type classification 

This is the same as described in subclause 6.1.1.3.4.4 

6.8.1.4.1.5 Inter-tone noise reduction in the excitation domain 

This is the same as described in subclause 6.1.1.3.4.5 

6.8.1.4.1.6 Inter-tone quantization noise estimation 

This is the same as described in subclause 6.1.1.3.4.6 

6.8.1.4.1.7 Increasing spectral dynamic of the excitation 

This is the same as described in subclause 6.1.1.3.4.7 

6.8.1.4.1.8 Per bin normalization of the spectrum energy 

This is the same as described in subclause 6.1.1.3.4.8 

6.8.1.4.1.9 Smoothing of the scaled energy spectrum along the frequency axis and the time axis 

This is the same as described in subclause 6.1.1.3.4.9 

6.8.1.4.1.10 Application of the weighting mask to the enhanced concatenated excitation spectrum 

This is the same as described in subclause 6.1.1.3.4.10 

6.8.1.4.1.11 Inverse frequency transform and overwriting of the current excitation 

This is the same as described in subclause 6.1.1.3.4.11 

6.8.1.4.2 Unvoiced and inactive post processing 

When the classifier described in subclause 5.3.1 of [6] considers the synthesis as unvoiced or inactive and containing 
background noise, the unvoiced and inactive post processing module is used to determine a cut-off frequency where the 
time-domain contributions should stop. Then the content above this cut-off frequency is replaced with random noise 
giving a smoother rendering of the synthesis.  This post processing module is used when the local attack flag (laf as 
defined in subclause 5.3.1 [6] is set to 0 and the coding type is INACTIVE and the bitrate is below or equal to 12650 
bps. It is also used at 6600 bps if the synthesis is classified as UNVOICED or VOICED_TRANSITION. 

When the synthesis is considered as INACTIVE and the energy of the synthesis as defined in subclause 5.3.1 of [6] is 
greater than -3 dB, the LP filter coefficients that will be used to do the synthesis filtering, as described below in 
subclause 6.8.1.1.4.5, are smoothed as between past and current frame as follow: 

 ( ) ( ) ( ) ( )11640,3.07.0' )1( +⋅<<⋅+⋅= − kforkAkAkA qtqq  (2001) 

where )1( −tqA  represents the LP filter of the previous frame. At the end of the post processing )1( −tqA is updated 

using 'qA . 

6.8.1.4.2.1 Frequency transform 

During the frequency-domain modification phase, the excitation needs to be represented into the transform-domain. The 
time-to-frequency conversion is achieved with a type II DCT giving a resolution of 25Hz. The frequency representation 
of the time-domain CELP excitation ( )kfu  is given below: 
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where ( )nu , is the time-domain excitation, and L is the frame length and its value is 256 samples for a 

corresponding inner sampling frequency of 12.8 kHz. 

6.8.1.4.2.2 Energy per band analysis 

Before any modification to the excitation, the energy per band ( )iEb  is computed and kept in memory for energy 

adjustment after the excitation spectrum reshaping. The energy can be computed as follow : 

 ( ) ( )
( )

( ) ( )
∑

+=

=

=
iBiCj

iCj

ub

bBb

Bb

jfiE 2  (2003) 

where BbC  is the cumulative frequency bins per band and bB  number of bins per band defined as :  

 

{ }16 ,20 ,20 ,20 ,16 ,16 ,22 ,18 ,15 ,13 ,11 ,10,8 ,8 ,6 ,6 ,6 ,5 ,4 ,4 ,4 ,4 ,4 =bB  

and 

⎭
⎬
⎫

⎩
⎨
⎧

=
240, 220, 200, 180, 164, 148, 126, 108

, 93, 80, 69, 59, 51, 43, 37, 31, 25, 20, 16, 12, 8, 0
BbC  

The low frequency bands correspond to the critical audio bands, but the frequency band above 3700 Hz are a little 
shorter to better match the possible spectral energy variation in those bands. 

6.8.1.4.2.3 Excitation modification 

6.8.1.4.2.3.1 Cut off frequency of the temporal contribution 

To achieve a transparent switching between the non-modified excitation and the modified excitation for unvoiced and 
inactive signals, it is preferable to keep at least the lower frequencies of the temporal contribution. The frequency where 
the temporal contribution stop to be used, the cut-off frequency cf , has a minimum value of 1.2 kHz. It means that the 

first 1.2 kHz of the decoded excitations is always kept and depending of the pitch value, this cut-off frequency can be 
higher. The 8th harmonic is computed from the lowest pitch of all subframes and the temporal contribution is kept up to 
this 8th harmonic. The estimate is performed as follow: 
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( )( ) 3
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8
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s
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kT

F
h  (2004) 

where 12800=sF and T  the decoded subframe pitch. 

For all bands a verification is made to find the band in which the 8th harmonic is located by searching for the highest 
frequency band fL for which the following inequality is still verified: 

 ( )( )iLh fth ≥
8

 (2005) 

where the frequency band fL is defined as : 

⎭
⎬
⎫

⎩
⎨
⎧

=
6375 5975, 5475, 4975, 4475, 75,04 3675, 3125, 2675,,0023

 1975,,0017,0145,0125,0501,009,075,006 475, 375, 275, 175,
fL  
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The index of that band will be called thi
8

 and it indicates the band where the 8th harmonic is likely located. The finale 

cut-off frequency tcf is computed as the higher frequency between the 1.2 kHz and the last frequency of the frequency 

band in which the 8th harmonic is located ( )( )thiL f 8
, using the following relation: 

 ( )( )kHz 1.2,max
8thiLf ftc =  (2006) 

6.8.1.4.2.3.2 Normalization and noise fill 

For unvoiced and inactive frames, the frequency bins below tcf  are normalized between [0, 4] : 
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And the frequency bins above tcf  are zeroed. Then, a simple noise fill is performed to add noise over all the 

frequency bins at a constant level. The function describing the noise addition is defined below as: 

 ( ) ( ) ( )jsjfjf

Lj

ruu ⋅+=

=

75.0'

1-:0for 
 (2008) 

Where rs is a random number generator which is limited between -1 to 1 as : 

 ( ) ( )[ ]( )
32768

13849318211shortfloat +×−= js
js r

r  (2009) 

 

6.8.1.4.2.3.3 Energy per band analysis of the modified excitation spectrum 

The energy per band after the spectrum reshaping 'bE  is calculated again with exactly the same method as described in 

subclause 6.8.1.1.4.2. 

6.8.1.4.2.3.4 Amplification of high frequencies 

An amplification factor α compensates for the poor energy matching in high frequency of the LP filter at low bit rate. It 
is based on the voice factor fV  and computed as follow: 

 ( )fV−= 1*5.0α  (2010) 

where fV  is given by: 

 216.05.034.0 λλ ⋅+⋅+=fV  (2011) 

and λ is defined in sub-clause 6.1.1.3.2. 

The amplification factor is applied linearly between 6kHz and 6.4kHz as follow: 
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6.8.1.4.2.3.5 Energy matching 

The energy matching consists in adjusting the energy per band after the excitation spectrum modification to its initial 
value. For each bands i, the gain bG  to apply to all bins in the band for matching the energy of the original excitation 

uf is defined as: 

 ( ) ( )
( )iE

iE
iG

b

b
b '

=  (2013) 

For a specific band i, the denormalized  'uf  spectral excitation can be written as : 
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 (2014) 

 

where  BbC  and bB  are defined in subclause 6.8.1.1.4.2. 

6.8.1.4.2.4 Inverse frequency transform 

After the frequency domain is completed, an inverse frequency-to-time transform is performed in order to find the 
temporal excitation. The frequency-to-time conversion is achieved with the same type II DCT as used for the time-to-
frequency conversion. The modified time-domain excitation 'u is obtained as below: 
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where ( )nfu
' , is the frequency representation of the modified excitation, and L is the frame length that is 

equal to 256 samples. 

6.8.1.5 Synthesis filtering and overwriting the current CELP synthesis 

Once the excitation modification is done, the modified excitation is passed through the synthesis filter, as described in 
in subclause 6.1.3, to obtain a modified synthesis for the current frame. This modified synthesis is then used to 
overwrite the decoded synthesis. 

6.8.1.6 Formant post-filter 

The decoded synthesis is post-filtered as described in subclause 6.1.4.1. 

6.8.1.7 Comfort noise addition 

For frames exhibiting a high background noise level (background noise level >= 15), comfort noise is added for bitrates 
of 8.85 kbps and below. The comfort noise addition is described in subclause 6.9.1. 
 

6.8.1.8 Bass post-filter 

This is the same as described in subclause 6.1.4.2 

6.8.2 Resampling 

The decoded synthesis (after post-filtering and comfort noise addition) is resampled as described in subclause 6.5.  Note 
that the bass-postfilter described in subclause 6.8.1.8 is actually realized as part of the resampling. 
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6.8.3 High frequency band 

The high-frequency band generation for modes from 6.6 to 23.05 kbit/s is illustrated in figure 113. The high band is 
generated by generating an over-sampled excitation signal in DCT domain that is extended in the 6400-8000 Hz band 
above the 0-6400 Hz band. Note that in reality the high band is extended to a slightly wider band (6000-8000 Hz) to 
facilitate the addition of low and high-band, especially in the cross-over region around 6400 Hz. Tonal and ambiance 
components in the extended band are extracted and combined adaptively to obtain the extended excitation signal, which 
is then filtered in DCT domain. After inverse DCT, gains are applied in time domain (by sub-frame) and the extended 
excitation signal is filtered by an LP filter whose coefficients are derived from the LP filter. 

DCT

u(n)

High 
bandU(k)

UHB1(k)
Filt iDCT

Compute
gain

1
Â(z/γ)

Re-
combine

UHB2(k) UHB3(k) uHB(n)

gHB1(i)

uHB’(n)

Compute 
gain 

correction

uHB’’(n)

gsf(i)
Extract tonal 

and 
ambiance 

components UHBA(k)

y(k)

mode

=23.85

mode

<23.85

Adjust
level

gHBcorr(i)

gHB2(i)

Decode
HF gain

Compute
gain

u(n)

0.6

uHB1(n)

uHB2(n)

 

Figure 113: High-frequency band generation in AMR-WB IO modes 

 

6.8.3.1 Preliminary estimation steps 

The low-frequency band signal is extended to obtain the high frequency band signal by bandwidth extension algorithm, 
and the bandwidth extension algorithm includes the estimation of gains and the prediction of the excitation of the high 
frequency band signal. 

The gains of the high frequency band signal are estimated by pitch, noise gate factor, voice factor, classification 
parameter and LPC. 

The excitation of the high frequency band signal is adaptively predicted from the decoded low frequency band 
excitation signal (the sum of adaptive codebook contribution and algebraic codebook contribution) according to LSF 
and the bitrates. 

The excitation of the high frequency band signal is modified by the gains of the high frequency band signal, and the LP 
synthesis is performed by filtering the modified excitation signal through the LP synthesis filter to obtain the high 
frequency band signal. 

The parameters of estimating the gains and predicting excitation of the high frequency band signal are decoded from the 
bitstream of low band or calculated by the decoded low band signal. 
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6.8.3.1.1 Estimation of tilt, figure of merit and voice factors 

1) Calculate the spectrum tilt factor of each subframe according to the decoded low frequency band as follows: 
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where subfrL  denotes the length of sub frame and )(kSyn  denotes the decoded low frequency band signal. )(iTil is 

preserved as )(0 iTil for the following unvoiced flag calculation. 

2) Calculate the sum of the differences between every two adjacent pitch values: 

 ]3[]2[]2[]1[]1[]0[ ddddddSumdiff
P −+−+−=  (2017) 

where ][id  is the pitch value of each subframe. 

3) If the frame counter countf  is greater than 100 and the FEC class of current frame is CLASUNVOICE _ , set countf  

to 0 and set the minimum noise gate minNg  to -30. Otherwise, if countf  is greater than 200, set countf  to 200; if not,  

countf  is increased by 1; If the noise gate Ng  is less than minNg , set minNg  to Ng . 

4) Calculate the average voice factor as follows: 

 
4

)(
3

0
∑

== i

fac
aver
fac

iV

V  (2018) 

where )(iV fac  denotes the voice factor of each subframe. 

5) Based on the classify parameter fmerit  from FEC classification, determine two parameters wfmerit  and mfmerit . 

 
⎪
⎩

⎪
⎨

⎧

<
>

=
otherwisefmerit

fmeritifelse

fmeritif

fmeritw

,

15.0,15.0

35.0,35.0

 (2019) 

and if the FEC class of current frame is CLASAUDIO _ , ww fmeritfmerit ×= 5.0 . 

Then wfmerit  is further modified by the average voice factor aver
facV  and smoothed as follows: 

 w
aver
facw fmeritVfmerit ×+= )1(  (2020) 

 w
sm
w

sm
w fmeritfmeritfmerit ×+×= 1.09.0  (2021) 

Set wfmerit  to sm
wfmerit . 

If fmerit is less than 0.5, set mfmerit  to 1; Otherwise, set mfmerit to )2( fmerit− . Then smooth mfmerit  as follows: 

 m
sm
m

sm
m fmeritfmeritfmerit ×+×= 5.05.0  (2022) 

Set mfmerit  to  sm
mfmerit . 
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6) If the sum of the differences between every two adjacent pitch values diff
PSum  is less than 10 and the spectrum tilt 

factor of current subframe )(iTil  is less than zero, reset )(iTil  to 0.2. Then, if )(iTil  is greater than 0.2, reset )(iTil  to 

0.8; Otherwise, reset )(iTil  to ))(-1( iTil . Finally, modify )(iTil  as follows: 

 mfmeritNgiTiliTil *)007.0)30()(()( min ×++=  (2023) 

6.8.3.2.8 Estimation of sub-frame gains based on LP spectral envelopes 

The signal in low-band (0-64000 Hz) is generated based on a source-filter model, where the filter is given by  the 

synthesis filter ( )zÂ/1 . Similarly, as shown in subclause 6.8.3.3, the signal in high-band (above 6400 Hz) is generated 

based on a source-filter model; the filter in high-band is an linear predictive (LP) filter ( ) ( )HBHB zAzA γ/ˆ=  derived 

from the LP filter in low-band. 

Since the low and high-band are combined in the final synthesis, a preliminary equalization step is performed to match 

the levels of the two LP filters at a given frequency. At 6400 Hz the shape of ( )zÂ/1  is already too decreasing, 

therefore a frequency of 6000 Hz has been chosen for this equalization frequency point. 

In each sub-frame, the frequency response of the LP filter ( )zÂ  in the low-band and the LP filter ( ) ( )HBHB zAzA γ/ˆ=   

in the high-band are computed at the frequency of 6000 Hz: 

 

∑
=

−

==
M

i

ji
i

j

ea
eA

R

0

ˆ

1

)(ˆ
1

θ
θ

,

12800

6000
2πθ =  (2024) 

and 

 

∑
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−

==
M

i

jii
HBi

HB
j

ea
eA

P

0

'
'

ˆ

1

)/(ˆ
1

θ
θ

γ
γ

, 

16000

6000
2' πθ =  (2025) 

where HBγ =0.9 at 6.6 kbit/s and 0.6 at other modes (from 8.85 to 23.85 kbit/s) 

These values are computed efficiently using the following pseudo-code: 

    px = py = 0 
    rx = ry = 0 
    for i=0 to 16 
        px = px + Ap[i]*exp_tab_p[i] 
        py = py + Ap[i]*exp_tab_p[33-i] 
        rx = rx + Aq[i]*exp_tab_q[i] 
        ry = ry + Aq[i]*exp_tab_q[33-i] 
    end for 
    P = 1/sqrt(px*px+py*py) 
    R = 1/sqrt(rx*rx+ry*ry) 

where Aq[i]= iâ  are the coefficients of (z)Â , Ap[i]= i
i

HB âγ are the coefficients of )(z/ˆ
HBA γ , sqrt() corresponds to the 

square root operation and the tables exp_tab_p and  exp_tab_q  of size 34 contain the real and imaginary parts of 
complex exponentials at 6000 Hz: 

 exp_tab_p[i] = 

⎪
⎪
⎩

⎪⎪
⎨

⎧

=⎟
⎠

⎞
⎜
⎝

⎛ −−

=⎟
⎠

⎞
⎜
⎝

⎛

33,,17)33(
12800
6000

2sin

16,,0
12800

6000
2cos

L

L

ii

ii

π

π
 (2026) 

and 
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 exp_tab_q[i] = 

⎪
⎪
⎩

⎪⎪
⎨

⎧

=⎟
⎠

⎞
⎜
⎝

⎛ −−

=⎟
⎠

⎞
⎜
⎝

⎛

33,,17)33(
16000
6000

2sin

16,,0
16000

6000
2cos

L

L

ii

ii

π

π
 (2027) 

The ratio PR /  provides an estimated gain to be used in each sub-frame to align at the given frequency point (6000 Hz) 

the level of LP spectral envelopes in two different bands. This value is further refined to optimize overall quality. 

To avoid over-estimating the sub-frame gain in high-band which could result in too high enrgy in the high hand, an 

additional LP filter of lower order is also computed based on the lower-band LP filter. An LP filter of order 2 is derived 

by truncating the filter (z)Â  decoded in low band to an order of 2 (instead of an order of 16). The stability of this 

truncated filter is ensured by the following steps: 

• The filter is initialized as: ii aa ˆ'ˆ = , i=1, 2 

• Reflection coefficients are computed: )'ˆ1/('ˆ 211 aak += , 'ˆ22 ak =  

• Filter stability and control of resonance is forced by applying the following conditions: 

 
⎩
⎨
⎧

<−
>

←
0),6.0max(

0),6.0min(

22

22
2 kk

kk
k  (2028) 

 
⎩
⎨
⎧

<−
>

←
0),99.0max(

0),99.0min(

12

12
1 kk

kk
k  (2029) 

• The coefficients of the LP filter of order 2 are then given by: 121 )1('ˆ kka += , 2 2ˆ 'a k=  

The frequency response of the resulting LP filter of order 2 is computed as follows: 

 

∑
=

−

=
2

0

'ˆ

1

k

jk
k ea

Q

θ

,

12800

6000
2πθ =  (2030) 

which can be computed efficiently using a similar pseudo-code with tables exp_tab_p and  exp_tab_q  It was found that, 

for some signals, using the value Q  instead of the value R  takes better into account the influence of spectral tilt in the 

actual signal spectrum and therefore avoids the influence of spectral peaks or valleys near the reference frequency point 

(6000 Hz) which could bias the value R . 

The optimized gain to shape the excitation in high-band is then estimated based on R , P , Q . 

Before the gain is estimated, an unvoiced flag is determined first so that the gain estimation will be different for unoiced 

speech and voiced speech. An unvoicing parameter is defined as, 

 )1,15.1/)(()1())(01(5.0__ −⋅−⋅−= iTilMINPiTilP voicingtmpunvoicingc  (2031) 

wherein  voicingP  is a smoothed voicing parameter of  aver
facV .  The unvoicing parameter is first smoothed by 
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 tmpunvoicingcunvoicingcunvoicingc PPP ____ 5.05.0 +=  (2032) 

Then, it is further smoothed by, 

 

}

01.099.0

{

}

1.09.0

{)(

_____

_____

___

unvoicingcsmunvoicingcsmunvoicingc

unvoicingcsmunvoicingcsmunvoicingc

unvoicingcsmunvoicingc

PPP

else

PPP

PPif

+=

+=

>

 (2033) 

A relative difference parameter is now defined as 

 smunvoicingcunvoicingcdiffunvoicingc PPP _____ −=  (2034) 

An initial unvoiced flag is decided by the following procedure, 

 

}

)._(_

{

}

;_

{)05.0(

}

;_

{)1.0(

__

__

keptisflagUnvoicedpreviouschangednotisflagUnvoiced

else

FALSEflagUnvoiced

Pifelse

TRUEflagUnvoiced

Pif

diffunvoicingc

diffunvoicingc

=

<

=

>

 (2035) 

 

A final unvoiced flag is limited to 

 ND   (R>P)d_flag   A = Unvoiceiced_flag Final_Unvo  (2036) 

The gain computed is performed according to the voicing of the signal: 

If the sub-frame is classified as unvoiced 

 ( )( )( )PPRigsf /,Q','minmax,5min)( =  (2037) 

where the smoothed value )(mR in the current sub-frame of index m  is computed as 

 
⎪⎩

⎪
⎨
⎧ >+=

−−

otherwiseR

RRRR
R

ii
i

)1()1(
)( 5.05.0  (2038) 

and 

 ( )( ))( - 1.6).( 1,min.' )( iViTilRR fac
i=  (2039) 

and 

 ( )( )))( - 1.6).( 1,max.' iViTilQQ fac=  (2040) 

Otherwise, if the sub-frame is not classified as unvoiced: 
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 ( )( )Plevlevigsf /,min,5min)( 21=  (2041) 

where the smoothed value )(iR in the current sub-frame of index i  is computed as 

 ( ) )1()( 1 −+−= ii RRR αα  (2042) 

with 21 R−=α  if 1<R  and 1)1( <−mR , 0=α  otherwise, and 

 ( )( ))( - 1.6).( 1,max.' iViTilQQ fac=  (2043) 

and where 

 ( )( ))( - 1.6).( 1,min.1 iViTilQlev fac=  (2044) 

and 

 ( ) ( )( ))( - 1.6.1-)( + 1.,,min )(
2 iViTilQPRlev fac

i=  (2045) 

 

6.8.3.2 Generation of high-band excitation 

6.8.3.2.1 DCT 

The current frame of decoded excitation from the low-band,  ( )nu , 255,,0L=n , sampled at 12.8 kHz, is transformed 

in DCT domain as described in sub-clause 5.2.3.5.3.1, to obtain the spectrum, ( )kU , 255,,0L=k . 

6.8.3.2.2 High band generation 

6.8.3.2.2.1 Adaptive start frequency bin prediction 

The start frequency bin of predicting the high band excitation from the low band excitation startk  is adaptively 

determined by the line spectrum frequency (LSF) parameters. The LSF parameters are decoded from the bitstream of 
low frequency band. Based on the decoded LSF parameters of the low band signal, the differences between every two 
adjacent LSF parameters are calculated and the minimum difference is searched since the minimum difference 
corresponds to an energy peak of the low band spectral envelope. The start frequency bin startk  is determined by the 

position of the minimum difference, where the low band excitation is decoded from the bitstream of the low band as 
described in subclause 6.8.1.1. 

In order to mitigate switching the start frequency bin frequently in CLASVOICE _  or CLASAUDIO _ , the voicing flag 

voiceF will be determined according to the average voice factor aver
facV and the FEC class of current frame FECclass : 

 
( )

⎪⎩

⎪
⎨
⎧ =≥>>

=
otherwise

CLASAUDIOclassORclassANDVORVif
F FEC

aver
fac

aver
fac

voice
0

_33.04.01
 (2046) 

The voicing flag voiceF is further refined to 0 if CLASVOICEclassANDV FEC
aver
fac _2.0 << . 

Initially the start frequency bin startk  is 160. If the bitrate is not less than 23050, the start frequency bin 160=startk ; 

Otherwise, the start frequency bin startk  is adaptively searched as follows: 

1) Calculate the LSF differences between every two adjacent LSF parameters: 

 1,,2,1          ),1()()( −=−−= MkkLSFkLSFkdLSF L  (2047) 

where M  is the order of the LP filter and 16=M . 
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2) Determine the range of search the minimum LSF difference in )(kdLSF  : 

Initialize the range to [ ] 22,2,2 −= MMM , if voicing flag 1=voiceF , reset 2M : 

 
⎪
⎩

⎪
⎨

⎧

≤−
≤−

≤−
=

15850,4

12650,6

8850,8

2

bitrateifelseM

bitrateifelseM

bitrateifM

M  (2048) 

3) Search the minimum value minV of the adjusted LSF difference )(kVcri in the range )2,2[ M , )(kVcri  is calculated 

as follows: 

 SkWkLSFkdkV LSFcri ∈−=              ),001.0,*)(1max(*)()(  (2049) 

and ( ))(min
)2,2[

min kVV cri
Mk∈

= , the position mink of the minimum value minV is 

 ( ))(argmin
)2,2[

min kVk cri
Mk∈

=  (2050) 

where W is adjust factor of LSF parameters based on the core bitrate and the FEC class of current frame: 
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 (2051) 

4) The start frequency bin of of predicting the high band excitation from the low band excitation is calculated: 

 ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎥
⎦

⎥
⎢
⎣

⎢ −⋅−+⋅= 160,40,40
1000

40))1()((5.0
maxmin minmin kLSFkLSF

kstart  (2052) 

5) In order to decrease the distortion of the spectrum of the high band, the start frequency bin of the current 

frame startk  is reset with the start frequency bin of the previous frame ]1[−
startk when the below conditions is satisfied: 

– If one of the conditions voicevoice FF ≠− ]1[ , ]1[
minmin0 −<= VVANDFvoice , or 647.0 ]1[

min
]1[

minmin >⋅< −− VANDVV  is 

satisfied, minV  of current frame is preserved for the next frame, and 

 1120, ]1[]1[]1[ ==<−= −−−
voicevoicestartstartstartstart FANDFANDkkifkk  (2053) 

– Otherwise, the start frequency bin of bandwidth extension is set to ]1[−
startk , and the minV of current frame is 

preserved for the next frame if 1]1[
minmin =< −

voiceFANDVV . 

The start frequency bin of predicting the high band excitation from the low band excitation is further refined if the FEC 
class of current frame is CLASAUDIO _ : 

 )120,min( startstart kk =  (2054) 

If startk  is not an even number, startk  is decremented by one. 

Then, obtain the high band excitation by choosing low band excitation with a given length of the bandwidth according 
to the start frequency bin startk . 

6.8.3.2.2.2 Extension of excitation spectrum 

The DCT spectrum covering the 0-6400 Hz band is extended to the 0-8000 Hz band as follows: 
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⎪
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319,,240)240(

239,,200)(

199,,00

)(1

L

L

L

kkkU

kkU

k

kU

start

HB  (2055) 

where startk is the adaptive start band as computed according to subclause 6.8.3.2.2.1. The 5000-6000 Hz band in 

)(1 kU HB  is copied from )(kU   in the same band, this allows keeping the original spectrum in this band to avoid 

introducing distortions when the high-band is added to the decoded low-band signal. The 6000-8000 Hz band in 
)(1 kU HB  is copied from )(kU e.g. in the 4000-6000 Hz band when startk =160. 

6.8.3.2.3 Extraction of tonal and ambiance components 

Tonal and ambiance components are extracted in the 6000-8000 Hz. This extraction is implemented according to the 
following steps: 

• Computation of total energy HBener  in the extended low-band signal: 

 ∑
=

+=
319

240

2
1 )(

k

HBHB kUener ε  (2056) 

where ε =0.1. 

 

• Computation of the ambiance component (in absolute value) corresponding to the average (bin-by-bin) level of 

the spectrum )(ilev  and computation of the energy tonalener  of dominant tonal components in high frequency: 

The average level is given by the following equation: 

 ∑
=

+
+−

=
)(

)(

1 )240(
1)()(

1
)(

ifn

ifbj

HB jU
ifbifn

ilev , 1...0 −= Li  (2057) 

where L = 80. This level gives an average level in absolute value and represents a sort of spectral envelope. Note that 

the index 1...0 −= Li  corresponds to indices 240+j  from 240 to 319, i.e. the 6000-8000 Hz band. In 

general, 7)( −= iifb  and 7)( += iifn , however for the first and last 7 indices ( 6,,0L=i  et 1L,,7 −−= LLi ) the 

following values are used: 

0)( =ifb  and 7)( += iifn  for 6,,0L=i  

7)( −= iifb  and 1)( −= Lifn  for 1L,,7 −−= LLi  

• Detection and computation of the residual signal which defines tonal components: 

 )()240()y( 1 ileviUi HB −+= , 0... 1i L= −  (2058) 

Tonal components are detected using the criterion )y(i >0.  

• Computation of the energy tonalener  of dominant tonal components in high frequency: 

The energy of tonal components is computed as follows: 
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>=

=
0|)y(|7...0

2)(
ii

tonal iyener , 1...0 −= Li  (2059) 

 

6.8.3.2.4 Recombination 

The extracted tonal and ambiance components are re-mixed adaptively. The combined signal is obtained using absolute 
values as: 
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where the factor controlling the ambiance 

 
tonalHB

tonalHB

enerener

enerener

β
β

−
−

=Γ  (2061) 

and β  is a multiplicative factor given by:. 

 mfmerit−=1β  (2062) 

Tonal components, that were detected using the criterion 0)( >iy , are reduced by a factor Γ and the average level is 

amplified by Γ/1 . 

Signs from )(1 kU HB are then applied as follows: 

 ( ) )('.)240(sgn)('y' 1 iyiUi HB += , 1...0 −= Li  (2063) 

where 

 ( )
⎩
⎨
⎧

<−
≥

=
01

01
sgn

x

x
x  (2064) 

The combined high-band signal )(2 kU HB  is then obtained by adjusting the energy as follows: 

 )240(''.)(2 −= kyfackUHB , 319,,240 L=k  (2065) 

where  the adjustment factor is given by: 

 

∑
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=

=
1

0

)(''
L

i

HB

iy

ener
fac γ  (2066) 

The factor γ  is used to avoid over-estimation of energy and is given by: 

 ( )( )αγ 0.95-1.05 1,min 0.3,max=  (2067) 

and 

 ( )art_band0.00625.st - 1.1.wfmerit=α  (2068) 
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6.8.3.2.5 Filtering  in DCT domain 

The excitation is de-emphasized as follows: 

 
⎪
⎩

⎪
⎨

⎧

=
=−
=

=
319,,256)()55(

255,,200)()200(

199,,00

)('

2

22

L

L

L

kkUG

kkUkG

k

kU

HBdeemph

HBdeemphHB  (2069) 

where )(kGdeemph is the frequency responses of the filter ( )168.01/1 −− z   over a limited frequency range. Taking inot 

account the (odd) frequencies of the DCT, )(kGdeemph  is given by: 
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, 255,,0L=k  (2070) 

where 

 
256

2

1
80256 ++−

=
k

kθ , 255,,0L=k  (2071) 

The de-emphasis is applied in two steps, for 255,,200L=k  where the response of ( )168.01/1 −− z   is applied in the 

5000-6400 Hz band, and for 319,,256L=k  corresponding to the 6400-8000 Hz band. This de-emphasis is used to 

bring the signal in a domain consistent with the low-band signal (in the 0-6.4 band), which is useful for the subsequent 

energy estimation and adjustment. 

Then, the high-band is bandpass filtered in DCT domain, by splitting fixed high-pass filtering and adaptive low-pass 

filtering. The partial response of the low-pass filter in DCT domain is computed as follows: 

 
1
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k
kG , 255,,0L=k  (2072) 

where lpN =60 at 6.6 kbit/s, 40 at 8.85 kbit/s, and 20 for modes >8.85 bit/s. Then, the band-pass filter is applied in the 

following form: 
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The definition of the factor )(kGhp , 55,,0L=k  is given in table 174. It defines a low-pass filter with variable cut-off 

frequency, depending on the mode in the current frame. 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

619

Table 174: High-pass filter in DCT domain 

k  
)(kGhp  k  

)(kGhp  k  
)(kGhp  k  

)(kGhp  

0 0.001622428 14 0.114057967 28 0.403990611 42 0.776551214 
1 0.004717458 15 0.128865425 29 0.430149896 43 0.800503267 
2 0.008410494 16 0.144662643 30 0.456722014 44 0.823611104 
3 0.012747280 17 0.161445005 31 0.483628433 45 0.845788355 
4 0.017772424 18 0.179202219 32 0.510787115 46 0.866951597 
5 0.023528982 19 0.197918220 33 0.538112915 47 0.887020781 
6 0.030058032 20 0.217571104 34 0.565518011 48 0.905919644 
7 0.037398264 21 0.238133114 35 0.592912340 49 0.923576092 
8 0.045585564 22 0.259570657 36 0.620204057 50 0.939922577 
9 0.054652620 23 0.281844373 37 0.647300005 51 0.954896429 

10 0.064628539 24 0.304909235 38 0.674106188 52 0.968440179 
11 0.075538482 25 0.328714699 39 0.700528260 53 0.980501849 
12 0.087403328 26 0.353204886 40 0.726472003 54 0.991035206 
13 0.100239356 27 0.378318805 41 0.751843820 55 1.000000000 

 

6.8.3.2.6 Inverse DCT 

The current frame of extended excitation in high-band,  )(3 kU HB , 320,,0L=k , sampled at 16 kHz, is transformed in 

time domain as described in subclause 5.2.3.5.13, to obtain the signal ( )nuHB , 320,,0L=n . 

6.8.3.2.7 Gain computation and scaling of excitation 

6.8.3.2.7.1 6.6, 8.85, 12.65, 14.25, 15.85, 18.25, 19.85 or 23.05 kbit/s modes  

The signal ( )nuHB , 320,,0L=n  is scaled by sub-frame of 5 ms as follows: 

 )()()(' 1 nuignu HBHBHB = , 1)1(80,,80 −+= iin L  (2074) 

where m =0,1,2,3 is the sub-frame index and 
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 (2076) 

and ε = 0.01. The sub-frame gain )(1 mgHB  can be further written as: 
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which shows that this gain is used to have in )(' nuHB  the same ratio of sub-frame vs frame energy than in the low-band 

signal )(nu . 

6.8.3.2.7.2 23.85 kbit/s mode  

In the 23.85 kbit/s mode, a high-frequency (HF) gain is transmitted at a bit rate of 0.8 kbit/s (4 bits per 5 ms sub-frame). 
This information is transmitted only at 23.85 kbit/s and it used in EVS AMR-WB IO to improve quality by adjusting the 
excitation gain. 

To be able to use the HF gain information, the excitation has to be converted to a signal domain similar to AMR-WB 
high-band coding. To do so the energy of the excitation is adjusted in each subframe as follows: 

 )(')()( 21 nuignu HBHBHB = , 1)1(80,,80 −+= imn L  (2078) 

where the sub-frame gain )(2 igHB  is computed as: 
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The factor 5 in the the denominator is used to compensate the difference in bandwith between the signal )(nu  and the 

signal )(' nuHB , noting that in AMR-WB the HF excitation is a white noise in the 0-8000 Hz band. 

The 4-bit index in each sub-frame, )(indexHF_gain m , transmitted at 23.85 kbit/s is demultiplexed from the bitstream 

and decoded as follows: 

 ))(x_gain(inde.2)( HF_gain iHPigHBcorr =  (2080) 

where _gain(.)HP  is the codebook used for HG gain quantization in AMR-WB, as defined in table 175. 

Table 175: AMR-WB gain codebook for high band 

j  )_gain( jHP  j  )_gain( jHP  

0 0.110595703125000 8 0.342102050781250 
1 0.142608642578125 9 0.372497558593750 
2 0.170806884765625 10 0.408660888671875 
3 0.197723388671875 11 0.453002929687500 
4 0.226593017578125 12 0.511779785156250 
5 0.255676269531250 13 0.599822998046875f 
6 0.284545898437500 14 0.741241455078125 
7 0.313232421875000 15 0.998779296875000 
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Then, the signal )(1 nuHB  is scaled according to this decoded HF gain as follows: 

 )()()( 12 nuignu HBHBcorrHB = , 1)1(80,,80 −+= iin L  (2081) 

The energy of the excitation is further adjusted by sub-frame under the following conditions. A factor )(mfac  is 

computed: 
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Here the term 0.6 corresponds to the average magnitude ratio between the frequency response of the de-emphasis filter 

( )168.01/1 −− z  in the 5000-6400 Hz band. Therefore, the term 
( )∑ =

79

0

2)(')(6.0
n HBsf nuig represents the energy of the 

high-band excitation that would be obtained at 23.05 kbit/s. 

Based on the tilt information of the low-band signal, the excitation  is then computed for 1)1(80,,80 −+= iin L  as 

follows: 

If )(ifac >1 or )(0 iTil <0: 

 )()('' 2 nunu HBHB =  (2083) 

Otherwise: 

 ( )( )( )( ) )(.)(,(m)V- 1.6.Til0(i)-11,minmax)('' 2fac nuifacnu HBHB =  (2084) 

6.8.3.3 LP filter for the high frequency band 

Predict the high-band LP synthesis filter ( )zAHB  using the weighted low-band LP synthesis filter 

 ( ) ( )HBHB zAzA γ/ˆ=  (2085) 

where ( )zÂ   is the interpolated LP synthesis filter in each 5-ms sub-frame and HBγ =0.9 at 6.6 kbit/s and 0.6 at other 

modes (from 8.85 to 23.85 kbit/s). ( )zÂ  has been computed analysing signal with the sampling rate of 12.8 kHz but it is 

now used for a 16 kHz signal. 

6.8.3.4 High band synthesis 

The excitation in high-band is filtered by ( )zAHB/1  to obtain the decoded high-band signal, which is added to 

synthesized low band signal to produce the synthesized output signal. 

6.8.4 CNG decoding 

The CNG decoding in AMR-WB-interoperable mode is described by referring to subclause 6.7.2. The CNG parameter 
updates in active and inactive periods is the same as described in subclasue 6.7.2.1.1. The DTX-hangover based 
parameter analysis is the same as described in subclause 6.7.2.1.2. The quantized logarithmic excitation energy is found 
from the SID frame using Δ = 2.625 and converted to linear domain using the procedure described in subclause 

5.6.2.1.5. The quantized energy Ê  is used to obtain the smoothed quantized excitation energy CNE  used for CNG 

synthesis in the same way as described in subclause 5.6.2.1.6. The quantized ISF vector is found in the same way as 

described in subclause 5.7.12. The smoothed LP synthesis filter, )(ˆ ZA , is then obtained in the same way as described in 

subclause 5.6.2.1.4 with the only difference that the ISP vector is used instead of the LSP vector. The CNG excitation 
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signal, Lnne ,...,0),( = , where L  is the frame length, is generated in the same way the random excitation 

signal Lnner ,...,0),( =  is generated as described in subclause 6.7.2.1.5. The comfort noise is synthesized by filtering 

the excitation signal, )(ne , through the smoothed LP synthesis filter, )(ˆ ZA . 

6.9 Common post-processing 

6.9.1 Comfort noise addition 

In this clause, we describe a post-processing technique for enhancing the quality of noisy speech coded and transmitted 
at bit-rates up to 13.2 kbps. At such low bit-rates, the coding of noisy speech, i.e. speech recorded with background 
noise, is usually not as efficient as the coding of clean speech. The decoded synthesis is usually prone to artifacts as the 
two different kinds of sources - the noise and the speech - cannot be efficiently coded by a coding scheme relying on a 
single-source model. 

The comfort noise addition (CNA) consists in modelling and synthesizing the background noise at the decoder side, 
requiring thereby no side-information. It is achieved by estimating the level and spectral shape of the background noise 
at the decoder side, and by generating artificially a comfort noise in the frequency domain. In principle, the noise 
estimation and generation in CNA is therefore similar to the FD-CNG presented in clause 6.7.3. However, a noticeable 
difference is that FD-CNG is applied in DTX operations only, whereas CNA can be used in any case when coding noisy 
speech at bit-rates up to 13.2 kbps. The generated noise is added to the decoded audio signal and allows masking coding 
artifacts. 

6.9.1.1 Noisy speech detection 

The CNA should be triggered in noisy speech scenarios only, i.e., not in clean speech or clean music situations. To this 
end, a noisy speech detector is used in the decoder. It consists in estimating the long-term SNR by separately adapting 
long-term estimates of either the noise or the speech/music energies, depending on a VAD decision VADf . 

The VAD decision is deduced directly from the information decoded from the bitstream. It is 0 if the current frame is a 
SID frame, a zero frame, or an IC (Inactive Coding mode, see clause 5.1.13) frame. It is 1 otherwise. 

The long-term noise estimate NSDN  and long-term speech/music estimate NSDS are initialized with -20 dB and +25 dB, 

respectively. When 0VAD =f , the long-term noise energy is updated on a frame-by-frame basis as follows: 

 ( )
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ijijiNNN , (2086) 

where )([shaping]
CNGFD iN − refers to the noise energy spectrum estimated in the decoder to apply FD-CNG, shapingL is the 

number of spectral partitions, and 1)()( [shaping]
min

[shaping]
max +− ijij corresponds to the size of each partition (see 

clause 6.7.3.2.2). Otherwise, i.e. if 1VAD =f , the long-term speech/music energy is updated on a frame-by-frame basis 

as follows: 
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where celpL denotes the frame size in samples and )(celp ns is the output frame of the core decoder at the CELP sampling 

rate. Furthermore, the long-term noise estimate NSDN  is lower limited by 45NSD −S for each frame. 

The flag for noisy speech detection is set to 1 if the SNR is smaller than 28dB, i.e. 

 
⎩
⎨
⎧ <−

=
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28if1 NSDNSD
NSD

NS
f . (2088) 
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6.9.1.2 Noise estimation for CNA 

To be able to produce an artificial noise resembling the actual input background noise in terms of spectro-temporal 
characteristics, the CNA needs an estimate of the noise spectrum in each FFT bin. 

6.9.1.2.1 CNA noise estimation in DTX-on mode when FD-CNG is triggered 

In DTX-on mode and provided that FD-CNG is triggered, the FD-CNG noise levels 

1)1(,...,0),( [FFT]
SID

[SID]
max

[CNG]
CNGFD −−=− LjjjN  can be directly used. As described in clause 6.7.3, they are obtained by 

capturing the fine spectral structure of the background noise present during active phases, while updating only the 
spectral envelop of the noise during inactive parts with the help of the SID information. 

6.9.1.2.2 CNA noise estimation in DTX-on mode when LP-CNG is triggered 

To enable tracking of the noise spectrum when LP-CNG is triggered in DTX-on mode, the FD-CNG noise estimation 
algorithm (see clause 6.7.3.2.2) is applied at the output of the LP-CNG during inactive frames, yielding noise estimates 

)([shaping]
CNGFD iN −  in each spectral partition 1,...,0 shaping−= Li . Following the technique described in clause 6.7.3.2.3.1., the 

parameters )([shaping]
CNGFD iN −  are then interpolated to yield the full-resolution FFT power spectrum )(FR][shaping,

CNGFD jN − , which 

overwrites the current FD-CNG levels, i.e. )()( FR][shaping,
CNGFD

[CNG]
CNGFD jNjN −− = . 

6.9.1.2.3 CNA noise estimation in DTX-off mode 

In DTX-off mode, the noise estimates )([shaping]
CNGFD iN − are obtained by applying the FD-CNG noise estimation algorithm 

at the output of the core decoder when 0VAD =f only, i.e. during speech pauses. As in the previous clause, the 

interpolation techniques described in clause 6.7.3.2.3.1 is then used to obtain a full-resolution FFT power 

spectrum )(FR][shaping,
CNGFD jN − , which overwrites the current FD-CNG levels, i.e. )()( FR][shaping,

CNGFD
[CNG]

CNGFD jNjN −− = . 

6.9.1.3 Noise generation in the FFT domain and addition in the time domain 

In CNA and when the current frame is not a MDCT-based TCX frame, a random noise is generated in the FFT domain, 
separately for the real and imaginary parts. This is the same approach as in the FD-CNG (see clause 6.7.3.3.2). The 
noise is then added to the decoder output after performing an inverse FFT transform of the random noise using the 
overlap-add method. 

The level of added comfort noise should be limited to preserve intelligibility and quality. The comfort noise is hence 
scaled to reach a pre-determined target noise level. Typically, the decoded audio signal exhibits a higher SNR than the 
original input signal, especially at low bit-rates where the coding artifacts are the most severe. This attenuation of the 
noise level in speech coding is coming from the source model paradigm which expects to have speech as input. 
Otherwise, the source model coding is not entirely appropriate and won’t be able to reproduce the whole energy of no-
speech components. Hence, the amount of additional comfort noise is adjusted to roughly compensate for the noise 
attenuation inherently introduced by the coding process. The assumed amount of noise attenuation CNAg  is chosen 

depending on the bandwidth and the bit-rate, as shown in the tables below. 

Table 176: Assumed noise attenuation level for EVS primary modes 

Bandwidth NB WB SWB 

Bit-rates 
[kbps] 8<  8 9.6 13.2 8<  8 9.6 13.2 6.9≤  13.2 

CNAg  
[dB] 

-3.5 -3 -2.5 -2 -3 -2.5 -1.5 -2.5 -2 -1 
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Table 177: Assumed noise attenuation level for EVS primary modes for AMR-WB IO modes 

Bandwidth AMR-WB IO 

Bit-rates 
[kbps] 6.60 8.85 

CNAg [dB] -4 -3 

 

The energy )(CNA jN of the random noise is adjusted for each FFT bin j as 

 ( ) )(110)( [CNG]
CNGFD

10
NSDCNA

CNA jNjN g
−

− ⋅−⋅= l , (2089) 

where 

 NSDNSDNSD 01.099.0 f+= ll  (2090) 

can be interpreted as the likelihood of being in a noisy speech situation. It is used as a soft decision to reject clean 
speech or music situations where the noisy speech detection flag NSDf becomes zero (see clause 6.9.1.1). 

6.9.1.4 Noise generation and addition in the MDCT domain 

If the current frame is an MDCT based TCX frame, the comfort noise addition is performed directly in the MDCT 
domain. The random noise adjustment for each MDCT bin j is derived from the FFT-based comfort noise adjustment: 

 160)()(, ⋅= jNjN CNAMDCTCNA . (2091) 

The adjusted random noise is subsequently added to the MDCT bins as last steps before doing the inverse 
transformation to time-domain: 

 )()()( , jNjXjX MDCTCNA+= . (2092) 

6.9.2 Long term prediction processing 

For the TCX coding mode and bitrates up to 48kbps, LTP post filtering is applied to the output signal, using the LTP 
parameters transmitted in the bitstream. 

6.9.2.1 Decoding LTP parameters 

If LTP is active, integer pitch lag LTPd , fractional pitch lag LTPf  and gain LTPg  are decoded from the transmitted 

indices lagLTPI ,  and gainLTPI , : 
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 ( )115625.0 , += gainLTPLTP Ig  (2094) 

If LTP is not active, LTP parameters are set as follows: 
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On encoder side the pitch lag is computed on the LTP sampling rate, therefore it has to be converted to the output 
sampling rate first: 
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For 48kbps bitrate the LTP gain is reduced as follows: 
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6.9.2.2 LTP post filtering 

For long-term prediction with fractional pitch lags polyphase FIR interpolation filters are used to interpolate between 
past synthesis samples. For each combination of LTP sampling rate and output sampling rate a different set of filter 
coefficients is used. The index filti  of the interpolation filter to use is determined according to the following table: 
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Table 178: LTP index filti  of the interpolation filter 

 12800=LTPsr  16000=LTPsr  25600=LTPsr  

8000=outsr  0 4 8 

16000=outsr  1 5 9 

32000=outsr  2 6 10 

48000=outsr  3 7 11 

 

The predicted signal preds  is computed by filtering the past synthesis signal with the selected FIR filter. The filtered 

range of the past synthesis signal is determined by the integer part of the pitch lag LTPd ′ . The polyphase index of the 

filter is determined by the fractional part of the pitch lag LTPf ′ . 

The filtered signal filts  is computed by low-pass filtering the current synthesis signal with polyphase index 0 of the 

selected interpolation filter, so that its frequency response matches the one of the predicted signal. 

Both preds  and filts  are multiplied with the LTP gain LTPg . The filtered signal is then subtracted from the synthesis 

signal , the predicted signal is added to it. 

 

If both LTP gain and pitch lag are the same as in the previous frame, the full frame can be processed the same way: 
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 (2097) 

However, if gain and/or pitch lag have changed compared to the previous frame, a 5ms transition is used to smooth the 
parameter change. If no delay compensation is needed, the transition starts at the beginning of the frame. If a delay of 

LTPD  needs to be compensated, the transition starts at offset LTPD  from the beginning of the frame. In that case the 

signal part before the transition is processed using the LTP parameters of the previous frame: 
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(2098) 

If the LTP gain of the previous frame is zero (i.e. LTP was inactive in the previous frame), a linear fade-in is used for 
the gain in the transition region: 

 ( ) ( ) ( ) ( ) ( )( ) 1
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4 −+=−−+= out
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Dn
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If the LTP gain of the current frame is zero (LTP is inactive, but was active in the previous frame), a linear fade-out is 
used for the gain in the transition region, using the LTP parameters of the previous frame: 
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If LTP is active in previous and current frame and LTP parameters have changed, a zero input response z  is used to 
smooth the transition. 

The LPC coefficients for zero input LP filtering are computed from the past 20ms LTP output before the beginning of 
the transition, using autocorrelation and Levinson-Durbin algorithm as described in 5.1.9. 
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The zero input response is then computed by LP synthesis filtering with zero input, and applying a linear fade-out to the 
second half of the transition region: 
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Finally the output signal in the transition region is computed by LTP filtering using the current frame parameters and 
subtracting the zero input response: 
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6.9.3 Complex low delay filter bank synthesis 

The analysis stage of the CLDFB is described in sub-clause 5.1.2.1. The synthesis stage transforms the time-frequency 

matrix of the complex coefficients ),( ktX CR  and ),( ktX CI to the time domain. The combination of analysis and 

synthesis is used for sample rate conversions. Also adaptive sample rate conversions are handled by the CLDFB, 
including sample rate changes in the signal flow. 

The sample rate of the reconstructed output signal )(nsCrec  depends on the number of bands CsL  used for the 

synthesis stage, i.e. HzLsr CsCs 800⋅= . In case, CaCs LL > (number of bands in analysis stage), the coefficients CaL>  

are initialized to zero before synthesizing. 

For the synthesis operation, a demodulated vector )(nzt is computed for each time step t  of the sub-bands. 
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where 0n  is identical to the one defined for the analysis operation (see 5.1.2.1). The vector is then windowed by the 

filter bank prototype to prepare the overlap-add operation 
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 110..0)()()( −=⋅= Cstcwt Lnfornznwnz  (2105) 

Then the recent ten windowed vectors are combined in an overlap-add operation to reconstruct the signal from the 
CLDFB coefficients. 
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6.9.4 High pass filtering 

At the final stage, the signal is high pass filtered to generate the final output signal. The high pass operation is identical 
to the one used in the pre-processing of the EVS encoder as described in 5.1.1. 

7 Description of the transmitted parameter indices 

7.1 Bit allocation for the default option 
The allocation of the bits for various operating modes in the EVS encoder is shown for each bitrate in the following 
tables. Note that the most significant bit (MSB) of each codec parameter is always sent first. In the tables below, the 
abbreviation CT is used to denote the coder type and the abbreviation BW is used to denote the bandwidth. 
 

7.1.1 Bit allocation at VBR 5.9, 7.2 – 9.6 kbps 

The EVS codec encodes NB and WB content at 7.2 and 8.0 kbps with CELP core or HQ-MDCT core. No extension 
layer is used at these bitrates. The EVS codec encodes NB and WB content at 9.6 kbps with CELP core or TCX core. 
To encode WB signals at 9.6 kbps, the CELP core uses TBE extension layer and the TCX core uses IGF extension 
layer. Similarly to encode SWB signals at 9.6 kbps, the CELP core uses TBE extension layer and the TCX core uses 
IGF extension layer. 

VBR mode uses 4 different active frame types with different bit rates to achieve the average bit rate of 5.9 kbps. The 4 
different frame rates are 2.8 kbps PPP frame, 2.8 kbps NELP frame, and 7.2 kbps and 8 kbps CELP frames. The CT bits 
are allocated as 1 bit to differentiate active 2.8 kbps (PPP or NELP) frames from any other 2.8 kbps frames (such as 
SID frame with payload header) and the remaining 2 bits are used to represent NB PPP, WB PPP, NB NELP and WB 
NELP frames. 

Table 179: Bit allocation at 7.2 – 9.6 kbps and 2.8 kbps PPP/NELP 

Description 2.8 PPP 2.8 NELP 7.2 8.0 9.6 

core CELP CELP CELP 
HQ-MDCT 

CELP 
HQ-MDCT 

 
CELP TCX 

ext. layer NO NO NO NO SWB 
TBE 

WB 
TBE IGF 

Number of bits per frame 56 56 144 160 192 

BW   

4 
2 

CT 3 3 3 

core bits 53 53 140 156 171 181 
187 

WB/SWB ext. layer bits     16 6 

 
Note that the BW and CT parameters are combined together to form a single index at 7.2 and 8.0 kbps. This index 
conveys the information whether CELP core or HQ-MDCT core is used. At 9.6 kbps, the information about using the 
CELP core or the TCX core is encoded as a part of the CT parameter. 
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7.1.2 Bit allocation at 13.2 kbps 

The EVS codec encodes NB, WB and SWB content at 13.2 kbps with CELP core, HQ-MDCT core, or TCX core. For 
WB signals, the CELP core uses TBE or FD extension layer. For SWB signals, the CELP core uses TBE or FD 
extension layer, and the TCX core uses IGF extension layer. 

Table 180: Bit allocation at 13.2 kbps 

Description 13.2 

core CELP HQ-MDCT TCX CELP TCX 

ext. layer NO NO NO WB 
TBE 

WB 
FD 

SWB TBE 
SWB FD IGF 

Number of bits per frame 264 

BW, CT, RF 5 

TCX/HQ-MDCT core flag  1 1    1 

TCX CT   2    2 

TD/FD ext. layer flag    1 1 1  

core bits 259 258 256 238 252 227 
256 

WB/SWB ext. layer bits    20 6 31 

 

Note that the BW, CT, and RF parameters are combined together to form a single index. This index also conveys the 
information whether LP-based core or MDCT-based core (TCX or HQ-MDCT) is used. The decision between the HQ-
MDCT core and the TCX core is encoded with one extra bit called MDCT core flag. At this bitrate, the TCX coder type 
is encoded with 2 extra bits (TCX CT). 

7.1.3 Bit allocation at 16.4 and 24.4 kbps 

The EVS codec encodes NB, WB, SWB and FB content at 16.4 and 24.4 kbps with CELP core, HQ-MDCT core or 
TCX core. For SWB and FB signals, the CELP core uses TBE extension layer and the TCX core uses IGF extension 
layer. 
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Table 181: Bit allocation at 16.4 kbps 

Description 16.4 

core CELP TCX HQ-
MDCT CELP TCX CELP 

ext. layer NO NO NO SWB 
TBE IGF FB 

TBE 

Number of bits per frame 328 

BW 2 

Reserved flag 1 

CT 3 4 2 3 4 3 

core bits 322 321 323 286 
321 

287 

SWB ext. layer bits    33 31 

FB ext. layer bits      4 

Padding bits    3   

 

Table 182: Bit allocation at 24.4 kbps 

Description 24.4 

core CELP TCX HQ-
MDCT CELP TCX CELP 

ext. layer NO NO NO SWB 
TBE IGF FB TBE 

Number of bits per frame 488 

BW 2 

Reserved flag 1 

CELP/MDCT core flag 1 

TCX/HQ-MDCT core flag  1 1  1  

CELP->HQ core 
switching flag   1-2    

CT 2 2  2 2 2 

core bits 482 481 481-2 422 
481 

423 

SWB ext. layer bits    57 55 

FB ext. layer bits      4 

Padding bits    3   

 
The information about using the CELP core or the MDCT-based core (HQ-MDCT or TCX) is transmitted as a 1-bit 
CELP/MDCT core flag. In the case of MDCT-based core, the next bit decides whether HQ-MDCT core or TCX core is 
used. In the case of TCX, the remaining 2 bits are used to represent the TCX coder type (TCX CT). In the case of HQ-
MDCT core, the next one or two bits signal whether the previous frame was encoded with the CELP core or not. The 
second bit is used to signal its internal sampling rate (12.8 or 16 kHz) only when the previous frame was encoded with 
the CELP core. 

7.1.4 Bit allocation at 32 kbps 

The EVS codec encodes WB, SWB and FB content at 32 kbps with CELP core, HQ-MDCT core, or TCX core. For 
SWB and FB signals, the CELP core uses TBE or FD extension layer and the TCX core uses IGF extension layer. 
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Table 183: Bit allocation at 32 kbps 

Description 32 

core CELP HQ-
MDCT TCX CELP TCX CELP 

ext. layer NO NO NO SWB 
TBE/FD IGF FB 

TBE/FD 
Number of bits per 

frame 640 

CELP/MDCT core flag 1 

CELP->HQ core 
switching flag  1-2     

TCX/HQ-MDCT core 
flag  1 1  1  

BW 
4 

2 2 
4 

2 
4 

CT  2 2 

TBE/FD ext. layer flag    1   

core bits 634 632-3 632 602 633 576 

SWB ext. layer bits    55/31  55/31 

FB ext. layer bits      4 

 
The information about using the CELP core or the MDCT-based core (HQ-MDCT or TCX) is transmitted as a 1-bit 
CELP/MDCT core flag. If CELP core is selected, the BW and CT parameters are combined together to form a single 
index. In the case of MDCT-based core, the next bit decides whether HQ-MDCT core is used or the TCX core is used. 
In the case of TCX, the remaining 2 bits are used to represent the TCX coder type (TCX CT). In the case of HQ-MDCT 
core, the next one or two bits signal whether the previous frame was encoded with the CELP core or not. The second bit 
is used to signal its internal sampling rate (12.8 or 16 kHz) only when the previous frame was encoded with the CELP 
core. Finally, 1 bit is used to distinguish between TBE and FD extension layer in the case of CELP core. 

7.1.5 Bit allocation at 48, 64, 96 and 128 kbps 

The EVS codec encodes WB, SWB and FB content at 48 kbps with TCX core only. For SWB and FB signals, the TCX 
core uses IGF extension layer. At 64 kbps, the EVS codec encodes WB, SWB and FB content with CELP core or HQ-
MDCT core. For SWB and FB signals, the CELP core uses FD extension layer. 
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Table 184: Bit allocation at 48, 64, 96 and 128 kbps 

Description 48 64 96 128 

core TCX TCX CELP HQ-
MDCT CELP TCX TCX TCX TCX 

ext. layer NO IGF NO NO SWB FD 
FB FD NO IGF NO IGF 

Number of bits per 
frame 960 1280 1920 2560 

CELP/MDCT  
core flag  1   

CELP->HQ core 
switching flag   1-2    

TCX/HQ-MDCT core 
flag   1    

BW 2 
4 

2 
4 

2 2 

CT     

Reserved flag 1  1 1 

TCX CT 3  3 3 

core bits 954 
954 

1275 1274-5 954 1914 
1914 

2554 
2554 

ext. layer bits    326   

 

At 64 kbps, the information about using the CELP core or the HQ-MDCT core is transmitted as a 1-bit CELP/MDCT 
core flag. If CELP core is selected, the BW and CT parameters are combined together to form a single index. In the case 
of HQ-MDCT core, the next one or two bits signal whether the previous frame was encoded with the CELP core or not. 
The second bit is used to signal its internal sampling rate (12.8 or 16 kHz) only when the previous frame was encoded 
with the CELP core.  

7.2 Bit allocation for SID frames in the DTX operation 
The SID payload consists of 48 bits independent of the bandwidth, bit rate and mode. The EVS codec supports three 
types of SID frames, one for the FD-CNG and two for the LP-CNG scheme. 

Table 185: Bit allocation of FD-CNG SID frame 
 

Description FD-CNG 

Number of bits per frame 48 

CNG type flag 1 

Bandwidth indicator 2 

CELP sample rate 1 

Global gain 7 

Spectral band energy 37 

 

The CNG type flag determines the usage of FD-CNG or LP-CNG. The bandwidth indicator indicates NB, WB, SWB or 
FB. The CELP sample rate can be 12.8 kHz or 16 kHz. The remaining bits are used for the spectral envelope 
information. 
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Table 186: Bit allocation of LP-CNG SID frame 

Description WB SID SWB SID 

Number of bits per frame 48 48 

CNG type flag 1 1 

Bandwidth indicator 1 1 

Core sampling rate 
indicator 1 1 

Hangover frame counter 3 3 

LSF bits 29 29 

Low-band energy bits 7 7 

Low-band excitation 
spectral envelope bits 6 N/A 

High-band energy bits N/A 4 

Unused bits N/A 2 

 

The CNG type flag determines if the SID belongs to FD-CNG or LP-CNG. The bandwidth indicator indicates whether 
the SID is a WB or a SWB SID. The core sampling rate indicator indicates whether the core is running at 12.8 kHz or 
16 kHz sampling rate. The hangover frame counter indicates the number of hangover frames preceding the SID. The 
low-band excitation spectral envelope bits are only applicable to WB SID. The high-band energy bits are only 
applicable to SWB SID. 

7.3 Bit allocation for the AMR-WB-interoperable option 
The AMR-WB-interoperable option has the same bit allocation as AMR-WB. For more details see clause 7 of [9]. 

7.4 Bit Allocation for the Channel-Aware Mode 
The EVS codec encodes WB and SWB content at 13.2 kbps channel aware mode with CELP core or TCX core for the 
primary frame as well as the partial redundant frame (RF). For both WB and SWB signals, the CELP core uses TBE 
extension layer and the TCX core uses IGF extension layer. 

The [BW, CT, and RF] information is packed in 5 bits. When RF flag is set to zero, the channel aware mode at 13.2 
kbps will be a bit exact implementation of the EVS 13.2 kbps mode described in subclause 7.1.2. An ACELP partial RF 
information can be transmitted along with an ACELP or a TCX primary copy. Similarly, a TCX partial RF information 
can be transmitted along with an ACELP or a TCX primary copy. The RF frame offset information (i.e., offset = 2 or 3, 
or 5, or 7) at which the partial copy is transmitted with the primary frame is included in the bit stream. Similarly, the RF 
frame type with 3 bits that signals (RF_NO_DATA, RF_TCXFD, RF_TCXTD1, RF_TCXTD2, RF_ALLPRED, 
RF_NOPRED, RF_GENPRED, and RF_NELP) is included in the bit stream. Depending on the RF frame type, the 
distribution of number of bits used for primary copy and partial RF information varies. The last three bits in the bit 
stream contains the RF frame type information. The two bits before the RF frame type information contains the RF 
offset data. The signalling [BW, CT, and RF] is carried in the first 5 bits in the bit stream for ease of parsing by the 
JBM. 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

634

Table 187: Bit allocation at 13.2 kbps channel aware mode 

Description 13.2 channel aware 

core CELP TCX 

ext. layer WB TBE SWB TBE IGF 

Number of bits per frame 264 

BW, CT, RF 5 

core bits (primary) 183-248 171-236 
189-254 

WB/SWB ext. layer bits (primary) 6 18 

Core bits (partial RF) 0-60 0-60 
0-65 

WB/SWB ext. layer bits (partial RF) 0-5 0-5 

RF offset 2 

RF frame type 3 
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Annex A (normative): 
RTP Payload Format and SDP Parameters 
This Annex describes a generic RTP payload format and SDP parameters for the EVS codec. 

The byte order used in this document is the network byte order, i.e., the most significant byte first. The bit order is most 
significant bit first. This is presented in all figures as having the most significant bit left-most on a line and with the 
lowest number. 

A.1 RTP Header Usage 
The format of the RTP header is specified in RFC 3550 [30]. This payload format uses the fields of the header in a 
manner consistent with RFC 3550 [30]. 

The timestamp clock frequency for EVS codec is 16 kHz regardless of audio bandwidth. The duration of one speech 
frame-block is 20 ms for both EVS Primary and EVS AMR-WB IO. Thus, the timestamp is increased by 320 for each 
consecutive frame-block. 

The RTP header marker bit (M) shall be set to 1 if the first frame-block carried in the packet contains a speech frame 
which is the first in a talkspurt. For all other packets the marker bit shall be set to zero (M=0). 

A.2 RTP Payload Format 
The EVS RTP Payload Format includes a Compact format and a Header-Full format which are used depending on the 
required functionalities within a session and whether only a single frame is transmitted. These two formats can be 
switched during a session, but the RTP Payload Format can also be restricted to use only Header-Full format as 
described in Annex A.3 and TS 26.114 [13]. 

In addition to the EVS RTP Payload Format, RFC 4867 [15] format shall also be supported for the EVS AMR-WB IO 
modes to provide the backward interoperability with legacy AMR-WB terminals. 

A.2.1 EVS codec Compact Format 
In the Compact format, the RTP payload consists of exactly one coded frame for the EVS Primary modes and one 
coded frame and one 3-bit CMR field for the EVS AMR-WB IO modes.  The Compact format uses protected payload 
sizes that uniquely identify EVS codec modes (EVS Primary or EVS AMR-WB IO) and bitrates. The protected payload 
sizes are used for determining the bitrate of a received coded frame at a receiver. 

Table A.1 shows the protected payload sizes and the corresponding bitrates to be used for Compact RTP payload format. 
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Table A.1:  Protected payload sizes 

Mode Payload Size 
(bits) Bitrate (kbps) 

EVS Primary  48 2.4 (EVS Primary SID) 

Special case 
(see clause A.2.1.3) 56 2.8  

EVS AMR-WB IO 136 6.6 

EVS Primary 144 7.2 

EVS Primary 160 8 

EVS AMR-WB IO 184 8.85 

EVS Primary 192 9.6 

EVS AMR-WB IO 256 12.65 

EVS Primary 264 13.2 

EVS AMR-WB IO 288 14.25 

EVS AMR-WB IO 320 15.85 

EVS Primary 328 16.4 

EVS AMR-WB IO 368 18.25 

EVS AMR-WB IO 400 19.85 

EVS AMR-WB IO 464 23.05 

EVS AMR-WB IO 480 23.85 

EVS Primary 488 24.4 

EVS Primary 640 32 

EVS Primary 960 48 

EVS Primary 1280 64 

EVS Primary 1920 96 

EVS Primary 2560 128 
 

A.2.1.1 Compact format for EVS Primary mode 

In the Compact format for EVS Primary, the RTP payload consists of exactly one coded frame. Hence, the coded frame 
follows the RTP header without any additional EVS RTP payload header. 

The payload represents a speech frame of 20 ms encoded with the EVS codec bit-rate identified by the payload size.  
The bits are in the same order as produced by the EVS encoder, where the first bit is placed left-most immediately 
following the RTP header.  

A.2.1.2 Compact format for EVS AMR-WB IO mode (except SID) 

In the Compact format for EVS AMR-WB IO mode, except SID, the RTP payload consists of one 3-bit CMR field, one 
coded frame, and zero-padding bits if necessary. 

A.2.1.2.1 Representation of Codec Mode Request (CMR) in Compact format for EVS 
AMR-WB IO mode 

The 3-bit CMR field carries the codec mode request information to signal to a sender the requested AMR-WB [37] or 
EVS AMR-WB IO codec mode to be applied for encoding. The AMR-WB/EVS AMR-WB IO modes signalled by the 
3-bit CMR field are defined as shown in Table A.2. The CMR data in Compact format for EVS AMR-WB IO mode 
comprises a 3-bit element [c(0), c(1), c(2)] for signalling codec mode requests for the following EVS AMR-WB IO or 
AMR-WB codec modes. 
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Table A.2: 3-bit signalling element and EVS AMR-WB IO/AMR-WB CMR 

C(0)  C(1)  C(2) Requested Mode 

  0       0       0 6.6 

  0       0       1 8.85 

  0       1       0 12.65 

  0       1       1 15.85 

  1       0       0 18.25 

  1       0       1 23.05 

  1       1       0 23.85 

  1       1       1 none 
 
Due to the 3-bit limitation, there is not enough signalling space for all EVS AMR-WB IO codec modes. Consequently, 
CMRs in Compact format for EVS AMR-WB IO are limited to include the most frequently used set of EVS AMR-WB 
IO/AMR-WB modes as shown in Table A.2. CMRs for EVS AMR-WB IO/AMR-WB modes 14.25 and 19.85 are not 
supported in Compact format for EVS AMR-WB IO. In case a request needs to be transmitted for either of these modes 
it should be remapped to the next lower rate mode (12.65 and 18.25, respectively). Alternatively the Header-Full format 
may be used to transmit CMRs to 14.25 and 19.85 modes. 

In case of restrictions in the allowed codec modes to an Active Codec Set (ACS) defined in TS 26.103 [39] or codec 
mode set (e.g. Config-WB-Code=0 used in TS 26.114 [13]), the mode shall be remapped to the next lower rate mode in 
this ACS. Codec mode requests for EVS primary modes shall be made using the Header-Full format. 

A.2.1.2.2 Payload structure of Compact EVS AMR-WB IO mode frame 

In order to minimize the need for bit re-shuffling in media gateways in case of payload format conversion to or from 
AMR-WB bandwidth efficient format according to [15], the speech data bits are inserted after CMR, starting with bit 
d(1). Speech data bit d(0) is appended after the last speech data bit.  
 

 
 

Figure A.1. Payload structure of Compact EVS AMR-WB IO. 

The speech data payload represents a speech frame of 20 ms encoded with EVS AMR-WB IO bit-rate (mode) identified 
by the payload size.  The order and numbering notation of the bits are as specified for Interface Format 1 (IF1) in Annex 
B of [36] for AMR-WB. The bits of the speech frames are arranged in the order of decreasing sensitivity, giving a re-
ordered bit sequence {d(0),d(1),...,d(K-1)}.  

If a total of three CMR bits and coded frame bits is not a multiple of 8, zero-padding bits are added so that the total 
becomes a multiple of 8. One zero-padding bit is required for EVS AMR-WB IO mode rate 6.6 and four zero-padding 
bits are required for EVS AMR-WB IO mode rate 8.85. In other mode no padding bits are inserted. With the exception 
of SID frames, the EVS AMR-WB IO Compact payload follows the RTP header without any additional EVS RTP 
payload header. 

Note that no Compact frame format EVS AMR-WB IO SID frames is defined. For such frames the Header-Full format 
with CMR byte shall be used (see clause A.2.1.3).   

NOTE: The Q bit defined in RFC 4867 [15] is not present in the Compact payload structure of EVS AMR-WB IO. 
Therefore it shall be ensured that the speech payload is not damaged. In case of a conversion of RFC 
4867 formatted packets to Compact payload format, damaged frames (indicated by the Q bit) shall be 
discarded and not converted.  
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A.2.1.3 Special case for 56 bit payload size (EVS Primary or EVS AMR-WB 
IO SID) 

The Compact format for EVS Primary 2.8 kbps frames (56 bits) has the same payload size (56 bits) as the Header-Full 
format for EVS AMR-WB IO SID frames with CMR byte.  
Hence, two types of frames can be carried in the 56 bit payload case: 

- EVS Primary 2.8 kbps frame in Compact format. 

- EVS AMR-WB IO SID frame in Header-Full format (see clause A.2.2) with one CMR byte. 

- The payload structure and bit ordering of EVS Primary 2.8 kbps frame in Compact format is defined in Figure 
A.2. 

 

Figure A.2. Payload structure for EVS Primary 2.8 kbps (56-bit) payload  

The resulting ambiguity between EVS Primary 2.8 kbps and EVS AMR-WB IO SID frames is resolved through the 
most significant bit (MSB) of the first byte of the payload. By definition the first data bit d(0) of the EVS Primary 2.8 
kbps is always set to ‘0’. Therefore, if the MSB of the first byte of the payload is set to ‘0’ (see Figure A.2), then the 
payload is an EVS Primary 2.8 kbps frame in Compact format, otherwise it is an EVS AMR-WB IO SID frame in 
Header-Full format with one CMR byte. The structure of EVS AMR-WB IO SID frame with Header-Full format is 
described under clause A.2.2.  

A.2.2 EVS codec Header-Full format 
In the Header-Full format, the payload consists of one or more coded frame(s) with EVS RTP payload header(s). There 
are two types of EVS RTP payload header: Table of Content (ToC) byte and Codec Mode Request (CMR) byte. The 
detailed header structure is described in clause A.2.2.1. 

A.2.2.1 EVS RTP payload structure 

The complete payload of Header-Full EVS frames comprises an optional CMR byte, followed by one or several ToC 
bytes, followed by speech data bits and possible zero-padding bits. Padding bits shall be discarded by the receiver. 
The purpose of padding is two-fold: 

- In the case of EVS AMR-WB IO frames, payload data may need to be octet-aligned using zero-padding bits at 
the end of the payload; note that EVS Primary frames are by definition octet-aligned (see clause A.2.2.1.4.1). 

- When required, zero-padding bits are also used to increase the total payload size by byte increments such that 
conflicts with any of the protected sizes reserved for the Compact format are avoided (see clause A.2.2.1.4.2). 

CMR and ToC bytes use the MSB as Header Type identification bit (H) in order to identify the type of EVS RTP 
payload header. If the H bit is set to 0, the corresponding byte is a ToC byte, and if set to 1, the corresponding byte is a 
CMR byte. A CMR byte, if present, shall always be located before ToC byte(s). 

 
Figure A.3 shows the general structure of Header-Full payload format.  
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(a) Payload structure of Header-Full format with ToC single frame 

 

(b) Payload structure of Header-Full format with ToC multiple frames 

 

(c) Payload structure of Header-Full format with CMR + ToC single frame 

 

(d) Payload structure of Header-Full format with CMR + ToC multiple frames 
Figure A.3 Payload structure of Header-Full format  

NOTE: The zero padding at the end of packet in Figure A.3 “Zero P” does not represent the octet-alignment for 
AMR-WB IO data described in clause A.2.2.1.4.1, but it represents only the possible additional zero-
padding for size collision avoidance described in clause A.2.2.1.4.2. 

 

A.2.2.1.1 CMR byte 

Codec Mode Request (CMR) byte structure is shown in Figure A.4. This CMR byte shall be present for EVS AMR-WB 
IO speech and SID frames in Header-Full format; for EVS Primary mode, the CMR byte is only used when a CMR 
needs to be transmitted or if required by a corresponding session setup. The request indicated in the CMR byte shall 
comply with the media type parameters (e.g. allowed bit rates or audio bandwidths) that are negotiated in the session. 

0   1   2   3   4   5   6   7 

TH D
 

Figure A.4. CMR byte 

H (1 bit): Header Type identification bit. For the CMR byte this bit is always set to 1. 

T (3 bits): These bits indicate the Type of Request in order to distinguish EVS AMR-WB IO and EVS Primary 
bandwidths. 

D (4 bits): These bits indicate the codec mode request. 

The possible values and corresponding CMRs are defined in Table A.3. 
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Table A.3: Structure of CMR 

Code Definition Code Definition 
T D  T D  

000 

0000 NB 5.9 (VBR) 

010 

0000 WB 5.9 (VBR) 
0001 NB 7.2 0001 WB 7.2 
0010 NB 8.0 0010 WB 8 
0011 NB 9.6 0011 WB 9.6 
0100 NB 13.2 0100 WB 13.2 
0101 NB 16.4 0101 WB 16.4 
0110 NB 24.4 0110 WB 24.4 
0111  Not used 0111 WB 32 
1000  Not used 1000 WB 48 
1001  Not used 1001 WB 64 
1010  Not used 1010 WB 96 
1011  Not used 1011 WB 128 
1100  Not used 1100  Not used 
1101  Not used 1101  Not used 
1110  Not used 1110  Not used 
1111  Not used 1111  Not used 

001 

0000 IO 6.6 

011 

0000  Not used 
0001 IO 8.85 0001  Not used 
0010 IO 12.65 0010  Not used 
0011 IO 14.25 0011 SWB 9.6 
0100 IO 15.85 0100 SWB 13.2 
0101 IO 18.25 0101 SWB 16.4 
0110 IO 19.85 0110 SWB 24.4 
0111 IO 23.05 0111 SWB 32 
1000 IO 23.85 1000 SWB 48 
1001  Not used 1001 SWB 64 
1010  Not used 1010 SWB 96 
1011  Not used 1011 SWB 128 
1100  Not used 1100  Not used 
1101  Not used 1101  Not used 
1110  Not used 1110  Not used 
1111  Not used 1111  Not used 
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Table A.3: Structure of CMR (continued) 

Code Definition Code Definition 
T D  T D  

100 

0000  Not used 

110 

0000 SWB 13.2 CA-L-O2 
0001  Not used 0001 SWB 13.2 CA-L-O3 
0010  Not used 0010 SWB 13.2 CA-L-O5 
0011  Not used 0011 SWB 13.2 CA-L-O7 
0100  Not used 0100 SWB 13.2 CA-H-O2 
0101 FB 16.4 0101 SWB 13.2 CA-H-O3 
0110 FB 24.4 0110 SWB 13.2 CA-H-O5 
0111 FB 32 0111 SWB  13.2 CA-H-O7 
1000 FB 48 1000  Not used  
1001 FB 64 1001  Not used  
1010 FB 96 1010  Not used  
1011 FB 128 1011  Not used  
1100  Not used 1100  Not used  
1101  Not used 1101  Not used  
1110  Not used 1110  Not used 
1111  Not used 1111  Not used 

101 

0000 WB 13.2 CA-L-O2 

111 

0000 Reserved 
0001 WB 13.2 CA-L-O3 0001 Reserved 
0010 WB 13.2 CA-L-O5 0010 Reserved 
0011 WB 13.2 CA-L-O7 0011 Reserved 
0100 WB 13.2 CA-H-O2 0100 Reserved 
0101 WB 13.2 CA-H-O3 0101 Reserved 
0110 WB 13.2 CA-H-O5 0110 Reserved 
0111 WB 13.2 CA-H-O7 0111 Reserved 
1000  Not used 1000 Reserved 
1001  Not used 1001 Reserved 
1010  Not used 1010 Reserved 
1011  Not used 1011 Reserved 
1100  Not used 1100 Reserved 
1101  Not used 1101 Reserved 
1110  Not used 1110 Reserved 
1111  Not used 1111 NO_REQ 

 

A.2.2.1.2 ToC byte 

The Table of Content (ToC) byte structure is shown in Figure A.5. 

 

0 1 2 3 4 5 6 7

H F FT  

Figure A.5. ToC byte 

H (1 bit): Header Type identification bit. For the ToC byte this bit is always set to 0. 

F (1 bit): If set to 1, indicates that the corresponding frame is followed by another speech frame in this payload, 
implying that another ToC byte follows this entry; if set to 0, indicates that this frame is the last frame in this payload 
and no further header entry follows this entry. 

FT (6 bits): Frame type index, indicating either the EVS Primary or EVS AMR-WB IO speech coding mode or comfort 
noise (SID) mode of the corresponding frame is carried in this payload. The FT is further divided into 3 fields: EVS 
mode (1 bit), Unused/Q bit (1 bit) depending on EVS mode bit, and EVS bit rate (4 bits). The value of FT is defined in 
Tables A.4 and A.5. 
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Table A.4: Frame Type index when EVS mode bit = 0 

EVS mode bit  
(1 bit) 

Unused 
(1 bit) EVS bit rate Indicated EVS mode and bit rate 

0 0 0000 Primary 2.8 kbps 
0 0 0001 Primary 7.2 kbps 
0 0 0010 Primary 8.0 kbps 
0 0 0011 Primary 9.6 kbps 
0 0 0100 Primary 13.2 kbps 
0 0 0101 Primary 16.4 kbps 
0 0 0110 Primary 24.4 kbps 
0 0 0111 Primary 32.0 kbps 
0 0 1000 Primary 48.0 kbps 
0 0 1001 Primary 64.0 kbps 
0 0 1010 Primary 96.0 kbps 
0 0 1011 Primary 128.0 kbps 
0 0 1100 Primary 2.4kbps SID 
0 0 1101 For future use 
0 0 1110 SPEECH_LOST 
0 0 1111 NO_DATA 

 

Table A.5: Frame Type index when EVS mode bit = 1 

EVS mode bit 
(1 bit) 

AMR-WB Q bit 
(1 bit) 

EVS bit rate 
(4 bits) Indicated EVS mode and codec mode 

1 Q 0000 AMR-WB IO 6.6 kbps 
1 Q 0001 AMR-WB IO 8.85 kbps 
1 Q 0010 AMR-WB IO 12.65 kbps 
1 Q 0011 AMR-WB IO 14.25 kbps 
1 Q 0100 AMR-WB IO 15.85 kbps 
1 Q 0101 AMR-WB IO 18.25 kbps 
1 Q 0110 AMR-WB IO 19.85 kbps 
1 Q 0111 AMR-WB IO 23.05 kbps 
1 Q 1000 AMR-WB IO 23.85 kbps 
1 Q 1001 AMR-WB IO 2.0 kbps SID 
1 Q 1010 For future use 
1 Q 1011 For future use 
1 Q 1100 For future use 
1 Q 1101 For future use 
1 Q 1110 SPEECH_LOST 
1 Q 1111 NO_DATA 

 
NOTE: The 4-bit EVS bit rate index and the mapping to EVS AMR-WB IO codec mode in Table A.4 are the 

same as used for the Frame Type for AMR-WB, see Table 1a [36]. The Q bit for EVS AMR-WB IO has 
the same definition as in [15]. If Q bit is set to 0, this indicates that the corresponding frame is severely 
damaged. The receiver should handle such a severly damaged frame properly by applying bad frame 
processing according to [6]. 

 
Packets containing only NO_DATA frames should not be transmitted in any payload format configuration.  Frame-
blocks containing only NO_DATA frames at the end of the packet should not be transmitted in any payload format 
configuration. In addition, frame blocks containing only NO_DATA frames in the beginning of the packet should not be 
included in the payload. 

For multi-channel sessions, see clause A.2.5.  

A.2.2.1.3 Speech Data 

In Header-Full format, the RTP payload comprises – apart from headers and possible padding – one or several coded 
frames, the Speech Data. 

In case the frame is coded EVS Primary mode data, the bits are in the same order as produced by the EVS encoder, 
where the first bit is placed left-most immediately following the EVS RTP payload header (CMR byte if present, and 
ToC bytes).  
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In case the frame is coded EVS AMR-WB IO mode data, the Speech Data field is constructed as described in RFC 4867 
[15] for Octet-Aligned Mode, sub-clause 4.4.3. In accordance with this, in case multiple frames are included in the 
payload, the last octet of each frame shall be padded with zero bits at the end if all bits in the octet are not used. The 
padding bits shall be ignored on reception.  

In case the frame is coded EVS AMR-WB IO SID data the payload structure and bit ordering is defined in Figure A.6. 
The bits d(0) to d(39) are as defined in TS 26.201 [36], sub-clause 4.2.3 

 

Figure A.6. Payload structure for EVS AMR-WB IO SID (56 bit) payload 

The EVS AMR-WB IO SID frame payload is identified by the MSB of the first byte of the payload set to ‘1’. 

A.2.2.1.4 Zero padding 

A.2.2.1.4.1 Zero padding for octet alignment of speech data (EVS AMR-WB IO) 

In EVS AMR-WB IO mode, the payload length is always made an integral number of octets by padding with zero bits 
if necessary (see clause A.2.2.1.3). 

Note that, by definition, EVS Primary speech data are octet-aligned. 

A.2.2.1.4.2 Zero padding for size collision avoidance 

When “hf-only=0” or “hf-only” is not present, the RTP payload formatting function of the sender shall control the size 
of Header-Full RTP payload so that the Header-Full format RTP payload size does not collide with any of the protected 
Compact format RTP payload sizes listed in Table A.1, except for the special case of the 56-bit payload: if a Header-
Full format RTP payload size collides with one of the protected Compact format RTP payload sizes, the RTP payload 
formatting function of the sender shall append an appropriate number of zero padding bytes to the end of the payload 
such that payload size is not collided.  

The Header-Full format representing an EVS AMR-WB IO SID frame (with one CMR byte and one ToC byte) is 
allowed to have the same 56 bits as EVS Primary 2.8 kbps in Compact format. In this special case, no padding bits shall 
be appended to the EVS AMR-WB IO SID frame. 

A.2.2.1.4.3 Additional zero padding 

If additional padding is required to bring the payload length to a larger multiple of octets or for some other purposes, 
then the P bit in the RTP in the header may be set and padding bits are appended as specified in [30]. 

A.2.3 Header-Full/Compact format handling 
There are two format handling modes: Default mode and Header-Full-only mode. 

A.2.3.1 Default format handling 

When the “hf-only=0” attribute is present or when the “hf-only” attribute is not present, the Compact format shall be 
used in the following cases: 

- A single mono EVS Primary mode frame is carried in an RTP packet without sending CMR. 

- A single mono EVS AMR-WB IO mode frame with 3-bit CMR is carried in an RTP packet. 

Otherwise, the Header-Full format with size collision avoidance shall be used. 
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The only exception in this default format handling is as follows: the Header-Full format may be used to transmit a 
single EVS AMR-WB IO frame to request 14.25 or 19.85 kbps in EVS AMR-WB IO mode as these two bit rates cannot 
be indicated with the 3-bit CMR defined for the Compact format.  

A.2.3.2 Header-Full-only format handling 

When the “hf-only=1” attribute is present, only the Header-Full format shall be used during the session. In other words, 
the Compact format shall not be used. The size collision avoidance shall not be performed by the RTP payload 
formatting function of the senders. The RTP payload decoding function of the receiver shall use ToC byte(s) to obtain 
the mode (i.e., EVS Primary or EVS AMR-WB IO) and the bitrate regardless of the RTP payload size. 

A.2.4 AMR-WB backward compatible EVS AMR-WB IO mode 
format 

In order to provide backward interoperability with AMR-WB, the payload format in [15] shall also be supported for 
EVS AMR-WB IO mode. This payload format shall be used to communicate with a terminal not supporting EVS but 
supporting AMR-WB. 

A.2.5 Sessions with multiple mono channels 
The Header-Full EVS payload format supports transmission of multiple mono channels in the same way as described in 
the AMR/AMR-WB payload format [15]. 

A.2.5.1 Encoding of multiple mono channels 

The speech encoders for different channels are not synchronized, which means that they may use different codec modes 
and may result in different VAD decisions depending on the content in each channel. 

A.2.5.2 RTP header usage 

The RTP time stamp is derived from the media time of the first frame of the first channel in the packet, even if that 
frame is a NO_DATA frame. 

If a frame in the packet is an onset frame then the Marker bit in the RTP header is set to ‘1’. However, since the 
encoders are not synchronized and may use different VAD decisions for different channels. Hence, it is not sufficient to 
only use the Marker bit to detect onset frames, and to for example reset the jitter buffers in the receivers. The receiver 
needs to monitor the content of the channels, e.g. the Frame Type identifier, to find the transition from DTX to active 
speech for each individual channel. 

A.2.5.3 Construction of the RTP payload 

The ToC bytes of all frames from a frame-block are placed in consecutive order as defined in Section 4.1 [38]. 
Therefore, with N channels and K speech frame-blocks in a packet, there shall be N*K ToC bytes in the EVS RTP 
payload header, and the first N ToC bytes will be from the first frame-block, the second N ToC bytes will be from the 
second frame-block, and so on. 

The payload shall include frames from all channels for each media time that is included. If a frame is not available for a 
channel, e.g. when the encoder for that channel is currently in DTX mode, then a NO_DATA frame shall be included 
instead. Since the payload always contains two or more frames, the Header-Full payload format shall be used. 

The payload may contain a CMR byte according to the same rules as defined for single-channel session. When a CMR 
is sent, it applies equally to all channels. It may still happen that different channels are encoded with different codec 
modes, especially if independent encoders are used. 
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A.2.6 Storage Format 
The storage format is used for storing EVS Primary or EVS AMR-WB IO speech frames in a file or as an email 
attachment. Multiple channel content is supported. 

For EVS AMR-WB IO, the storage format of [15] can be used. 

For EVS, the storage format has the following structure: 

Header

Speech frame 1

  ……

Speech frame n
 

Figure A.7. Storage format for EVS 

 
There exists another storage format that is suitable for applications with more advanced demands on the storage format, 
like random access or synchronization with video.  This format is the 3GPP-specified ISO-based multimedia file format 
specified in [40].  Its media type is specified in [41]. 

A.2.6.1 Header  

The header consists of a magic number followed by a 32-bit channel description field, giving the header the following 
structure: 

magic number

chan-desc field
 

Figure A.8. Header for EVS 

 
The magic number shall consist of the ASCII character string: 

"#!EVS_MC1.0\n" or (0x23214556535f4d43312e30) 

The version number in the magic number string refers to the version of the file format. 

The 32-bit channel description field is defined as a 32 bit number (unsigned integer, msb first). This number indicates 
the number of audio channels contained in this storage file starting from 1 for mono to n for a multi-mono signal with n 
channels. 

A.2.6.2 Speech Frames 

After the header, speech frame-blocks consecutive in time are stored in the file.  Each frame-block contains a number of 
octet-aligned speech frames equal to the number of channels stored in increasing order, starting with channel 1. Each 
stored speech frame starts with a ToC byte (see clause A.2.2.1.2). Note that no CMR byte is needed. 

Non-received speech frames or frame-blocks between SID frames during non-speech periods shall be stored as 
NO_DATA frames.  Frames or frame-blocks lost during transmission shall be stored as SPEECH_LOST frame in 
complete frame-blocks to keep synchronization with the original media. 
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A.3 Payload Format Parameters 

A.3.1 EVS Media Type Registration 
The media type for the EVS codec is to be allocated from the standards tree. This clause defines parameters of the EVS 
payload format. This media type registration covers real-time transfer via RTP and non-real-time transfers via stored 
files. All media type parameters defined in this Annex shall be supported. The receiver must ignore any unspecified 
parameter. 

 
Media type name: audio 

Media subtype name: EVS 

Required parameters: none 

Optional parameters: 

The parameters defined below apply to RTP transfer only. 

 
The following parameters can be used in both EVS Primary mode and EVS AMR-WB IO mode: 

ptime:     see RFC 4566 [27]. 

maxptime:    see RFC 4566 [27]. 

evs-mode-switch: Permissible values are 0 and 1. If 0 or not present, EVS primary mode is used at the start or update 
of the session for the send and the receive directions. If 1, EVS AMR-WB IO mode is used at the 
start or update of the session for the send and the receive directions. 

hf-only: Permissible values are 0 and 1. If 0 or not present, both Compact and Header-Full formats can be 
used in the session for the send and the receive directions. If 1, only Header-Full format without 
zero padding for size collision avoidance is used. 

dtx: Permissible values are 0 and 1. If 0, DTX is disabled in the session for the send and the receive 
directions. If 1 or not present, DTX is enabled. 

dtx-recv: Permissible values are 0 and 1. If dtx-recv=0 is included for a payload type in the received SDP 
offer or the received SDP answer, and the payload type is accepted, the receiver shall disable DTX 
for the send direction. If dtx-recv=1 is included for a payload type in the received SDP offer or the 
received SDP answer, and this payload type is accepted, or if dtx-recv is not present for an 
accepted payload type, DTX is enabled. 

max-red: See RFC 4867 [15]. 

channels: See RFC 3551 [38]. 

 
The following parameters can be used only in EVS Primary mode: 

br: Specifies the range of source codec bit-rate for EVS Primary mode (see Table 1 [2]) in the session, in 
kilobits per second, for the send and the receive directions. The parameter can either have: a single 
bit-rate (br1); or a hyphen-separated pair of two bit-rates (br1-br2). If a single value is included, this 
bit-rate, br1, is used. If a hyphen-separated pair of two bit-rates is included, br1 and br2 are used as 
the minimum bit-rate and the maximum bit-rate respectively. br1 shall be smaller than br2. br1 and 
br2 have a value from the set: 5.9, 7.2, 8, 9.6, 13.2, 16.4, 24.4, 32, 48, 64, 96, and 128. 5.9 represents 
the average bit-rate of source controlled variable bit rate (SC-VBR) coding, and 7.2, …, 128 represent 
the bit-rates of constant bit-rate source coding. Only bit rates supporting at least one of the allowed 
audio bandwidth(s) shall be used in the session (see clause A.3.3.1). If not present, all bit-rates 
consistent with the negotiated bandwidth(s) are allowed in the session. 
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br-send: Specifies the range of source codec bit-rate for EVS Primary mode (see Table 1 [2]) in the session, in 
kilobits per second, for the send direction. The parameter can either have: a single bit-rate (br1); or a 
hyphen-separated pair of two bit-rates (br1-br2). If a single value is included, this bit-rate, br1, is used. 
If a hyphen-separated pair of two bit-rates is included, br1 and br2 are used as the minimum bit-rate 
and the maximum bit-rate respectively. br1 shall be smaller than br2. br1 and br2 have a value from 
the set: 5.9, 7.2, 8, 9.6, 13.2, 16.4, 24.4, 32, 48, 64, 96, and 128. 5.9 represents the average bit-rate of 
source controlled variable bit-rate (SC-VBR) coding, and 7.2, …, 128 represent the bit-rates of 
constant bit-rate source coding. Only bit rates supporting at least one of the allowed audio 
bandwidth(s) shall be used in the session (see clause A.3.3.1). If not present, all bit-rates consistent 
with the negotiated bandwidth(s) are allowed in the session. 

br-recv: Specifies the range of source codec bit-rate for EVS Primary mode (see Table 1 [2]) in the session, in 
kilobits per second, for the receive direction. The parameter can either have: a single bit-rate (br1); or 
a hyphen-separated pair of two bit-rates (br1-br2). If a single value is included, this bit-rate, br1, is 
used. If a hyphen-separated pair of two bit-rates is included, br1 and br2 are used as the minimum bit-
rate and the maximum bit-rate respectively. br1 shall be smaller than br2. br1 and br2 have a value 
from the set: 5.9, 7.2, 8, 9.6, 13.2, 16.4, 24.4, 32, 48, 64, 96, and 128. 5.9 represents the average bit-
rate of source controlled variable bit-rate (SC-VBR) coding, and 7.2, …, 128 represent the bit-rates of 
constant bit-rate source coding. Only bit rates supporting at least one of the allowed audio 
bandwidth(s) shall be used in the session (see clause A.3.3.1). If not present, all bit-rates consistent 
with the negotiated bandwidth(s) are allowed in the session. 

bw: Specifies the audio bandwidth for EVS Primary mode (see Table 1 [2]) to be used in the session for 
the send and the receive directions. bw has a value from the set: nb, wb, swb, fb, nb-wb, nb-swb, and 
nb-fb. nb, wb, swb, and fb represent narrowband, wideband, super-wideband, and fullband 
respectively, and nb-wb, nb-swb, and nb-fb represent all bandwidths from narrowband to wideband, 
super-wideband, and fullband respectively. If not present, all bandwidths consistent with the 
negotiated bit-rate(s) are allowed in the session. 

bw-send: Specifies the bandwidth (see Table 1 [2]) to be used in the session for the send direction. bw-send has 
a value from the set: nb, wb, swb, fb, nb-wb, nb-swb, and nb-fb. nb, wb, swb, and fb represent 
narrowband, wideband, super-wideband, and fullband respectively, and nb-wb, nb-swb, and nb-fb 
represent all bandwidths from narrowband to wideband, super-wideband, and fullband respectively. If 
not present, all bandwidths consistent with the negotiated bit-rate(s) are allowed in the session. 

bw-recv: Specifies the bandwidth (see Table 1 [2]) to be used in the session for the receive direction. bw-recv 
has a value from the set: nb, wb, swb, fb, nb-wb, nb-swb, and nb-fb. nb, wb, swb, and fb represent 
narrowband, wideband, super-wideband, and fullband respectively, and nb-wb, nb-swb, and nb-fb 
represent all bandwidths from narrowband to wideband, super-wideband, and fullband respectively. If 
not present, all bandwidths consistent with the negotiated bit-rate(s) are allowed in the session. 

cmr: Permissible values are -1, 0, and 1. If cmr=-1 and the session is in the EVS primary mode, CMR on 
the RTP payload header is disabled in the session. If cmr=-1 and the session is in the EVS AMR-WB 
IO mode, CMR is restricted to the values of EVS AMR-WB IO bit-rates and NO_REQ as specified in 
Table A.3. If 0 or not present, the values of CMR specified in Table A.3 are enabled. If 1, CMR shall 
be present in each packet. CMR shall be compliant with the negotiated bit-rate and bandwidth media 
type attributes for EVS primary and EVS AMR-WB IO modes. 

ch-send:  Specifies the number of audio channels to be used in the session for the send direction. ch-send has an 
integer value from 1 to the maximum number of audio channels (see also clause A.3.2). If not present, 
ch-send=1, mono, is supported. 

ch-recv:  Specifies the number of audio channels to be used in the session for the receive direction. ch-recv has 
an integer value from 1 to the maximum number of audio channels (see also clause A.3.2). If not 
present, ch-recv=1, mono, is supported. 

ch-aw-recv: Specifies how channel-aware mode is configured or used for the receive direction. Permissible values 
are -1, 0, 2, 3, 5, and 7. If -1, channel-aware mode is disabled in the session for the receive direction. 
If 0 or not present, partial redundancy (channel-aware mode) is not used at the start of the session for 
the receive direction. If positive (2, 3, 5, or 7), partial redundancy (channel-aware mode) is used at the 
start of the session for the receive direction using the value as the offset (See NOTE below). Partial 
redundancy is supported only when the bit-rate is 13.2 kbps and the bandwidth is wb or swb. 

 



3GPP TS 26.445 version 12.2.1 Release 12 ETSI TS 126 445 V12.2.1 (2015-06) 

ETSI 

648

NOTE: If a positive (2, 3, 5, or 7) value of ch-aw-recv is declared for a payload type and the payload type is 
accepted, the receiver of the parameter shall send partial redundancy (channel-aware mode) at the start of 
the session using the value as the offset. If ch-aw-recv=0 is declared or not present for a payload type and 
the payload type is accepted, the receiver of the parameter shall not send partial redundancy (channel-
aware mode) at the start of the session. If ch-aw-recv=-1 is declared for a payload type and the payload 
type is accepted, the receiver of the parameter shall not send partial redundancy (channel-aware mode) in 
the session.  If not present or a non-negative (0, 2, 3, 5, or 7) value of ch-aw-recv is declared for a payload 
type and the payload type is accepted, partial redundancy (channel-aware mode) can be activated or 
deactivated during the session based on the expected or estimated channel condition through adaptation 
signaling, such as CMR (see Annex A.2) or RTCP based signaling (see clause 10.2 of [13]).  If not 
present or a non-negative (0, 2, 3, 5, or 7) value of ch-aw-recv is declared for a payload type and the 
payload type is accepted, the partial redundancy offset value can also be adjusted during the session based 
on the expected or estimated channel condition through adaptation signaling. 

 
The following parameters can be used only in EVS AMR-WB IO mode: 

mode-set: Restricts the active codec mode set to a subset of all modes when the EVS codec operates 
in AMR-WB IO, for example, to be able to support transport channels such as GSM or 
UMTS networks. Possible value is a comma-separated list of modes from the set: 0, …, 8 
(see Table 1a [36]). If mode-set is specified, it must be abided, and frames encoded with 
AMR-WB IO outside of the subset must not be sent in any RTP payload or used in codec 
mode request signal. If not present, all codec modes of AMR-WB IO are allowed for the 
payload type. 

mode-change-period:  See RFC 4867 [15]. 

mode-change-capability: See RFC 4867 [15]. 

mode-change-neighbor:  See RFC 4867 [15]. 

 
Optional parameters of AMR-WB (see clause 8.2 of [15]) not defined above shall not be used in the EVS AMR-WB IO 
mode. 

A.3.2 Mapping Media Type Parameters into SDP 
The information carried in the media type specification has a specific mapping to fields in the Session Description 
Protocol (SDP) [27], which is commonly used to describe RTP sessions. When SDP is used to specify sessions 
employing the EVS codec, the mapping is as follows: 

- The media type ("audio") goes in SDP "m=" as the media name. 

- The media subtype (payload format name) goes in SDP "a=rtpmap" as the encoding name.  The RTP clock rate 
in "a=rtpmap" shall be 16000, and the encoding parameters (number of channels) shall either be explicitly set to 
N or omitted, implying a default value of 1. The values of N that are allowed are specified in Section 4.1 in [38]. 
If ch-send and/or ch-recv paramaters are supplied, the number of channels N shall be the larger value given in 
those parameters. 

- The parameters "ptime" and "maxptime" go in the SDP "a=ptime" and "a=maxptime" attributes, respectively. 

- Any remaining parameters go in the SDP "a=fmtp" attribute by copying them directly from the media type 
parameter string as a semicolon-separated list of parameter=value pairs. 

Mapping to fields in SDP is specified in clause 6 of [13]. 

A.3.3 Detailed Description of Usage of SDP Parameters 

A.3.3.1 Offer-Answer Model Considerations 

The following considerations apply when using SDP Offer-Answer procedures to negotiate the use of EVS payload in 
RTP: 
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dtx: When dtx is not offered for a payload type, the answerer may include dtx for the payload type in 
the SDP answer. When dtx is offered for a payload type and the payload type is accepted, the 
answerer shall not modify or remove dtx for the payload type in the SDP answer. 

hf-only: When hf-only is not offered for a payload type, the answerer may include hf-only for the payload 
type in the SDP answer. When hf-only is offered for a payload type and the payload type is 
accepted, the answerer shall not modify or remove hf-only for the payload type in the SDP answer. 

evs-mode-switch: When evs-mode-switch is not offered for a payload type, the answerer may include evs-mode-
switch for the payload type in the SDP answer. When evs-mode-switch is offered for a payload 
type and the payload type is accepted, the answerer shall not modify or remove evs-mode-switch 
for the payload type in the SDP answer. 

br: When the same bit-rate or bit-rate range is defined for the send and the receive directions, br 
should be used but br-send and br-recv may also be used. br can be used even if the session is 
negotiated to be sendonly, recvonly, or inactive. For sendonly session, br and br-send can be 
interchangeably used. For recvonly session, br and br-recv can be interchangeably used. When br 
is not offered for a payload type, the answerer may include br for the payload type in the SDP 
answer. When br is offered for a payload type and the payload type is accepted, the answerer shall 
include br in the SDP answer which shall be identical to or a subset of br for the payload type in 
the SDP offer. 

br-send: When br-send is not offered for a payload type, the answerer may include br-recv for the payload 
type in the SDP answer. When br-send is offered for a payload type and the payload type is 
accepted, the answerer shall include br-recv in the SDP answer, and the br-recv shall be identical 
to or a subset of br-send for the payload type in the SDP offer. 

br-recv: When br-recv is not offered for a payload type, the answerer may include br-send for the payload 
type in the SDP answer. When br-recv is offered for a payload type and the payload type is 
accepted, the answerer shall include br-send in the SDP answer, and the br-send shall be identical 
to or a subset of br-recv for the payload type in the SDP offer. 

bw: When the same bandwidth or bandwidth range is defined for the send and the receive directions, 
bw should be used but bw-send and bw-recv may also be used. bw can be used even if the session 
is negotiated to be sendonly, recvonly, or inactive. For sendonly session, bw and bw-send can be 
interchangeably used. For recvonly session, bw and bw-recv can be interchangeably used. When 
bw is not offered for a payload type, the answerer may include bw for the payload type in the SDP 
answer. When bw is offered for a payload type and the payload type is accepted, the answerer shall 
include bw in the SDP answer, which shall be identical to or a subset of bw for the payload type in 
the SDP offer. 

bw-send: When bw-send is not offered for a payload type, the answerer may include bw-recv for the payload 
type in the SDP answer. When bw-send is offered for a payload type and the payload is accepted, 
the answerer shall include bw-recv in the SDP answer, and the bw-recv shall be identical to or a 
subset of bw-send for the payload type in the SDP offer. 

bw-recv When bw-recv is not offered for a payload type, the answerer may include bw-send for the payload 
type in the SDP answer. When bw-recv is offered for a payload type and the payload is accepted, 
the answerer shall include bw-send in the SDP answer, and the bw-send shall be identical to or a 
subset of bw-recv for the payload type in the SDP offer. 

cmr: When cmr is not offered for a payload type, the answerer may include cmr for the payload type in 
the SDP answer. When cmr is offered for a payload type and the payload type is accepted, the 
answerer shall not modify or remove cmr for the payload type in the SDP answer. 

ch-send: TBD. 

ch-recv TBD. 

 
When a single bit-rate is offered, the answerer may accept the offered bit-rate or reject the offered bit-rate. If the offered 
bit-rate is accepted, this bit-rate shall be used also in the SDP answer. If the offered bit-rate is accepted but the session 
is changed from sendrecv to sendrecv or recvonly, the offered bit-rate shall be used in the br, br-send or br-recv 
parameter included in the SDP answer. Otherwise, the RTP payload type shall be rejected. 
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When a bit-rate range is offered, the answerer: may accept the offered bit-rate range, modify the offered bit-rate range, 
select a single bit-rate, or may reject the offered bit-rate range. Otherwise, the RTP payload type shall be rejected. 

When an offered bit-rate range is modified for the answer, the following rules apply: 

- The lower bit-rate limit ‘br1’ can be kept unchanged or can be increased up to ‘br2’, but cannot be decreased. 

- The upper bit-rate limit ‘br2’ can be kept unchanged or can be decreased down to ‘br1’, but cannot be increased. 

When an offered bit-rate range is answered with a single bit-rate, this bit-rate shall be one of the offered bit-rates. 

Rejecting all RTP payload types may lead to rejecting the media type and possibly even the whole SIP INVITE. 

The bit-rates and bandwidths indicated in the negotiated media type attributes shall be consistent with Table A.6. Each 
‘x’ represents a bit-rate and bandwidth combination supported by the EVS codec. 

Table A.6: Allowed bit-rates and audio bandwidths 

 5.9 7.2 8 9.6 13.2 16.4 24.4 32 48 64 96 128 
nb x x x x x x x      
wb x x x x x x x x x x x x 
swb    x x x x x x x x x 
fb      x x x x x x x 

 
If no bit rate parameter and no bandwidth parameter are specified, all bit-rates and bandwidths combinations as 
specified in Table A.6 are allowed in the session. 

A.3.3.2 Examples 

SDP offer/answer procedure examples for MTSI are in A.14 of [13]. 

Setting up a symmetric dual-mono session in both sending and receiving direction, can be done with SDP offer and 
SDP answer negotiating the same number of channels on the ‘a=rtpmap’ line in the SDP offer and SDP answer. An 
example SDP offer/answer negotiation for using the same number of channels for sending and receiving directions is 
included below: 

 

Example SDP offer 
m=audio 49152 RTP/AVP 96 97 98 99 100 101 102 103 
a=rtpmap:96 EVS/16000/2 
a=fmtp:96 br=16.4; bw=nb-swb; max-red=220 
a=rtpmap:97 EVS/16000/1 
a=fmtp:97 br=13.2-24.4; bw=nb-swb; max-red=220 
a=rtpmap:98 AMR-WB/16000/2 
a=fmtp:98 mode-change-capability=2; max-red=220 
a=rtpmap:99 AMR-WB/16000/2 
a=fmtp:99 mode-change-capability=2; max-red=220; octet-align=1 
a=rtpmap:100 AMR-WB/16000/1 
a=fmtp:100 mode-change-capability=2; max-red=220 
a=rtpmap:101 AMR-WB/16000/1 
a=fmtp:101 mode-change-capability=2; max-red=220; octet-align=1 
a=rtpmap:102 AMR/8000/1 
a=fmtp:102 mode-change-capability=2; max-red=220 
a=rtpmap:103 AMR/8000/1 
a=fmtp:103 mode-change-capability=2; max-red=220; octet-align=1 
a=ptime:20 
a=maxptime:240 

Example SDP answer 
m=audio 49152 RTP/AVP 96 
a=rtpmap:96 EVS/16000/2 
a=fmtp:96 br=16.4; bw=nb-swb; max-red=220 
a=ptime:20 
a=maxptime:240 
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It is possible to use one m= line when setting up a session with equal number of channels in both directions. 

Setting up a session with asymmetric number of channels for different directions is possible by negotiating different 
number of channels using the ‘ch-send=<#>’ and the ‘ch-recv=#’ parameters. 
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