ETS| TS 103 769 V1.2.1 (2024-11)

S e—
TECHNICAL SPECIFICATION

Digital Video Broadcasting (DVB);
Adaptive media streaming over IP multicast



2 ETSI TS 103 769 V1.2.1 (2024-11)

Reference
RTS/JTC-DVB-411

Keywords
broadband, DVB, internet

ETSI

650 Route des Lucioles
F-06921 Sophia Antipolis Cedex - FRANCE

Tel.: +334 9294 42 00 Fax: +33 4 93 65 47 16

Siret N° 348 623 562 00017 - APE 7112B
Association & but non lucratif enregistrée a la
Sous-Préfecture de Grasse (06) N° w061004871

Important notice

The present document can be downloaded from the
ETSI Search & Browse Standards application.

The present document may be made available in electronic versions and/or in print. The content of any electronic and/or
print versions of the present document shall not be modified without the prior written authorization of ETSI. In case of any
existing or perceived difference in contents between such versions and/or in print, the prevailing version of an ETSI
deliverable is the one made publicly available in PDF format on ETSI deliver repository.

Users should be aware that the present document may be revised or have its status changed,
this information is available in the Milestones listing.

If you find errors in the present document, please send your comments to
the relevant service listed under Committee Support Staff.

If you find a security vulnerability in the present document, please report it through our
Coordinated Vulnerability Disclosure (CVD) program.

Notice of disclaimer & limitation of liability

The information provided in the present deliverable is directed solely to professionals who have the appropriate degree of
experience to understand and interpret its content in accordance with generally accepted engineering or
other professional standard and applicable regulations.
No recommendation as to products and services or vendors is made or should be implied.

No representation or warranty is made that this deliverable is technically accurate or sufficient or conforms to any law
and/or governmental rule and/or regulation and further, no representation or warranty is made of merchantability or fithess
for any particular purpose or against infringement of intellectual property rights.

In no event shall ETSI be held liable for loss of profits or any other incidental or consequential damages.

Any software contained in this deliverable is provided "AS IS" with no warranties, express or implied, including but not
limited to, the warranties of merchantability, fithess for a particular purpose and non-infringement of intellectual property
rights and ETSI shall not be held liable in any event for any damages whatsoever (including, without limitation, damages

for loss of profits, business interruption, loss of information, or any other pecuniary loss) arising out of or related to the use
of or inability to use the software.

Copyright Notification

No part may be reproduced or utilized in any form or by any means, electronic or mechanical, including photocopying and
microfilm except as authorized by written permission of ETSI.
The content of the PDF version shall not be modified without the written authorization of ETSI.
The copyright and the foregoing restriction extend to reproduction in all media.

© ETSI 2024.
All rights reserved.

ETSI


https://www.etsi.org/standards-search
http://www.etsi.org/deliver
https://portal.etsi.org/Services/editHelp/Standards-development/Tracking-a-draft/Status-codes
https://portal.etsi.org/People/Commitee-Support-Staff
https://www.etsi.org/standards/coordinated-vulnerability-disclosure

3 ETSI TS 103 769 V1.2.1 (2024-11)

Contents

Intellectual Property RIGNES.... ..ottt s e e nneene e 11
01 Yo (o OSSR 11
Modal VErDS EMINOIOQY.......ccveeeeiticiecte ettt e e s te e e besre e besbeeasesreeneetesteeneensesreensesneens 12
L1000 Tox o] o ISP 12
1 o0 o< TSP PSP 13
2 L= = 10 RSSO 13
21 NOIMALIVE FEFEIENCES ...ttt ettt et e et e et e et e e beeabesaeesaeesheesbeenseeaseesseeseesbeesteesbeesseensesnnennns 13
2.2 [INfOrMELIVE FEFEIENCES..... .ottt ettt b bt ae et e et et bt bt e a e et e e e b sheebesneene e e enrees 15
3 Definition of terms, symbols and abbreviations............ccoveeciiieiineee e 16
31 1= 10T STRUS PR 16
3.2 Y 1210 SRS 17
33 ADDIEVIBLIONS ...ttt ettt e st e et e e te s aee st e sbeesbeeabeeaeeebeeebe e beeabesatesaeesaeesaeesbeenbeenbeenteeneesteesreas 17
4 (=0T - | SRS 18
5 REFEIENCE BICIITECTUE. .......eiveie ettt sttt e e st e sae e besae et e sbesbeenseseeeneerenreas 19
51 L= 100 0 | £ 19
510 11 C0o (0o (o] o FOO USROS U PPTURURURPRRIN 19
51.1 Data plane refereNCE POINES........coiieei et ee e s e sae e te e aeesteesaessaeste e se e seeteeneenneesnns 20
512 Control plane refEreNCE POINES.........ciuiieerieieie ettt b et sr et b e b e e e b b e e ebesbennenea 21
52 Reference architeCture QiagraM.........occo et b bbb eb e e ens 21
53 FUNCLIONS ...ttt et e st e e be e be et e eatesaaesheesheesbeeaseeneeaaeeeaeasbeenteeabeeseesaeesteesbeeseensesnnenans 23
531 CONLENE PIEPBIAELION.......ceteeeaeeterteseete sttt sttt e et sb et et sb e ebesb et ebesb e e ebesb e e eb e sbeneeb e sb e e et e sbe e ebesbeneebenbennenea 23
5.3.1.0 T 0o o (8 o 1Tl o DTSRRI 23
5311 LO00] g1 =011 g (oo o 1 o IR PEPRPTPRR 23
53.1.2 LOo 1= =00 Y/ 1 o] o S 23
5.3.1.3 (001 =1 o 7=01 = o [ 1o TS 23
5.3.2 (@01 =1 10 1 o ST 23
533 IVTUITECESE SEIVEY ...ttt ettt bttt b bbbt e aeeh et et e se e e Rt s Rt eh e eh e e st ene et e ebenbesbeebe e e enneneeas 23
5.3.3.0 FNEFOOUCTION ...t e b e e b a et e e s et bt bt eh e e ae e s et e st e e e b e seeebesaeebe e e e e es 23
5331 L0 1= 1 0 = TS 24
5.3.3.2 MUILECASE TFANSMISSION .....eee ettt ettt sttt e s et e e e e seesbesaeeaeenee e enteseensesbeseeeseeneenseneens 24
534 UNICASE FEPAIT SEIVICE. ...ttt sttt ettt b e et bbb e e bt b et bt e b e st b e s e et e b e b et b e b 24
535 IMUITICBSE GAEEWAY ...ttt ettt bt b et b e bbbt e b e b et bbbt e et b e nb et eb e s b et eb e b 24
5.35.0 T 0o o (8 o 1ol o DTSRRI 24
5351 SEIVICE MBNAGEITIENT ...ttt ettt ettt ettt b et e st a e bt b e s bt b e s e bt b et e bt s e e seeb e s e b e e b e b e e ebenneneenis 25
5352 IVIUITICASE FECEIETION. ...ttt ettt ekt h e bt b e e bt b e ne b e s e et ebesbe e b e sbennenea 25
5.35.3 L0 Lo A = o = T ot = | TSR 25
5354 F NS = R (o] =0 [ SRS 25
5355 TS Ao c T = oo 11 o TS 25
5.3.6 (07 T 11 o P 26
5.3.6.0 FNEFOOUCTION ...t e b e e b a et e e s et bt bt eh e e ae e s et e st e e e b e seeebesaeebe e e e e es 26
536.1 SErVICE FEPOITING CAPLUIE ... ettt ettt sttt ettt bt et b bbb e bt s e s eb e s se b e b e e ebenne e enis 26
5.3.6.2 INEEWOTK CONLION ...ttt ettt e et e et e s e e saeesbe e be e beeabeeaseeasesaeesaeesreessesneesanesaeesseenseentenns 26
5.3.7 CoNteNt ProVider CONLIOL ... ..ottt sttt ete st e te e ese e e et e steseesaesneeneeeeneas 26
538 CONLENE PIAYDACK ...ttt bbb bbb e b s b ettt b e b e b neenea 26
5.3.8.0 T (oo (8 o 1T o o DTSSR 26
5381 CONLENE UNPBCKAGING. ...t ereeterteeeteste sttt sttt eb et b e eb e eb s e s eb s s e s e bt b e s esesb e s e st eb e b e e ebenneneenis 27
5.3.8.2 (o1 =100 (=0 Y] 10 o S 27
5.3.8.3 (001 =100 = o0 o |1 o [ S 27
5.3.84 Playback MELFICS FEPOMING. .....cvveieeieie ettt ee e e s e e e te et e e sreesaeesaeenteenseenseeneesneesseesnens 27
539 MUILICASE FENOEZVOUS SEIVICE.......ei vtttk ettt sttt b ettt a bbbt ese e e e se e besaesb e e e ennennens 27
5.3.10 DRM iCENCE MANAGEIMIENL. ... eeiteeee e et etteste et eteetesseeseesteesseesseaeeseesseesseeseenseessessensseesseesesssesnsesnsesnes 27
53.11 N o o] o= 1 o] o IS 27
5312 SEIVICE AITECIONY ...ttt ettt b bbbt bt b et b e b e e e bt b e e bt s b e e e bt sb e e eb e s b e e ebesbe e ebesbennenen 28

ETSI



4 ETSI TS 103 769 V1.2.1 (2024-11)

6 (D= o110} 1= 018 410 0 (= K= SRR 28
6.0 011 0o 1 1 o o PSR 28
6.1 Multicast gateway deployed in NEtWOrk €0ge AEVICE.........vccuiiie e 28
6.2 Multicast gateway deployed in home gateway TEVICE.........cccviei e re e ens 29
6.3 Multicast gateway deployed in terminal QEVICE .........cueieeiie it re e 29
7 MOUES OF SYSLEM OPEIBLION. .....c.eeveteeeeeeeeee ettt ettt b et e et se b b e bt s e et e s e e e e e e b ane e e s e 30
7.0 011 0o 1 1 o o PSR 30
7.1 REGUIAI AEPIOYIMENT ...ttt bbbt b bbb e bt s s bt b e e bt b e eb e s ens 30
7.2 CO-10CALEA AEPIOYMENL. ... ettt ettt b et b e st bt b s e et e et b e e et b e bt eb e b 32
7.3 Discovering the Multicast gateway using local system discovery (infOrmative) ...........cocveereneeneneierennenes 34
7.4 Discovering the Multicast rendezvous service using third-party CDN broker redirect (informative).............. 34
75 Multicast rendezvous service operational PrOCEAUIES..........oovicuiieeieereerieeteeeese e ee e eteseesseesreesreesaeeseenseens 34
75.0 [ 0o [0 (o] o FEO TSP S O PPURTURURPSRIN 34
751 S0 (11 O I o 0 P 35
75.2 Operation of MUltiCast FENEZVOUS SEIVICE. ........ccuiciieiereeieeesesee s steeses e e steesae e eraeste e teenteeeesneeenes 35
7520 LC T o1 - TSRS 35
7521 Redirecting the request t0 a MUILICaSt ALEWAY ..........ccuveieeieriesee e eee e e e e reesrees 36
7522 REFUSING The FEOUEST ...ttt et b et b e e eb e et et a e b b nnene 36
7.6 Dynamic registration of Multicast gateway with Provisioning funCtion ... 37
7.6.0 11 0o 1 ') o USSP RRSRS 37
7.6.1 REGUESE URL FOIMEBL........civeieeieete ettt ettt et b e et b e et b et b e et b e ne et b e bbb 37
8 Data Plang OPEraliONS.........cciviiii ettt e e te e e e s be e e s resae e besteessesbeereetesaeensestesneetesreeneens 38
8.0 (T go0 W 1ol BTSSP PR USSP 38
8.0.0 LCT= 0T o SO PPSPPSN 38
8.0.1 Low-latency operation (INfOrMELIVE) ..........ceeiieiieiice et e et teeteeeesneesnes 38
8.1 Operation of Content preparation FUNCLION...........viciiiiiiesiesie e see e e et saeeraesnaesreesneas 39
8.2 Operation of Content NOSEING FUNCLION .........coiiieiiire bbb 39
8.3 Operation of MUItiCast SErVEr FUNCLION...........coiiriiiieree e bbb e 39
8.3.0 11 0o 0 ') o U TRRRS 39
831 PUSH-DESEA CONLENT INQESL .......ecve ettt e et bbbt eb e b 39
832 PUIT-DESEd CONENT TNGESE ...ttt ettt st b e bbb 40
8.3.3 Mapping of content ingest URL to multicast transport object URI ..o 40
8.34 Emission of multicast transport ObJECES.........ccveiieiiee et e e sneeenes 40
8.3.4.0 LC T o1 =TT 40
8341 MUltiCast traNSMISSION MOE. ......c.ceueeirieriietirie ettt sttt se et e bbbt ese e e seseesbesbesresbesaeenneneen 41
8.34.2 FOrWard EITOr COITECIION. .....eeteieiiteteeteeit ettt sttt ettt et eb et e e bt e et sb et et e se e s e besaesbe e e enneneen 41
8.34.3 Marking of Random Access Points in multicast transport ObJECES.........ccoccvieeeveere e 41
8.34.4 In-band carriage of ancillary multicast transport ODJECES.........ccvevieiieiice s 41
8.345 Integrity protection of multicast transport OBJECES..........cooeeiiiiiee e 42
8.3.4.6 Authenticity assertion of multicast transport OBJECES .........coviiriiiir e 42
8.35 Multicast gateway configuration tranSPOIt SESSION .......c..ereeirieereriee ettt be e 43
8.4 Operation of Multicast gateway TUNCHION ........c.oiiiiiiieirie bbb 43
8.4.0 11 0o 1 ') o USSP RRSRS 43
84.1 Handling of presentation ManifESt...........ccooeiiiiiciee et e ae e e enee e 44
8.4.1.0 LC T o1 - TP 44
84.11 MPEG-DASH presentation manifest manipulation (informative) ..........ccccveevecvecevceseseeseese e, 45
8.4.2 Acquisition of multicast tranSpOrt ODJECLS ........ccveir i e e snees 45
8.4.2.0 LC T o1 =TT 45
84.2.1 Acquisition of DASH initialization SEgMENLS........ccceieiieiee e e e s se e s sreeae e e 46
843 Construction of playback delivery ODJECES..........ooviiiiiiie e 46
8.4.3.0 LT 07 SRR 46
8431 Fast acquisition of playback session (iNfOrMBative) ...........ccoeriiieinenere e 47
8.4.4 Mapping of multicast transport object URI to playback delivery object URL ... 47
845 Serving of playback deliVEry ODJECES.......cci it b e e seene 47
8.5 Operation of Content playback FUNCLION .........cc.ooiiiii e 48
9 L or= S = o SR 49
9.0 (T goo W 1T oo BTSSP PP USSP 49
9.1 TriQUENTNG UNICASE FEPAIT .....eeveeveeeeeeeeesteesieeeeieseeseesteesaeeseeaseesseasseenseasseaseesseesseesseeseansesaeesseenseenseensesnsessenssens 49
9.2 HTTP-Dased repair PrOTOCOL ........cc.eieeuertieeiertese ettt sttt b bbb eb et b st b et eb e e ens 50
9.2.0 (€71 PR 50

ETSI



5 ETSI TS 103 769 V1.2.1 (2024-11)

921 Selection of unicast rePair PASE URL ........c.oiviiiiiiiieeie ettt e b e e b e seene 50
922 Mapping of multicast transport object URI to unicast repair URL .........cccoeiiineinineineecseee e 51
9.2.3 Construction of unicast request URL when no object metadata has been received...........coeeviicinines 51
9.24 IMIESSAGE FOMMAL.......e ettt ettt ettt b e e he b s e e he b e e bt e b e se e bt b e s e et eb e st et eb e b 51
10  Multicast SESSION CONFIQUIALION.........c.eeiiiiieeiicie ettt te s re et e saeereesbe e e eaesreeaeensesrean 52
10.0 F g1 13 ot o TSP 52
10.1 CONLrol SYSLEM GITANGEMIENL . ......ccuieeteeteeteeeeteseesee st e saeesteeteesseesseaseesseesseesseesseasesssesssesseenseenseensenseesssnssenssees 52
10.1.1 Configuration Of MUITICASE SEIVEN .......ccieiieie et te e s e e s e ste e ae s e s raeste e reesteeeenneeenes 52
10.1.2 Configuration Of MUILICESE ALEWAY ........ccerveuirierieiiriereeieste ettt sb e e b e s b e e b sreneenen 52
10.2 Multicast session configuration instance document data MOE ...........ccovrererineierereireee e 54
10.2.0 (O < Y SRS 54
10.2.1 DOCUMENE FOOE EIEIMIENL.........oueeieieieieiee ettt e et e st et et eae e e eneeseeseesaesaeese e e eneeeeseeseesneeseeneenseseens 55
10.2.1.0 LT 01 PP 55
10211 MulticastServerConfiguration roOt €lEMENE ............cceiiriire e er e eene 57
10.2.1.2 MulticastGatewayConfiguration rO0t €lEmMENL ............cceieeiieie e 58
10.2.2 MUILICaSt SESSION PAIAMELELS ......ecueeitieeeeieeieeteestee e e e e e s e steesreesaeeseeseesaeesse e seenseesaessaesteesseeseeseensesnsesnes 58
10.2.2.0 GENETA ...ttt bR E R R R R R R R bR bR n e 58
10.2.2.1 MUIICESESESSION Bl EIMENT........cveieeeeirereeieere sttt r e se e r e se et sr e erenneseerenrennenea 59
10.2.2.2 Presentation ManifeSt IOCAION ...........cviiieiri e et seer e e neene 60
10.2.2.3 Multicast gateway Session reporting Par@MELErS.........cvecueeuereerieeseeseeseeesee e seesee e e e esseeseesreesseeseens 61
10.2.3 Multicast transpOort SESSION PAIAIMIELEIS ......c.ueiieiirieriete ettt sttt i et se bbb bt sn e sb b 61
10.2.3.0 (€= 0T TSR RTSR 61
10.23.1 MuUlticastTranSpOrtSESSION EIEMENL .........coiiiieiiieeree ettt b e e b e ebe e e ene 62
10.2.3.2 Multicast transport SeSSION IAENLITIEN .........coiieiiic e 65
10.2.3.2A S Yo = 1SRRI 65
10.2.3.3 Multicast transpOort SESSION tHIMIMNG......cccvieeieeieereese e ee et e e e e steeeesaesreesreesseeseeseeseessaesseesseessens 65
10.2.34 Content iINGESt MELNOM. ..........cui et e st e e e e reesseesae e saeesaeeseenseensesneesreesanns 65
10.2.35 Multicast tranSMISSION MOUE...........cceiririeiirireeinre ettt e seer e sre e eresre e eresrennenen 65
10.2.3.6 Multicast transpPOrt SECULY MOUE.......ccueeiueeieeeeeieee et e e ste e sae e e sreesaeene e e eneessaesseesreesnens 66
10.2.3.7 Multicast transport SESSION IdI€ IMEOUL.........cceeiieie e rae e sreesaees 66
10.2.3.8 Multicast media transport ProtOCOl Par@MELErS.........cccueeeeriereereeeese e see e e e sre e ee e sreesreesrees 66
10.2.39 Multicast transport endpoiNt AOOIESS..........coeerireeee et eb e e eb e e ebe e seenea 67
10.2.3.10 Multicast transport SESSION DIt FALE. ..........ceiirieiriere ettt e b e s eb e nnene 67
10.2.3.11 Forward Error COrrection PAraMELErS ..........cceiirieerierieeete et ste ettt sbese et sbe e e b e se e e ebesreneenens 67
10.2.3.12 UNiCaSE MEPAIT PAIAIMELENS. ... .ottt ettt sttt et st s e bt b e se bt eb e se e bt b e seebesb e e ebesbe e ebesbenneneas 68
10.2.3.13 Multicast gateway path MappPiNg PArBMELENS ........ccuceririeirierieiere ettt b e ebe e seenea 68
10.2.3.14 In-band carousel of ancillary multicast transport OBJECS. ..o 69
10.2.3.14.0 GENETAL ...ttt R R R R bRt R bt n b nen s 69
10.2.3.14.1 In-band carousel parameters for presentation Manifests...........ccccevvereereeceece s 70
10.2.3.14.2 In-band carousel parameters for initialization SEJMENES ........ceccvveiirierieiee e 70
10.2.3.14.3 In-band carousel parameters for Other rESOUICES..........cocvieeier e 70
10.2.4 Association between multicast transport session and Service COMPONENL..........cccuvvvereerieereeseeseereseeneens 70
10.24.0 LT 01 PR SUSR 70
10.24.1 Service component identification for DASH presentations ..........cocoevereereneieneneereeeseeeeseeeees 71
10.24.2 Service component identification for HLS PreSentations....... ..o 71
10.25 Multicast gateway configuration transport SESSION PArAMELENS........cccoirrirereirereee et 72
10.25.0 LT 01 PR SUSR 72
10.25.1 MulticastGatewayConfigurationT ransportSession EeMENt ..........coeveerereeneree e 73
10.25.2 Multicast session configuration Macro EXPANSION..........cceereererieiieeseeseeesteeseeeeeseesseesseessessseseessesssees 77
10.3 Life-cycle of multicast tranSPOrt SESSIONS ........ccveiiierieriieeieiteseeseeseeesteesteeeeeaesseessaesseesseessessessseesseesseenseensenns 77
10.3.0 (C7c 07 - TSSOSO P TSP ST PUR PPN 77
10.3.1 Timed activation of Multicast tranSPOrt SESSION.........ccuviiirieieereee e e e et ee e e e e e eraesraesreesrees 77
10.3.2 Manual (de)activation of multicast tranSPOIt SESSION........cceeieeieereeiee e e e eees 78
104 Configuration and CONLIOl PrOCEAUIES...........ccueieereerieeieeteseesee st es e eteestesreesreesseesseesseeseansaenseenseeneesneesseessens 78
10.4.0 (€71 PR 78
104.1 EITOI TESPONSES ... e e e s s e e s ae e b e b e b s e e s h e e s b e e b e n e e e e e s 79
104.2 Multicast server configuration PrOCEAUIES............coeiiirieiriereet ettt sttt eb e 79
10.4.2.0 LT 01 PR SUSR 79
104.2.1 Out-of-band pushed multicast server configuration Method............covreirireinineee e 80
104.2.2 Out-of-band pulled multicast server configuration MEthod ............ccovirrirerrine e 80
10.4.3 Multicast Server CONtrOl PrOCEAUIES...........ociiiierieeie ettt e et e st teeste s e s ta e re e teeteenneenneenes 80

ETSI



6 ETSI TS 103 769 V1.2.1 (2024-11)

10.4.3.0 L= 3T TSR PTR 80
104.3.1 Multicast transport SESSION BCHIVELION .........ceiveirrerieeeerieeete ettt b e s eb e s eb e b e eneas 81
104.3.2 Multicast transport SESSION AEBCHIVALION. ..........eiiireeeirereeierie ettt er e bbb seenea 81
104.4 Multicast gateway configuration ProCEAUIES...........ccuiirieerieriet ettt sttt sttt sttt sb e 82
10.4.4.0 LT 01 PP 82
10.4.4.1 Out-of-band pushed multicast gateway configuration Mmethod............cccvevevveiceeieeseeseee e 82
10.4.4.2 Out-of-band pulled multicast gateway configuration method.............cccccee e e 82
10.4.5 In-band multicast gateway configuration MEthOd.............ccce e i 83
11 REPOITING INMEEIACHIONS ...ttt ss ettt s bt b e e s e e e st e b e es e b e nr e b e s e e e e e e eneeseeneneenns 83
11.0 L@ =SSP 83
111 Service reporting information instance doCUMENt FOrMAL ..........ccoireiiireien e 85
11.1.0 (€71 R 85
1111 Service reporting information iNstance dOCUMENE SYNEBX ........ccvrveeierieerierieesieseeie et sre e neeeens 85
11.1.2 REPOMING Bl EIMENTS ...ttt b et b e bbbt b e bbbt b e s e et b be e b e b 88
11.1.2.0 FNEFOOUCTION ...ttt e b b bt e s et bt s Rt eb e et e e eb e e st e e e b e sreebeeneese e e e e nes 88
11.1.2.1 [ oTo 110 7= 1) o SR 88
11.1.2.2 EVENE INFOMMEBLION ....eeee et bbb bt a e bt et e e e e besbeebe e e enneneens 88
11.1.2.3 SESSION TNFOMMEBLION. ...ttt b bt e b et e e e b se e eee b e sb e besneebe e e ennennens 89
11124 [N-SESSION MELTICS. ...ttt ettt b bbbt ae st e s e b e s bt eb e e bt e st e s s e st e b e b e seeebeenees e e e e e es 89
11.1.25 SESSION N0 MELICS....e ettt bbbt he et e e s b e st s be s bt s be s aeeae e s e s e beseesbesneebe e e ennennens 90
11.2 REPOMING PrOCEAUIE.......ceieieietere ettt b bbb bbbt b e s et e bt b e e e st e b et nb e et e 92
11.2.0 (0107 O RTSRSN 92
1121 REGUESE URL FOIMEL........cteeeteitereeteste ettt sttt st s b e bbbt b et e b e s bbb et eb e b 92
S o T[S PR 92
12.1 Integrity protection of multicast transpPOrt ODJECES..........cccieiiie e s 92
1210 1100 [0 1ol FEO TSROSO TP URTURURPRRI 92
12.1.1 Profile of HTTP digest fIEldS. ... .coiiii ettt et e 93
12.1.2 Profile of HTTP digest fields for HTTP chunked transfer coding.........c.ccccevveneevieiescienie e 93
12.1.3 Additional security considerations for HTTP digest fields........ccccoevieieics i 94
12.2 Authenticity assertion of multicast transport ODJECES.........ccoiriiiire e 94
12.2.0 11 0o 1 oo TSP 94
1221 Profile of HTTP MESSA0E SIGNAEUMES. .......cutitiieiiitereeie sttt sttt sttt st b et b ettt st et b s 94
12.21.0 LT 01 PR SUSR 94
12211 DErTVEA COMPONENES........eitiieieitereeieete sttt sttt sttt e et b e et et s b e et e s b e e ebesb e st e bt e b e seebese e e ebesbeneebesbenneneas 94
12.2.1.2 SIGNBEUrE COMPONENES ... .eetieiecieeeeestee e e eteseeseeseesteesteeeeeseeeseesseenseenseessesseesseesaeesseenseenseensensenssenssns 95
12.2.1.3 SIONBLUNE PAIAIMELELS. ... eeieeeie et etee st e sttt e et este e s te e te e teeseeeseesteesteeseeneesaeesneesseenseensesnsennensneesnens 96
12.2.1.4 Digest hashing algorithms covered by a message SIgNatUre..........ccveceeceiceeieeseeseese e 96
12.2.15 Message SIgnature @l gOTtNMS.........oeee e et esneesreenrees 96
12.2.1.6 CertifiCate VEITTICAHION ...t ettt e bbbt saeebe e e enne e 96
12.2.2 Profile of HTTP message signatures for HTTP chunked transfer coding..........cccovevvveevin e veeseesie e 97
12.2.3 Additional security considerations for HTTP meSSage SIgNALUIES........c.couerveeririeeriesieesieseeesee e 98
Annex A (normative): Multicast session configuration SCNEMA..........ccevurerirerinenese e 99
E O T = 0T USSR 99
A.1 Extending the multicast session configuration instance document data model...........cccceoevererieniennnene 99
All =TS T o Yo 1 = TSR 99
A.l2 EXTENSION BIEIMENTS. ... bbb et b e bt b et e st b e e e et e b e sbesbeeaeese e e e e e 100
A.13 Standardized eXteNSION ElEMENTS. ... ....coiie et b et e e e et bt sbe e e e 100
A.l4 EXEENSION BIIITDULES ...ttt bbbt e b b e s bt bt ae b et et e ne e ebesbeeneene e e e b e 101
A.l5 List of standardized eXteNSION POINES ........cueiieiieeee e et sa e e e e sreenteeneeenteeneessaesneas 101
A.16 Examples of schema extension elements (iNfOrMative) .........ocovecieiieiecie e 102
A.l7 Examples of schema extension attributes (INfOrMative) ..o 105
A.2 Baseline multicast session configuration SChEMAL...........coviirrrn s 106
Annex B (normative): Classification SCNEMES .......ceeciieciee e 117
B.1 MulticastTransportPrOtOCOICS............ooeeiiie ettt b e e ae et sreennesresneeneesreenes 117
B.2 ForwardErrorCorrectioNnSChEMECS ..........coi it 118

ETSI



7 ETSI TS 103 769 V1.2.1 (2024-11)

B.3 MulticastTransportODJECITYPECS........c.ecoeieceece ettt st st beere e e e s reeeesreenes 118
Annex C (informative): Multicast session configuration examples..........ccccoeeeirieriirieneneneneseens 119
(O3 O €10 SRR SRSTRPRIN 119
C.1 Multicast server configuration inStance dOCUMENT..........ccoeiieriieieeeece et s 119
C.2 Multicast gateway configuration bootstrap instance doCUMENL ...........cccevvieerieneeiereeee e 125
C.3 Multicast gateway configuration instance dOCUMENL .............cccoeieeceeiiieese et 126
Annex D (infor mative): Y=o F=Nel o L= el a gT=T o] o] 1 g T S 130
Annex E (informative): End-to-end worked example..........cooiiiiineieinee s 131
E.1 Mapping of content ingest URL to multicast transport object URI by Multicast server...................... 131
E.2 Mapping of multicast transport object URI to unicast repair URL by Multicast gateway ................... 131
E.3 Example HTTP-based unicast repair MESSAES........ccuuirrirririerienieeeieesiese st sne e 132
E.4 Mapping of multicast transport object URI to playback delivery object URL..........ccccceieieiiiinennne 132
Annex F (nor mative): FLUTE-based multicast media transport protocol ...........ccceeeieivrierene. 133
O T [ 1 0o (1o o S 133
F.1 Signalinginthe multicast SesSioN CONfIQUIaLiON..........ccveiiiiieie e 133
F.2 Mapping of multicast transport objectsto 3GPP FLUTE Transport Objects.........ccccvveveenecievieieeenen. 134
F.2.0 [T 1= 134
F.2.1 RESOUICE traNSMISSION MOOE........cueitieieeietestert ettt sb bt e et e bbbt ae et e b e se e b e besbesbeeneenneseenes 134
F.2.2 Chunked tranSMiSSION MOE.........coeiiiereiiee et e ettt e st e tesaesaesneesee e eneenseseeseesneeneeneanseses 134
F.2.3 Multicast transport object iNtegrity PrOLECLION .........cciiirieirieeie et eb e 135
F.2.3.0 LT 07 USRS 135
F.231 Content-Digest eXteNSION @HDULE ..........c.oiiiiiee bbb 136
F.24 Multicast transport object authentiCity ProtECLION ..........ccciiireiie e 136
F.2.4.0 LT 07 PP RSN 136
F.24.1 SIgNaLUre EXIENSION EIEMENL ........ccieie et et e e te s e sreesseenseenteenseenseenaesneesnnas 136
F.2.5 Extended FLUTE File DElIVErY Tall@.....ccooeie ettt et enan e nnees 138
F.25.1 Extended FLUTE FDT SChEIMA .......cooiieieieeee et te ettt tessae e sneesaeenansnaesneesnnenseensenns 138
F.2.5.2 Extended FLUTE FDT instance document example (infOrmative) ...........cccccveeereseeseesessee e e esee e 139
F.3  MUItiCast QateWay OPEIAiON .......ccccceiiieeiereeieseeee et esteseeeeestesseestesseeeesteenaesteeseensesseensesesseenseseesnes 139
F.3.1 o Vo l =l o) g @ = o o TSR 139
F.3.2 L0 g 0r= S = o7 1 SR 139
Annex G (informative): Implementation guidelinesfor FLUTE-based
multicast media transport protocol ...........ccoeecevieceeneieese e 141

G.1 Multicast system implementation QUIGEITNES .........c.cooeiiririerieeeen e 141
G.1.0 L0 Y= T Y 141
G.l1 RegUIAr [aLENCY OPEIGLION......c..eeieeiecie e see st e st ste et e et e st e et e e e e e seesseesaeesaeesseenseenseaseeseenseensesnaesseessnesnens 141
G.12 0TV = <o VAo o 1= =) S 143
G.13 In-band carriage of presentation MANITESE .........coi i 145
G.2 Example FLUTE SeSSioN CONfIQUIALIONS.......cueuriririeriesiesieseeeeeeesiesieseesseseessesse e sessessessesseseesseseenens 145
G.20 011 0o 1 o PRSP 145
G.21 Multicast configuration channel over FLUTE SESSION.........ccviiiiienieeiece et 146
G.22 Audio and video service components multiplexed into asingle FLUTE SeSSION..........ccoveveveeveeviesveseenieens 146
G.23 Audio and video service components carried in separate FLUTE Sessions using the same multicast

[0 (o U o TP PTOPRPOPRTRP 147
G.24 Audio and multiple video service components carried in separate FLUTE Sessions using independent

LU o= 0T S 147
G.25 FEC data carried iN FLUTE SESSIONS. ......cciiirieiereerierieseestesieeteeeeeesaeseesteseestessesseeseesensessessessessessesneensessenses 148

ETSI



8 ETSI TS 103 769 V1.2.1 (2024-11)

Annex H (normative): ROUTE-based multicast media transport protocol..........cccceeveeveiveenenne. 149
(o O T g0 1 o o o S 149
H.1 Signalling in the multicast SESSION CONfIQUIATION..........ciiririirieieieeeee e 149
H.2 ROUTE packet fOrmat Profile..... ..o 150
H.2.0 GENEIAl ..ottt ettt ettt et e ehe e bt e be e be e teeheeaheeaheeabeeteeateeaeebeeteenbeeateehaesheesheeareereenreanns 150
H.2.1 LCT NEAAEr EXLENSIONS......c.uecveciecie ettt ettt ee st s e et et e e e e e te e e be e beeabeeatesbeesbeesteestessbeenseentesnsesasesseesreesanas 150
(TG T B T= LY Vo] o 1= ox 10 o L= 151
H.3.0 LT T 151
H.3.1 =AY oo = SR 151
H.3.2 Y1, o (S 151
H.3.2.0 (€T 0T - | OSSR SRRURRRTRS 151
H.3.2.1 RESOUICE traNSMISSION MOGE.........cciuieiiieiicieetee et e e e eteeteseesee s e e s beebeeaeeeseasbeesbeebeensesnsesanesaeesseenseesenns 151
H.3.2.2 Chunked tranSmMiSSION MOOE.........c.eeitieiiciece ettt et e et e e ee et esteesbeesteesbeereeaseessesseenseensesssesseesreessens 152
H.3.2.2.0 GENEIAl ...ttt ettt et e et et e et e e te e be e e sheeehe e bt ebe e beeateehaeabeeteebeeteaneeaaeeaaeeareenteereans 152
H.3.221 Multicast transport object integrity ProtECHION ..........cooeiiiererirereeee e 152
H.3.222 Multicast transport object authentiCity aSSErtioN...........cocoiiriiirere e 152
[ 1R A T (= o o T g 0= Mo = 1T g o S 153
H.5 In-band multicast session metadata SIgNalliNg ..........cooviirierieieiee s 153
H.5.0 GENEIAl ..ottt ettt et e et et e eheeehe e be e beeateaheeaheeaheeabeeateeateeaeabeeteeateeateeheeaheesheeateereenreanns 153
H.5.1 Session metadata for SOUMCE FIOWS...........oo oot ettt e e st e st e e s be e beereenneeans 154
H.52 Session metadata for REPAIT FIOWS ..o 154
H.6 Deélivery Object Signalling in File MOE ..........ccoiiieiiiice e 154
H.6.1 Carriage Of EXIENUEA FDT .....occiiieie ettt ettt ae et e e e s e e sseesse e teenteeneeesaessaesseenseeneenneenes 154
H.6.2 Profile Of EXIENAEA FDT ..ottt bbb bttt et et e e bbb e e e e e e e e 154
H.7  MUILICBSE SEIVEN OPEIEIION ... ....eeieieeeeeee et ee ettt s ete st e e teeneesaesteenaesaesseensesseeneensesneeneas 154
H.8 Multicast QateWay OPEIAtiON ........ccceeiueieeiecieeiee st eiee et e et e e ae st ee e teeae e resreetesbeeasesbesreestesesreeneesrennes 155
H.8.0 OVEIVIBW ...ttt e et e st e te e ete et e saeesbeeebeeabeeatesaeesheesbeesbeeseeaseaaseeaeanbeenseenteeasesseesbeesbeesteenseensennns 155
H.8.1 FOrWard EFTOr COMTECION......eviteiee ettt h et re b et b et h e e e b e ne e e e b et e sbeeb e e e e e e e enees 155
H.8.2 L a0 = o 1 SR 155
Annex | (informative): I mplementation guidelinesfor ROUTE-based multicast media

LA =101 0Tl B o] ] ot S 156
.1  Multicast server implementation QUIAEIINES..........ccovieeeiireere e 156
1.1.0 OVEIVIBW ..ottt ettt e et e et et e e te et e s aeesaeesbeebeeateeasesheesbeesbeesteansesaeesaeesaeenseenseanseeasesseesbeesbeesbeensesnsennns 156
.1.1 Presentation manifest SIgNaAITING ..ot st 156
1.1.2 Service component MappPiNg t0 ODJECT FIOWS.........oouiiiiiiier e 156
1.1.3 Mapping of ingest 0bjectSt0 ROUTE PACKELS ..........ceiiriiiirieenie sttt 157
1.1.3.0 GENEN@L.... .ottt ettt e b e et e et e e te e tesaeesheeeheeateebeeateeheeeheeate e teebeeteeaeesaeeaaeeabeebeebeeateerteareesaeas 157
1.1.3.1 ROUTE PACKELIZBLION........ceitieiie e eiesee e e e st e s este et e s ee s e e s te e te e e estessaesseesseessesneesneesaeesseenseansenns 157
.14 CMAF/DASH timing MaPPING ....veeveeiereeieesieseesieesesseesseesseesseeseessesssessessssesseesssesseassessssssesssesssesssesssesssssnes 158
.2 Multicast gateway implementation gUIEIINES..........ccooieeiiiiesie e 158
1.2.0 OVEIVIBW ...ttt ettt et et e e te e ee s aeesaeesbeebeeateeaseeheesbe e beesteensesaeesaeesaeenseenseenseeasesseesbeesbeesbeensesnsennns 158
1.2.1 Presentation MAaNITESE ........cci ittt s e st e e st e e b e st e saeesaeesbeebeeabeeabeeaneereesraesaeas 158
1.2.2 Fast SIrEaM ACOUISITION ......c.eiuiiiiite ettt ettt b e et b e et b e s e et b et b e s b e e et e sb e e ebeebeneeneas 158
.3 Example ROUTE Session CONfIQUIELIONS.........ccecvueiiiiieiesiecie st st este e eae st sae et e enesre e e ereens 159
1.3.0 L0 Y= T 159
.3.1 Audio and video service components multiplexed into asingle ROUTE SeSSioN..........cccccceveeveevieeieseeninens 159
1.3.2 Audio and video service components carried in separate ROUTE SESSIONS........ccceieeieevieevie e ceeseesieeniens 160
1.3.3 Audio and multiple video service components carried in separate ROUTE Sessions.........cccccvvvevieecieeiieninns 161
1.3.4 Source Flows and Repair Flows carried in separate ROUTE SESSIONS.......ccouvevieienieerieeie e see e e eee e e 162
Annex J (normative): NORM -based multicast mediatransport protocol ...........cccevveeveieeeenne. 163
B8O g1 o (1o o o ISR 163

ETSI



9 ETSI TS 103 769 V1.2.1 (2024-11)

J1 Signalling in the multicast sSesSion CONfIQUIALioN............cceciiirieieee e ereas 163
SV 10 oo s s = gV o) o < - (o SRR 164
J20 GONEIEL ... b b bR R R E R bbbt b bbb 164
J21 Multicast transport ODJECT AESCIIPLON ........eceeieeceese e eeeee et e e e ereesreesseenteenreenaeeneesnaesnens 164
J211 SYNEBX .tttk kbbb bR E bbb R R £ R R bbb bbb Rttt b bbb 164
J2.1.2 Multicast transport object iNtegrity ProtECLION..........ccveiieieee e e e e sreereens 166
J2.13 Multicast transport object aUthentiCity ASSEItION...........coireiririere e 166
J.2.2 LI S S Lo g 110 L= 167
J2.21 RESOUICE tranSMISSION MOE. .....c.eeiueieeeeeeiieiee ettt sttt e e e e besaeeseeaeeneeeesaeebesaeeneeeeneeses 167
J.2.2.2 Chunked tranSMiSSION MOOE. ... ...coiuiieieieeeieee sttt sttt seeseesbeseeese e e eneeseensesbeseesseeneenseneens 167
J2.3 In-band signalling of presentation MaNITESL ...........ccoi i 168
J24 In-band signalling of multicast gateway CONfiQUIaLioN ...........ccveiieieiieiee e 168
J25 Sending application-SPECifiC PAYIOBAS .......cceecui it 168
J.3  MUItiCast QaLEWEY OPEIGLION ........cceiuirririerierteriee ettt r et e et b e b b e s e e e e et ene e senne e 168
J3.0 GONEIEL ... bbb R R E b bbbt b bbb 168
J31 o VYo = o) g @ = 1 o o PR S 169
J32 (€T o= s B £ 7= 1 SO ST POR 169
J321 TrIQYEiNG UNICASE FEPAIT ......ccveveeeetereeseetereeieete sttt sttt et b e se s bt b e st bt s e st e bt e e s e e bt e eb e bt s ese b et eneebennennenis 169
J3.22 NACK -DASEA PACKEL FEPEIT ........eiveeeeertiieiertest ettt bt e et b et sb et b bbb 169
J3.23 HTTP-based ODJECE FEPEIT ........c.eiuiieeitie bbbt 170
Annex K (informative): Implementation guidelinesfor NORM -based

multicast media transport protocol ...........ccceecevieceeieieese e 171
(SO T 1 11 0o 1o o o S 171
K.1 Multicast system implementation QUIJEIINES ..........ccooiiiiiiiiiieeee s 171
K.1.0 LT 0T PR 171
K.1.1 Guidance on use of NACK-hased PaCKEL FEPAIT.........c..couririiriririeeesieeee et 171
K.2 Example NORM SeSSioN CONFIQUIELIONS.........coueieirieiisiiresie et sre s st 172
K.3 Example multicast transport object Metadatan............ccovriririieiecee s 172
K.3.1 Sample metadata val ues for resource tranSmMiSSION MOUE ........ccveiieierieiiee e eae e 172
K.3.2 Sample metadata values for chunked transmission MOCE ..........coirueerireirie e 173
Annex L (normative): M Sync-based multicast media transport protocol ............cccceeererenereene. 174
0 [ g1 0o (1o o o PSS 174
L.1 Signalinginthe multicast SesSioN CONfIQUIaLiON...........ccveiieiieie it 174
I = (0 (o oo I 0 =] 11 oo SR 175
L.2.0 GONEIEL ...t b bbb R £ bbbt bbb b 175
L.21 Signalling of multicast transpPort ODJECE LYPES ....cvieiececese et 175
L.2.1.0 SUIMIMIAIY .ttt bbbtk b b€ £ £ bbb bbbt R E £ £ e E bbb bRttt sttt b bbb 175
L.211 ANCIHTArY MEIA ODJECL........oeceeieeet bbbt b et se s 175
L.21.2 Presentation MaNITESE........ooi ettt ettt aeea e et et e seeseesbeeneene e e eneeee 175
L.2.1.3 INitiali ZALTON SEOMENT ... ettt bbb et b et b e b et b et b e b 176
L.2.14 IMBOIA SEOMIENE ...ttt b bbb bt bt b et b et b e b 176
L.2.2 L o R =101 1SS o] oo = SR 176
L.2.3 (o TV = =10y Ao L= L= oYU 176
L.24 Multicast transport object integrity ProtECLION ..........cviceieeieeseere et esraesnees 176
L.25 Multicast transport object authentiCity ProtECtiON .........ccoiceeiieiiere e 176
I B € (0 g (= 10 V< VSRR 177
L.3.1 Forward Error CorreCtion (FEC) ..ottt sttt nn s 177
L.3.2 UNICBSE RTP FEDAIT ...ttt bbb et b et b bbbt e bt bbbt b b e e eb et e e st nn e enis 177
L.3.3 UNICASE HT TP FEPEIT ....neceiitieettiteeet ettt bbbt h et b e bbbt bbb bt b b e e eb et e b b e e ens 177
Annex M (informative): Implementation guidelinesfor M Sync-based multicast media

A= 10 S o To g A o] ] oot S 178
M.1 Multicast system implementation QUIJEIINES ..........coviiiiiiniiene e 178

ETSI



10 ETSI TS 103 769 V1.2.1 (2024-11)

M.2  EXGMPIE WOTKFIOWS......ccuiiiiiiiiiieee sttt bbb b nne s 178
M.2.1 Example |oW-18ENCY WOIKFIOW ........c.oiiiiiiici ettt st st 178
Annex N (nor mative): Servicereporting information document schema...........ccocooveieicicne 179
L 1S 0] Y 185

ETSI



11 ETSI TS 103 769 V1.2.1 (2024-11)

Intellectual Property Rights

Essential patents

IPRs essential or potentially essential to normative deliverables may have been declared to ETSI. The declarations
pertaining to these essential IPRs, if any, are publicly available for ETSI members and non-member s, and can be
found in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to
ETS in respect of ETS standards’, which is available from the ETS| Secretariat. Latest updates are available on the
ETS IPR online database.

Pursuant to the ETSI Directivesincluding the ETSI IPR Policy, no investigation regarding the essentiality of IPRS,
including I PR searches, has been carried out by ETSI. No guarantee can be given as to the existence of other IPRs not
referenced in ETSI SR 000 314 (or the updates on the ETS| Web server) which are, or may be, or may become,
essential to the present document.

Trademarks

The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners.
ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no
right to use or reproduce any trademark and/or tradename. Mention of those trademarks in the present document does
not constitute an endorsement by ETSI of products, services or organizations associated with those trademarks.

DECT™, PLUGTESTS™, UMTS™ and the ETSI logo are trademarks of ETSI registered for the benefit of its
Members. 3GPP™, LTE™ and 5G™ logo are trademarks of ETSI registered for the benefit of its Members and of the
3GPP Organizational Partners. oneM 2M ™ |ogo is atrademark of ETSI registered for the benefit of its Members and of
the oneM2M Partners. GSM® and the GSM logo are trademarks registered and owned by the GSM Association.

Foreword

This Technical Specification (TS) has been produced by Joint Technical Committee (JTC) Broadcast of the European
Broadcasting Union (EBU), Comité Européen de Normalisation EL ECtrotechnique (CENELEC) and the European
Telecommunications Standards Institute (ETSI).

NOTE: The EBU/ETSI JTC Broadcast was established in 1990 to co-ordinate the drafting of standardsin the
specific field of broadcasting and related fields. Since 1995 the JTC Broadcast became a tripartite body
by including in the Memorandum of Understanding also CENELEC, which is responsible for the
standardization of radio and television receivers. The EBU is a professional association of broadcasting
organizations whose work includes the co-ordination of its members' activitiesin the technical, legal,
programme-making and programme-exchange domains. The EBU has active members in about
60 countries in the European broadcasting areg; its headquartersisin Geneva.

European Broadcasting Union

CH-1218 GRAND SACONNEX (Geneva)
Switzerland

Tel: +41227172111

Fax: +4122717 2481

The DVB Project is an industry-led consortium of broadcasters, manufacturers, network operators, software developers,
regulators and others from around the world committed to designing open, interoperable technical specifications for the
global delivery of digital media and broadcast services. DV B specifications cover all aspects of digital television from
transmission through interfacing, conditional access and interactivity for digital video, audio and data. The consortium
came together in 1993.
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Modal verbs terminology

In the present document “shall”, "shall not", "should", "should not", "may", "need not", "will", "will not", "can" and
"cannot" are to be interpreted as described in clause 3.2 of the ETSI Drafting Rules (Verbal forms for the expression of
provisions).

"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.

Introduction

Video delivery has become a dominant class of traffic on public networks. The wider market has embraced unicast
streaming with the ability to adapt to network conditions as a means of delivering media on any type of access network.
One of the reasons for its widespread adoption is the reuse of existing network technologies used to deliver other
Internet services, in particular HTTP and Content Delivery Networks. Dynamic bit rate adaptation allows the streaming
session to degrade gracefully as network conditions worsen, and to recover as they improve.

For consumption of the same linear media stream at the same time by alarge audience, the number of simultaneous
connections to the edge serving infrastructure carrying the same media payloads results in a high degree of redundancy
which can be mitigated by the use of multicast packet replication at Layer 3. Unicast streaming is better suited to
unsynchronized media consumption, or consumption of linear streams by smaller audiences.

By combining existing media encoding and packaging formats with the efficiency of point-to-multipoint distribution to
the edge of |P-based access networks, it is possible to design a system for linear media distribution that is both efficient
and scalable to very large audiences, while remaining technically compatible with the largest possible set of
already-deployed end user equipment.

Point-to-multipoint topol ogies a so offer opportunities for efficient pre-positioning of assets to devices at the edge of the
network. This supports additional non-linear use cases and can help to aleviate peak demand on the access network at
synchronization pointsin the linear schedule.
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1 Scope

The present document specifies a reference functional architecture for an end-to-end system that delivers linear content
over Internet Protocol (1P) networks in a scalable and standards-compliant manner. Scalability is achieved by means of
IP multicast operating in parallel with and alongside conventional unicast delivery. The procedures and protocols used
between the system functions are specified, along with data interchange formats, where appropriate.

2 References

2.1 Normative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

Referenced documents which are not found to be publicly available in the expected location might be found in the
ETSI docbox.

NOTE: While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.
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Informative references
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3 Definition of terms, symbols and abbreviations

3.1 Terms

For the purposes of the present document, the following terms apply:
ancillary ingest object: ingest object that is an ancillary media object

ancillary media object: media object conveyed viaa multicast transport session or via a unicast transport session that
does not comprise linear content

NOTE: Examples of ancillary media objects include presentation manifests, initialization segments and other
resources supporting the delivery of the linear service such as DVB-I service discovery and programme
metadata [41].

ancillary multicast transport object: multicast transport object that is an ancillary media object
carousel: repeating schedule of multicast transport objects conveyed via a multicast transport session
NOTE: Therepetition frequency need not be the same for every multicast transport object in a carousel.
content: any media object involved in a streaming session, including the presentation manifest and packaged media
NOTE: Each such object is uniquely identifiable by a Uniform Resource Identifier.
ingest object: media object offered at reference point Pin’ or Oin
NOTE: The Multicast server function maps each ingest object to one or more multicast transport objects.

linear service: set of service components that together make up an editorial linear user experience such as atelevision
channel or radio station

media object: single externally addressable unit of packaged encoded media essence or related metadata to be
conveyed viaa multicast transport session or via a unicast transport session, e.g. a presentation manifest or DASH
Segment identified by a URL

NOTE: Control plane documents, such as the multicast session configuration, are not media objects.

multicast media transport protocol: specification of the packet syntax to be used at reference point M between a
Multicast server and a population of Multicast gateway and/or Unicast repair functions in a given deployed system

multicast session: time-bound transmission comprising all the multicast transport sessions required to deliver alinear
service according to operational needs

NOTE: Not al service components need be delivered by multicast transport sessions at al times: some service
components may be conveyed by unicast transport sessions alone. Thisis an operational decision.

multicast session configuration: set of multicast transport session parameters that completely describe all of the
multicast transport sessions that comprise a single multicast session

multicast transport object: binary resource related to a media presentation that is conveyed in a multicast transport
session and is uniquely identifiable in the multicast media transport protocol, e.g. a partial or complete media object

multicast transport object identifier: value defined in a multicast media transport protocol that uniquely identifies a
multicast transport object

NOTE: Inthecaseof FLUTE [23] and ROUTE [18], the multicast transport object identifier concept is realized
by the LCT Transport Object Identifier [19].
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multicast transport session: time-bound stream of packets transmitted from a Multicast server to a Multicast gateway
viareference point M, formatted according to a particular multicast media transport protocol, that conveys a multiplex
of one or more service components and/or Forward Error Correction information

NOTE: A multicast transport session is uniquely identifiable by the combination of a source IP address, a
destination multicast group | P address and a destination UDP port number, collectively referred to asthe
<S§, G, p> triplet.

multicast transport session parameters. set of metadata defining the technical parameters required to deliver or
receive a single multicast transport session

playback delivery object: media object provided in response to an HTTP Request at reference point L
presentation manifest: metadata providing information used in the playback of alinear service

NOTE: Examplesinclude the Master Playlists (.m3u8) for an HL S streaming session [i.5], the ISML file for a
Microsoft SmoothStreaming session, the Media Presentation Description (MPD) for aDVB DASH
session [10] or the SDP file and MPEG-DASH MPD for a 3GPP MBM S session.

presentation session: consumption of alinear service by a Content playback function making requests for a
presentation manifest and playback delivery objects at reference point L

presentation timeline: schedule of media objects that need to be acquired by a Content playback function in order to
sustain seamless playback of a particular linear service

NOTE 1: This may be governed by timing metadata in the media objects themselves, and an explicit timing model
embedded in the presentation manifest, or it may be implied by media objects being listed in the
presentation manifest as they become available for download.

NOTE 2: Thisterm is consistent with the concept of Media presentation timelinein MPEG-DASH [i.2].
service component: sequence of media objectsthat is part of alinear service, e.g. avideo stream or an audio stream
service description metadata: media object(s) used to describe the technical parameters of asingle linear service

NOTE 1: The service description metadata for a particular linear service includes references (such as URLS) to one
or more presentation manifests.

NOTE 2: The format of the service description metadata and the means of its acquisition both lie outside the scope
of the present document.

system oper ator: business entity responsible for operating the functions specified in the present document

terminal device: consumer device that renders presentation sessions of linear services

3.2 Symbols

Void.

3.3 Abbreviations

For the purposes of the present document, the following abbreviations apply:

ABNF Augmented Backus-Naur Form

ALC Asynchronous Layered Coding

AL-FEC Application Level FEC

API Application Programmer's I nterface

ATSC Advanced Television Systems Committee

BBC British Broadcasting Corporation

Ccl Congestion Control Information (pertaining to LCT)
CDN Content Delivery Network

CMAF Common Media Application Format

CN Common Name (pertaining to X.509)
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CP Content Provider
CRC Cyclic Redundancy Check
DASH Dynamic Adaptive Streaming over HTTP
DNS Domain Name System
DRM Digital Rights Management
EPG Electronic Programme Guide
ESI Encoding Symbol Identifier (pertaining to AL-FEC)
FDT File Delivery Table (pertaining to FLUTE)
FEC Forward Erasure Correction
FEC Forward Error Correction
FLUTE File deLivery over Unidirectional Transport
FQDN Fully-Qualified Domain Name (pertaining to DNS)
GRTT Group Round-Trip Time
HLS HTTP Live Streaming
HTTP HyperText Transfer Protocol
HTTPS Secure HyperText Transfer Protocol
IANA Internet Assigned Numbers Authority
IP Internet Protocol
ISO International Organization for Standardization
LCT Layered Coding Transport
MBMS Multimedia Broadcast Multicast Services (pertaining to 3GPP)
MPD Media Presentation Description (pertaining to MPEG-DASH)
MPEG Moving Pictures Experts Group
NAT Network Address Trandation
PES Packetized Elementary Stream (pertaining to MPEG-2 Transport Stream)
PID Packet I Dentifier (pertaining to MPEG-2 Transport Stream)
PSI Protocol-Specific Indication (pertaining to LCT)
QoS Quiality of Service
ROUTE Real-time Object delivery over Unidirectional Transport
RTP Real-time Transport Protocol
RTSP Real Time Streaming Protocol
SAN Subject Alternative Name (pertaining to X.509)
SAST Segment Availability Start Time
SDP Session Description Protocol
STB Set-Top Box
STSID Service-based Transport Session Instance Description (pertaining to ROUTE)
TLS Transport Layer Security
TOI Transport Object Identifier (pertaining to ALC/LCT)
TS Transport Session Identifier (pertaining to ALC/LCT)
UDP User Datagram Protocol
URI Uniform Resource Identifier
URL Uniform Resource Locator (pertaining to HTTP)
uTC Universal Coordinated Time
XML eXtensible Markup Language
YAML YAML Ain't Markup Language
4 General

The present document specifies a reference functional architecture for an end-to-end system that delivers linear content
over Internet Protocol (IP) networksin a scalable and standards-compliant manner. Scalability is achieved by means of
I P multicast operating in parallel with and alongside conventional unicast delivery. Theindividual functions required
for such a system are depicted in figure 5.2-1, and the interactions between them are shown as named reference points.
The functional architecture is intended as an abstract reference: real implementations may, for example, combine
multiple functions in a single deployable unit. The architecture is intended to be independent of any particular Internet
Protocol address family.
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Two mandatory multicast media transport protocols are specified in annex F and annex H:

. Every conformant realization of the Multicast server shall implement at least one of the mandatory multicast
mediatransport protocols. A conformant realization may additionally implement one or more optional
multicast media transport protocols specified in subsequent normative annexes to the present document.

. Every conformant realization of the Multicast gateway shall implement at least one of the mandatory multicast
media transport protocols. A conformant realization may additionally implement one or more optional
multicast media transport protocols specified in subsequent normative annexes to the present document.

. Every conformant realization of the Unicast repair server implementing reference point M shall implement at
least one of the mandatory multicast media transport protocols. A conformant realization may additionally
implement one or more optional multicast media transport protocols specified in subsequent normative
annexes to the present document.

In the following clauses, referencesto HT TP refer to the Hypertext Transfer Protocol message exchange semantics as
defined in IETF RFC 9110 [2]. Implementations shall, at minimum, conform to HTTP/1.1 protocol syntax as specified
in [ETF RFC 9112 [1] and may optionally implement subsequent protocol syntaxes, for example HTTP/2 [34] or
HTTP/3[35].

Similarly, referencesto HTTPS refer to HTTP/1.1 or HTTP/2 over TLS 1.3 [7] or HTTP/3 (for which the use of HTTPS
is required). Implementations may optionally implement equivalent or better transport layer security protocols.

Referencesto HTTP(S) mean "HTTP or HTTPS".

I mplementation guidelines and worked examples are provided in the companion document [i.13].

5 Reference architecture

5.1 Reference points

51.0 Introduction

The relationships between the logical functionsin the reference architecture are identified by named reference points. In
apractical deployment, each of theseis realized by a concrete interface and conveys information between the relevant
functions using a particular protocol. The reference points and the logical functions areillustrated by the reference
architecture diagramin clause 5.2 and are summarized in figure 5.1.0-1 below.
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5.1.1
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Figure 5.1.0-1: Simplified reference architecture

Data plane reference points

The reference points defined in this clause are used primarily to transport content:

L

NOTE:

A"

Unicast HTTP(S) [2] interaction between a Content Playback function and a Multicast gateway.

Thisinterface includes the fetching of all specified types of content.

When a Multicast gateway and a Content playback function are co-located on a single end device, such as

a set-top box (see clause 6.3), reference point L may be realized asaloca API.

Bootstrap unicast HTTP(S) interaction directly between a Content playback function and a
Multicast rendezvous service function. Used to request the presentation manifest at the start of a
linear playback session, as outlined in clause 5.3.9 and specified in clause 7.5.

Used by a Multicast gateway for HTTP(S) acquisition from a Content hosting function of content
not provided over reference point M. Also used by a Multicast gateway for retrieving content
directly from a Content hosting function via unicast when U is unable to perform content repair, as
specified in clause 9.

Used by a Content playback function to retrieve unicast HTTP(S) content out of scope for
provision over reference point L from a Content hosting function.

Used in some deployments by a Unicast repair service function to retrieve unicast HTTP(S)
content from a Content hosting function in order to effect content repair.

Multicast | P content transmission by a Multicast server function and reception by a Multicast
gateway function and, in some deployments, reception by a Unicast repair service function.

Unicast interaction between a Unicast repair client in a Multicast gateway and a Unicast repair
service. Thisinterface may be used to carry the payloads used for content repair functionsin
addition to the requests for such payloads.
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The unicast interaction between a Unicast repair service and a Multicast server as an aternative to
fetching repair content over A. Thisinterface may be used to carry the payloads used for content
repair functionsin addition to the requests for such payloads.

Publication of content to a Content hosting function by a Content packaging subfunction. This
could be implemented as a push interface, or content could be pulled on demand from a Content
packaging function.

Ingest of content by a Multicast server function from a Content hosting function. Thisistypically
implemented as a pull interface.

Ingest of content by a Multicast server direct from a Content packaging function. Thisistypically
implemented as a push interface.

Control plane reference points

The reference points defined in this clause are used for control signalling and operational reporting.

Cws
Cwmr
Cer
Rs

Rcp

Rpwm

5.2

Control interface for configuration of a Multicast server function.

Control interface for configuration of a Multicast gateway function.

Control interface for configuration of a Provisioning function.

Service reporting by a Multicast gateway function to a Service reporting capture function.

Service reporting by a Service reporting capture subfunction to a Content Provider metrics
reporting capture function.

Reporting of playback metrics by a Content playback function to a Content Provider metrics
reporting capture function.

Reference architecture diagram

A diagram of the reference architecture is shown on the next page (figure 5.2-1). Logical functions are depicted as
named boxes and these may be nested in cases where a high-level function is composed of severa subfunctions.
Functions that lie within the scope of the present document are shown with black text. Those beyond the scope of the
present document (but relevant to the functional architecture) are depicted with grey text. Functions lying primarily in
the data plane are shown with unfilled boxes; control plane functions are shaded.

Data plane interactions are depicted using solid lines. Control plane interactions are depicted using dotted lines.
Interactions that lie within the scope of the present document are depicted as black lines with a reference point name.
Those beyond the scope of the present document (but relevant to the functional architecture) are shown with grey lines.
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Figure 5.2-1: Reference architecture
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5.3 Functions

5.3.1 Content preparation

531.0 Introduction

The operation of the Content preparation function is specified in clause 8.1.

5.3.1.1 Content encoding

The Content encoding function transforms source media streams into encoded media with the aim of reducing the bit
rate. A single source media stream may be transformed into a number of different encoded representations to match
delivery conditions. Virtual segment boundary markers may be placed in the encoded media representation to assist an
adaptive Content playback function in its operation.

The output of the encoder is a set of unencrypted media streams formatted so asto be suitable for ingest by an encrypter
or packager. This could, for example, be an MPEG elementary stream, an MPEG-2 Transport Stream, or some other
proprietary intermediate format.

5.3.1.2 Content encryption

The Content encryption function takes a cleartext stream and encrypts some or al of it to form a ciphertext stream. The
encryption keys are obtained from the DRM licence management function.

Thisfunction is optional in the case where encryption is not a requirement for a particular stream.

5.3.1.3 Content packaging

The Content packaging function ingests the media streams of one (or more) encoded representations and formats each
one according to adesired packaging format. In the context of dynamic adaptive streaming, the output of the packager
is a sequence of packaged media segments with representation switching points that are aligned across different
representations of the same source media stream.

Examples of packaging formats suitable for fragmentation into media segments are 1SO Base Media File Format and
MPEG-2 Transport Stream.

5.3.2 Content hosting

Prepared content is made available by the Content hosting function for unicast delivery to the Multicast server (for
content ingest via reference point Oin), to the Multicast gateway (for cache misses via reference point A), to instances of
the Content playback function that are not connecting through a Multicast gateway (at reference point A"), or to the
Unicast repair service (at reference point A").

The Content hosting function may be realized as simple web servers, as part of an origin cluster, or operating asa
distributed Content Delivery Network system. As such, load balancing and request distribution techniques (e.g. DNS
round-robin, HTTP 302 redirect) may be used to direct clients to the most appropriate content server.

The operation of the Content hosting function is specified in clause 8.2.
5.3.3 Multicast server

5.3.3.0 Introduction

The Multicast server function ingests content from the configured content sources. In the simple case, media streams
are retrieved, typically using the same protocols that a media player might employ, viareference point Oin.
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In the Multicast server, the payloads of the ingested media stream are encapsulated into the delivery units of the
multicast media transport protocol and transmitted through the Network to subscribed Multicast gateway clients using
IP multicast viareference point M.

This entity can be configured by the Network control function viareference point Cws.
NOTE: Thisentity usesa Source-Specific Multicast methodology for sending and serving multicast traffic.

The operation of the Multicast server function is specified in clause 8.3.

5.3.3.1 Content ingest
Both push and pull content ingest methods are possible for the Multicast server:

. HTTP(S) Pull Ingest via reference point Oin: The subfunction mimics a conventional adaptive streaming
media player and downloads packaged media segments from the Content hosting function as described by a
presentation manifest. In this case, reference point Oin may be functionally identical to L (although its
operational behaviour may differ). Segments may, for example, be packaged using MPEG-DASH or HLS.
Segments from one or more representations of the presentation may be downloaded simultaneously.

NOTE: DVB DASH, MPEG-DASH, HLS and other manifest formats may be supported.

. HTTP(S) Push Ingest via reference point Pin": The subfunction offers an HTTP(S) push interface, such as
the PUT method specified for WebDAYV [i.3]. The Content packaging subfunction uploads media segments to
the Content ingest function immediately as they are created. Segments may, for example, be packaged using
MPEG-DASH or HLS.

o RTP Push Ingest via reference point Pin": The subfunction offers an RTP-based push ingest mechanism to
the Content packaging subfunction. The packager sends MPEG-2 Transport Stream packets using RTP.
Segment boundaries are marked with virtual segment boundary markers.

5.3.3.2 Multicast transmission

This subfunction is responsible for serializing streams received by the Content ingest subfunction and for transmitting
the serialized streamsin the payloads of |P multicast packets viainterface M.

5.34 Unicast repair service

The Unicast repair service offers apayload repair function to the Unicast repair client in the Multicast gateway via
reference point U.

The following repair modes could be considered for the Unicast repair service:

1) TheUnicast repair service listensto multicast content transmissions over reference point M and locally caches
acopy of the packet stream which it uses to satisfy repair requests received from the Unicast repair client.

2)  If therequested packet(s) cannot be satisfied from the Unicast repair service's cache, packet repair requests
may be passed to the Multicast server viareference point U'.

3) Packet repair requests are converted by the Unicast repair serviceto equivalent HTTP(S) requests (e.g. byte
ranges) on the Content hosting function viareference point A”.

4)  If near-simultaneous requests for the same repair are received by the Unicast repair service from multiple
Multicast gateways, it may be more efficient for the repair packets to be transmitted using multicast via
reference point M.

5.3.5 Multicast gateway

5.35.0 Introduction

The primary purpose of this function is to provide packaged content segments to the Content playback function. The
Multicast gateway may be realized as a forward proxy or as alocal origin (including reverse proxy).
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The Multicast gateway could be instantiated in customer premises equipment like a home gateway device or
| P-connected Set-Top Box (STB). It could also be located in an upstream network node as an aternative to the
customer's premises.

Content requests are received, viareference point L, from one or more instances of the Content playback function and
these are serviced either directly from content cached in the Asset storage subfunction or indirectly viareference
point A, with retrieved content then optionally cached in the Asset storage subfunction.

Unicast fill operations are performed viareference point A until a cache is established in Asset storage for agiven linear
service.

NOTE: Some streams may never be sent using a multicast session, while others may require a short period of
time before the cache is established.

The operation of the Multicast gateway function is specified in clause 8.4.

5.3.5.1 Service management

The Service management subfunction collates multicast session configuration information about multicast content
streams available viainterface M as well as the location(s) of the Service reporting capture function. Thisinformation
may be received from one or more of the following sources:

o Directly from Network control via reference point Cwr (see clauses 10.4.4.1 and 10.4.4.2).

. Indirectly viathe Multicast reception subfunction, in the case where the information is transmitted over
reference point M (see clauses 10.4.5 and 8.3.5).

. In unicast responses from the Multicast rendezvous service function carried over reference point B (see
clauses 8.5 and 7.5).

5.3.5.2 Multicast reception

The Multicast reception subfunction ingests content streams via interface M that have been requested by or configured
for an end device. Content that has been received intact may also be cached in Asset storage for later use. Content
damaged in transit may be repaired using any specified mechanism(s) at the Multicast gateway's disposal (e.g. Forward
Error Correction, unicast repair by the Unicast repair client viaU or unicast retrieval via A) prior to caching.
Irreparable content should not be served viareference point L.

5.3.5.3 Unicast repair client

Multicast packet loss detection is performed and recovered from using either Forward Error Correction information
received viainterface M, loss recovery using the Unicast repair service viainterface U (e.g. unicast packet
retransmission or multicast segment loss signalling) or, as alast resort, unicast fill viareference point A.

5.3.5.4 Asset storage

The Asset storage subfunction provides temporary storage of assets to be served over reference point L. Authority over
the storage lies with the Multicast gateway.

. Managed pre-positioned media content assets. For example, pre-positioning all or part of a popular asset, or
advertising material in advance of its availability date to alarge population of users.

e  Temporary caching of linear media content segments.

5355 Service reporting

Service-related metrics (e.g. telemetry and analytics data) are reported by the Service reporting subfunction to the
Service reporting capture subfunction viainterface Rs.
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5.3.6 Provisioning

5.3.6.0 Introduction
The purposes of the Provisioning function are:
1) Tocoallect service reporting information centrally from the deployed Multicast gateway instances.
2)  To configure resourcesin the Network.
3) To configure the Multicast server to use the configured Network resources.
4)  To configure the Multicast gateway to use the configured Network resources.

The Provisioning function may be influenced by the Content Provider control function via reference point Cce.

5.3.6.1 Service reporting capture

Service reporting information captured by the Multicast gateway is supplied to the Service reporting capture function
viareference point Rs. The reports may include metrics and other key indicators describing the performance of the
service (e.g. cache hit ratio, viewership). The metrics depend on which channels are requested, when channels are
established and how many segments are in cache. The service reporting information could be used for instance to
improve service performance and to configure multicast channels.

The Service reporting capture function may also export service reporting information to the Content Provider metrics
reporting capture function via reference point Rcp. This information may include data on multicast content and bit rate.

5.3.6.2 Network control

Thisfunction is responsible for controlling, configuring and provisioning Network resources. This includes the
resources for multicast transmission (over reference point M) and well as those for unicast operation (over reference
pointsU, A, A’, A" and B).

In systems with centralized co-ordination, the Network control function distributes configuration information about the
set of available multicast streams to the Network resources and may additionally distribute this configuration
information to the Multicast server (via Cus) and/or to the Multicast gateway (via Cwr). The configuration information
about the set of available multicast streams can be updated according to Content Provider control policy rules and/or
the number of client requests.

5.3.7 Content Provider control

This function uses the control interface Ccp provided by the Network control function to provision information about
services that can be made available over the multicast delivery path M. A single Content Provider control function may
be interacting with multiple Network control functions, each one of the latter operated by a different network provider.

5.3.8 Content playback

5.3.8.0 Introduction

Thisisthe entity managing the request, reception, decryption and presentation of content. It only supports unicast
delivery viareference point L. Playback behaviour is agnostic to the delivery path traversed by the content.

The Content playback function may be located separately from the Multicast gateway on an end device such asa
smartphone (clauses 6.1 and 6.2). It may alternatively be combined with a Multicast gateway, for example in a set-top
box or connected TV set (clause 6.3).

Additional functions of the Content playback function are:
. To retrieve, viareference point B, a presentation manifest for the linear service.

. To retrieve, viareference point B, any content that is not intended to be retrieved via the Multicast gateway.
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The operation of the Content playback function is specified in clause 8.5.

5.3.8.1 Content unpackaging

The Content unpackaging subfunction is responsible for extracting elementary stream data from retrieved transport
objects and presenting it to the Content decryption and Content decoding subfunctions. For example, with SO Base
Media File Format segments this involves extracting the appropriate media data box(es), while with MPEG-2 Transport
Streams the desired PID isfiltered and the payloads of reassembled PES packets are extracted.

5.3.8.2 Content decryption

If aDigital Rights Management system isin operation, the Content decryption subfunction is responsible for obtaining
appropriate decryption keys from the DRM licence management function and for decrypting any encrypted elementary
streams.

5.3.8.3 Content decoding

The Content decoding subfunction is responsible for parsing and interpreting the contents of elementary media streams,
allowing them to be rendered for playback on, for example, a screen or loudspeakers.

5.3.8.4 Playback metrics reporting

The Playback metrics reporting subfunction reports information relating to the behaviour and quality of experience of
content playback to the Content Provider metrics reporting capture function via reference point Rew. The metrics may
include (but are not limited to) details of HTTP request/response transactions, initial playback delay, buffer level,
representation switching events and measured network throughput. The playback metrics reported by this function are
directly related to the end user quality of experience and may be used to optimize the experience either at the Content
Provider or in the Network.

5.3.9 Multicast rendezvous service

The Multicast rendezvous service maintains records of managed Multicast gateway instances, including their current
status, and records of current multicast sessions, including their status. The Network control function is responsible for
supplying all of thisinformation to the Multicast rendezvous service, but the means by which it is supplied lies outside
the scope of the present specification.

The Multicast rendezvous service handles the initial request from the Content playback function at reference point B for
a presentation manifest. The Multicast rendezvous service determines whether there is an active multicast session for
the linear service corresponding to the requested presentation manifest, and whether there is an active Multicast
gateway suitable for use by the requesting Content playback function. If at least the second condition is met, the
Multicast rendezvous service may redirect the request to that Multicast gateway instance. Otherwise, the Multicast
rendezvous service redirects the request to the Content hosting function and the session will proceed using unicast only.

The operational procedures for the Multicast rendezvous service are specified in clause 7.5.

5.3.10 DRM licence management

This optional entity is responsible for core content protection services, providing appropriate encryption keys to be used
by the Content encryption function, and supplying licences to the Content decryption subfunction to enable the Content
playback function to decrypt encrypted content.

5.3.11 Application

The Application is responsible for controlling the Content playback function. Examples include an embedded control
application on an integrated television set or set-top box ("EPG application™) or athird-party application contributed by
a Content Provider. The interface the Application function uses to control the Content playback function is outside the
scope of the present specification, but would generally involve passing a reference to a presentation manifest (e.g. the
URL of an MPEG-DASH MPD) to initiate playback of a particular linear service.
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The Application may interact with the Service management subfunction of the Multicast gateway in order to discover
the existence of linear services and control their reception by the Multicast gateway. At the present time, these
interactions are also out of scope.

The Application may alternatively discover the existence of linear services through a private interaction with an
application-specific Service directory function. Thisinteraction is also outside the scope of the present document.
5.3.12 Service directory

The Application may use a private Service directory in order to locate available linear services. The Service directory
function may be configured by the Content provider control function. Because the Service directory functionis
application-specific it is outside the scope of the present document.

6 Deployment models

6.0 Introduction

The reference architecture described in clause 5 isintended to support the deployment models described in this clause.

6.1 Multicast gateway deployed in network edge device

Network edge device Home Terminal device
gateway
device
____________ CMR.__________>
-
Multicast
- U L -
gateway
- A > Content
D S — W playback
- B -
- A" -
Figure 6.1-1

The terminal device does not support reception of |P multicast from the home network. It includes the Content playback
function, and loads an Application to control linear playback.

The Multicast gateway is deployed in a network edge device upstream of the terminal device and provides
multicast-to-unicast conversion facilities for several homes. All in-scope traffic on the access network between the
network edge device and the home gateway device is therefore unicast.
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6.2 Multicast gateway deployed in home gateway device
Network Home gateway device Terminal device
edge
device

____________ Cuwr———-—------—>3

" > |

- N Multicast . -

gateway

- A > Content

e Re—————————— playback

- B >

- A >

Figure 6.2-1

The Multicast gateway is deployed in a home gateway device, such asarouter (typically supplied by the Internet
Service Provider) and provides multicast-to-unicast conversion facilities for multiple terminal devices in the same home
network. These terminal devices each have an instance of the Content playback function and load the desired
Application.

6.3 Multicast gateway deployed in terminal device

Network Home Terminal device

edge gateway

device device
____________ Cur——————----—3

v > .
< - Multicast . -
gateway
- A > Content
e Re-——————————] playback
- B >
- A >
Figure 6.3-1

The terminal device supports reception of |P multicast within the home network. Each such terminal device includes
both Multicast gateway and Content playback functions, and loads its own Application to control linear playback. In
this deployment model, the Multicast Gateway function shall provide content services only to its host terminal device.

The home gateway device performs only multicast group subscription operations. (This may result in unpredictable
quality behaviour when the home network does not fully support multicast delivery.)

ETSI



30 ETSI TS 103 769 V1.2.1 (2024-11)

7 Modes of system operation

7.0 Introduction

Two modes of operation are depicted in the following clauses allowing the support of HTTPS and the support of
unidirectional deployment:

. Inaregular deployment (clause 7.1), the Multicast rendezvous service is located in the Network and managed
by the system operator.

. In aco-located deployment (clause 7.2), the Multicast rendezvous service isintegrated with the Multicast
gateway in the same entity. It may be used, for example, in the case of a unidirectional deployment scenario.

7.1 Regular deployment

The different functional entities involved in aregular deployment are shown in figure 7.1-1 below and conform to the
reference architecture specified in clause 5.

Provisioning
Network
control
/
1/
, R
7/
/ \
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Multicast ,/ \\
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rendez_vous < - o N > @
service ¥ R
Multicast server ef‘- > O g Content
[>) Multicast €L Playback
gateway ® 0 (5]
Content | R - (14]
hosting | ® -
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Figure 7.1-1: Regular deployment workflow

The following activities may occur asynchronously at any time:

e  TheProvisioning function may be configured with the details of all available Multicast gateway functions by
means outside the scope of the present document, or it may be configured dynamically using the procedure
specified in clause 7.6.

. The Provisioning function keeps the configuration of the Multicast rendezvous service up to date by means
outside the scope of the present document.

. The Multicast gateway may be configured with the current set of provisioned multicast sessions at reference
point Cwr, Or at reference point Cus and M, as specified in clause 10.1.2.

e  The Multicast gateway may be configured with a set of basic parameters such as the endpoint address of a
multicast gateway configuration transport session, as specified in clause 10.4.5.
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The workflow is composed of the following steps:

1) The Network control subfunction configures the Multicast server with the current provisioned set of multicast
sessions. The means for providing the multicast server configuration at reference point Cws is specified in
clause 10.4.2.

2) Once amulticast session has started, the Multicast server retrieves (viareference point Oin) the presentation
manifest and media segments from the configured origin server in the Content hosting function (if the
multicast session indicates the pull content ingest method), or waits for these to be posted via reference
point Pin’ (if the push content ingest method is indicated).

3) TheMulticast server sends the media segments (and, optionally, the presentation manifest) over the Network
according to the multicast server configuration.

NOTE 1: Sending over the multicast network does not imply that a Multicast gateway is receiving packets from the
corresponding multicast transport session. The Multicast gateway may be required first to enable
multicast |P reception as specified in clause 8.4.2.

4)  The Multicast gateway is active and discoverable by the Application (see clause 7.3).

5)  The Application obtains the URL of the presentation manifest, for example by interacting with a Service
directory function such as that specified in [41]. This URL points to aremote Multicast rendezvous service in
the network:

a) Optionaly, the Application may discover the Multicast gateway by means of local system discovery (see
clause 7.3). It discovers the | P address and port number of the Multicast gateway and the system operator
identifier associated with the Multicast gateway. The Application includes thisinformation as query
parameters in the presentation manifest request URL.

6) The Application launches the Content playback function with the presentation manifest URL.

NOTE 2: From that point the Content playback function behaves as a hormal ABR media player. Some
control/signalling information may be "piggybacked" as URL query parameters over reference point L in
amanner that is transparent to the Content playback function (see clause 7.5).

7)  The Content playback function resolves the fully-qualified domain name of the Multicast rendezvous service.

8) The Content playback function requests the presentation manifest from the Multicast rendezvous service via
reference point B (see clause 7.5). The latter checks the Multicast gateway status either in its records or as part
of theinformation "piggybacked" in the request URL (see clause 7.5.2.0), performs access control and sends
back aredirect URL referring to the Multicast gateway if the requested linear serviceis part of the multicast
session configuration. Otherwise, the redirect URL refersto the Content hosting function:

a) The Multicast rendezvous service may "piggyback” in the redirect URL an up-to-date multicast session
configuration corresponding to the requested presentation manifest (see clause 7.5.2.1).

The following steps assume that the requested service is part of the multicast session configuration.

9) The Content playback function follows the redirect and requests the presentation manifest from the Multicast
gateway.

10) The Multicast gateway subscribes to the relevant multicast transport session(s) according to the configuration
of the multicast session in question.

11) If the requested presentation manifest is not already cached (for example, received from a multicast gateway
configuration transport session at reference point M) the Multicast gateway retrieves it from the Content
hosting function via reference point A.

12) The Multicast gateway returns the presentation manifest back to the Content playback function via reference
point L.

NOTE 3: From this point the Content playback function processes the presentation manifest and commences media
playback normally.

13) The Content playback function requests a media segment (or presentation manifest) at reference point L.
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14) If the requested media segment (or presentation manifest) is not already cached by the Multicast gateway
(e.g. not yet received from the corresponding multicast transport session), the latter retrieves the media
segment (or presentation manifest) from the Content hosting function at reference point A. For a segment
retrieval only, the Multicast gateway may redirect the request to the Content hosting function.

15) Inthe case where a media segment request is redirected, the Content playback function retrieves the media
segment from the Content hosting function via reference point A".

7.2 Co-located deployment

The Multicast rendezvous function is co-located with the Multicast gateway. Thisis depicted in figure 7.2-1 below.
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Figure 7.2-1: Co-located deployment workflow

The following activities may occur asynchronously at any time:

e  The Multicast rendezvous service shall be configured with a set of basic parameters such as the endpoint
address of a multicast gateway configuration transport session, as specified in clause 10.4.5.

e  The Multicast gateway shall be configured with the current set of provisioned multicast sessions at reference
point M, as specified in clause 10.4.5.

The workflow is composed of the following steps:

1) The Network control subfunction configures the Multicast server with the current provisioned set of multicast
sessions. The means for providing the multicast server configuration at reference point Cws is specified in

clause 10.4.2.

2) Once amulticast session has started, the Multicast server retrieves (viareference point Oin) the presentation
manifest and media segments from the configured origin server in the Content hosting function (if the
multicast session indicates the pull content ingest method), or waits for these to be posted via reference
point Pin’ (if the push content ingest method is indicated).
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3) TheMulticast server sends the presentation manifest(s) as well as the media segments over the Network
according to the multicast server configuration:

NOTE 1: Sending over the multicast network does not imply that a Multicast gateway is receiving packets from the
corresponding multicast transport session. The Multicast gateway may be required first to enable
multicast I P reception as specified in clause 8.4.2.

a) The Multicast server also sends the multicast gateway configuration in a dedicated multicast gateway
configuration transport session at reference point M. Thisis described in clause 8.3.5 and clause 10.4.5.

4) The Multicast gateway is active and discoverable by the Application (see clause 7.3).

5)  The Application obtains the URL of the presentation manifest, for example by interacting with a Service
directory function such as that specified in [41]. This URL should point to the remote Multicast rendezvous
function co-localized with the Multicast gateway:

a)  Optionally, the Application may discover the Multicast gateway by means of local system discovery (see
clause 7.3). It discovers the IP address and port number of the Multicast gateway and the system operator
identifier associated with the Multicast gateway. The Application includes this information as query
parameters in the presentation manifest request URL.

NOTE 2: If the presentation manifest request URL has an FQDN in the host part, the Application may substitute
this FQDN with the | P address and port number of the Multicast gateway so discovered.

6) The Application launches the Content playback function with the presentation manifest URL.

NOTE 3: From that point the Content playback function behaves as a hormal ABR media player. Some
control/signalling information is " piggybacked" as URL query parameters over referencepointL in a
manner that is transparent to the Content playback function (see clause 7.5).

7)  The Content playback function resolves the fully-qualified domain name (if any) of the Multicast rendezvous
service.

NOTE 4: Inthe case where afully qualified Internet domain nameisto be resolved, it is assumed that the DNS
lookup is processed through a suitable DNS server located either in the Local Area Network, or upstream
of it.

8) The Content playback function requests the presentation manifest from the Multicast rendezvous service via
reference point B (see clause 7.5). The latter checks the Multicast gateway status either in its records or as part
of theinformation "piggybacked" in the request URL (see clause 7.5.2.0), performs access control and sends
back aredirect URL referring to the Multicast gateway if the requested linear serviceis part of the multicast
session configuration. Otherwise, the redirect URL refersto the Content hosting function:

a) Usinginformation received from the multicast gateway configuration transport session at reference
point M, the Multicast rendezvous service "piggybacks" in its redirect response the current multicast
session configuration for the multicast session corresponding to the requested presentation manifest (see
clause 7.5.2.1).

The following steps assume that the requested service is part of the multicast session configuration.

9) The Content playback function follows the redirect and requests the presentation manifest from the Multicast
gateway.

10) The Multicast gateway subscribes to the relevant multicast transport session(s) according to the configuration
of the multicast session in question.

11) If the requested presentation manifest file is not already cached (for example, received from a multicast
gateway configuration transport session at reference point M) the Multicast gateway retrievesit from the
Content hosting function viareference point A (if available).

12) The Multicast gateway returns the presentation manifest back to the Content playback function via reference
point L.

NOTE 5: From this point the Content playback function processes the presentation manifest and commences media
playback normally.
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13) The Content playback function requests a media segment (or presentation manifest) at reference point L.

14) If the requested media segment (or presentation manifest) is not already cached by the Multicast gateway
(e.g. not yet received from the corresponding multicast transport session), the latter retrieves the media
segment (or presentation manifest) from the Content hosting function at reference point A (if any). For a
segment retrieval only, the Multicast gateway may instead redirect the request to the Content hosting function
at reference point A’ (if any), depending on the Multicast gateway implementation.

15) Incase of redirection, the Content playback function retrieves the media segment (or presentation manifest)
from the Content hosting function via reference point A’ (if available).

7.3 Discovering the Multicast gateway using local system
discovery (informative)

An Application may discover the presence of a Multicast gateway (and possibly a co-located Multicast rendezvous
service) initslocal network using, for example, the multicast DNS protocol specified in IETF RFC 6762 [i.7]. Thisis
useful for obtaining information (identification and status) that may be required for instance when dealing with a
third-party CDN broker or in the case of a unidirectional deployment.

For example, if a Multicast gateway implements IETF RFC 6762 [i.7], it should respond to a multicast DNS query with
its IP address, transport port number and the fully-qualified domain name of its service endpoint in the local network.

Following local system discovery, the Application should "piggyback” the discovered information as query parameters
in the request URL (targeting the Multicast rendezvous service) at reference point B, as specified in clause 7.5.1 below.
In the case of co-located deployment, the Application may substitute the request URL's host name (FQDN) with the

IP address of a previoudy discovered Multicast rendezvous service (if co-located with the Multicast gateway).

7.4 Discovering the Multicast rendezvous service using
third-party CDN broker redirect (informative)

Where a third party, such as a content provider, has a business relationship with the system operator, the discovered
presentation manifest URL may point initially to athird-party CDN broker service. This service assists the requesting
Content playback function in locating a suitable Multicast rendezvous service.

The Content playback function sends its presentation manifest request to the third-party CDN broker service. The latter
determines whether multicast operation is possible and desired for the linear service in question. If so, it responds with
an HTTP redirect containing the URL of a Multicast Rendezvous service accessible to the Content playback function. If
required by the Multicast Rendezvous service, the redirect URL may also need to include an authentication token, as
specified in clause 7.5.1 below.

In order to assist the CDN broker in selecting the most suitable Multicast rendezvous service, it is recommended that the
initial request to the CDN broker includes a query parameter that identifies the system operator. Thisidentifier could for
example be obtained through local system discovery (see clause 7.3 above).

7.5 Multicast rendezvous service operational procedures

7.5.0 Introduction

This clause specifies the interaction at reference point B between the Content playback function and the Multicast
rendezvous service (see clause 5.3.9). Thisistypically arequest for a presentation manifest at the start of a presentation
session. The presentation manifest URL istypically provided by the Application and requested by the Content playback
function.

In some deployments, the presence and details of a Multicast gateway instance are available to the Application before
playback of alinear service commences. In such cases, the Application may provide the details of the discovered
Multicast gateway instance using optional query parameters to the request URL at reference point B.

NOTE: The Multicast rendezvous service may alternatively be configured by another means, such as the dynamic
registration method specified in clause 7.6.
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7.5.1 Request URL format

The reguest URL shall comply with the following syntax:
http[s]://<Host>/<ManifestPath>[ ?<field>=<value>[ & <field>=<value>]*]

The elements of the URL are specified in table 7.5.1-1 below. The query parameters carry various optional information
useful for the Multicast rendezvous service when redirecting a request from the Content playback function to a suitable
Multicast gateway.

Table 7.5.1-1: Syntax of request URL elements

URL element Use Data type Description
Host 1 String The FQDN (or the IP address) and optionally the port number of the
Multicast rendezvous service.
ManifestPath 1 String The resource path for retrieving the presentation manifest from the specified
host.
field 0..n
AToken 0..1 (String The value is an authentication token that authorizes access to the Multicast

rendezvous setvice, if required by the system operator. This may have been
included in the original presentation manifest URL, it may have been added
by a third-party CDN broker as part of an earlier HTTP redirect URL, or it
may be generated locally by the Application.

MGstatus 0..1 |[Integer The value is the current status of the Multicast gateway.
0 = inactive
1 = active
MGid 0..1 |String The value is the port number of the Multicast gateway, optionally preceded

by its IP address.

The format shall be [IP address]:port.

String The value is the Multicast gateway host name.

String The value is the host name (FQDN) of the original targeted host.

As described in clause 7.3, the Application may substitute the original
targeted host name (FQDN) with the local Multicast rendezvous service host
name or address. Moreover, in case of relying on a third-party CDN broker,
the latter indicates here the original targeted host name (FQDN) before
redirecting the request to the Multicast rendezvous service as explained in
clause 7.4.

NOTE: URI query components are required to comply with the query production specified in Appendix A of [15].

MGhost
Ori

I
e

7.5.2 Operation of Multicast rendezvous service

7.5.2.0 General

After receiving the presentation manifest request from the Content playback function (possibly following a third-party
CDN broker redirection) the Multicast rendezvous service shall first check that the authentication token AToken isvalid
(if present).

Secondly, the Multicast rendezvous service shall identify the appropriate Multicast gateway to be associated with the
request, either by examining the optional MGId or MGhost request query parameters, or else by consulting its internal
configuration.

The Multicast rendezvous service shall check whether the status of the selected Multicast gateway is active, either by
examining the optional MGstatus request query parameter, or e€lse by consulting its internal configuration.

If the selected Multicast gateway is active, the Multicast rendezvous service shall check whether the requested
presentation manifest is associated with a multicast session in the multicast session configuration (whether currently
active or not).
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. If the presentation manifest is associated with a multicast session in the multicast session configuration (i.e. the
service can be delivered through multicast) the Multicast rendezvous service shall redirect the request to the
selected Multicast gateway, as specified in clause 7.5.2.1 below.

HTTP/ 1.1 307 Tenporary Redirect
Server: <Multicast gateway>
Location: http[s]: // <Multicast gateway>/ <ManifestPath>

. If the presentation manifest is not associated with a multicast session in the multicast session configuration
(i.e. the service will not be delivered through multicast) then the Multicast rendezvous service shall redirect the
request to the Content hosting, either by examining the optional Ori request query parameter, or else by
consulting itsinternal configuration.

HTTP/ 1.1 307 Tenporary Redirect
Server: <Content hosting>
Location: http[s]: // <Content hosting>/ <ManifestPath>

7521 Redirecting the request to a Multicast gateway

In the case where it accepts a request, the Multicast rendezvous service shall return a 307 Temporary Redirect response.
TheLocat i on HTTP response header shall be a URL that may include a session identifier and/or a query parameter
"piggybacking” a multicast gateway configuration instance document contai ning the multicast session corresponding to
the requested presentation manifest.

NOTE: Thelatter allows configuration of the Multicast gateway on a session-by-session basis conforming to the
Just-in-time multicast gateway session configuration method (see clause 10.1.2).

Theredirect URL inthe Locat i on response header shall comply with the following syntax:

http[s]://<Host>[/<Session ID>]/<ManifestPath>[ ?conf=<multicast session parameters>]

Table 7.5.2.1-1: Syntax of redirect URL elements

URL element Use Data type Description
Host 1 String The IP address or FQDN of the Multicast gateway and optionally the port
number (for example "router.example:8088" or "192.0.2.1:8088").
Session ID 0..1 |String A unique presentation session identifier communicated (and possibly

generated) by the Multicast rendezvous service comprising one or more
URL path elements.

ManifestPath 1 String The resource path for retrieving the presentation manifest from the specified
host.
conf 0..1 |String The multicast session parameters shall take the form of a multicast gateway

configuration instance document (see clause 10.0) comprising one multicast
session per clause 10.2.2.

The document shall be compressed using Gzip [8] and base64url-encoded
according to section 5 of IETF RFC 4648 [9] prior to inclusion as a URL
guery string parameter.

NOTE 1: URI query components are required to comply with the query production specified in Appendix A of [15].
NOTE 2: Implementations of the Multicast gateway should be able to process long URLs.

7522 Refusing the request

In the case where it refuses a reguest, the Multicast rendezvous service shall respond with one of the following HTTP
response status codes:

Table 7.5.2.2-1: Multicast rendezvous service error responses

HTTP status code and Description
reason phrase
401 Unauthorized The requesting Content playback function is not permitted to use the Multicast rendezvous
service, for example because the authentication token supplied in the request URL is not
valid.
404 Not Found The requested presentation manifest is not known to the Multicast rendezvous service.
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7.6 Dynamic registration of Multicast gateway with Provisioning
function

7.6.0 Introduction

In some deployments, the presence and details of Multicast gateway instances are not known to the Provisioning
function in advance nor, by extension, to the Multicast rendezvous service. In such cases, a Multicast gateway may
perform dynamic registration with the Provisioning function as a side-effect of requesting its configuration using the
out-of-band pulled configuration method over reference point Cwr specified in clause 10.1.2. This dynamic registration,
in turn, resultsin the configuration of the Multicast rendezvous service being updated dynamically by the Provisioning
function.

NOTE 1: The Multicast rendezvous service may alternatively be configured by another means, such as during the
presentation manifest request, as specified in clause 7.5.1.

To support this dynamic registration procedure, the request for a multicast gateway configuration at reference point Cwr
may nominate one or more subnets (using the content-playback-subnet query parameter specified in clause 7.6.1) from
which Content playback requests to the Multicast rendezvous service may originate, where the requesting Multicast
gateway isavalid redirection target for Content playback functions in these subnets.

The Multicast gateway shall nominate subnets that are visible to the Multicast rendezvous service. It shall not nominate
subnets within the private [i.14], [i.15], link-local [i.16], [28] or loopback [28], [i.17] ranges.

NOTE 2: When aMulticast gateway is deployed in the home gateway device (see clause 6.2) or terminal device
(seeclause 6.3), it islikely to be co-located with aNAT gateway or to be deployed on the local network
side of aNAT gateway. In such casesit is the responsibility of the Multicast gateway to discover the
public subnet on which the NAT gateway is currently operating.

The request for a multicast gateway configuration may also indicate (using the redirect-base-url query parameter
specified in clause 7.6.1) abase URL for the Multicast rendezvous service to use when creating the redirect target to
return to the Content playback function.

NOTE 3: The hostname part of the base URL does not need to be resolvable by the Multicast rendezvous service,
only by the Content playback function that subsequently receives the redirect from the Multicast
rendezvous service. In the case of a Multicast gateway deployed in the home gateway device (see
clause 6.2) or terminal device (see clause 6.3), the hosthame may resolve to alocal network address for
the Multicast gateway.

The format of the query string that carries these optional parametersis specified in clause 7.6.1 below.

The Multicast gateway performs periodic requests for its multicast gateway configuration, as specified in clause 10.1.2.
Should the Multicast gateway cease making these requests, then the Provisioning function shall assume that the
Multicast gateway is no longer operating and shall remove it from the Multicast rendezvous service configuration.

7.6.1 Request URL format

Therequest URL at reference point Cur may include a query string that carries extrainformation, in the form of
parameter=value pairs, to facilitate the Multicast rendezvous service redirecting Content playback functions to the
appropriate Multicast gateway. This allows dynamic Multicast gateway instances to register themselves with a
configured Provisioning system at run time. The permitted query parameters are as follows:
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Table 7.6.1-1: Syntax of Cyr query parameters

Parameter name Use |Data type Description
content-playback-subnet | 0..* |String A subnet of Content playback function IP addresses that may be
presented to the Multicast rendezvous service, encoded as either a
"dotted decimal" IPv4 subnet string [27] or as a colon-separated IPv6
subnet string [28].
If the Multicast gateway supports Content playback access from multiple
different subnets, and/or if the Multicast gateway is "dual stack", then the
query string may include multiple instances of this parameter.
If omitted, the set of subnets is configured by other means.
redirect-base-url 0..1 |String Base URL to be used by Multicast rendezvous service when redirecting
Content playback requests at reference point B.
If omitted, the relocation URL is configured by other means.

All parameter valuesin the request URL query string shall be encoded as described in section 3.4 of IETF
RFC 3986 [15].

8 Data plane operations

8.0 Introduction

8.0.0 General

This clause describes operation of the data plane of relevant logical functionsin the reference architecture, namely at
reference points Pin', Oin, M, A, A’, A" and L.

8.0.1 Low-latency operation (informative)

Specia provision is made in the following clauses to support low-latency operation in the data plane:

. When content is pushed into a Multicast server at reference point Pin’, the upload of an ingest object may
commence before it has been completely encoded, encrypted and packaged by the sending Content
preparation function.

. When content is pulled by a Multicast server from a Content hosting function at reference point Oin, an ingest
object may be made available for download before it has been completely received from the Content
preparation function.

e A Multicast server may pass an ingest object from its Content ingest subfunction to its Multicast transmission
subfunction with minimal buffering to minimize additional internal processing latency.

. If the multicast media transport protocol in use supports alow-latency transmission mode, a Multicast
transmission subfunction may start to form multicast transport objects and begin transmitting them at reference
point M before an ingest object has been completely ingested by the Content ingest subfunction.

. A Multicast gateway may make a playback delivery object available for download by a Content playback
function at reference point L before the corresponding multicast transport object has been completely received.

e A Multicast gateway may make early use of unicast repair operations at reference point A to ensure the timely
availability of playback delivery objects to a Content playback function at reference point L.

NOTE: Inorder to support low-latency operation, the ingest objects need to be prepared with thisin mind, for
example as specified in clause 4.2.9 of [10].

ETSI



39 ETSI TS 103 769 V1.2.1 (2024-11)

8.1 Operation of Content preparation function

When the multicast server configuration indicates the push content ingest method (see clause 10.2.3.4) for a particular
multicast transport session, the Content preparation function shall deliver ingest objects to the Multicast server at
reference point Pi," in atimely manner with respect to the presentation timeline indicated in the presentation manifest.
Ingest Interface 2, described in section 6 of the DASH-IF Live Media Ingest Protocol specification [i.4] may be used at
this reference point, in which case the Content packaging subfunction of the Content preparation function playsthe role
of "Ingest source" and the Multicast server plays the role of "Receiving entity".

When the multicast server configuration indicates the pull content ingest method (see clause 10.2.3.4) for a particular
multicast transport session, the Content preparation function shall deliver ingest objects to the Content hosting function
at reference point Pin in accordance with the DVB DASH profile [10], the HTTP Live Streaming specification [i.5] or
equivalent.

With either content ingest method the Content preparation function may use HTTP/1.1 chunked transfer coding (as
specified in section 7.1 of IETF RFC 9112 [1]) at its discretion, but especially to support MPEG-DASH [i.2] content
delivery with low latency and/or in cases where the length of a media object is not known at the start of the HTTP
upload transaction. When using HTTP/2 [34] or HTTP/3[35] to support these use cases, the Content preparation
function should deliver each part of the media object in separate DATA frames as and when it becomes available.

8.2 Operation of Content hosting function

The Content hosting function shall make media objects available for retrieval by the Multicast server at reference
point Oi, in accordance with the DVB DASH profile [10], the HTTP Live Streaming specification [i.5] or equivalent.
The Content hosting function shall also make media objects available on an identical basis at for retrieval by the
Multicast gateway at reference point A, by the Content playback function at reference point A', and by the Unicast
repair function at reference point A”. The Content hosting function shall support HTTP byte range requests according
to section 14 of IETF RFC 9110 [2].

The Content hosting subfunction may serve media objects using HTTP/1.1 chunked transfer coding [1] at its discretion,
but especially to support low-latency content delivery requirements of MPEG-DASH [i.2] and/or in cases where the
length of a media object is not known to the Content hosting function when an HTTP request for it is received. When
using HTTP/2 [34] or HTTP/3 [35] to support these use cases, the Content hosting function should serve each part of
the media object in separate DATA frames as and when it becomes available.

8.3 Operation of Multicast server function

8.3.0 Introduction

The primary data plane function of a Multicast server isto receive ingest objects at a Content ingest subfunction and to
produce multicast transport objects from a Multicast transmission subfunction. The Content ingest subfunction shall
support the reception of each ingest object in the body of an HTTP message at reference point Pi," and/or at reference
point Oin. Each received ingest object shall be mapped to one or more multicast transport object(s) according to

clause 8.3.3 and transmitted by the Multicast transmission subfunction on the associated multicast transport session at
reference point M in accordance with clause 8.3.4.

8.3.1 Push-based content ingest

When the multicast server configuration indicates the push content ingest method (see clause 10.2.3.4) for a particular
multicast transport session, the Multicast server shall expect ingest objects (for example, MPEG-DASH initialization
segments and media segments) to be delivered to it at reference point Pin" for example using HTTP(S) according to the
specification for Ingest Interface 2 in section 6 of the DASH-IF Live Media Ingest Protocol specification [i.4]. In
particular, the Multicast server shall implement support for HTTP/1.1 chunked transfer coding [1] to support content
delivery with low latency and/or in cases where the length of a media object is not known at the start of the HTTP
upload transaction. When using HTTP/2 [34] or HTTP/3 [35], the Multicast server shall accept ingest objects spanning
multiple DATA frames. In order to facilitate low-latency content delivery, the Content ingest subfunction first needs to
have acquired (viareference point Pin" or Oin) the presentation manifest associated with the parent multicast session (see
clause 10.2.2.2).
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In the context of [i.4] the Content packaging subfunction of the Content preparation function shall play the role of
"Ingest source" and the Content ingest subfunction of the Multicast server shall play the role of "Receiving entity".

. If the presentation manifest contains relative URL s for any supplementary ingest objects, such as
MPEG-DASH initialization segments, then they shall also be pushed viareference point Pin" to the appropriate
relative URL s indicated in the presentation manifest.

NOTE: The use of relative pathsin the presentation manifest is recommended by clause 7.3.2 of the DASH-IF
Live Media Ingest Protocol specification [i.4].

. If the presentation manifest contains absolute URL s for any supplementary ingest objects, then they shall
indicate the reference point Pin" URL to which the objects are to be pushed.

The Content packaging subfunction may deliver ingest objects to the Content ingest subfunction when the
corresponding multicast transport session isin either the inactive or active state, as specified in clause 10.3.0. However,
the media objects shall not be forwarded by the Multicast transmission subfunction at reference point M unless the
multicast transport session concerned isin the active state.

8.3.2 Pull-based content ingest

When the multicast server configuration indicates the pull content ingest method (see clause 10.2.3.4) for a particular
multicast transport session, the Multicast server shall be responsible for retrieving ingest objects (for example,
MPEG-DASH initialization segments and media segments) using HTTP(S) viareference point O, according to the
requirements of the DVB DASH profile [10], notably its clause 10.11, or the HTTP Live Streaming specification [i.5]
or equivalent. In order to facilitate this, the Content ingest subfunction first needs to have acquired (via reference
point Pin" or Oin) the presentation manifest associated with the parent multicast session (see clause 10.2.2.2).

In the case where the presentation manifest contains absolute URLSs for any ingest objects, these objects shall be
available for retrieval viareference point Oin.

8.3.3 Mapping of content ingest URL to multicast transport object URI

For each ingest object received by the Multicast ingest subfunction, the Multicast server shall map the ingest object
URL to one or more multicast transport object URIs. Every multicast transport object URI shall be prefixed with the
multicast transport object base URI specified for the target multicast transport session, as specified in clause 10.2.3.13.
An example mapping can be found in clause E.1.

According to the requirements of the multicast media transport protocol, the multicast transport object URI may be
suffixed with one or more query parameters.

In chunked transmission mode (see clause 8.3.4.1 below), where an ingest object is mapped to several multicast
transport objects, the multicast transport object URI may be suffixed with additional path elements and/or fragment
identifiers, as required by the multicast media transport protocol.

The mapping of content ingest URL to multicast transport object URI is otherwise unspecified.
8.3.4 Emission of multicast transport objects

8.34.0 General

The Multicast transmission subfunction is responsible for formatting received ingest objects into multicast transport
objects according to one (or more) multicast media transport protocols and transmitting them as multicast packets at
reference point M. The multicast media transport protocol used on each resulting multicast transport session shall be
exactly one of those specified in the annexes of the present document.

The Multicast transmission subfunction shall emit multicast packets for a multicast transport session only when that
multicast transport session isin the active state, as specified in clause 10.3.0.

The configuration parameters for a multicast transport session shall specify at least one multicast transport endpoint
addressin line with clause 10.2.3.9. A multicast media transport protocol may allow more than one transport endpoint
address to be associated with each multicast transport session.
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The Multicast transmission subfunction shall use information in the ingest objects and/or the presentation manifest to
transmit multicast transport objects in such away to enable their timely reception with respect to the presentation
timeline.

The Multicast transmission subfunction shall not exceed the maximum bit rate for the multicast transport session
signalled per clause 10.2.3.10.

NOTE: This maximum does not account for packet transmission "bursting" downstream of the Multicast server.
It merely indicates an expectation given ideal network behaviour.

8.34.1 Multicast transmission mode

Two multicast transmission modes are defined by the present document and the mode in use for a particular multicast
transport session is signalled in the multicast transport session parameters of the multicast server configuration (see
clause 10.2.3.5).

. In resour ce transmission mode, one ingest object shall be mapped to one multicast transport object.

. In chunked transmission mode, one ingest object may be mapped to more than one multicast transport
object.

NOTE: Inthe case where HTTP/1.1 chunked transfer coding [1] has been used to provide the ingest object at Pi,’
or Oin, the mapping from received HTTP chunks to multicast transport objects need not necessarily be
one-to-one.

Similarly, in the case where an ingest object spans multiple HTTP/2 [34] or HTTP/3 [35] DATA frames,
the mapping from received DATA frames to multicast transport objects need not necessarily be one-to-
one.

The formatting of multicast transport objects in these transmission modes shall be defined separately by each multicast
media transport protocol.

8.34.2 Forward Error Correction

A multicast mediatransport protocol may specify the use (optional or otherwise) of Application Level Forward Error
Correction (AL-FEC) to assist with the recovery of data carried in the payloads of multicast packets lost by the network
in transit. The multicast media transport protocol may specify that AL-FEC repair packets are conveyed to the same
multicast group as the packets they protect, or that they are addressed to a different multicast group. In either case, the
endpoint address of AL-FEC packets shall be signalled according to clause 10.2.3.11.

8.3.4.3 Marking of Random Access Points in multicast transport objects

Some multicast transport objects begin with a Random Access Point and are therefore suitable points for a Content
playback function to begin decoding the service component. A multicast media transport protocol may specify a means
of marking such multicast transport objects, either in the protocol syntax itself, or else in metadata associated with the
multicast transport object, to facilitate fast stream acquisition by a Multicast gateway as specified in clause 8.4.3.1
below.

NOTE: Thisisespecially useful in chunked transmission mode where a multicast transport object represents part
of an ingest object.

8.34.4 In-band carriage of ancillary multicast transport objects

Especiadly in the case of unidirectional operation mode, certain media objects (including, but not limited to, the
presentation manifest and MPEG-DASH initialization segments) may be transmitted repeatedly on one or more
multicast transport sessions according to a carousel schedule. For example, this may be used to facilitate fast acquisition
of alinear playback session by a Multicast gateway. In this case, the latest version of each ingest object should be
transmitted as a multicast transport object alongside other multicast transport objects in the multicast transport session.
The formatting of the repeated multicast transport objects is determined by the multicast media transport protocol, and
the frequency of their repetition is a matter for individual Multicast server implementations.
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The same multicast transport objects are transmitted repeatedly in the multicast transport session until such time as they
change. The same multicast transport object identifier shall be used for each repetition of an unchanged multicast
transport object such that a Multicast gateway can ignore repeated transmissions of objectsthat it has already
successfully acquired.

When the Multicast server becomes aware that an ancillary ingest object has changed, the new version shall be used to
replace the current ancillary multicast transport object in the multicast transport session(s) concerned. New multicast
transport object identifier(s) shall be assigned to the replacement multicast transport object(s) according to the
requirements of the applicable multicast transport protocol.

. In the case of the push-based content ingest method (see clause 8.3.1), it is the responsibility of the Content
preparation function to publish updated ancillary ingest objects to the Multicast server in atimely manner.

. In the case of the pull-based content ingest method (see clause 8.3.2), it is the responsibility of the Content
ingest subfunction to acquire the replacement ancillary ingest object as soon as possible after it has been
published to the Content hosting function.

- The Content ingest subfunction may be explicitly configured to check periodically for updates to
ancillary ingest objects, as specified in clause 10.2.3.14.

- In the absence of this configuration, the Content ingest subfunction may instead use HT TP cache control
metadata or information carried in the presentation manifest to determine the appropriate revalidation
period. For example, when MPDY @ri ni munJpdat ePeri od isset to 0 in a DASH media presentation
description, the Content ingest subfunction isimplicitly required to check for an updated MPD once
every media segment period, i.e. before fetching every media segment.

The Content ingest subfunction should use conditional HTTP GET requests to revalidate previously acquired ancillary
ingest objects efficiently when it is configured to use the pull-based content ingest method. For example, according to
IETF RFC 9110 [2] the | f - None- Mat ch request header may be used with a previously acquired ETag response header
value, or otherwisean | f - Modi fi ed- Si nce request header may be used with a previously acquired Last - Modi fi ed
response header value.

8.3.4.5 Integrity protection of multicast transport objects

When a multicast transport session is configured to provide an integrity check for multicast transport objects as
specified in clause 10.2.3.6, the Multicast server shall provide an integrity check for every multicast transport object
that is delivered by that multicast transport session.

Generic aspects of integrity protection are specified in clause 12.1. The format and semantics of the integrity
information are specific to the multicast media transport protocol in use, as specified in annexes to the present
document.

8.3.4.6 Authenticity assertion of multicast transport objects

When amulticast transport session is configured to provide an authenticity assertion for multicast transport objects as
specified in clause 10.2.3.6, the Multicast server shall provide an authenticity assertion for every multicast transport
object that is delivered by that multicast transport session.

Generic aspects of authenticity assertion are specified in clause 12.2. The format and semantics of the authenticity
information are specific to the multicast media transport protocol in use, as specified in annexes to the present
document.

When authenticity information is provided, the Multicast server shall signal which public key isto be used by recipients
to verify the authenticity of the metadata associated with each multicast transport object so protected by means of the
subject key identifier of an X.509 certificate [40], as specified in clause 12.2.1.6.

NOTE: X.509 certificates may be carouselled in the multicast gateway configuration transport session at
reference point M or may be made available from a key server accessible via reference point A.

The provisioning of the private and public keys at the Multicast server is beyond the scope of the present document.
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8.3.5 Multicast gateway configuration transport session

The Multicast server may generate a special multicast transport session at reference point M to convey metadata and
certain types of media objects to a population of Multicast gateway instances. The multicast transport objects conveyed
in this multicast gateway configuration transport session may include (but are not limited to):

. Multicast gateway configuration instance document as specified in clause 10.1.2 (the "in-band configuration
method"). The multicast transport object URI for this multicast transport object shall be set to the following
fixed value, as specified in clause B.3:

urn:dvb:metadata:cs:MulticastTransportObjectTypeCS:2021:gateway-configuration

If the multicast transport protocol supports the signalling of a MIME mediatype [14], the value specified in
clause 10.2.0 shall be used.

. Presentation manifest media objects. The multicast transport object URI of each presentation manifest shall be
determined by the value of the Present at i onMani f est Locat or @ r anspor t Obj ect URI attribute, if present in
the multicast server configuration (see clause 10.2.2.2). If omitted, the Multicast server shall nominate a
compliant transport object URI for the presentation manifest. The attribute shall always be present in multicast
gateway configuration instance documents conveyed as specified in this clause to enable Multicast gateway
instances to associate presentation manifests received at reference point M with the corresponding service
component(s).

NOTE 1: Inthe case where a presentation manifest is conveyed in a multicast gateway configuration transport
session, the Multicast server may manipulate the presentation timeline to compensate for the additional
delay introduced by multicast transmission and/or resulting from downstream repair operations.

. Initialization segment media objects for the Representations described by MPEG-DASH presentation
manifests (M edia Presentation Description documents) [i.2].

. X.509 certificates [39] used for the purpose of asserting the authenticity of multicast transport objectsin any
multicast transport session emitted by the Multicast server as specified in clause 8.3.4.6, or as part of achain
of trust for another X.509 certificate used for that purpose.

The latest version of each multicast transport object should be transmitted repeatedly on the multicast gateway
configuration transport session in order to facilitate their rapid acquisition by a Multicast gateway.

NOTE 2: The carousel repetition rates used for different types of multicast transport object on the multicast
gateway configuration transport session are a matter for individual Multicast server implementations.

If amulticast gateway configuration transport session is advertised as being available in a deployed system, the
Multicast gateway should subscribe to it and may cache the latest version of any or all the multicast transport objects it
conveys.

8.4 Operation of Multicast gateway function

8.4.0 Introduction

The main purpose of a Multicast gateway is to convert multicast transport objects received at reference point M into
playback delivery objects, as specified in clause 8.4.3 below. In order to do this, the multicast transport URI is mapped
to aplayback delivery URL, as specified in clause 8.4.4. The presentation manifest may need to be manipulated to
achieve these aims, and thisis specified in clause 8.4.1.

The Multicast gateway exposes playback delivery objects at reference point L (specified in clause 8.4.5) in order to
service regquests from the Content playback function.
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8.4.1 Handling of presentation manifest

8.4.1.0 General

When a Multicast gateway receives an HT TP request for a presentation manifest from the Content playback function at
reference point L it may need to acquire a copy of the corresponding HT TP resource if it does not already have avalid,
unexpired copy cached locally, either from a multicast transport session (via reference point M, see clause 8.4.2) or
from the multicast gateway configuration transport session (viareference point M, see clause 8.3.5) or from the Content
hosting function (viareference point A). The Multicast gateway shall use the content playback path pattern specified in
clause 10.2.2.2, if present in the multicast gateway configuration, to match the requested presentation manifest URL at
reference point L with a multicast session present in the current multicast gateway configuration.

NOTE 1: Inunidirectiona operation mode where the Multicast gateway receives the presentation manifest only
through reference point M, in the case of a cache miss (e.g. the Multicast gateway has just booted) the
Multicast gateway should stall the relevant HT TP request at reference point L until the presentation
manifest arrives.

Itisan error for the Content playback function to request a presentation manifest from the Multicast gateway that is not
present in the current multicast gateway configuration. In this case the Multicast gateway shall return the HTTP error
code 404 (Not Found).

During amulticast session, the presentation manifest may be updated. The Multicast gateway should keep a copy of the
presentation manifest in its Asset storage so that it can be served efficiently to the Content playback function on request.

The Multicast gateway may manipulate the presentation manifest so acquired prior to returning it to the Content
playback function.

. The Multicast gateway should take any necessary steps to ensure that any HT TP redirection from the Multicast
rendezvous service is "sticky" for the duration of the presentation session, such that the Content playback
function updates its presentation manifest directly from the Multicast gateway rather than returning to the
Multicast rendezvous service. Thisis further elaborated in clause 8.4.1.1 below.

e  Where aservice component described in the presentation manifest corresponds to an active multicast transport
session in the current multicast gateway configuration and its URL (or its base URL) is absolute [15], the host
part of its URL (or that of its base URL) shall be adjusted to point at the reference point L address of the
Multicast gateway in accordance with clause 8.4.4 below. Clause E.4 provides an example of how the
playback delivery URL is modified.

e  Where aservice component described in the presentation manifest corresponds to an active multicast transport
session in the current multicast gateway configuration, a presentation session identifier may be inserted into its
URL (or into its base URL) to allow the Multicast gateway to associate subsequent requests for playback
delivery objects with the presentation manifest request.

NOTE 2: This may be useful in monitoring playback session performance separately for each Content playback
instance.

e  Where any service component referenced by the presentation manifest corresponds to an active multicast
transport session in the current multicast gateway configuration, the presentation timeline signalled in the
presentation manifest may be adjusted to allow additional time for Forward Error Correction and/or unicast
repair operations (see clause 9) to be performed. Thisis further elaborated in clause 8.4.1.1 below.

NOTE 3: FEC repair can only be applied after all symbols (source and redundancy) for a source block have been
received. The presentation timeline should therefore be delayed at the least by a period equivalent to the
transmission time of one source block at the multicast transport session bit rate (signalled according to
clause 10.2.3.10) plus the maximum time taken to effect the repair of one source block.

e  Where the presentation manifest delivered at reference point A references media objects not yet transmitted
over reference point M, the presentation timeline signalled in the presentation manifest should be adjusted to
prevent requests by the Media player at reference point L for media objects that are not yet availablein the
Multicast gateway as delivery objects. Thisisfurther elaborated for the case of MPEG-DASH in clause 8.4.1.1
below.
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NOTE 4: Modifying the presentation timeline in this way reduces the number of Multicast gateway cache misses
and, hence, the number of unicast requests made at reference point A.

8.4.1.1 MPEG-DASH presentation manifest manipulation (informative)

The Multicast gateway may reduce the value of MPDY @ i mesShi f t Buf f er Dept h in the presentation manifest if it exceeds
the capacity of itsinternal cache.

To ensure that any HT TP redirection from the Multicast rendezvous service is "sticky" for the duration of the
presentation session (as described in clause 8.4.1.0 above), the Multicast gateway should replace any MPD/ Locat i on
elementsin the Media Presentation Description with new elements indicating the reference point L URL(S) of the
presentation manifest. The Multicast gateway may add one or more MPD/ Locat i on elements to the presentation
manifest if none are present.

NOTE 1: An MPEG-DASH Media Presentation Description may contain multiple MPD/ Locat i on elements
according to clause A.11 of [i.2]. This may be useful in deployments where there is more than one
Multicast gateway available to the Content playback function.

NOTE 2: The use of the MPDY Locat i on element by the Content playback function is specified in clause 10.11 of
ETSI TS 103 285[10].

NOTE 3: Inthe absence of any MPD/ Locat i on elements, the Content playback function should follow the MPD
Location and Reference Resolution provisions specified in clause 3.2.15 of [i.12].

Depending on the value of the relevant Mil ti cast Sessi on/ @ont ent Pl aybackAvai | abi it yOf f set attributein the
multicast gateway configuration (see clause 10.2.2.0), the Multicast gateway may need to modify the presentation
timeline as follows:

. In the case of an MPEG-DA SH Media Presentation Description with Segment Tenpl at e using $Time$, when
receiving an updated presentation manifest either through reference point A or through reference point M, the
Multicast gateway modifies the presentation manifest exposed over reference point L by removing the media
segments it has not yet received over reference point M.

. In the case of an MPEG-DASH Media Presentation Description with Segnent Tenpl at e using $Number$, the
Multicast gateway may adjust the value of MPD/ @wvai | abi | it yStart Ti me to accommodate any latency
introduced by the system.

NOTE 4: Modifying the presentation timeline in this way may reduce the usable cache in the Multicast gateway,
necessitating a further reduction of MPDY @i meShi f t Buf f er Dept h.

8.4.2  Acquisition of multicast transport objects

8.4.2.0 General

A Multicast gateway may begin acquiring multicast transport objects from a multicast transport session before or after a
request for a presentation manifest has been received from a Content playback function at reference point L.

To start acquiring multicast transport objects from a particular multicast transport session in the current multicast
session configuration, the Multicast reception subfunction shall subscribe to the IP multicast group(s) indicated in the
multicast transport endpoint address(es), as specified in clause 10.2.3.9.

A Multicast gateway may subscribe to a multicast transport session before that session isin the active state (see
clause 10.3.0). A Multicast gateway should unsubscribe from a multicast transport session when that session enters the
inactive state (see clause 10.3.0).

In the case where multicast packet lossis encountered by the Multicast reception subfunction, it may employ Forward

Error Correction techniques (if signalled according to clause 10.2.3.11) and/or unicast repair as specified in clause 9 (if
signalled according to clause 10.2.3.12) to recover the missing data.
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A Multicast reception subfunction should verify the integrity and authenticity of received multicast transport objects if
the availability of this metadatain the multicast transport session is signalled according to clause 10.2.3.6. Generic
aspects of integrity protection and authenticity assertion are specified in clauses 12.1 and 12.2 respectively; integrity
and authenticity provisions for individual multicast transport protocols are specified in annexes to the present document.
The provisioning of the public key at the Multicast gateway used to verify authenticity is beyond the scope of the
present document.

NOTE: The public key may, for example, be provisioned via reference point Cwr, Or it may be available from the
multicast gateway configuration transport session at reference point M, or it may be retrieved from a key
server accessible viareference point A.

Unicast repair may be employed as specified in clause 9 to acquire the corresponding media object in the case that
either the integrity check or the authenticity check fails.

8.4.2.1 Acquisition of DASH initialization segments

When a Multicast gateway receives an HT TP request for an initialization segment from the Content playback function
at reference point L it may need to acquire a copy of the corresponding HTTP resource if it does not already have a
valid, unexpired copy cached locally. Initiaization segments shall be made available from one or more of the following
Sources:

o  Atreference point M from a multicast transport session (see clause 8.4.2.0 above).
. At reference point M from the multicast gateway configuration transport session (see clause 8.3.5).
. At reference point A from the Content hosting function (see clause 9).

NOTE: Inunidirectional operation mode, where the Multicast gateway receives the initialization segments only
through reference point M, in the case of a cache miss (e.g. the Multicast gateway has just booted) the
Multicast gateway should stall the relevant HTTP request at reference point L until the initialization
segments arrive.

During amulticast session, the initialization segments may be updated. The Multicast gateway should keep a copy of
the initialization segmentsin its Asset storage so that they can be served efficiently to the Content playback function on
request.

8.4.3  Construction of playback delivery objects

8.4.3.0 General

A Multicast gateway shall attempt to reconstruct playback delivery objects from unicast acquisition at reference point A
and/or the multicast data packets it receives at reference point M according to the specification of the multicast media
transport protocol signalled in the multicast media transport protocol parameters (see clause 10.2.3.8).

If chunked transmission mode has been specified for a multicast transport session, the Multicast gateway shall be
responsible for recombining a set of multicast transport objects that comprise the media object into a single playback
delivery object at reference point L. The recombination recipe (if any) shall be specified separately by each multicast
mediatransport protocol.

Playback delivery objects whose integrity cannot be established by the Multicast gateway per clause 8.4.2 above should
not be served at reference point L.

A Multicast gateway may cache the playback delivery objects that it has successfully reconstructed in its Asset storage
subfunction.
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8.4.3.1 Fast acquisition of playback session (informative)

To facilitate fast acquisition of a multicast transport session by a Multicast gateway, a Multicast transmission
subfunction may mark some multicast transport objects with a Random Access Point marker, as specified in

clause 8.3.4.3 above. In such cases, the Multicast gateway may construct a partial playback delivery object and deliver
this at reference point L.

NOTE 1: Thisis particularly useful in chunked transmission mode (clause 8.3.4.1) where a Multicast gateway joins
amulticast transport session part-way through transmission of a media object. It can wait for the start of
the next multicast transport object with a Random Access Point marker and can use thisto reconstruct a
partial playback delivery object.

NOTE 2: It may be necessary for the Multicast gateway to manipul ate the presentation manifest to preserve the
timing model of the presentation, for example by indicating that the first segment delivered at reference
point L is shorter than usual.

Alternatively, at the start of the presentation session, a Multicast gateway may fetch one or more partial or complete
media objects via unicast at reference point A.

8.4.4 Mapping of multicast transport object URI to playback delivery object
URL

For every service component listed in the presentation manifest that corresponds to a multicast transport session in the
current multicast gateway configuration (whether currently active or not), the Multicast gateway shall expose a unique
playback delivery object URL at reference point L for each media object available on that service component in each
presentation session. The playback delivery object URL shall be the same irrespective of whether the underlying media
object is acquired from an active multicast transport session at reference point M, from a unicast repair operation at
reference point A, or any combination of these sources.

NOTE: Atany instant intime, the Multicast gateway may have available for download at reference point L
playback delivery objectsin a diding window that corresponds to a timeshift buffer indicated by the
presentation manifest. However, a notional mapping exists for al media objects on relevant service
components. past, present and future.

The format of the playback delivery object URL is at the discretion of the Multicast gateway implementation, but it may
be agorithmically derived from the multicast transport object URI. Example mappings can be found in clause E.4.

In the case where the Multicast gateway is deployed in aterminal device (see clause 6.3), the form of the playback
delivery object URL is at the discretion of the implementation.

If chunked transmission mode has been specified for a multicast transport session with each ingest object divided into
several multicast transport objects, the Multicast gateway shall expose a single playback delivery object URL for each
media object at reference point L that is consistent with the presentation manifest previously delivered.

Any presentation manifest served by the Multicast gateway shall be adjusted to reflect the structure of the playback
object URL(s) chosen, in accordance with clause 8.4.1 above.
8.4.5  Serving of playback delivery objects

When a Multicast gateway receives an HT TP request for a playback delivery object from the Content playback function
at reference point L, it shall ensure that the request corresponds to a service declared in the current multicast gateway
configuration document.

NOTE 1: The means to determine which service a playback delivery object is a component of isimplementation-
dependent.

Itisan error for the Content playback function to request a playback delivery object from the Multicast gateway that is
not a component of a service present in the multicast gateway configuration. In this case, the Multicast gateway shall
return the HTTP error code 404 (Not Found).
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Where playback delivery objects acquired by the Multicast gateway are made available at reference point L in
accordance with the DVB DASH profile [10] (notably its clause 10.11):

. The Multicast gateway is required to implement support for HTTP byte range requests [2] at the above
reference point.

e  TheMulticast gateway is required to implement support for HTTP/1.1 chunked transfer coding [1] at the
above reference point and may use it at its discretion, but especially to support content delivery with low
latency and/or cases where the length of a playback delivery object is not known at the start of an HTTP
download transaction.

NOTE 2: Where HTTP/1.1 chunked transfer coding is employed at reference point L, the arrangement of chunksin
the chunked-body (see section 7.1 of IETF RFC 9112 [1]) need not have the same structure as those
ingested by the Content ingest function at reference points Pin" or Oin, nor need the HT TP chunks served
at reference point L align with the boundaries of the multicast transport objects received at reference
point M nor the boundaries of media objects retrieved at reference point A.

Likewise, when HTTP/2[34] or HTTP/3 [35] are employed at reference point L, the boundaries of the
DATA frames served may differ from those of the corresponding ingest objects at reference points Pin" or
Oin, the corresponding multicast transport objects received at reference point M or any media object
repairs at reference point A.

Playback delivery objects may also be made available in accordance with the HTTP Live Streaming specification [i.5]
or equivalent.

The Multicast gateway may support the Transport Layer Security protocol [7] at reference point L.

If chunked transmission mode has been specified for a multicast transport session and low-latency operation is specified
in the presentation manifest, the Multicast gateway should make the playback delivery object available for download as
soon as the playback object URL has been determined. However, the HT TP message body shall not be served until any

necessary Forward Error Correction and/or unicast repair operations (see clause 9) have been compl eted.

8.5 Operation of Content playback function

The purpose of a Content playback function isto retrieve and subsequently render media objects from the Content
hosting function (viareference point B), some of which may be redirected to a Rendezvous service (also reference
point B) and/or a Multicast gateway (viareference point L).

Where these interactions comply with the DVB DASH profile [10] (notably its clause 10.11):

e  The Content playback function is required to implement support for HTTP byte range requests [2] at the above
reference points.

e  The Content playback function is required to implement support for HTTP/1.1 chunked transfer coding [1] at
the above reference points to support content retrieval with low latency and/or cases where the length of a
playback delivery object is not known at the start of the HTTP download transaction.

Alternatively, the Content playback function may comply with the HTTP Live Streaming specification [i.5] or
equivalent.

ETSI



49 ETSI TS 103 769 V1.2.1 (2024-11)

9 Unicast repair

9.0 Introduction

In cases where a multicast transport object is not received intact by the Multicast reception subfunction by the required
deadline and the multicast packet loss could not be repaired by the Multicast gateway using Forward Error Correction,
repair of the media object should be attempted using one of the unicast repair protocols specified in this clause. For
example:

1) Multicast transport packets are received by the Multicast reception subfunction, but they are in some way
corrupt or unusable.

2) Multicast transport packets do not arrive in time to be usable.
3) No multicast transport packets have been received for the media object in question.

An HTTP-based repair protocol is specified in clause 9.2. Unicast repair at reference point U is not specified in this
clause.

The unicast repair procedure shall not be used in case of unidirectional operation.

If Forward Error Correction is provided as part of a multicast transport session and is used by the Multicast gateway, the
Multicast gateway should wait until the arrival of the last packet of an FEC block including repair symbols, and should
attempt to recover the lost packets using these repair symbols, before triggering the unicast repair procedure.

9.1 Triggering unicast repair
The unicast repair procedure may be triggered by the Multicast gateway when any of the following conditions occur:

e  Assoon as packet loss is detected, in the case where no Forward Error Correction is provided as part of the
multicast transport session, or when FEC is not used by the Multicast gateway.

. If no multicast transport packets have been received within the period of time indicated by the transport object
reception timeout specified in clause 10.2.3.12.

. If atimeout timer specified by the multicast media transport protocol expires.

. In order to ensure that a playback delivery object is made available at reference point L in atimely manner
with respect to the timing constraints of the presentation manifest as modified by the Multicast server and/or
by the Multicast gateway.

e  Theend of amulticast session (as specified in clause 10.2.3.3) is reached.

The multicast mediatransport protocol may specify additional requirements or conditions for when the unicast repair
procedure is triggered.

Once a unicast repair operation has been triggered, the Multicast gateway delays the unicast repair procedure as
follows:

. If afixed back-off period isindicated in the unicast repair parameters for the multicast transport session (see
clause 10.2.3.12), the Multicast gateway shall delay the unicast repair procedure by this period of time.

. If arandom back-off period isindicated in the unicast repair parameters for the multicast transport session (see
clause 10.2.3.12), the Multicast gateway shall delay the unicast repair procedure by a randomly chosen period
of time between 0 and the random back-off period.

NOTE: For alinear service that requires low-latency delivery of media objects, the values of the fixed back-off
period and random back-off period should be chosen with care.
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For example, if Forward Error Correction is not used in a multicast transport session or FEC is not used by the
Multicast gateway, the unicast repair procedure will start at the latest:

min{transportObjectReceptionTimeout, multicast media transport protocol-specific object timeout
timer} + fixedBackOffPeriod + randomBackOffPeriod

9.2 HTTP-based repair protocol

9.2.0 General

The Multicast gateway and the Content hosting function shall support the use of HTTP/1.1 [1] as the unicast repair
protocol at reference point A. The Multicast gateway and the Content hosting function may additionally support the use
of HTTP/2 as specified in IETF RFC 9113 [34] and/or HTTP/3 as specified in IETF RFC 9114 [35] as the unicast repair
protocol at this reference point. The Multicast gateway and the Content hosting may use HTTPS for HTTP/1.1 or
HTTP/2; the use of HTTPS is mandatory for HTTP/3.

Irrespective of the HTTP protocol version used, the Multicast gateway and the Content hosting function shall support
the use of byte range requests as specified in IETF RFC 9110 [2].

When the individual gapsin the received media object can be identified by the Multicast gateway, it should make an
HTTP byte range request containing one or more byte ranges. The request and response messages are formatted as
specified in clause 9.2.4 below.

If multiple unicast repair endpoints are specified in the multicast session parameters as described in clause 10.2.3.13,
the Multicast gateway shall choose one of them to send the byte range request(s). If this request is unsuccessful, the
Multicast gateway may retry the repair procedure using one or more of the remaining unicast repair endpoints.
9.2.1 Selection of unicast repair base URL

Where more than one unicast repair base URL prefix isindicated for a multicast transport session, the Multicast
gateway shall select exactly one of these to perform the unicast repair operation. The basis on which this selection is
made is implementation-specific. For example, the following algorithm describes one possible implementation:

1) Placethe unicast repair base URLs declared for the multicast transport session in an ordered list indexed by
consecutive positive integers.

2)  Sum the non-zero relative weights of all the Uni cast Repai r Par anet er s/ BaseURL elements.

3) Generate arandom integer between 1 and the sum calculated in the previous step and use it to index the list
constructed in step 1.

In the below example, three unicast repair base URLs are declared with relative weights of 3, 5 and 2 respectively:

<Uni cast Repai r Paraneters [...]>
<BaseURL rel ati veWei ght ="3">htt p://cdnl. exanpl e. coni cont ent / </ BaseURL>
<BaseURL rel ati veWei ght ="5">http://cdn2. exanpl e. com cont ent / </ BaseURL>
<BaseURL rel ati veWei ght ="2">http://cdn3. exanpl e. com cont ent/ </ BaseURL>
</ Uni cast Repai r Par anet er s>

If arandom value of 6 is calculated, for example, then the second unicast repair base URL (cdn2) is selected, as shown
infigure 9.2.1-1:

1 [2 [3]4 [5]6 7 [8 ]9 J10
cdnl cdn2 cdn3

Figure 9.2.1-1: Unicast repair parameters example
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9.2.2 Mapping of multicast transport object URI to unicast repair URL

In order to construct the unicast repair URL for a given multicast transport object, the Multicast gateway shall perform
the following operations on the multicast transport object URI:

1) Remove the prefix (if any) indicated by the multicast transport object base URI specified in clause 10.2.3.13.
2)  Prepend the unicast repair base URL prefix (if any) selected in clause 9.2.1 above.
An example can be found in clause E.2.

NOTE: HTTPS may be used in the constructed unicast repair URL.

9.2.3 Construction of unicast request URL when no object metadata has
been received

When no object metadata has been received for a media object, the Multicast gateway shall construct a URL for the
purpose of requesting the missing object based on the relevant presentation manifest acquired at reference point A or M.
The unicast request URL shall be of aform that can be addressed to the Content hosting function - either directly at
reference point A or else (as aresult of redirecting the Content playback function per section 15.4 of [2]) at reference
point A’ - that is consistent with the requirements of the presentation manifest.

9.2.4 Message format

To request a complete media object, the Multicast gateway should use a conventional HTTP GET request. The request
URL shall be constructed according to clause 9.2.2 or clause 9.2.3, as appropriate.

To request the missing portion(s) of the media object, the Multicast gateway should use the partial HTTP GET request
with the Range request header as described in section 14 of IETF RFC 9110 [2]. To improve efficiency, the Multicast
gateway may use asingle partial HTTP GET message to request multiple byte ranges.

If missing datais identified in multiple multicast transport objects, the Multicast gateway should use separate HTTP GET
requests (partial or otherwise) to repair each object separately:

o If thereis an entity tag (e.g. Et ag response header) present in the metadata for the media object, its value shall
beusedinthel f - Range header of the conditional HTTP GET request as described in section 13.1.5 of
IETF RFC 9110 [2]. Strong comparison shall be applied when comparing entity tags as described in
section 8.8.3.2 of IETF RFC 9110 [2].

. Otherwise, the Multicast gateway shall send a request message without the | f - Range header.

The HTTP response message shall be formatted as described in the section 15.3.6 of IETF RFC 9110 [2]. The Content
hosting function may redirect the request to another server.

. The integrity of the response message may be protected using HTTP digest fields (i.e. Cont ent - Di gest
and/or Repr - Di gest fields) as specified in IETF RFC 9350 [20]. If these are present, the Multicast gateway
should validate them before further processing the payload of the response message.

. The authenticity of the HTTP fields in the response message (including any HTTP digest fields) may be
asserted using HT TP message signatures (i.e. Si gnat ur e- I nput and Si gnat ur e fields) as specified in IETF
RFC 9421 [38]. If these are present, the Multicast gateway should validate them before further processing the
payload of the response message.

Exampl e request and response messages can be found in clause E.3.
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10 Multicast session configuration

10.0 Introduction

The Multicast server and the Multicast gateway need to have a common view on the set of multicast transport sessions
that are currently defined in a deployed system so that the latter knows which multicast transport sessions it can
subscribe to, as specified in clause 8.4.2. The concrete embodiment of thislogical state isreferred to in the present
specification as the multicast session configuration and isrealized as an XML instance document - the multicast
session configuration instance document - whose data model is specified in clause 10.2 below and whose schemas are
specified in annex A:

. In the case of the Multicast server, the current configuration is referred to as the multicast server
configuration and is embodied in a multicast server configuration instance document. An example can be
found in clause C.1.

. For the Multicast gateway, the current configuration is the multicast gateway configuration and is embodied
in amulticast gateway configuration instance document. An example can be found in clause C.3.

Further worked examples can be found in clause 5 of [i.13].

Certain configuration parameters of interest to the Multicast gateway may be included in the multicast server
configuration but not interpreted by the Multicast server. These are intended to be transmitted to the Multicast gateway
in amulticast gateway configuration transport session (see the "In-band configuration method" in clause 10.1.2 below).

10.1  Control system arrangement

10.1.1 Configuration of Multicast server

A Multicast server shall be configured using exactly one of the two following methods:

1) Out-of-band pushed configuration method whereby the Network control function delivers a multicast server
configuration instance document instance to the Multicast server across reference point Cus. The procedure
for this method is specified in clause 10.4.2.1.

2) Out-of-band pulled configuration method whereby the Multicast server periodically polls the Network
control function for the current multicast server configuration document instance across reference point Cuys.
The procedure for this method is specified in clause 10.4.2.2.

10.1.2 Configuration of Multicast gateway

In agiven deployed system, all Multicast gateway instances shall be configured using one or more of following
methods:

1) Out-of-band pushed configuration method whereby the Network control function delivers a multicast
gateway configuration document instance across reference point Cur. The procedure for this method is
specified in clause 10.4.4.1.

2) Out-of-band pulled configuration method whereby the Multicast gateway periodically polls the Network
control function for the current multicast gateway configuration document instance across reference
point Cvr. The procedure for this method is specified in clause 10.4.4.2.
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3) In-band configuration method whereby the Multicast server carousels the current multicast gateway
configuration instance document instance via a configured multicast gateway configuration transport session at
reference point M in accordance with clause 8.3.5. In this case the Multicast server shall be responsible for
generating the multicast gateway configuration instance document based on its current multicast server
configuration received over reference point Cus. The procedure for this method is specified in clause 10.4.5.

NOTE: If the Multicast rendezvous service is co-located with the Multicast gateway (thisis mandatory in case of
unidirectional operation) then it can consume the multicast gateway configuration instance document and
can therefore be configured through the in-band configuration method.

4)  Just-in-time configuration method whereby the Multicast rendezvous service includes a single set of
multicast session parametersin its redirect response to a Content playback function when a presentation
manifest is requested viareference point B. The procedure for this method is specified in clause 7.5.
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Multicast session configuration instance document data
model
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Only principal elements and selected attributes are depicted. Dotted lines indicate optional elements.

Parenthesized italics denote optional attributes. Items in grey are passed through from the multicast server
configuration to the multicast gateway configuration but are not used by the Multicast server.

Figure 10.2-1: Overview of the multicast server configuration instance document (left)

and multicast gateway configuration instance document (right)
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Multicast session configuration instance documents shall be signalled using the following MIME media type [14]:

application/xml+dvb-mabr-session-configuration
10.2.1 Document root element

10.2.1.0 General

A multicast session configuration instance document describes an intended configuration of multicast sessions and
multicast transport sessions in a deployed system.

Multicast session configuration instance documents shall comply with the XML schema definitionsin annex A.
Documents complying with this version of the present documnt shall declare the following baseline XML schema name
space URI:

urn:dvb:metadata:MulticastSessionConfiguration:2024

The root element for a multicast server configuration instance document shall be Mul ti cast Ser ver Confi gurati on as
specified in clause 10.2.1.1 below.

Theroot element for a multicast gateway configuration instance document shall be Mil ti cast Gat ewayConf i gur ati on
as specified in clause 10.2.1.2 below.

A multicast session configuration instance document shall set the @chenaVer si on attribute of the root element to the
value specified in clause A.O.

In system deployments employing the Multicast gateway in-band configuration method (see clause 10.1.2 above) the
multicast session configuration shall specify one or more multicast gateway configuration transport sessions according
to clause 10.2.5 below. When this configuration method is used, one or more Mul ti cast Ser ver Conf i gur at i onMacr o
elements may be present in a multicast server configuration instance document, as specified in clause 10.2.1.1 below,
alowing the Multicast server to generate and transmit multiple variant multicast gateway configurations. The usage of
this element is further specified in clause 10.2.5.2.

A multicast session configuration instance document shall specify zero or more multicast sessionsin the system
according to clause 10.2.2 below.

Multicast session configuration instance documents may have an associated validity expressed as either:

1) A fixed period of time since the document was received, using the @al i di t yPer i od attribute of the document
root element. The value of this attribute shall comply with clause 5.5.2 of 1SO 8601-1 [11], but excluding the
aternative format specified in clause 5.5.2.4 of [11]. After this period has elapsed the document and its
contents shall be deemed to have expired.

2) Asanabsolute point intime, using the @al i dunti | attribute of the document root element. The value of this
attribute shall comply with the TimePoint datatype specified in clause 6.4.3 of MPEG-7 Part 5 [12]. At this
point in time the document and its contents shall by deemed to have expired.

NOTE 1: The MPEG-7 TimePoint datatype is arestricted subset of 1SO 8601-1 clause 5.4 [11].

NOTE 2: Itisnot possible to indicate the use of Coordinated Universal Time (UTC) using the UTC designator Z
with this datatype. Per clause 6.4.3 of MPEG-7 Part 5 [12], if no time zone is specified a time zone of
00:00 is assumed rather than local time.

A multicast session configuration instance document that includes both of the above validity attributes shall be deemed
to expire at whichever indicates the later expiry.

If neither attribute is specified, the expiry of areceived multicast session configuration instance document may be
determined by the use of other metadata, such asHTTP Cache- Cont r ol or Expi r es response headers[5].

In any case, the multicast session configuration contained in the instance document shall be deemed to be null and void
after the point of expiry, and the recipient should discard that configuration.

A multicast gateway configuration instance document carouselled in a multicast gateway configuration transport session
at reference point M (see clause 8.3.5) shall not include the @al i di t yPeri od attribute.
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A Multicast gateway may be configured to report metrics for all configured multicast sessions to one or more externa
Service reporting capture subfunctions.

NOTE 1: Reporting on an individual multicast session may be declared independently of reporting for all multicast
sessions (see clause 10.2.2.3) and the two levels of reporting may therefore operate in parallel.

NOTE 2: Thetarget Service reporting capture subfunctions may be operated by different business entities.

Reporting instance documents are periodically submitted to the declared set of Service reporting capture subfunctions
only by arandomly selected sample of Multicast gateway instances in the deployed system. Each Multicast gateway
determines whether it will send reports to a given Service reporting capture subfunction by independent random choice,
weighted according to a configurable sample proportion.

One or more reporting endpoints shall be declared inside the Mul ti cast Gat ewaySessi onRepor ti ng child element of
Ml ti cast Sessi on, each endpoint being specified asa URL in the content of a separate Reporti ngLocat or element.
The use of this endpoint locator is specified in clause 11.0:

. The @r oporti on attribute should be used to indicate what sample of Multicast gateway instances in the
deployed system report to the endpoint specified in the enclosing Repor ti ngLocat or element. Omitting this
attribute indicates that all Multicast gateway instances should report (corresponding to a proportion of 1.0).

. The @er i od attribute shall be used to indicate the time gap between consecutive reports being submitted by
the Multicast gateway. The value O indicates that periodic reporting is disabled, in which case reporting occurs
whenever an event isto be reported as specified in clause 11.0.

e  The@andonDel ay attribute shall be used by the Multicast gateway as an additional delay after the above time
gap.

. The @ epor t Sessi onRunni ngEvent s flag controls whether Playback session running events (see
clause 11.1.2.2) are to be included in the reporting document instance.

When the Multicast gateway in-band configuration method is used at reference point M (per clauses 8.3.5 and 10.2.5)
the Mul ti cast Gat ewaySessi onReporti ng element and al its children shall be copied from the multicast server
configuration instance document into the corresponding multicast session of the multicast gateway configuration
instance document. For other Multicast gateway configuration methods, the Mil t i cast Gat ewaySessi onReporti ng
element should be omitted from the multicast server configuration instance document.
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10.2.1.1 MulticastServerConfiguration root element

The syntax of the Mul ti cast Server Confi gurati on element (the root element of a multicast server configuration
instance document) is specified in table 10.2.1.1-1 below.

Table 10.2.1.1-1: MulticastServerConfiguration element syntax

Element or attribute name Use | Datatype | Clause Description
Mil ticast Server Configuration 10.2.1.0 |Root element of the multicast server
configuration instance document.
@chenmaVer si on 1 |Unsigned 10.2.1.0 |Schema version number for this multicast server
Integer configuration instance document, as specified in
clause A.O.
@alidityPeriod 0..1 |Duration 10.2.1.0 |[Time period after receipt for which this instance
document is valid. If this attribute is present, then
@al i dunti| should not be present.
@aliduntil 0..1 |dateTime 10.2.1.0 |Deadline after which this instance document
ceases to be valid. If this attribute is present,
then @al i di t yPeri od should not be present.
Mil ticast Gat ewayConfiguration| 0..n 10.2.5, |Container for multicast gateway configuration
Transport Sessi on 8.3.5 transport session parameters.
Mil ti cast Sessi on 0..n 10.2.2  |Container for multicast session parameters.
Mul ticast ServerConfiguration | 0.n |String 10.2.1.0 |The value to substitute in place of any matched
Macr o macro keys found when processing the multicast
server configuration.
Okey 1 |Name Token |10.2.1.0 |Macro key to be matched within the multicast
string server configuration.
Mil ti cast Gat ewaySessi on 0.1 10.2.1.0 |Container for reporting parameters.
Reporting
ReportingLocat or 1.n [URI String |10.2.1.0 |Container for a multicast gateway reporting
endpoint.

@roportion 0..1 |Decimal 10.2.1.0 |Proportion of Multicast gateway instances that
should send session reports to the specified
endpoint, expressed as a decimal value between
0.0 and 1.0.

@eri od 1 |Duration 10.2.1.0 |Session reporting periodicity expressed in

String seconds.
The value 0 disables periodic reporting and
reports are then sent only when significant
events occur.

@ andonDel ay 1 |Unsigned 10.2.1.0 |An additional random period that a Multicast

Integer gateway should delay between sending playback
session reports.

@ eport Sessi onRunni ng 0..1 |Boolean 10.2.1.0 |Determines whether Playback session running

Event s events are reported.
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10.2.1.2 MulticastGatewayConfiguration root element

The syntax of the Mul ti cast Gat ewayConf i gur ati on element (the root element of a multicast gateway configuration
instance document) is specified in table 10.2.1.2-1 below.

Table 10.2.1.2-1: MulticastGatewayConfiguration element syntax

Element or attribute name Use | Datatype Clause Description
Mil ticast Gat ewayConfi guration 10.2.1.0 |Root element of the multicast gateway
configuration instance document.
@chenmaVer si on 1 |Unsigned 10.2.1.0 |Schema version number for this multicast
Integer gateway configuration instance document,
as specified in clause A.0.
@al i dityPeriod 0..1 |Duration 10.2.1.0 |Time period after receipt for which this

instance document is valid. If this attribute is
present, then @al i dUnti | should not be
present.

If the Multicast gateway has received the
multicast gateway configuration via a
cached resource and this attribute is
present, then the value shall be reduced by
the cache age.

@al idunti | 0..1 |dateTime 10.2.1.0 |Deadline after which this instance document
ceases to be valid. If this attribute is
present, then @al i di t yPeri od should not

be present.

Mul ticast Gat ewayConfiguration | 0..n 10.2.5 Container for multicast gateway

Transpor t Sessi on configuration transport session parameters.

Mil ti cast Sessi on 0..n 10.2.2 Container for multicast session parameters.

Mil ti cast Gat ewaySessi onReport | 0..1 10.2.1.0 |Container for reporting parameters.

i ng

ReportingLocat or 1..n |URI String 10.2.1.0 |Container for a multicast gateway reporting
endpoint.
@roportion 0..1 |Decimal 10.2.1.0 |Proportion of Multicast gateway instances

that should send session reports to the
specified endpoint, expressed as a decimal
value between 0.0 and 1.0.

@eri od 1 |Duration 10.2.1.0 |Session reporting periodicity expressed in
String seconds.

The value 0 disables periodic reporting and
reports are then sent only when significant
events occur.

@ andonDel ay 1 |Unsigned 10.2.1.0 |An additional random period that a Multicast
Integer gateway should delay between sending
playback session reports.
@ eport Sessi onRunni ng 0..1 |Boolean 10.2.1.0 |Determines whether Playback session
Events running events are reported.

10.2.2 Multicast session parameters

10.2.2.0 General

A multicast session describes a set of multicast transport sessions (specified in clause 10.2.3 below) that convey
components of a particular linear service. The multicast session parameters are used by a Multicast server to configure
its Multicast transmission subfunction. The multicast session parameters are used by a Multicast gateway to configure
its Multicast reception subfunction.

Each multicast session is specified using a separate Mul t i cast Sessi on element in the multicast session configuration
instance document.

A multicast session shall be assigned a service identifier that is unique within the scope of the deployed system and this
isconveyed inthe @ervi cel denti fi er attribute. This serviceidentifier may be used to cross-reference descriptive
metadata for the linear service in question, such asthat specified in [41].
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To account for delay in the transmission and repair of multicast transport objects, the Multicast gateway may be
instructed to delay the presentation timeline (e.g. by manipulating the presentation manifest or by delaying the
advertised availability of the corresponding playback delivery objects). The @ont ent Pl aybackAvai | abi | i tyOf f set
attribute may be used to specify the length of this delay. The value of this attribute shall be atime interval, as specified
in clause 5.5.2 of 1SO 8601-1 [11], but excluding the alternative format specified in clause 5.5.2.4 of [11]. If omitted,
the delay shall be assumed to be zero. When the Multicast gateway in-band configuration method is used at reference
point M (per clauses 8.3.5 and 10.2.5) this attribute and its value shall be copied from the multicast server configuration
instance document into the corresponding multicast session of the multicast gateway configuration instance document.
For other Multicast gateway configuration methods, this attribute should be omitted from the multicast server
configuration instance document.

10.2.2.1 MulticastSession element

The syntax of the Mul ti cast Sessi on element is specified in table 10.2.2.1-1 below:

Table 10.2.2.1-1: MulticastSession element syntax

Element or attribute name Use | Datatype |Clause Description
Ml ti cast Session 10.2.2
@erviceldentifier 1 |URIstring (10.2.2.0 |Service identifier for the logical service

with which this session is associated.
@ont ent Pl aybackAvai | abi lityOffset [0..1 |[Duration 10.2.2.0 |Availability time offset adjustment
string applied to the original presentation
manifest when passed to instances of
the Content playback function.

Present ati onMani f est Locat or 1.n |URIstring [10.2.2.2 |URL of a presentation manifest for the
linear service.

@rani fest 1 d 1 |Name 10.2.2.2 |Uniquely identifies this presentation
Token manifest within the scope of a multicast
string session.

@ont ent Type 1 |MPEG-7 10.2.2.2 {The MIME content type of this
mimeType presentation manifest.

@ ransport Cbj ect URI 0..1 [URIstring |10.2.2.2 |Multicast transport object URI to be

used when conveying this presentation
manifest in an in-band carousel of
multicast transport objects.

@ont ent Pl aybackPat hPatt ern 0..1 |String 10.2.2.2 |A pattern string used by the Multicast
gateway to match the path part of
presentation manifest request URLs
from a Content playback function with
this multicast session.

May contain any number of wildcard
characters at any position.

Mil ti cast Gat eway Sessi onReporting 0..1 10.2.2.3 |Container for multicast session
reporting parameters.
ReportingLocat or 1..n |URI String |10.2.2.3 |Container for a multicast gateway
reporting endpoint.
@roportion 0..1 |Decimal 10.2.2.3 |Proportion of Multicast gateway

instances that should send session
reports to the specified endpoint,
expressed as a decimal value between

0.0 and 1.0.
@eriod 1 |Duration 10.2.2.3 [Session reporting periodicity expressed
string in seconds.

The value 0 disables periodic reporting
and reports are then sent only when
significant events occur.

@ andonDel ay 1 |Unsigned 10.2.2.3 |An additional random period that a
Integer Multicast gateway should delay
between sending playback session
reports.

@ eport Sessi onRunni ngEvent s 0..1 [Boolean 10.2.2.3 |Determines whether Playback session
running events are reported.

Mil ti cast Transport Sessi on 0..n 10.2.3 |Container for multicast transport
session parameters.
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10.2.2.2 Presentation manifest locator

The URLSs of presentation manifests related to the linear service shall be conveyed in one or more
Presentati onMani f est Locat or child elements of Mul ti cast Sessi on.

NOTE 1. Thisplurality allows presentation manifests of different types that reference a common stream of media
objects to be associated with a single set of multicast transport sessions.

Every Present at i onMani f est Locat or element shall carry an identifier in its @rani f est | d attribute that is unique
within the scope of its parent Ml ti cast Sessi on. Thisidentifier is used when associating service components with
multicast transport sessions, as specified in clause 10.2.4.

The MIME mediatype [14] of the presentation manifest shall be indicated using the @ont ent Type attribute of the
Present ati onMani f est Locat or element asfollows:

Presentation manifest type MIME media type(s)
DASH Media Presentation Description (MPD) application/dash+xml
HLS Master Playlist application/vnd.apple.mpegURL or audio/mpegurl

The multicast transport object URI of the presentation manifest may be specified by means of the optional
@ransport Obj ect URI attribute. The attribute value shall be unique within the scope of the multicast session
configuration.

NOTE 2: This attribute allows a Provisioning function to decide the multicast transport object URI for a
presentation manifest and then to signal its value in the multicast server configuration delivered at
reference point Cus and in the multicast gateway configuration delivered at reference point Cur. It aso
allows the multicast transport object URI to be signalled to the Multicast gateway in a multicast gateway
configuration transport session (see clause 8.3.5).

The Present at i onMani f est Locat or element may carry an optional @ont ent Pl aybackPat hPat t er n attribute which
the Multicast gateway uses as specified in clause 8.4.1.0. This attribute carries a pattern string that is matched against
the path component of the presentation manifest request URL from the Content playback function at reference point L.
The path component used in this comparison includes the leading "/* character, as required by section 3.3 of [15], and
therefore the pattern string shall also include aleading "/" character.

The pattern string may include one or more asterisk ("*") or question mark (*?') wildcard characters.

e  A"?" wildcard character matches any single character from the set pchar (as defined in appendix A of [15]) at
the corresponding position in the presentation manifest request path.

. An"*" wildcard character matches any sequence of characters from the set pchar at the corresponding position
in the presentation manifest request path component.

If the request target includes the literal characters"$", "*" or "?", then these literals shall be prefixed with the"$" escape
character in the pattern string.

When the Pr esent at i onMani f est Locat or element is carried in amulticast server configuration:

. If the presentation manifest isto be acquired by the Content ingest subfunction of the Multicast server using
the push content ingest method (see clause 8.3.1) the element content shall be the reference point Pin" URL on
the Multicast server to which the presentation manifest is to be pushed.

. If the presentation manifest isto be acquired by the Content ingest subfunction of the Multicast server using
the pull content ingest method (see clause 8.3.2) the element content shall be the reference point Oin URL on
the Content hosting function from which the presentation manifest isto be retrieved.

NOTE 3: Theintention to push or pull the presentation manifest isindependent of the content ingest method (see
clause 10.2.3.4).
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When the Pr esent at i onMani f est Locat or element is carried in a multicast gateway configuration:

. If the presentation manifest is available for unicast retrieval and/or repair viareference point A, the element
content shall be its URL on the Content hosting function.

NOTE 4: The URL at reference point A may differ from that at reference point Oin.

. Otherwise (for example if reference point A is not present in the deployment) the element content shall be
empty and the @ont ent Pl aybackPat hPat t er n attribute shall be present and non-empty.

10.2.2.3 Multicast gateway session reporting parameters

A Multicast gateway may be configured to report metrics for a single multicast session to one or more external Service
reporting capture subfunctions.

NOTE 1: Reporting on an individual multicast session may be declared independently of reporting for al multicast
sessions (see clause 10.2.1.0) and the two levels of reporting may therefore operate in parallel.

NOTE 2: Thetarget Service reporting capture subfunctions may be operated by different business entities.

Reporting instance documents are periodically submitted to the declared set of Service reporting capture subfunctions
only by arandomly selected sample of Multicast gateway instances in the deployed system. Each Multicast gateway
determines whether it will send reports to a given Service reporting capture subfunction by independent random choice,
weighted according to a configurable sample proportion.

One or more reporting endpoints shall be declared inside the Mul ti cast Gat ewaySessi onRepor ti ng child element of
Ml ti cast Sessi on, each endpoint being specified asa URL in the content of a separate Reporti ngLocat or element.
The use of this endpoint locator is specified in clause 11.1:

. The @r oporti on attribute should be used to indicate what sample of Multicast gateway instances in the
deployed system report to the endpoint specified in the enclosing Repor ti ngLocat or element. Omitting this
attribute indicates that all Multicast gateway instances should report (corresponding to a proportion of 1.0).

. The @er i od attribute shall be used to indicate the time gap between consecutive reports being submitted by
the Multicast gateway. The value O indicates that periodic reporting is disabled, in which case reporting occurs
whenever an event isto be reported as specified in clause 11.0.

e  The @andonDel ay attribute shall be used by the Multicast gateway as an additional delay after the above time
gap.

. The @ epor t Sessi onRunni ngEvent s flag controls whether Playback session running events (see
clause 11.1.2.2) are to be included in the reporting document instance.

When the Multicast gateway in-band configuration method is used at reference point M (per clauses 8.3.5 and 10.2.5)
the Mul ti cast Gat ewaySessi onReporti ng element and al its children shall be copied from the multicast server
configuration instance document into the corresponding multicast session of the multicast gateway configuration
instance document. For other Multicast gateway configuration methods, the Mil ti cast Gat ewaySessi onReporti ng
element should be omitted from the multicast server configuration instance document.

10.2.3 Multicast transport session parameters

10.2.3.0 General

The parameters of each multicast transport session are captured in a separate Mul ti cast Transpor t Sessi on child
element of Mul ti cast Sessi on. Each such multicast transport session is explicitly associated with service component(s)
in the presentation manifest(s), as described in clause 10.2.4 below.

ETSI



10.2.3.1

62

MulticastTransportSession element

ETSI TS 103 769 V1.2.1 (2024-11)

The syntax of the Mul ti cast Transport Sessi on element is specified in table 10.2.3.1-1 below:

Table 10.2.3.1-1: MulticastTransportSession element syntax

Element or attribute name

Use

Data type

Clause

Description

Mul ticast Transport Session

10.2.3

Container for multicast transport
session parameters.

@d

Name Token
string

10.2.3.2

Uniquely identifies a multicast transport
session within the scope of its parent
multicast session. The assignment of
this value is implementation-specific.

@erviced ass

MPEG-7
termReference

10.2.3.2A

A fully-qualified term identifier URI from
the vocabulary specified in clause 9

of [41] or from another vocabulary
indicating the class of information
conveyed by this multicast transport
session.

@tart

MPEG-7
TimePoint

10.3.1

Start time of the multicast transport
session.

@lur ati on

Duration string

10.3.1

Duration of the multicast transport
session.

@ont ent | ngest Met hod

String

10.2.3.4

Indicates how ingest objects for this
multicast transport session are made
available to the Multicast server. If a
Multicast gateway receives this
attribute, it shall be ignored.

@ransm ssi onvbde

String

10.2.3.5

Indicates whether ingest objects for this
multicast transport session are mapped
to one or more multicast transport
objects. If present, it shall take the value
of resource or chunked.

@ransport Security

String

10.2.3.6

Indicates which security features are
enabled in this multicast transport
session.

@essionl dl eTi neout

Integer

10.2.3.7

The period of time a Multicast gateway
should wait for new packets on this
multicast transport session before
assuming the session is inactive.
Multicast server functions shall ignore
this attribute.

Transport Protocol

10.2.3.8

Container for multicast media transport
protocol parameters.

@rotocol I dentifier

MPEG-7
termReference

10.2.3.8

A fully-qualified term identifier URI from
MulticastTransportProtocolCS

(clause B.1) specifying the conformant
multicast media transport protocol used
for this multicast transport session, or a
URI specifying a non-conformant
multicast media transport protocol.

@r ot ocol Ver si on

String

10.2.3.8

Indicates the version of the multicast
media transport protocol.

Endpoi nt Addr ess

10.2.3.9

Container for the addressing
parameters of this multicast transport
session.

Net wor kSour ceAddr ess

String

10.2.3.9

A host name or IP address specifying
the multicast group source address for
use with source-specific multicast
transport.

Net wor kDest i nati onG oup
Addr ess

IP address
string

10.2.3.9

An IP address specifying a multicast
group for the multicast transport
session.

Transport Desti nati onPort

Unsigned
16-bit integer

10.2.3.9

The UDP port number of the multicast
transport session.
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Element or attribute name

Data type

Clause

Description

Medi aTr ansport Sessi on
I dentifier

Positive integer

10.2.3.9

An opaque transport session identifier
specified by the multicast media
transport protocol.

Bi t Rat e

10.2.3.10

Container specifying the bit rate(s) of
the multicast transport session across
all declared endpoint addresses and
including any FEC overheads.

@ver age

Positive integer

10.2.3.10

The average bit rate of the multicast
transport session.

@rexi mum

Positive integer

10.2.3.10

The maximum bit rate of the multicast
transport session.

Fo
Pa

rwar dEr ror Correction
rameters

10.2.3.11

Container for the parameters of the FEC
repair blocks protecting the multicast
transport session.

Schenel denti fier

MPEG-7
termReference

10.2.3.11

A fully-qualified term identifier URI from
ForwardErrorCorrectionSchemeCS
(clause B.2) specifying the scheme of
the FEC repair blocks protecting the
multicast transport session.

Over headPer cent age

Positive integer

10.2.3.11

Percentage of FEC overhead compared
with source packets. For example, a
value of 20 means 20 % overhead, 100
means there is a repair packet for every
source packet. Values greater than 100
are permitted.

Endpoi nt Addr ess

10.2.3.9

Container for the addressing
parameters of FEC repair blocks
protecting this multicast transport
session.

May be omitted if FEC repair packets
are carried in band with the multicast
transport session.

Net wor kSour ceAddr ess

String

10.2.3.9

An optional host name or IP address
specifying the source address of FEC
repair packets protecting this multicast
transport session.

Net wor kDest i nati onG oup
Addr ess

IP address
string

10.2.3.9

An IP address specifying the multicast
group for FEC repair packets protecting
this multicast transport session.

Transport Desti nati onPort

Unsigned
16-bit integer

10.2.3.9

The UDP port number of FEC repair
packets protecting this multicast
transport session.

Medi aTr ansport Sessi on
I dentifier

Positive integer

10.2.3.9

An opaque transport session identifier
of FEC repair packets protecting this
multicast transport session.

Un

cast Repai r Par anet er s

10.2.3.12

Container for parameters pertaining to
unicast repair.

@ransport Obj ect BaseURI

URI string

10.2.3.13

Multicast transport object base URI. The
base URI of all multicast transport
objects conveyed in this multicast
transport session.

@ransport Obj ect Reception
Ti meout

Unsigned
integer

10.2.3.12

The period of time (in milliseconds) that
a Multicast gateway should wait for a
packet relating to a multicast transport
object before assuming that the object
transmission is over.

@i xedBackOr f Peri od

Unsigned
integer

10.2.3.12

The minimum number of milliseconds
that the Multicast gateway shall wait
after the end of object transmission
before attempting unicast repair.

@ andonBackOr f Peri od

Unsigned
integer

10.2.3.12

Maximum number of milliseconds for
the random delay period that the
Multicast gateway shall wait in addition
to @i xedBackOf f Peri od.
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Element or attribute name

Use

Data type

Clause

Description

BaseURL

0..n

URI string

10.2.3.13

Unicast repair base URL prefix. The
base path of a unicast repair endpoint.

@el ativeWi ght

Unsigned
integer

10.2.3.13

A relative weighting for this unicast
repair endpoint.

Obj ect Car ousel

10.2.3.14.0

Container for parameters pertaining to
the in-band carousel of ancillary
multicast transport objects.

@ggr egat eTransport Si ze

Unsigned
integer

10.2.3.14.0

The combined size of all transport
objects described by this carousel,
excluding any associated metadata and
transport protocol overhead.

@ggr egat eCont ent Si ze

Unsigned
integer

10.2.3.14.0

The combined size of all transport
objects described by this carousel,
excluding any associated metadata and
transport protocol overhead and
excluding any content encoding (such
as compression).

May be omitted if no content encoding
is applied to the multicast transport
objects.

Present ati onMani fests

10.2.3.14.1

The presence of this element indicates
that presentation manifests shall be
conveyed in the multicast transport
session when the parent multicast
session is active.

@ ar get Acqui si ti onLat ency

Duration string

10.2.3.14.0

Repetition rate of presentation
manifests in the multicast transport
session.

@onpr essi onPref erred

Boolean

10.2.3.14.0

Expression of preference to the
Multicast server that compression of the
resulting multicast transport object(s) is
desired by the Provisioning function.
Only permitted in multicast server
configuration instance documents.

InitSegnents

10.2.3.14.2

The presence of this element indicates
that initialization segments shall be
conveyed in the multicast transport
session when the parent multicast
session is active.

@ ar get Acqui si ti onLat ency

Duration string

10.2.3.14.0

Repetition rate of initialization segments
in the multicast transport session.

@onpr essi onPref erred

Boolean

10.2.3.14.0

Expression of preference to the
Multicast server that compression of the
resulting multicast transport object(s) is
desired by the Provisioning function.
Only permitted in multicast server
configuration instance documents.

Resour celLocat or

URI string

10.2.3.14.3

The URL of a resource that shall be
conveyed in the multicast transport
session when the parent multicast
session is active.

@ ar get Acqui si ti onLat ency

Duration string

10.2.3.14.0

Repetition rate of the resource in the
multicast transport session.

@eval i dationPeriod

Duration string

10.2.3.14.3

The period of time that a Multicast
server should wait before revalidating
the resource.

@onpr essi onPref erred

Boolean

10.2.3.14.0

Expression of preference to the
Multicast server that compression of the
resulting multicast transport object(s) is
desired by the Provisioning function.
Only permitted in multicast server
configuration instance documents.

Servi ceConponent | denti fi er

10.2.4

Linkages between this multicast
transport session and service
components(s) in presentation
manifest(s) declared by the parent
multicast session.
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10.2.3.2 Multicast transport session identifier

Every multicast transport session shall be assigned an identifier, indicated using the @ d attribute of the
Ml ticast Transport Sessi on element. Thisidentifier shall be unique within the scope of the enclosing multicast
session.

NOTE: Thisidentifier isused, in combination with the @er vi cel denti fi er attribute of the parent multicast
session, to manually (de)activate the multicast transport session, as specified in clause 10.3.2.

10.2.3.2A  Service Class

The type of content carried by a multicast transport session should be signalled using the optional @er vi ced ass
attribute of the Mul ti cast Transport Sessi on e ement.

DVB-I service instances shall be signalled according to clause 9 of [41].

A Multicast gateway should ignore multicast transport sessions described using an unknown service class term
identifier.

10.2.3.3 Multicast transport session timing

The start time and duration of the multicast transport session may be specified using the @t art and @lur at i on
attributes respectively of the Ml ti cast Tr ansport Sessi on element. The values of these attributes shall be set in
accordance with clause 10.3.1.

If desired, the multicast transport session start time shall be indicated using the @t art attribute. The value of this
attribute shall comply with the TimePoint datatype, as specified in clause 6.4.3 of MPEG-7 Part 5[12].

NOTE 1. The MPEG-7 TimePoint datatype is arestricted subset of 1SO 8601-1, clause 5.4 [11].

NOTE 2: With thisdatatype it is not possible to indicate Coordinated Universal Time (UTC) using the UTC
designator Z. Per clause 6.4.3 of MPEG-7 Part 5[12], if no time zone is specified atime zone of 00:00 is
assumed rather than local time.

If desired, the multicast transport session duration shall be indicated using the @ur at i on attribute.

10.2.3.4 Content ingest method

The means by which ingest objects are to be acquired by the Multicast server may be indicated in a multicast server
configuration instance document using the @ont ent | ngest Met hod attribute of the Ml t i cast Transport Sessi on
element asfollows:

. Push content ingest method. If ingest objects are to be pushed to the Content ingest subfunction at reference
point Pin' (as specified in clause 8.3.1) then the attribute shall have the value push.

. Pull content ingest method. If ingest objects are to be pulled by the Content ingest subfunction from a
Content hosting function at reference point Oin (as specified in clause 8.3.2) then the attribute shall have the
value pull.

If this attribute is omitted, the pull content ingest method shall be assumed by a Multicast server.

The @ont ent | ngest Met hod attribute shall not be present in multicast gateway configuration instance documents.

10.2.3.5 Multicast transmission mode

The means by which a Multicast server isto map ingest objects to multicast transport objects may be indicated in a
multicast server configuration instance document using the @ r ansni ssi onhbde attribute of the
Mul ti cast Transport Sessi on element as follows:

. Resour ce transmission mode. If one ingest object is mapped to one multicast transport object then the
attribute shall have the value resource.
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. Chunked transmission mode. If one ingest object is mapped to more than one multicast transport objects
(e.g. each HTTP chunk of an ingest object mapped to a separate multicast transport object) then the attribute
shall have the value chunked.

If this attribute is omitted, resource transmission mode shall be assumed.

The @ransni ssi onMode attribute should be present in multicast gateway configuration instance documents to signal
the multicast transmission mode to the Multicast reception subfunction of the Multicast gateway.

10.2.3.6 Multicast transport security mode

The Multicast transmission subfunction may add metadata to each multicast transport object in order to preserve the
integrity and/or authenticity of media objectsin transit. The transport security mode is indicated using the
@ransport Securi ty attribute of the Ml ti cast Transport Sessi on element as follows:

. No security. The absence of security is explicitly indicated using the value none.

o Integrity only. If an integrity check is provided for every multicast transport object in the multicast transport
session, such as an object checksum, this shall be indicated using the attribute value integrity.

. Authenticity and integrity. If both authenticity and integrity checks are provided, this shall be indicated by
the attribute val ue integrityAndAuthenticity.

Theinterpretation of these attribute values shall be specified by each multicast media transport protocol.
If this attribute is omitted, no security shall be assumed.

The @ransport Securi ty attribute should be present in multicast gateway configuration instance documents to signal
the multicast transport security mode to the Multicast reception subfunction of the Multicast gateway.

10.2.3.7 Multicast transport session idle timeout

The maximum expected inter-packet time interval for a multicast transport session shall be specified in the

@essi onl dl eTi meout attribute of the Mul ti cast Transport Sessi on element. The value of the attribute shall be
expressed in milliseconds. This attribute takes precedence over any other timeout value for the multicast transport
session.

The Multicast reception subfunction of a Multicast gateway may unsubscribe from a multicast transport session if it has
not received a packet at the configured multicast transport endpoint address (clause 10.2.3.9 below) for this time period
in order to release reserved resources associated with the multicast transport session.

NOTE: When atransport session times out unicast repair may be triggered immediately, unless otherwise
specified by the multicast media transport protocol, and still subject to the values of the
@i xedBackOf f Peri od and @ andonBackCOf f Peri od attributes specified in clause 10.2.3.12 below.

10.2.3.8 Multicast media transport protocol parameters

The multicast media transport protocol used for this multicast transport session shall be specified using the
Transport Prot ocol child element of the Mul ti cast Transport Sessi on element. Thisinformation enables a Multicast
gateway to determine whether it can consume the multicast transport session.

. The @r ot ocol | dent i fier attribute of this element shall be used to unambiguously identify the multicast
media transport protocol in use. Implementations conforming with the present document shall signal a
controlled term from the MPEG-7 Classification Scheme MulticastTransportProtocolCS specified in clause B.1.

e  The@rotocol Versi on attribute shall indicate the major version number of the multicast media transport
protocol in use.
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10.2.3.9 Multicast transport endpoint address

The transport endpoint address(es) used for a multicast transport session shall be specified using the Endpoi nt Addr ess
child element of the Mul ti cast Transport Sessi on element.

NOTE: Certain multicast media transport protocols may permit a service component to be transmitted on more
than one transport address, as specified in clause 8.3.4.0. In such cases, the Multicast reception
subfunction of a Multicast gateway needs to subscribe to all specified transport addresses in order to
completely receive al relevant multicast transport objects.

The host name or source network 1P address of the system originating the multicast transport session shall be specified
in the Net wor kSour ceAddr ess child element in the case of source-specific multicast, and the destination group network
address shall be specified in the Net wor kDest i nat i onGr oupAddr ess child element:

. IPv4 network addresses shall be expressed using the "quad-dotted decimal" string notation.

. IPv6 network addresses shall be expressed using the colon-separated string notation recommended in
IETF RFC 5952 [13].

The transport protocol destination port number of the multicast transport session shall be specified in the Tr ansport
Dest i nationPort child element. It shall be an integer between 1 and 65 535 inclusive.

A multicast mediatransport protocol session identifier may additionally be specified in the Medi aTr ansport Sessi on
I dentifier child element. It shall be a positive integer.
10.2.3.10 Multicast transport session bit rate

The bit rate of this multicast transport session shall be specified using the Bi t Rat e child element of the Mil ti cast
Transpor t Sessi on element as follows:

. The maximum bit rate shall be indicated in the @raxi mumattribute.
e  Theaverage bit rate may additionally be indicated in the @ver age attribute.
Bit rate values in the above attributes shall be expressed in bits per second.

The values shall indicate the bit rate of the multicast media transport protocol data units conveyed by the underlying
transport protocol (e.g. carried in the payload field of UDP datagrams) across all endpoints declared for this multicast
transport session, including any FEC repair packets addressed to the same destination group network address.

10.2.3.11 Forward Error Correction parameters

A multicast transport session may provide Application Level Forward Error Correction (AL-FEC) repair packets to
assist with multicast packet loss, as specified in clause 8.3.4.2. These repair packets may be transmitted on the same
endpoint address as the packets they are intended to repair, or on a different endpoint address.

Where Forward Error Correction repair packets are available as part of amulticast transport session, the parameters for
receiving and interpreting them shall be specified using the optional For war dEr r or Cor r ect i onPar amet er s child
element of the Mul ti cast Transport Sessi on element as follows:

. The AL-FEC scheme shall be indicated using the Schemel dent i fi er child element. Itsvaue shall bea
fully-qualified term identifier from the ForwardErrorCorrectionSchemeCS controlled vocabulary specified in
clause B.2.

NOTE: Theset of valid AL-FEC schemesis specified separately by each multicast media transport protocol.

e  The percentage overhead of AL-FEC repair packets compared with source packets shall be indicated using the
Over headPer cent age child element.

. If the endpoint address(es) to which AL-FEC repair packets are sent differ from those of the enclosing

multicast transport session, they shall be indicated using one or more Endpoi nt Addr ess child elements, as
specified in clause 10.2.3.9 above.
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Each multicast media transport protocol shall specify what is meant when the For war dEr r or Cor r ect i onPar amet er s
element is omitted.

10.2.3.12 Unicast repair parameters

Clause 9 specifies how a Multicast gateway performs unicast repair at reference point A. Where such unicast repair is
available, the parameters governing these procedures shall be specified using the Uni cast Repai r Par anet er s child
element of the Mul ti cast Transport Sessi on element as follows:

NOTE: Inthe case of unidirectional system deployments this child element should be omitted.

. Transport object reception timeout. The @r ansport Obj ect Recept i onTi meout attribute shall specify a
timeout period, expressed in milliseconds. This shall signal the maximum time a Multicast gateway should
wait for the arrival of the next (or final) data packet relating to a particular multicast transport object before
resorting to Forward Error Correction or a unicast repair operation.

. Fixed back-off period. The @i xedBackCf f Per i od attribute may be provided to specify an additional fixed
delay, expressed in milliseconds, that a Multicast gateway shall wait after the above object completion timeout
before commencing a unicast repair operation. A value of 0 implies that there is no additional fixed delay. If
this attribute is omitted, the value O shall be assumed.

. Random back-off period. The @ andonBackf f Per i od attribute may be provided to specify an additional
random delay, expressed in milliseconds, that a Multicast gateway shall wait after the above fixed back-off
period before commencing a unicast repair operation. The Multicast gateway should select a different random
back-off period between 0 and the specified random back-off period for each multicast transmission object. A
value of 0 impliesthat thereis no additional random delay. If this attribute is omitted, the value 0 shall be
assumed.

When the Multicast gateway in-band configuration method is used at reference point M (per clauses 8.3.5 and 10.2.5)
the Uni cast Repai r Par anet er s element and all its children shall be copied from the multicast server configuration
instance document into the corresponding multicast transport session of the multicast gateway configuration instance
document. For other Multicast gateway configuration methods, the Uni cast Repai r Par anet er s element should be
omitted from the multicast server configuration instance document.

10.2.3.13 Multicast gateway path mapping parameters

A Multicast gateway may be configured to transform the URI associated with a multicast transport object at reference
point M into a different URL that can be used for unicast repair operations at reference point A. To perform this
transformation, amulticast transport object base URI prefix in the multicast transport object URI is substituted with a
unicast repair base URL prefix, as specified in clause 9.2.2.

Where present, the multicast transport object base URI for this multicast transport session shall be indicated using the
@ransport Obj ect BaseURI attribute of the Uni cast Repai r Par anet er s element:

e  Themulticast transport object base URI may be present in multicast server configuration instance documents.
Omission shall indicate that the multicast transport object URI isto be assigned by the Multicast server
implementation for the multicast transport session in question.

. The transport object base URI may be present in multicast gateway configuration instance documents.
Omission shall indicate that the multicast transport object base URI is the empty string for the multicast
transport session in question.

. The multicast transport object base URI value shall be an absolute URI as defined in section 4.3 of
IETF RFC 3986 [15]. It shall not contain any query or fragment component specified for other purposes by the
present document.

A Uni cast Repai r Par anet er s element may declare a (possibly empty) set of unicast repair base URLSs, and each one
shall be indicated as the content of a separate BaseURL child element. The value of this element shall be an absolute URI
as defined in section 4.3 of IETF RFC 3986 [15]. It shall not contain any query or fragment component specified for
other purposes by the present document.

NOTE 1: The way in which a Multicast gateway chooses between multiple unicast repair base URLs is specified in
clause 9.2.1.
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If no BaseURL child elements are declared, the unicast repair URL for any given multicast transport object shall be
determined as specified in clause 9.2.2.

A relative weight may be associated with each unicast repair base URL using the optional @ el at i veWi ght attribute.
If present, this attribute shall have an integer value of zero or greater. The use of this attribute in choosing between
multiple unicast repair base URLSsis specified in clause 9. Setting the value of this attribute to zero shall indicate that
the unicast repair base URL in question isto be ignored by the Multicast gateway.

NOTE 2: Thislatter indication can be used to temporarily disable the use of a particular unicast repair base URL
for operational reasons.

Omitting the @ el at i veWei ght attribute shall have the same meaning at setting its value to 1.
NOTE 3: Thus, if all BaseURL child elements omit the @ el at i veWei ght attribute then the corresponding unicast
repair base URLs are al deemed to have equal weight.
10.2.3.14  In-band carousel of ancillary multicast transport objects

10.2.3.14.0 General

The presence of the optional Obj ect Car ousel child element of the Mul ti cast Transport Sessi on element indicates that
the Multicast server shall compile and transmit a carousel of ancillary multicast transport objects as part of a multicast
transport session, as specified in clause 8.3.4.4.

Thetotal size of the transport objects that are carouselled may be signalled using the optional @ggr egat eTr anspor t
Si ze and @ggr egat eCont ent Si ze attributes of the Qbj ect Car ousel element. Both attributes shall exclude the size of
any associated metadata or protocol overhead in their value.

. The @ggr egat eTr ansport Si ze attribute indicates the size of the transport objects as transmitted at reference
point M.

e  The @ggregat eCont ent Si ze attribute indicates the size of the transport objects when any content encoding
(such as compression) has been removed from them. This attribute may be omitted if no content encoding is
applied to the multicast transport objects in the carousel.

These attributes should be present in a multicast gateway configuration instance document to enable a Multicast
gateway to decide whether it has sufficient resources to decode the object carousel.

These attributes may be present in a multicast server configuration instance document (for example, when declaring a
object carousel that is not generated by the Multicast server), but their values may be ignored by the Multicast server
and recalculated when it generates a corresponding multicast gateway configuration instance document.

Three different types of ancillary media object may be carouselled:
. Presentation manifests, as specified in clause 10.2.3.14.1.
. Initialization segments, as specified in clause 10.2.3.14.2.
. Other resources, as specified in clause 10.2.3.14.3.

For al types of ancillary media object, the optional @ ar get Acqui si ti onLat ency attribute indicates how frequently the
multicast transport objects are to be repeated in the multicast transport session so that they can be acquired by a
Multicast gateway within the indicated target time. If this attribute is omitted, the multicast transport objects should be
repeated as frequently as necessary for successful operation of the system such that the multicast transport session does
not exceed its declared bit rate (see clause 10.2.3.10).

For al types of ancillary media object, the revalidation provisions of clause 8.3.4.4 shall apply unless overridden by
additional configuration parameters specified in the following clauses.

For al types of ancillary media object, setting the value of the optional @onpr essi onPr ef err ed attribute to true in a
multicast server configuration instance document indicates to the Multicast server that compression of the
corresponding multicast transport object described is desired by the Provisioning function.
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NOTE 1: The compression codec used by the Multicast server is dependent on the multicast transport protocol
configured for the multicast transport session.

NOTE 2: The Multicast server may choose not to compress multicast transport objects, for example if the multicast
transport protocol does not specify a compression codec, if the Multicast server does not implement any
of the compression codecs specified by the configured multicast transport protocol, if there are
insufficient resources to perform the compression operation, or if compression would not produce a
substantive reduction in object size for the effort required.

The @onpr essi onPr ef err ed attribute shall not be present in multicast gateway configuration instance documents.

10.2.3.14.1 In-band carousel parameters for presentation manifests

If the optional Present ati onMani f est s child element is present, the presentation manifests for all service components
declared in this multicast transport session shall be carouselled.

. For DASH service components (configured per clause 10.2.4.1), the referenced Media Presentation
Description shall be carouselled.

. For HL'S service components (configured per clause 10.2.4.2), the master playlist plus the referenced media
playlist for that service component shall be carouselled.

. For hybrid multicast transport sessions that have both DASH- and HL S-based service components, all of the
abovementioned ancillary media objects shall be carouselled.

10.2.3.14.2 In-band carousel parameters for initialization segments

If the optional | ni t Segnent s child element is present, the initialization segments for al service components declared in
this multicast transport session shall be carouselled.

. For DASH service components (configured per clause 10.2.4.1), only the initialization segment(s) for the
currently active Period of the Representation(s) mapped to the relevant service components shall be
carouselled.

. For HL S service components (configured per clause 10.2.4.2), only the media initialization section(s)
referenced via the EXT-X-MAP tag from the relevant media playlist(s) mapped to the relevant service
component(s) shall be carouselled.

. For hybrid multicast transport sessions that have both DASH- and HL S-based service components, all of the
abovementioned ancillary media objects shall be carouselled.

10.2.3.14.3 In-band carousel parameters for other resources

If the optional Resour ceLocat or child element is present, the resource at the URL indicated in the content of that child
element shall be carouselled.

If the optional @ eval i dati onPeri od attribute is present, the Content ingest subfunction shall revalidate the ancillary
ingest object with the Content hosting function at the indicated frequency.

10.2.4 Association between multicast transport session and service
component

10.2.4.0 General

Every multicast transport session shall be associated with one or more service components in a presentation manifest
associated with the parent multicast session. Each such association shall be realized by means of a separate

Servi ceConponent | denti fi er child element. The presentation manifest shall be referenced by assigning the

@rani f est | d value of the target Present at i onMani f est Locat or (see clause 10.2.2.2) to the @rani f est | dRef attribute
of this element. The schematype and form of this element depends on the type of presentation manifest referenced.
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In the case where the presentation manifest is not of atype described in any of the following clauses:

GenericComponentldentifierType.

presentation.

The @si : t ype attribute of the Ser vi ceConponent | dent i fi er element shall be set to the value

The value of the @onponent I denti fi er attribute shall uniquely identify a service component in the

If multiple service components of alinear service are carried by the same multicast transport session, then each
component shall be explicitly identified using a separate Ser vi ceConponent | denti fi er element.

A multicast transport session may carry multiple Ser vi ceConponent | dent i fi er elements with different values of the
@si : type attribute, for example if an MPEG-DASH and an HL S presentation share the same multicast transport

objects.

A multicast transport session may carry multiple Ser vi ceConponent | dent i fi er elements with the same value of
@si : type, for exampleif there are two MPEG-DASH presentations associated with alinear service that include
overlapping but non-identical sets of representations.

10.2.4.1

Service component identification for DASH presentations

In the case where the referenced presentation manifest isa DASH Media Presentation Description (MPD) [i.2], the
@si : type attribute of the Ser vi ceConponent | dent i fi er element shall be set to the value DASHComponentldentifier
Type. The syntax of this schematypeis specified in table 10.2.4.1-1 below.

Table 10.2.4.1-1: DASHComponentldentifier syntax

Element or attribute name Use | Datatype Description
Servi ceConponent | denti fi er Container unambiguously identifying an
xsi : t ype="DASHConponent | denti fi er Type" MPEG-DASH representation whose media
objects are conveyed by the parent multicast
transport session.

@rani f est | dRef 1 |Name A cross-reference to a Present ati onMani f est
Token Locat or/ @mni f est | d in the parent multicast
string session that is an MPD.

@eriodldentifier 1 |String A Peri od/ @d from the referenced MPD.

@dapt ati onSetldentifier 1 |Unsigned An Adapt ati onSet / @ d from the referenced
integer MPD.

@epresentationldentifier 1 |String A Represent ati on/ @d from the referenced

MPD.

NOTE:

All Peri od elements in an MPD of type dynamic contain the optional @ d attribute, as required by
clause 5.3.2.2 of the MPEG-DASH specification [i.2]).

10.2.4.2 Service component identification for HLS presentations

In the case where the referenced presentation manifest isan HLS Master Playlist (.m3u8) [i.5], the @si : t ype attribute
of the Ser vi ceConponent | denti fi er element shall be set to the value HLSComponentldentifierType. The syntax of this

schematype is specified in table 10.2.4.2-1 below.

Table 10.2.4.2-1: HLSComponentldentifierType syntax

Element or attribute name Use | Data type Description
Servi ceConponent | denti fier Container identifying an HLS Media Playlist
xsi : type="HLSConponent | denti fier Type" whose media objects are conveyed by the parent
multicast transport session.

@rani f est | dRef 1 |Name A cross-reference to a Present at i onMani f est
Token Locat or/ @mni f est | d in the parent multicast
string session that is an HLS Master Playlist.

@edi aPl ayl i st Locat or 1 |URIstring |The absolute URL of an HLS Media Playlist

appearing in the referenced HLS Master Playlist.

ETSI




72 ETSI TS 103 769 V1.2.1 (2024-11)

10.2.5 Multicast gateway configuration transport session parameters

10.2.5.0 General

In the case where the population of Multicast gateway instances is configured using the in-band configuration method at
reference point M specified in clause 8.3.5 and clause 10.4.5, one or more Mul ti cast Gat ewayConf i gurati on

Transpor t Sessi on elements shall be present in the multicast server configuration instance document. The Multicast
server shall carousel the current multicast gateway configuration instance document on all specified multicast gateway
configuration transport sessions.

In addition, when the in-band configuration method is used, a "bootstrap” multicast gateway configuration instance
document may be provided at reference point Cur containing one or more Mil ti cast Gat ewayConfi gurati on
Transpor t Sessi on elements. An example can be found in clause C.2 and further worked examples can be found in
clause 5 of [i.13]. In this case, the Multicast gateway shall receive additional multicast gateway configuration instance
documents at reference point M on one of the specified multicast gateway configuration transport sessions.

NOTE 1: Inthe case of unidirectional system deployments an alternative bootstrapping mechanism is required to
deliver the information conveyed in the Mil ti cast Gat ewayConfi gur ati onTransport Sessi on element to
the terminal device. The specification of this mechanism lies beyond the scope of the present document.

The elements and attributes of the Mul ti cast Gat ewayConfi gurati onTransport Sessi on element are a subset of those
appearing inthe Mul ti cast Tr anspor t Sessi on element specified in clause 10.2.3 above, plus additional elements
specified in the following clauses, as summarized below, with the following constraints and extensions.

The service class of the multicast gateway configuration transport session isindicated as specified in clause 10.2.3.2A.

The applicability of this multicast gateway configuration transport session may be indicated using the optional @ ags
attribute, the value of which shall be alist of URI strings.

NOTE 2: The service class and tags allow a Multicast gateway to select multicast gateway configuration transport
session(s) that are relevant to it.

NOTE 3: The assignment and usage of tag values is beyond the scope of the present document.

The multicast media transport protocol used for the multicast gateway configuration transport session shall be specified
per clause 10.2.3.8.

The transport endpoint address(es) used for the multicast gateway configuration transport session shall be specified per
clause 10.2.3.9.

The bit rate of the multicast gateway configuration transport session shall be specified per clause 10.2.3.10.

The Forward Error Correction parameters of the multicast gateway configuration transport session shall be specified in
the same manner as described in clause 10.2.3.11.

The unicast repair parameters of the multicast gateway configuration transport session shall be specified in the same
manner as described in clause 10.2.3.12 and 10.2.3.13.

Thein-band carousdl of ancillary multicast transport objects to be conveyed in the multicast gateway configuration
transport session shall be specified in the same manner as described in clause 10.2.3.14 with the following additions
specified in clause 10.2.5.1 below:

. Child elements may optionally reference a particular multicast session by quoting its service identifier in a
@ervi cel dRef attribute.

NOTE 4: If the @er vi cel dRef attribute is omitted, the scope of the child element isall active multicast sessions.

e  Child elements may optionally reference a particular multicast transport session within the above referenced
multicast session by quoting itsidentifier ina@ransport Sessi onl dRef attribute.

NOTE5: If the @ransport Sessi onl dRef attribute is omitted, the scope of the child element is all multicast
transport sessions within the referenced multicast session.
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When carried in a multicast server configuration instance document, the Mul ti cast Gat ewayConfi gurati onTr ansport
Sessi on may also carry one or more Mul ti cast Gat ewayConfi gur ati onMacr o elements. This usage of thiselement is

specified in clause 10.2.5.2.

The @onpr essi onPr ef err ed attribute of Obj ect Car ousel child elements shall not be present when a
Mul ti cast Gat ewayConfi gurati onTransport Sessi on iscarried in a multicast gateway configuration instance

document.

10.2.5.1 MulticastGatewayConfigurationTransportSession element

The syntax of the Mul ti cast Gat ewayConfi gurati onTransport Sessi on element is specified in table 10.2.5.1-1 below.
The semantics of the attributes and child elements are identical to the corresponding attributes and child elements of the
Ml ticast Transport Sessi on element specified in clause 10.2.3.

Table 10.2.5.1-1: MulticastGatewayConfigurationTransportSession syntax

Element or attribute name

Use

Data type

Clause

Description

Mul ticast Gat ewayConfi guration
Transport Sessi on

10.2.5

Container for multicast gateway
configuration transport session
parameters.

@ervi ceC ass

MPEG-7
termReference

10.2.3.2A

A fully-qualified term identifier URI from
the vocabulary specified in clause 9

of [41] or from another vocabulary
indicating the class of information
conveyed by this multicast transport
session.

@ ags

List of
URI string

10.2.5.0

A whitespace-separated list of URIs [15]
that indicate the applicability of this
multicast gateway configuration transport
session to the Multicast gateway.

@ransport Security

String

10.2.3.6

Indicates which security features are
enabled in this multicast gateway
configuration transport session.

Transport Prot ocol

10.2.3.8

Container for multicast media transport
protocol parameters.

@rotocol I dentifier

MPEG-7
termReference

10.2.3.8

A fully-qualified term identifier URI from
MulticastTransportProtocolCS (clause B.1)
specifying the conformant multicast
media transport protocol used for this
multicast gateway configuration transport
session, or a URI specifying a
non-conformant multicast media transport
protocol.

@r ot ocol Ver si on

String

10.2.3.8

Indicates the version of the multicast
media transport protocol.

Endpoi nt Addr ess

10.2.3.9

Container for the addressing parameters
of this multicast gateway configuration
transport session.

Net wor kSour ceAddr ess

String

10.2.3.9

A host name or IP address specifying the
multicast group source address for use
with source-specific multicast transport.

Net wor kDest i nati onG oup
Addr ess

IP address
string

10.2.3.9

An IP address specifying a multicast
group for the multicast gateway
configuration transport session.

Transport Desti nati onPort

Unsigned
16-bit integer

10.2.3.9

The UDP port number of the multicast
gateway configuration transport session.

Medi aTr ansport Sessi on
Identifier

Positive
integer

10.2.3.9

An opaque transport session identifier
specified by the multicast media transport
protocol.
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Element or attribute name

Use

Data type

Clause

Description

Bi t Rat e

10.2.3.10

Container specifying the bit rate(s) of the
multicast gateway configuration transport
session across all declared endpoint
addresses and including any FEC
overheads.

@verage

Positive
integer

10.2.3.10

The average bit rate of the transport
session.

@raxi mum

Positive
integer

10.2.3.10

The maximum bit rate of the transport
session.

Forwar dError Correction
Par anet ers

10.2.3.11

Container for the parameters of the FEC
repair blocks protecting the multicast
gateway configuration transport session.

Schenel denti fier

String

10.2.3.11

A fully-qualified term identifier URI from
ForwardErrorCorrectionSchemeCS

(clause B.2) specifying the scheme of the
FEC repair blocks protecting the multicast
gateway configuration transport session.

Over headPer cent age

Positive
integer

10.2.3.11

Percentage of FEC overhead compared
with source packets. For example, a
value of 20 means 20 % overhead, 100
means there is a repair packet for every
source packet. Values greater than 100
are permitted.

Endpoi nt Addr ess

10.2.3.9

Container for the addressing parameters
of FEC repair blocks protecting this
multicast gateway configuration transport
session.

May be omitted if FEC repair packets are
carried in band with the multicast gateway
configuration transport session.

Net wor kSour ceAddr ess

0.1

String

10.2.3.9

Host name or IP address specifying the
source address of FEC repair packets
protecting this multicast gateway
configuration transport session.

Net wor kDest i nati onG oup
Addr ess

IP address
string

10.2.3.9

An IP address specifying the multicast
group for FEC repair packets protecting
this multicast gateway configuration
transport session.

Transport Desti nati onPort

Unsigned
16-bit integer

10.2.3.9

The UDP port number of FEC repair
packets protecting this multicast gateway
configuration transport session.

Medi aTr ansport Sessi on
I dentifier

Positive
integer

10.2.3.9

An opaque transport session identifier of
FEC repair packets protecting this
multicast gateway configuration transport
session.

Uni cast Repai r Par anet er s

10.2.3.12

Container for parameters pertaining to a
unicast repair.

@ ransport Obj ect BaseURl

URI string

10.2.3.13

Multicast transport object base URI. The
base URI of all multicast transport objects
conveyed in this multicast gateway
configuration transport session.

@ransport Obj ect Reception
Ti meout

Unsigned
integer

10.2.3.12

The period of time (in milliseconds) that a
Multicast gateway should wait for a
packet relating to a multicast transport
object before assuming that the object
transmission is over.

@i xedBackOr f Peri od

Unsigned
integer

10.2.3.12

The minimum number of milliseconds that
the Multicast gateway shall wait after the
end of object transmission before
attempting unicast repair.

@ andonBackOr f Peri od

Unsigned
integer

10.2.3.12

Maximum number of milliseconds for the
random delay period that the Multicast
gateway shall wait in addition to

@i xedBackOr f Peri od.
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Element or attribute name

Use

Data type

Clause

Description

BaseURL

0..n

URI string

10.2.3.13

Unicast repair base URL prefix. The base
path of a unicast repair endpoint.

@el ati veWei ght

Unsigned
integer

10.2.3.13

A relative weighting for this unicast repair
endpoint.

bj ect Car ousel

10.2.3.14.0

Container for parameters pertaining to the
in-band carousel of ancillary multicast
transport objects.

@aggregateTransport Si ze

Unsigned
integer

10.2.3.14.0

The combined size of all transport objects
described by this carousel, excluding any
associated metadata and transport
protocol overhead.

@ggr egat eCont ent Si ze

Unsigned
integer

10.2.3.14.0

The combined size of all transport objects
described by this carousel, excluding any
associated metadata and transport
protocol overhead and excluding any
content encoding (such as compression).
May be omitted if no content encoding is
applied to the multicast transport objects.

Present ati onMani fests

10.2.3.141

The presence of this element indicates
that presentation manifests shall be
conveyed in the multicast gateway
configuration transport session when the
referenced multicast session is active.

@ervi cel dRef

URI string

10.2.5.0

A reference to the service identifier of a
multicast session in the current multicast
session configuration whose presentation
manifest(s) are to be conveyed when the
referenced multicast session is active.
Omitting this attribute indicates that
presentation manifests for all active
multicast sessions are to be conveyed.

@ransport Sessi onl dRef

URI string

10.2.5.0

A reference to a multicast transport
session identifier within the scope of the
referenced multicast session whose
presentation manifest(s) are to be
conveyed when the referenced multicast
session is active.

Omitting this attribute indicates that
presentation manifests for all multicast
transport sessions in the referenced
multicast session are to be conveyed
when it is active.

It is an error to supply this attribute if the
@ervi cel dRef attribute above is
omitted.

@ ar get Acqui si ti onLat ency

0.1

Duration string

10.2.3.14.0

Repetition rate of presentation manifests
in the multicast gateway configuration
transport session.

@onpressi onPreferred

0.1

Boolean

10.2.3.14.0

Expression of preference to the Multicast
server that compression of the resulting
multicast transport object(s) is desired by
the Provisioning function.

Only permitted in multicast server
configuration instance documents.
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Element or attribute name

Use

Data type

Clause

Description

I ni t Segnents

0..n

URI string

10.2.3.14.2

The presence of this element indicates
that initialization segments shall be
conveyed in the multicast gateway
configuration transport session when the
referenced multicast session is active.

@ervi cel dRef

URI string

10.2.5.0

A reference to the service identifier of a
multicast session in the current multicast
session configuration whose initialization
segment(s) are to be conveyed when the
referenced multicast session is active.
Omitting this attribute indicates that
initialization segments for all active
multicast sessions are to be conveyed.

@ ransport Sessi onl dRef

0.1

URI string

10.2.5.0

A reference to a multicast transport
session identifier within the scope of the
referenced multicast session whose
presentation manifest(s) are to be
conveyed when the referenced multicast
session is active.

Omitting this attribute indicates that
initialization segments for all multicast
transport sessions in the referenced
multicast session are to be conveyed
when it is active.

It is an error to supply this attribute if the
@ervi cel dRef attribute above is
omitted.

@ ar get Acqui si ti onLat ency

0.1

Duration string

10.2.3.14.0

Repetition rate of initialization segments
in the multicast gateway configuration
transport session.

@onpressi onPreferred

Boolean

10.2.3.14.0

Expression of preference to the Multicast
server that compression of the resulting
multicast transport object(s) is desired by
the Provisioning function.

Only permitted in multicast server
configuration instance documents.

Resour celLocat or

URI string

10.2.3.14.3

The URL of a resource that shall be
conveyed in the multicast gateway
configuration transport session.

@ ar get Acqui si ti onLat ency

0.1

Duration string

10.2.3.14.0

Repetition rate of the resource in the
multicast gateway configuration transport
session.

@eval i dationPeri od

Duration string

10.2.3.14.3

The period of time that a Multicast server
should wait before revalidating the
resource.

@onpressi onPreferred

Boolean

10.2.3.14.0

Expression of preference to the Multicast
server that compression of the resulting
multicast transport object(s) is desired by
the Provisioning function.

Only permitted in multicast server
configuration instance documents.

Mul ticast Gat ewayConfi guration
Macr o

0..n

String

10.2.5.2

The value to substitute in place of any
matched macro key found when the
Multicast server generates a multicast
gateway configuration.

@ey

Name Token
string

10.2.5.2

Macro key to be matched in the multicast
server configuration when the Multicast
server generates a multicast gateway
configuration.
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10.2.5.2 Multicast session configuration macro expansion

In the case where the Multicast gateway is configured by means of the in-band configuration method specified in
clause 10.1.2, the Multicast server isresponsible for generating one or more multicast gateway configurations based on
its current multicast server configuration. In some deployments, the URL s of objects requested from the Content
hosting function may differ between reference points Oin and A, and in the case of a Multicast server configured to use
the push-based content ingest method over reference point Pin" (as specified in clause 8.3.1) the URLs should be
different from those at reference point A. In these cases, the Multicast server may use the macro definition elements

Mul ti cast Server Confi gurationMacro and Ml ti cast Gat ewayConfi gurati onMacr o in combination to set the correct
reference point A URLsin each multicast gateway configuration. These extension elements shall comply with the XML
schema definition in clause A.2.

NOTE: Each multicast gateway configuration to be generated is described by a separate Mil ti cast Gat eway
ConfigurationTransport Sessi on and each such element and may therefore define different expansions
of the same macro key.

When the macro definition elements are present in a multicast server configuration instance document, the document
may also carry macro keysin any element or attribute of datatype URI String. Macro keys are name token strings
prefixed and suffixed with a single unescaped "$" delimiter character. When processing the multicast server
configuration, the Multicast server shall match such keysto the @ey attribute of a macro definition element and shall
replace the macro key, as well asits leading and trailing "$" delimiters, with the content of the matched macro
definition element.

e  TheMulticast server shal apply macro expansion to the content of elements and attributes defined as data type
URI String in clauses 10.2.2.1 and 10.2.3.1 before attempting to acquire ingest objects referenced by them.

. When generating a multicast gateway configuration from the multicast server configuration, the Multicast
server shall apply macro expansion to the content of elements and attributes defined as data type URI String in
clauses 10.2.2.1, 10.2.3.1 and 10.2.5.1.

The Multicast server shall use the original multicast server configuration received over reference point Cus when
performing macro expansion, and not a previous copy of the multicast server configuration that has already had macro
expansion performed on it.

The Multicast gateway is not expected to perform any macro expansion. Any macros present in the multicast server
configuration shall be fully expanded in the multicast gateway configuration instance document: it is an error for
unexpanded macro keysto be present in a multicast gateway configuration.

10.3  Life-cycle of multicast transport sessions

10.3.0 General

Individual multicast transport sessions in the multicast session configuration are in one of two states:

. In the active state, multicast media transport protocol packets may be transmitted by the Multicast server
according to the current set of parameters specifying that multicast transport session.

. In the inactive state, multicast media transport protocol packets shall not be transmitted by the Multicast
server.

A multicast transport session may be permanently in the active state or it may be (de)activated by one of two different
methods, described in the following clauses.
10.3.1 Timed activation of multicast transport session

A multicast session configuration document may include parameters specifying a start time and/or duration for any of
the multicast transport sessionsit describes, as specified in clause 10.2.3.3.

In the general case, a multicast transport session shall become active in the deployed system at the indicated start time.
Once active, a multicast transport session shall remain active for a period of time equal to that indicated by its duration.
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If the start time isin the past, the multicast transport session shall be deemed to be active immediately on receipt of the
multicast session configuration document unless the start time plus the duration is aso in the past, in which case the
multicast transport session shall be inactive.

If astart timeis specified but no duration, the multicast transport session shall become active at the specified start time
and shall remain active until further notice.

If aduration is specified but no start time, the multicast transport session shall be deemed to be active immediately on
receipt of the multicast session configuration document and shall remain active for a period of time equal to the time of
receipt plus the duration.

If neither a start time nor a duration is specified for it, a multicast transport session shall remain in its current state until
this state is modified by manual (de)activation, as specified in clause 10.3.2. The initial state for such multicast
transport sessions shall be inactive.

NOTE: If itisimportant that al instances of the Multicast gateway have a common view of the end time of a
multicast transport session, both the @t art and @ur at i on attributes should be supplied with valuesin
the multicast gateway configuration instance document.

10.3.2 Manual (de)activation of multicast transport session

Regardless of whether a start time and duration has been specified in the current multicast session configuration
document, a multicast transport session may be activated by the procedure specified in clause 10.4.3.1 and deactivated
by the procedure specified in clause 10.4.3.2.

In both cases, the multicast transport session(s) affected are indicated by quoting the value of their @ d attribute in
combination with the @er vi cel denti fi er of their parent multicast session.

10.4  Configuration and control procedures

10.4.0 General

The procedures for configuring and controlling system functions at reference points Cws and Cwr shall use HTTP
request and response messages, as specified in IETF RFC 9110 [2]. The use of TLS[7] to secure the interactionsis
recommended. |mplementations shall support at least HTTP/1.1 [1] and may additionally support HTTP/2 [34] and/or
HTTP/3[35].

The structure of target resource URI pathsin HTTP requests shall follow the following general format:

{rootPrefix}/{endpointName}/{endpointVersion}/{endpointSpecificSuffix}

where {rootPrefix} shall be an implementation-specific URI prefix according to the generic syntax specified in
IETF RFC 3986 [15] with either http or https as the scheme part. {endpointSpecificSuffix} is a set of one or more path
elements and/or query parameters specified in the following clauses.
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When an error occurs as the result of arequest at reference point Cus or Cwr, the most appropriate status code from
table 10.4.1-1 below shall be returned to the requestor:

Table 10.4.1-1: HTTP error response status codes

Response status code Applicable Summary description Normative
and reason phrase methods specification

400 Bad Request GET, PUT, The parameters supplied in the request were IETF RFC 9110 [2],

POST incorrect for the endpoint specified by the target  |section 15.5.1
resource URI.

401 Unauthorized CET, PUT, The request lacks a valid set of authentication IETF RFC 9110 [2],

POST credentials in the Aut hori zat i on request section 15.5.2
header to access the target resource URI.

403 Forbidden GET, PUT, The request message is well formed, and any IETF RFC 9110 [2],

POST authentication credentials supplied are valid, but  |section 15.5.4
the endpoint refuses to authorize the request for
other reasons.
404 Not Found CET, PUT, The target resource URI in the request message |IETF RFC 9110 [2],
POST is not recognized by the endpoint. section 15.5.5

405 Method Not Allowed (Any) The method in the request is not supported by the |IETF RFC 9110 [2],
target resource URI. section 15.5.6

406 Not Acceptable CGET The endpoint was unable to fulfil the request IETF RFC 9110 [2],
within the constraints of the supplied content section 15.5.7
negotiation request headers.

411 Length Required PUT The endpoint refuses to accept a request without |IETF RFC 9110 [2],
a Cont ent - Lengt h header. section 15.5.12

413 Content Too Large PUT The endpoint refuses to accept the request IETF RFC 9110 [2],
because the request content size declared in the |section 15.5.14
Cont ent - Lengt h header is too large, or because
the request content exceeds the indicated length.

415 Unsupported Media Type |PUT The Cont ent - Type request header did not IETF RFC 9110 [2],
contain a value required by the specified section 15.5.16
endpoint.

429 Too Many Requests GET, PUT, The endpoint is experiencing high load that IETF RFC 6585 [16],

POST prevented it from fulfilling the request. section 4
The Ret ry- Af t er response header (see
section 10.2.3 in [2]) may be provided in the
response message to indicate how long the client
should wait before reattempting the request.
500 Internal Server Error GET, PUT, The endpoint encountered an unexpected error IETF RFC 9110 [2]
POST that prevented it from fulfilling the request. section 15.6.1
503 Service Unavailable GET, PUT, The endpoint was unable to process the request. |IETF RFC 9110 [2],
POST The Ret ry- Aft er response header (see section 15.6.4
section 10.2.3 in [2]) may be provided in the
response message to indicate how long the client
should wait before reattempting the request.

10.4.2 Multicast server configuration procedures

10.4.2.0 General

This clause specifies the procedures for configuring a Multicast server at reference point Cus:

. The {endpointName} URL element shall be dvb-multicast-server.

e  The{endpointVersion} URL element shall be v1.
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10.4.2.1 Out-of-band pushed multicast server configuration method

This procedure is invoked by a Network control subfunction on a Multicast server function to push a new multicast
server configuration to the latter. To this end, the Multicast server function shall expose a RESTful resource [i.8] at
reference point Cwus representing its current configuration.

The {endpointSpecificSuffix} URL element shall be the path element configuration, identifying the RESTful resource to be

mani pul ated.

Request message

Request method

PUT

Target resource URI

{rootPrefix}/dvb-multicast-server/v1l/configuration

Cont ent - t ype request header

text/xml

Request message body

A multicast server configuration instance document according to the definition in
clause 10.0 and the syntax specified in clause 10.2.

Response message

Success status code

204 No Content

Success response message body

Empty

A success status code in the response message signifies that the multicast server configuration has been replaced with
that contained in the instance document supplied in the request message body.

10.4.2.2 Out-of-band pulled multicast server configuration method

This procedureisinvoked by a Multicast server function on a Network control subfunction to retrieve the latest
multicast server configuration from the latter. To this end, the Network control subfunction shall expose a RESTful
resource [i.8] at reference point Cwus representing the current multicast server configuration in the system.

NOTE:
specification.

Configuration of the {rootPrefix} to be used by the Multicast server is beyond the scope of the present

The {endpointSpecificSuffix} URL element shall be the path element configuration, identifying the RESTful resource

made available for retrieval.

Reguest message

Request method

CET

Target resource URI

{rootPrefix}/dvb-multicast-server/v1l/configuration

header

Request message body Empty

Response message
Success status code 200 OK
Success Cont ent - t ype request text/xml

Success response message body

A multicast server configuration instance document according to the definition in
clause 10.0 and the syntax specified in clause 10.2.

A success status code in the response message signifies that the current multicast server configuration is represented by
the instance document supplied in the response message body.

10.4.3 Multicast server control procedures

10.4.3.0 General

This clause specifies the procedures for controlling a Multicast server at reference point Cus:

e  The{endpointName} URL element shall be dvb-multicast-server.

e  The{endpointVersion} URL element shall be v1.
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10.4.3.1 Multicast transport session activation

This procedure is invoked by a Network control subfunction on a Multicast server function to activate a single multicast
transport session or to activate all multicast transport sessionsin a particular multicast session. For this purpose, the
Multicast server function shall expose aremote procedure call at reference point Cus.

The {endpointSpecificSuffix} URL element shall be the path element activate, the name of the remote procedure call:

e Toactivate asingle multicast transport session, the first form of the target resource URI below shall be used,
indicating the service identifier of the parent multicast session (specified in clause 10.2.2.0) as the value of the
service query parameter and the transport session identifier (specified in clause 10.2.3.2) asthe value of the
transport-session query parameter.

e Toactivate dl currently inactive multicast transport sessions in a particular multicast session, the second form
of the target resource URI below shall be used, indicating only the service identifier of the multicast session
(clause 10.2.2.0) as the value of the service query parameter.

Request message

Request method POST

Target resource URI {rootPrefix}/dvb-multicast-server/vl/activate?

(first form) service={service-id}&transport-session={transport-session-id}
Target resource URI {rootPrefix}/dvb-multicast-server/vl/activate?service={service-id}

(second form)
Cont ent - t ype request header Omitted
Request message body Empty

Response message

Success status code 204 No Content

Success response message body |Empty

NOTE: URI query components are required to comply with the query production specified in Appendix A of [15].

A success status code in the response message signifies that the multicast transport session(s) specified in the target
resource URI of the request is/are now in the active state.

10.4.3.2 Multicast transport session deactivation

This procedure is invoked by a Network control subfunction on a Multicast server function to deactivate asingle
multicast transport session or to deactivate all multicast transport sessionsin a particular multicast session. For this
purpose, the Multicast server function shall expose aremote procedure call at reference point Cus.

The {endpointSpecificSuffix} URL element shall be the path element deactivate, the name of the remote procedure call.

e  Todeactivate asingle multicast transport session, the first form of the target resource URI below shall be used,
indicating the service identifier of the parent multicast session (specified in clause 10.2.2.0) as the value of the
service query parameter and the transport session identifier (specified in clause 10.2.3.2) as the value of the
transport-session query parameter.

e  Todeactivate al currently active multicast transport sessionsin a particular multicast session, the second form
of the target resource URI below shall be used, indicating only the service identifier of the multicast session
(clause 10.2.2.0) as the value of the service query parameter.

Reguest message

Request method POST

Target resource URI {rootPrefix}/dvb-multicast-server/vl/deactivate?

(first form) service={service-id}&transport-session={transport-session-id}
Target resource URI {rootPrefix}/dvb-multicast-server/vl/deactivate ?service={service-id}

(second form)
Cont ent - t ype request header Omitted
Request message body Empty

Response message
Success status code 204 No Content
Success response message body |Empty

NOTE: URI query components are required to comply with the query production specified in appendix A of [15].
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A success status code in the response message signifies that the multicast transport session(s) specified in the target
resource URI of the request is/are now in the inactive state.

10.4.4 Multicast gateway configuration procedures

10.4.4.0 General
This clause specifies the procedures for configuring a Multicast gateway at reference point Cur:
. The {endpointName} URL element shall be dvb-multicast-gateway.

e  The{endpointVersion} URL element shall be v1.

10.4.4.1 Out-of-band pushed multicast gateway configuration method

This procedure is invoked by a Network control subfunction on a Multicast gateway function to push a new multicast
gateway configuration to the latter. To this end, the Multicast gateway function shall expose a RESTful resource [i.8] at
reference point Cwr representing its current configuration.

The {endpointSpecificSuffix} URL element shall be the path element configuration, identifying the RESTful resource to be
mani pul ated.

Request message

Request method puUT

Target resource URI {rootPrefix}/dvb-multicast-gateway/v1/configuration

Cont ent - t ype request header text/xml

Request message body A multicast gateway configuration instance document according to the definition

in clause 10.0 and the syntax specified in clause 10.2.
Response message

Success status code 204 No Content

Success response message body |Empty

A success status code in the response message signifies that the multicast gateway configuration has been replaced with
that contained in the instance document supplied in the request message body.
10.4.4.2 Out-of-band pulled multicast gateway configuration method

This procedure isinvoked by a Multicast gateway function on a Network control subfunction to retrieve the latest
multicast gateway configuration from the latter. To this end, the Network control subfunction shall expose a RESTful
resource [i.8] at reference point Cwr representing the current multicast gateway configuration in the system.

NOTE: Configuration of the {rootPrefix} to be used by each Multicast gateway instance is beyond the scope of the
present document.

The {endpointSpecificSuffix} URL element shall be the path element configuration, identifying the RESTful resource
made available for retrieval.

The request target may optionally include query parameters for dynamic Multicast gateway registration as specified in
clause 7.6, presented below as the second form of target resource URI.

ETSI



83 ETSI TS 103 769 V1.2.1 (2024-11)

Reguest message

Request method CET
Target resource URI (first form) {rootPrefix}/dvb-multicast-gateway/v2/configuration

Target resource URI (second form) |{rootPrefix}/dvb-multicast-gateway/v2/configuration?
[content-playback-subnet={player-subnet}&]
[redirect-base-url={gateway-base-url}&]...

Request message body Empty
Response message
Success status code 200 OK
Success Cont ent - t ype request text/xml
header

Success response message body  |A multicast gateway configuration instance document according to the definition
in clause 10.0 and the syntax specified in clause 10.2.

A success status code in the response message signifies that the current multicast gateway configuration is represented
by the instance document supplied in the response message body.

10.4.5 In-band multicast gateway configuration method

When this method is used to configure a Multicast gateway (or Multicast Rendezvous service) the Multicast server shall
transmit a multicast gateway configuration transport session as specified in clause 8.3.5. The parameters of this
transport session need to be communicated to the Multicast gateway so that it can subscribe to the appropriate multicast
endpoint address(es). The parameters may be encapsulated in a simple "bootstrap” multicast gateway configuration
instance document containing only aMil ti cast Gat ewayConfi gurati onTransport Sessi on element, as specified in
clause 10.2.5. This document may be provided at reference point Cur using the out-of-band pushed method

(clause 10.4.4.1 above) or the out-of-band pulled method (clause 10.4.4.2 above) or through an alternative configuration
method such as TR-069 [i.9] or TR-369 [i.10].

11 Reporting interactions

11.0 Overview

According to clause 5.3.5.5, the Multicast gateway includes a Service reporting subfunction (see also figure 5.2-1). As
explained in clause 5.3.6.1, this supplies service reporting information via reference point Rs to the Service reporting
capture function which may, in turn, export service reporting information to the Content Provider reporting capture
function viareference point Rep.

The configuration for the Service reporting subfunction is described in clauses 10.2.1, 10.2.2.1 and 10.2.2.3. The
session reporting parameters govern the way the Multicast gateway provides service reporting information (e.g. the
sample of Multicast gateway instances that report and the periodicity of reporting).

This clause defines the set of metrics and events to be exposed as service reporting information over either reference
point Rs or Rep. The metrics exposed are cumulative statistics since the beginning of the reported playback session(s).

Service reporting information is collated by the Multicast gateway and formatted as a service reporting information
instance document, the syntax of which is specified in clause 11.1. Depending on the multicast session configuration,
each service reporting information instance document may aggregate metrics and/or events for current playback
sessions relating to all multicast sessions (see clause 10.2.1) or for playback sessions relating to one particular multicast
session (see clause 10.2.2.3).

Service reporting information instance documents are sent by the Service reporting subfunction of the Multicast
gateway to a Service reporting capture subfunction of the Provisioning function using the protocol specified in
clause 11.2. As specified in clause 10.2.2.3, the Service reporting subfunction submits reporting instance documents
either regularly (on the basis o