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Intellectual Property Rights
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found in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to
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ETS IPR online database.
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Trademarks

The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners.
ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no
right to use or reproduce any trademark and/or tradename. Mention of those trademarks in the present document does
not constitute an endorsement by ETSI of products, services or organizations associated with those trademarks.

DECT™, PLUGTESTS™, UMTS™ and the ETSI logo are trademarks of ETSI registered for the benefit of its
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Foreword

This Technical Specification (TS) has been produced by ETSI Technical Committee Digital Enhanced Cordless
Telecommunications (DECT).

Clause 4 provides an overview of the LC3plus codec, whilst clause 5 provides detailed algorithmic descriptions of the
encoder and the decoder.

Clause 6 introduces the bit exact, fixed point ANSI C source code, which is attached to the present document, that
provides a reference implementation of the L C3plus audio codec. The conformance procedure for verifying optimized
implementationsis available in clause 7.

Annex A provides a description of the Application Layer Forward Error Correction (AL-FEC) function associated with
the LC3plus codec.

Annex B provides the payload format description of LC3plusinside the Real-time Transport Protocol (RTP).

Annex C provides an example algorithm which adaptively controls the FEC strength with respect to the error
characteristic of the transport channel.

Modal verbs terminology

In the present document "shall”, "shall not", "should", "should not", "may", "need not", "will", "will not", "can" and
"cannot" areto beinterpreted as described in clause 3.2 of the ETS| Drafting Rules (Verba forms for the expression of
provisions).

"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.
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Executive summary

The present document is the specification of the Low Complexity Communication Codec plus (LC3plus), a
transformation-based audio codec operating at all common sampling rates and a wide range of bit rates. The present
document includes beside the technical description of the core codec also packet |oss concealment and forward error
correction schemes such as a channel coder to be ready for use in applications like Vol P and DECT. Besides voice
applications, the codec is also applicable for high quality music transmission up to transparency.

Introduction

With the introduction of the 3GPP Enhanced Voice Services (EVS) [i.1] in 2014, the mobile voi ce communication was
enriched with the SWB audio quality. However, thistechnical development came along with asignificant increasein
computational complexity and memory demands which limits the deployment to relatively powerful mobile phones.

L C3plus aimsto provide the low complexity counterpart of EVSin order to make SWB also available on low-cost
terminals such as Vol P or DECT. The codec allows perfect interoperability between mobile and other networks by
means of transcoding and fits complexity wise very well to the requirements of DECT and Vol P terminal equipment.
Due to the codec's flexible design the applications are not limited to voice services but can be extended to high quality
music streaming as well.
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1 Scope

The present document contai ns the specification of the Low Complexity Communication Codec plus (LC3plus). The
specification includes a full algorithmic description of both the encoder and the decoder. It includes reference
fixed-point and floating-point ANSI C source code and conformance test procedures.

The codec has been designed on the one hand for Digital Enhanced Cordless Telecommunications (DECT) and the New
Generation DECT (NG-DECT) systems but also for Vol P and other applications such as music streaming.

The LC3plus codec provides the following basic features:
. Capability for speech and audio coding
. Severa low delay modes
. Low computational complexity
. Multiple bitrates from 16 kbit/s up to 320 kbit/s and more
o Multiple audio bandwidth from narrow band to full-band and ultra-band

. High- resolution mode for high precision, high dynamic range and audio bandwidth up to the Nyquist
frequency also for ultra-band

e  Advanced error conceal ment
. Application Layer Forward Error Correction (AL-FEC) including channel coder functionality

. RTP payload format

2 References

2.1 Normative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

Referenced documents which are not found to be publicly available in the expected location might be found in the
ETSI docbox.

NOTE: While any hyperlinksincluded in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are necessary for the application of the present document.

[1] IETF RFC 3264: "An Offer/Answer Model with Session Description Protocol (SDP)",
J. Rosenberg and H. Schulzrinne, June 2002.

2] IETF RFC 3550: "RTP: A Transport Protocol for Real-Time Applications', STD 64,
H. Schulzrinne, S. Casner, R. Frederick and V. Jacobson, July 2003.

[3] IETF RFC 3551: "RTP Profile for Audio and Video Conferences with Minimal Control*, STD 65,
H. Schulzrinne and S. Casner, July 2003.

[4] IETF RFC 8866: "SDP: Session Description Protocol”, A. Begen, P. Kyzivat, C. Perkins,
M. Handley, January 2021.

[5] IETF RFC 4855: "Media Type Registration of RTP Payload Formats’, S. Casner, February 2007.
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IETF RFC 4867: "RTP Payload Format and File Storage Format for the Adaptive Multi-Rate
(AMR) and Adaptive Multi-Rate Wideband (AMR-WB) Audio Codecs", J. Sjoberg,
M. Westerlund, A. Lakaniemi, April 2007.

European Broadcasting Union TECH 3253: " Sound Quality Assessment Material recordings for
subjective tests'.

Attachment available at https://gc.ebu.io/testmaterial/523/1/downl oad.

Informative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
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3 Definition of terms, symbols and abbreviations

3.1 Terms

For the purposes of the present document, the following terms apply:
codec redundancy: redundancy created by the L C3plus codec

NOTE: The codec encodes two variants of aframe, one primary encoding and one secondary (or redundant)
encoding. The primary encoding typically uses more bits than the secondary encoding.

frame: portion of the mediafor a single channel, e.g. speech or audio or a combination thereof, that isinput to the
encoder or output of the decoder for one channel

NOTE: A frameincludes aframe duration of audio (see frame duration definition below).
frame aggregation: encapsulation of several non-redundant frames within the same packet

frame data: encoded mediafor asingle audio frame and a single channel, either output from the encoder or input to the
decoder

NOTE: Framedata may include any of the following: active audio, Silence Description (SID), NO_DATA
errframe or Speech_bad frame. The frame datais not protected with the channel coding specified in
Annex A.

frame data block: frame data for one or more channels for a single frame period

NOTE: For mono input audio signals, a frame data block includes the frame data for a single audio frame, see
frame data. In this case, the frame data block isidentical to the frame data. For stereo and multi-channel
input audio signal's, aframe data block contains the frame data from all channels. Thereby, aframe data
block includes the same number of frames as there are channels.

frame duration: time duration for aframe

NOTE: For NB, WB, SSWB, SWB, FB, FBHR or UBHR, the frame duration is either 1,25 ms (excluding NB,
FBHR, UBHR), 2,5 ms, 5ms, 7,5 msor 10 ms. For FBCD, the frame duration is either approximately
1,36 ms, 2,72 ms, 5,44 ms, 8,16 ms or approximately 10,88 ms.

frame period: time period for aframe, from time T until time T+frame_duration

full-band: speech or audio sampled at 48 kHz

full-band, compact disc: speech or audio sampled at 44,1 kHz

high-resolution mode: LC3plus operation mode for higher bit rates, higher precision and wider audio bandwidth
narrow-band: speech or audio sampled at 8 kHz

NO_DATA frame: type of frame data that spends no bits on encoding the audio

NOTE: A NO_DATA frame is sometimes included when creating the payload and a frame needs to be included
but no active frame or SID frame is available, for example when sending redundancy with offset or multi-
channel audio where some channelsareidle or in DTX.

norequest (NO_REQ): type of FDLR that includes no adaptation request
semi-super-wideband: speech or audio sampled at 24 kHz
speech_bad frame: type of frame dataindicating that the frame data has been discarded because of errors

NOTE: For example, when a media gateway detects hit errorsin the frame data it may discard the frame data and
instead send a Speech_bad frame towards the receiver to explicitly indicate that the frame data was
dropped.
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super-wideband: speech or audio sampled at 32 kHz
ultra-band: speech or audio sampled at 96 kHz

wideband: speech or audio sampled at 16 kHz

3.2 Symbols

3.2.1 Mathematical symbols

For the purposes of the present document, the following mathematical symbols apply:

Aope Difference between two ODG values

D Algorithmic delay of the codec

Dframe Delay dueto the frame size

Duper Delay due to the MDCT look ahead

Eg(b) Energy per band

fs Sampling rate

I, (n) Band indices in dependency of sampling rate

nbytes Number of bytes (octets) per frame

nbits Number of bits per frame (8 = nbytes)

N, Number of bands ak.anumber of entriesin I, — 1

N¢ Number of audio channels

Npw Number of bandwidth sections

Ng Number of encoded spectral lines

Ng Number of samples processed in one frame ak.aframe size
Ny Frame duration specified in milliseconds

Wy Low Delay MDCT window

X(k) Frequency Coefficients

xp(n) Time domain sample of block b and index n

X, (k) Frequency domain bin of block b and frequency index k
A Number of leading zerosin MDCT window

3.2.2 Operator symbols

For the purposes of the present document, the following operator symbols apply:

amodb Modulo operator defined by a — b EJ

{x|condition(x)} Definesthe quantity of x where x fulfils a certain condition

xT, xT The transpose of vector x and matrix X respectively

alb Set construction operator with elements a such that b is fulfilled

argmax X Returns the position of the first occurrence of the maximum value of array X

argmin X Returns the position of the first occurrence of the minimum value of array X

nint(x) or |[x] Round x to nearest integer, e.g. [3,2] = 3; [4,5] =5

[x] Round x to next lower integer, e.g. |3,2] = 3; |4,5] =4

[x] Round x to next higher integer, e.g. [3,2] = 4; [4,5] =5

{a,b,..} Ordered sequence of values. Indexing starts with O, if not specified otherwise

a(n..m) Seguence of valuesindexed fromn tom, i.e. {a(n), a(n + 1), ..., a(m)}

X ey Reading from y and storing in x. Defines in-place operations with formulas,
eg. x(n) « x(n+ 1) shiftssamplesin x by one

& bitwise AND operation

| bitwise AND operation

N bitwise XOR operation

>> bitwise shift towards right

<< bitwise shift towards left

: multiplication

NOTE: For compatibility reasons the dot multiplication symbol has been retained exceptionally in the present
document over the multiplication symbol usually used in all ETSI deliverables.
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3.3 Abbreviations

For the purposes of the present document, the following abbreviations apply:

AL-FEC
ALU
ANSI-C
ATH
BEC
BFI
BS.1387-1
BW
BWR
CcC
CD

CR
CRC
DCT
DCT-II
DECT
DFT
dMSE
DR
DSP
DTX
DuT
EBU
ECU
EncDec
EP
EPMR
EPOK
ER
EuT
EVS
FB
FBCD
FBHR
FC
FDB
FDI
FDL
FDLR
FEC
FER
FESS
FFT
FIR

FP
FTD
GCC
GFSK
HF
HFCB

Application Layer FEC

Arithmetic Logic Unit

American National Standards Institute C
Absolute Threshold for Hearing curve
Bit Error Condition

Bad Frame Indicator

ETSI TS 103 634 V1.6.1 (2025-10)

Method for Objective Measurements of Perceived Audio Quality

Bandwidth

BandWidth and Resolution (index)
Channel Counter

Compact Disc

Change Request

Cyclic Redundancy Check
Discrete Cosine Transform
Discrete Cosine Transform type 1
Digital Enhanced Cordless Telecommunications
Discrete Fourier Transform
Mean Square Error distortion

L C3plus Reference Decoder
Digital Signal Processor
Discontinuous Transmission
Decoder under Test

European Broadcasting Union
Error Conceal ment Unit
Encoder-Decoder

Error Protection

Error Protection Mode Request
Error Protection OK

L C3plus Reference Encoder
LC3plus Encoder under Test
Enhanced Voice Services
Full-Band

Full-Band, Compact Disc
Full-Band High Resolution
Frame and Channel

Frame Data Block

Frame Duration Index

Frame Data Length

Frame Data L ength Request
Forward Error Correction
Frame Error Rate

Fixed Envelope Shifted Signs
Fast discrete Fourier Transform
Finite Impul se Response

Fixed Part

Frame Type Description
GNU™ Compiler Collection
Gaussian Frequency Shift Keying
High Frequency

High Frequency Code Book

NOTE: Part of SNSVQ.

HR
IANA
IDCT
IR
IMDCT

High Resolution

Internet Assigned Numbers Authority

Inverse DCT

Infinite Impul se Response

Inverse Modified Discrete Cosine Transformation
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IP Internet Protocol

ITDA Inverse Time Domain Aliasing

LC3plus Low Complexity Communication Codec plus
LD-MDCT Low Delay Modified Discrete Cosine Transform
LF Low Frequency

LFCB Low Frequency Code Book

NOTE: Part of SNSVQ.

LFE Low Frequency Effects

LLVM Low Level Virtual Machines

LP Linear Prediction

LPC Linear Predictive Coding

LQO Listening Quality - Objective

LR Low Rate

LSB Least Significant Bit

LTP Long-Term Predictor

LTPF Long Term Post Filter

MDCT Modified Discrete Cosine Transformation
MGw Media Gateway

MLD Maximum Loudness Difference

MOS Mean Opinion Score

MPVQ Modular Pyramid Vector Quantizer index

NOTE: A partial PVQ index.

MSB Most Significant Bit

MSE Mean Square Error

MSvVC Microsoft Visual C++

N total Number of samples per channel
NA Not Available

NB Narrow-Band

NO_REQ NO REQuest

ODG Objective Difference Grade

PC Personal Computer

PCM Pulse Code Modulation

PH Payload Header

PLC Packet L oss Conceal ment

PP Portable Part

PVQ Pyramid Vector Quantizer

RFC Reguest For Comments

RMS Root Mean Square

RS Reed Solomon

RTCP Real-Time Control Protocol

RTP Real-time Transport Protocol

SCF SCale Factor(s)

SDP Session Description Protocol

SID Sllence Description

SNR Signal to Noise Ratio

SNS Spectral Noise Shaping

SNSVQ Spectral Noise Shaping Vector Quantizer
SQAM Sound Quality Assessment Material
SSWB Semi-Super-WideBand

STL Software Tools Library

SWB Super-WideBand

TDA Time Domain Aliasing

THD Total Harmonic Distortion
THD+N Total Harmonic Distortion plus Noise
TNS Temporal Noise Shaping

ToC Table of Contents

TS Technical Specification

TSI Time Stamp | ncrement

UB Ultra-Band
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UBHR Ultra-Band High Resolution
UDP User Datagram Protocol
VolP Voiceover IP
VQ Vector Quantizer
WB WideBand
4 General description

4.1 Overview

The LC3plus codec can operate at highly flexible modes. For regular operation mode, the codec supports coding of
speech and audio for several audio bandwidths, using the sampling frequencies 8 kHz, 16 kHz, 24 kHz, 32 kHz or

48 kHz. The LC3plus codec may also be used for streaming audio and therefore also supports CD sampling rate

(44,1 kHz). It supports encoding and decoding using either a 1,25 ms, 2,5 ms, 5 ms, 7,5 ms or 10 ms frame duration. A
large number of compressed frame sizes from 20 bytes to 400 bytes can be configured, see also the feature summary in
Table5.1. Note, that the 7,5 ms frame duration is supported for other wireless systems besides DECT.

To support different use cases and varying operation conditions, the LC3plus includes support for end-to-end adaptation
of both the coded audio bandwidth and the bitrate.

The LC3plus aso includes a high-resol ution coding mode using Full-Band (FB) and Ultra-Band (UB) audio encoding at
sampling frequencies of 48 kHz and 96 kHz with maximum frame sizes of 625 bytes for a 10 ms frame duration. Frame
durations of 2,5 ms, 5 msand 7,5 ms are supported as well. The high-resolution mode targets higher bit-rates, higher
Signal-To-Noise ratios and coding the full audio spectrum up to the Nyquist frequency. The supported configurations
arelisted in Table 5.2.

The LC3plus codec provides a flexible error concealment algorithm, optimized both for al kind of audio signals.
LC3plusis further associated with Application Layer Forward Error Correction (AL-FEC) including a channel coder
functionality, which is essential if bit errorsin the transport layer are propagated up to the application layer. It supports
the usage of redundancy packets as AL-FEC strategy for packet-based networks.

An RTP payload format is available in Annex B for transmission over |P/UDP for e.g. VolP applications.

4.2 Transcoding functions

This clause provides a high-level overview of the operation of the LC3plus including the interfaces and configuration
options. Figures 4.1, 4.2 and 4.3 outline possible L C3plus configuration scenarios. The full technical details of the
codec are provided in clause 5 of the present document.
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Figure 4.1: LC3plus operation for one channel without error protection

Asshownin Figure 4.1, aL C3plus encoder takes PCM input samples and creates compressed frames which are
transmitted to the receiver side where the frames are decoded and the PCM data is restored. Configuration parameters
which usually need to be identical at encoder and decoder side are sampling rate, frame duration, error protection
enabled/disabled flag. Those parameters usually do not change during a session.

The bits per audio sample may differ at encoder and decoder side, as those val ues are independent from the transmitted
L C3plus frame. The encoder may compress a 24 bit per sample PCM input and the decoder may render it with 16 bits

per sample and vice versa.

The decoder requires the length information for the LC3plus frame (byte_count) in order to apply decoding. In addition,
the decoder accepts Bad Frame Indicators (BFI_flag). If BFI_flag unequal zero, the LC3plus frameis considered as
missing, partialy corrupt or as aredundancy frame at lower quality. In that case the L C3plus decoder applies
concealment. For azero BFI_flag, the decoder applies the regular process for rendering the frame to PCM data.
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Figure 4.2: LC3plus operation for one channel including channel coder for error protection

Figure 4.2 outlines the L C3plus operation with enabled error protection where the channel coder is creating protected

payloads.
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The channel encoder isinitialized with the number of gross bytes (channel coding bytes plus source coding bytes) and
the EP_mode for selecting the strength of the error protection capability. The EP_mode can be changed on a frame by
frame basis. For error protected payloads, the grossrate is usually kept constant for all EP modes. Increasing protection
capability comes along with decreased bit rate for the codec. The channel coder requests a L C3plus frame with a certain
codec rate (byte_count) depending on gross bytes and EP_mode.

The LC3plus channel decoder is able to detect the applied EP mode for a given gross rate and payload. It extracts the
potentialy corrected L C3plus frame and the related frame sizes (byte_count). The tool provides further information on
the channel characteristic, e.g. the number of distorted bits. The channel decoder controls the BFI_flag signalling
whether the payload is correct, partially correct or not reliable.

The channel coder also transports Error Protection Mode Requests (EPMRs), atwo-bit field indicating which EP mode
should be used for encoding at the other side in bi-directional setups.

sampling frequency f;, frame duration N
number of channels N¢, error protection EP
disabled, max. bit rate
bits_per_audio_sample_enc l
Common bits_per_audio_sample_dec
Session
Configuration H
Encoder IR Decoder
Session | e Session
Configuration e | e Configuration
T /"‘ X ; — \'\. T
' E ] X '
byte _count[N¢] N k/ E : < e > O C
_ ch £ | = utputPCM
nputPCMNc], | LC3PIUS | payioad(tx) | £ [+ 2 | Payload(Ry | LC3plus | -
—————) Frame Mo l|i| g Frame >
Encoding G || @ |byvte_countNcl | pecoding
= @ | BFIflag[N¢]

Figure 4.3: LC3plus operation for multiple audio channels

Figure 4.3 outlines LC3plus operating for coding multiple audio channels. The number of audio channels Nc are usually
the same on encoder and decoder side, however may be switched during the session due to bit rate constraints. Multiple
audio channel s are compressed as independent single channels which requires an appropriate payload format for
transmission.

The encoder compresses Nc PCM input buffers representing different audio channels. Each L C3plus frame may be
compressed using a different bit rate (byte_count) which may change on frame by frame basis over time for each
channel.

4.3 ANSI C-code

A reference ANSI C-code implementation of the LC3plus codec is available in archive ts_103634v010601p0.zip which
accompanies the present document, see clause 6 for a more detailed description. The ANSI C-code implementation is
available in fixed-point arithmetic for efficient implementation in fixed-point Digital Signal Processors (DSPs).
Additionally, aversion for floating-point arithmetic is provided. Any feature limitation of the two versionsislisted in
the Readme contained in archive ts_103634v010601p0.zip which accompanies the present document.

In case of differences between the description in the present document and the ANSI C-code, the ANSI C-code shall be
used.

The C-code package contains a set of test vectors available in archive ts_103634v010601p0.zip which accompanies the

present document, to verify that the compilation of the fixed-point reference implementation and of the floating-point
reference implementation operates as expected, see clause 6.4.
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4.4 Conformance testing

Conformance tests are defined in clause 7, testing encoder, decoder and compl ete codec implementations of any kind of
arithmetic, precision and platform. For that, the implementation under test is compared against the fix-point reference
executable and the difference is evaluated using quality metrics such as Root Mean Square, Maximum Loudness
Difference or Objective Difference Grade. The compilation of the fix-point reference executable and the floating-point
reference executable shall be done without any source code modifications and the resulting reference executables shall
be verified with the provided test vector package, see clause 6.4.

The conformance for the high-resolution mode is based on a comparison to the floating-point reference executable and
includes besides quality tests also metrics measuring the precision of the implementation under test. The conformance
procedure is specified in clause 7.3.5.

All other conformance tests except for the high-resolution mode conformance shall use the fixed-point executable as
reference.

4.5 RTP payload format

An RTP payload format for transporting L C3plus encoded audio in IPPUDP/RTP is defined in Annex B. The RTP
payload format supports all possible combinations of frame durations, audio bandwidths and bitrates the L C3plus codec
may generate.

The RTP payload format also defines configuration parameters that can be used to negotiate how the LC3plus codec
can be used in a particular session, for example when the Session Description Protocol (SDP), IETF RFC 8866 [4], is
used.

4.6 Performance characterization

The LC3plus characterization isavailable in ETSI TR 103 633 [i.5].

5 Codec algorithm description

5.1 General codec description

This clause describes the technical specification of the Low Complexity Communication Codec plus (LC3plus). The
main features of L C3plus coding one audio channel are:

Table 5.1: Feature summary

Feature Supported Range
Frame duration 1,25 ms, 2,5 ms, 5ms, 7,5 ms and 10 ms (1,36 ms, 2,72 ms, 5,44 ms,
8,16 ms and 10,88 ms @ 44,1 kHz)
Look ahead delay e 1,25ms (1,36 @ 44,1 kHz) for frame duration of 1,25 ms

e 25ms (2,72 ms @ 44,1 kHz) for frame durations of 2,5 ms,
5 ms and 10 ms
e 4 ms (5,017 ms @ 44,1 kHz) for frame duration of 7,5 ms

Total algorithmic delay Frame duration + Look ahead delay =5 ms, 7,5 ms, 11,5 ms and 12,5 ms
(for sampling rates other than 44,1 kHz), 2,5 ms for frame duration of
1,25 ms

Supported sampling rates 8 (except for frame duration of 1,25 ms), 16, 24, 32, 44,1 and 48 kHz

Audio bandwidth Max. 20 kHz for 48 kHz

ETSI



22 ETSI TS 103 634 V1.6.1 (2025-10)

Feature Supported Range
Supported Bit rate Depends on frame duration and sampling rate:
e 20 to 143 bytes per frame and channel for 10 ms and 8 kHz
20 to 277 bytes per frame and channel for 10 ms and 16 kHz
20 to 393 bytes per frame and channel for 10 ms and 24 kHz
20 to 400 bytes per frame and channel for 10 ms and 32 kHz
20 to 400 bytes per frame and channel for 10 ms and 48 kHz
20 to 143 bytes per frame and channel for 7,5 ms and 8 kHz
20 to 277 bytes per frame and channel for 7,5 ms and 16 kHz
20 to 393 bytes per frame and channel for 7,5 ms and 24 kHz
20 to 400 bytes per frame and channel for 7,5 ms and 32 kHz
20 to 400 bytes per frame and channel for 7,5 ms and 48 kHz
20 to 163 bytes per frame and channel for 5 ms and 8 kHz
20 to 200 bytes per frame and channel for 5 ms and not 8 kHz
20 to 100 bytes per frame and channel for 2,5 ms
20 to 80 bytes per frame and channel for 1,25 ms and not 8 kHz

If channel coder is active the supported gross bitrates start from 40 bytes
up to highest supported codec rate.

LC3plus decoder shall accept up to 400 bytes per frame independent of
frame duration

Supported bits per audio sample No restriction by the algorithm, however optimized for 16, 24, 32 bit depth
input, see the limitation described in clause 5.2.3

The LC3plus furthermore features a high-resolution mode for sampling frequencies of 48 kHz and 96 kHz. The main
features of this mode are:

Table 5.2: Feature Summary High-Resolution Mode

Feature Supported Range

Frame duration 2,5ms,5ms, 7,5 ms and 10 ms

Look ahead delay 2,5ms (2,72 ms @ 44,1 kHz) for frame durations of 2,5 ms, 5 ms and
10 ms
4 ms (5,017 ms @ 44,1 kHz) for frame duration of 7,5 ms

Total algorithmic delay Frame duration + Look ahead delay =5 ms, 7,5 ms, 11,5 ms, and
12,5 ms

Supported sampling rates 48 kHz and 96 kHz

Audio bandwidth Always up to the Nyquist frequency
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Feature

Supported Range

Supported Bit rate (per frame and channel)

The following rates are recommended for regular channel operation
depending on sampling frequency and frame duration:
e 156 to 625 bytes per frame at 48 kHz, 10 ms
187 to 625 bytes per frame at 96 kHz, 10 ms
117 to 475 bytes per frame at 48 kHz, 7,5 ms
141 to 475 bytes per frame at 96 kHz, 7,5 ms
93 to 375 bytes per frame at 48 kHz, 5 ms
109 to 375 bytes per frame at 96 kHz, 5 ms
54 to 210 bytes per frame at 48 kHz, 2,5 ms
62 to 210 bytes per frame at 96 kHz, 2,5 ms

For fallback operation under challenging channel conditions, the
minimum bytes per frame (nbytes,,;,) might be reduced to

nbytesy;
nbytes' in = l%]

If channel coder is active the supported bitrates corresponds to:
e 140 to 400 bytes per frame at 48 kHz, 10 ms

164 to 400 bytes per frame at 96 kHz, 10 ms

110 to 400 bytes per frame at 48 kHz, 7,5 ms

126 to 400 bytes per frame at 96 kHz, 7,5 ms

87 to 375 bytes per frame at 48 kHz, 5 ms

101 to 375 bytes per frame at 96 kHz, 5 ms

54 to 210 bytes per frame at 48 kHz, 2,5 ms

61 to 210 bytes per frame at 96 kHz, 2,5 ms

LC3plus decoder shall accept payloads down to 20 bytes per frame
independent of frame duration

Supported bits per audio sample

No restriction by the algorithm, however optimized for 24, 32 bit depth
input, see the limitation described in clause 5.2.3

The high-resolution mode is not compatible with the other modes of LC3plus. The support and usage of the
high-resolution mode shall be negotiated out of band. The high-resolution extension is described separately in
clause 5.8 as a differential description to clauses5.21t05.7.

The description uses both floating point and integer data format representations, assuming that implementations on
platforms with 16, 24, 32 and 64-bit word length using fixed or floating point ALU can be realized with adequate

precision.

For al read and write operations, the little-endian bit ordering shall be used.

5.2

521 Audio channels

General codec parameters

The algorithm describes only the coding of a single audio channel. Any stereo or multi-channel coding shall be
supported by coding of multiple mono streams.

5.2.2 Sampling rates

The codec supports the sampling rates f; of 8 000 Hz, 16 000 Hz, 24 000 Hz, 32 000 Hz, 44 100 Hz and 48 000 Hz. For
the 44 100 Hz mode, all configurations, e.g. frame size in number of samples, are identical to the 48 000 Hz mode.

A sampling rateindex is defined as follows:

, . fs
" = min (4’ 5000 1)

The sampling rate index for the relevant sampling frequencies are given in Table 5.3 below.
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Table 5.3: Sampling rate index function

fs (HZ) 8 000 16 000 24 000 32 000 44 100/48 000
ind 0 1 2 3 4
5.2.3 Bits per sample

The codec algorithm itself has the restriction that the sample resolution is limited to a maximum of 32 bits per audio
sample of the input and output audio samples. Typical values are 16, 24 or 32 bits per audio sample.

5.2.4

The codec works at a frame duration N, of 1,25 ms, 2,5 ms, 5 ms, 7,5 msand 10 msresulting in aframe length N =

“Fscar'N
IsTscatNms samples, where:
1000

Frame size and delay

48 000
foear = {2 100" fO7 f5 = 44 100 Hz )
1, otherwise

The algorithmic delay of the codec D consists of the delay due to frame length Dy, and the overlap of the MDCT
Dypcr- The delaysin samples are given by Dy, ,ne = N, Dypcr = Np — 2Z where Z isthe number of leading zerosin
the MDCT window. The MDCT overlap towards future samplesin millisecondsis given by Z,,,; asoutlined in

Table5.4. Z istherefore given by Z = % — 7, - ELse

"To00 Oog’. The algorithmic delay of the codec is determined by
D = Dfyame + Dyper- Table 5.4 outlinestypical delay value.

Table 5.4: Algorithmic codec delay D depending on frame size N, and sampling rate f

N Z s fs €[8000,16 000,24 000,32 000,48 000] fs €[44100]
1,25 ms 0,625 ms 2,5 ms 2,72 ms
2,5ms 1,25 ms 5 ms 5,44 ms

5ms 1,25 ms 7,5 ms 8,16 ms
7,5 ms 2 ms 11,5 ms 12,517 ms
10 ms 1,25 ms 12,5 ms 13,6 ms

5.2.5 Bit budget and bitrate

The number of bytes available in one frame is denoted nbytes. The number of bytesnbytes to use for encoding a
single channel isarequired external input to each single channel L C3plus encoder. The same number of bytes (now to
be used for decoding) is also arequired external input to each single channel L C3plus decoder. The corresponding

number of bits availablein one frame isthusnbits = 8 - nbytes. And the bitrate of the codec in kilobits per

. . . bit bit 8'nbyt
second (kbit/s) isthen bitrate = ———— = 105 = TV
frame_duration Nms

Nms

The algorithm is verified for the bit rate range from nbytes = 20 up to nbytes = 400 per channel for all sampling
rates.

Table 5.5: Examples for bit rates depending on bytes per frame (nbytes) and frame duration (N,,)

N nbytes
ms 20 40 80 120 160 400
1,25 ms 128 kbps 256 kbps 512 kbps 768 kbps 1 024 kbps 2 560 kbps
25ms 64 kbps 128 kbps 256 kbps 384 kbps 512 kbps 1 280 kbps
5ms 32 kbps 64 kbps 128 kbps 192 kbps 256 kbps 640 kbps
7,5 ms 21,33 kbps 42,66 kbps 85,33 kbps 128 kbps 170,66 kbps 426,66 kbps
10 ms 16 kbps 32 kbps 64 kbps 96 kbps 128 kbps 320 kbps

The present document does not specify nor recommend what bitrate to use for encoding a frame of audio samples, this
will be specified by the application making use of the LC3plus codec.
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5.2.6 Bandwidth

The parameter B represents the audio bandwidth in Hz and is by default B = min(g, 20 000) - focq - B may be set

externally to alower value, which will limit the spectrum (clause 5.3.8) and deactivate the bandwidth detector
(clause 5.3.5). The external value shall represent the supported audio bandwidths NB, WB, SSWB, SWB and FB,
i.e. 4000 Hz, 8 000 Hz, 12 000 Hz, 16 000 Hz, or 20 000 Hz.

To increase audio quality for low bitrates, B shall be limited to a corrected bandwidth B, of 12 000 Hz as follows:

min(12 000, B),if ((f; = 32 000 and nbytes < 36) or
B, = (f, = 48 000 and nbytes < 40)) and N, = 10
B, else

where nbytes describes the bytes per frame and channel, f; the sampling frequency and N,,,, the frame duration. For
combined channel coding nbytes isthe minimum of both channels.

For encoding Low Frequency Effects (LFE) channels, the encoder should follow the procedure in clause 5.3.15.

5.3 Encoding process

531 Encoder modules

A high-level overview of the encoding modulesis givenin Figure 5.1. The coder is a spectral transform coder which

converts a segment of the time domain into a spectral representation (using a LD-MDCT transform). The corresponding

frequency components are processed by a Spectral Noise Shaping (SNS) module to reduce perceived spectral

guantization noise. The SNS-module contains a vector quantizer, where the first stage is a split VQ and the second stage
isalow complexity algorithmic Pyramid VQ. Subsequently, a Temporal Noise Shaping (TNS) module is used to reduce

perceived temporal quantization noise. The SNS and TNS shaped components are quantized by a spectral quantizer
module. For the spectral coefficients that are quantized to O, the decoder will substitute these zero values by noise to
reduce artifacts. The Noise Level module computes the proper level to be used by the decoder. Eventually the spectral
coefficients are entropy encoded and multiplexed into the bitstream. Two additional modules are included in the
encoder. A BW detector moduleis used to determineif the signal is oversampled and contains high frequency spectral

coefficients without energy. Thisinformation is shared with the TNS and Noise Level estimator to restrict their usage to
the active signal region. The decoder uses a pitch based postfilter (LTPF), and the associated pitch is determined in the

encoder and transmitted to the decoder.

Bitstre

Attack Detector

Re-sampling LTPF F========mmmmmmmmmmmm e - — - >

— Signal path _ Datapath .. » Control path

Figure 5.1: Encoder high-level overview
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5.3.2 Input signal

Theinput signal x(n) of the current frame b consists of N audio samples, x(0), ..., x(Nr — 1) where the newest oneis
located at x(Nz — 1). Audio samples of past frames are accessed by negative indexing, e.g. x(—1) isthe most recent
sample of the previous frame.

Theinput signal x(n) istypicaly retrieved in Pulse-Code-Modul ation (PCM) format consisting of integer valuesin the
range of [—2571,2571 — 1], where s isthe bit depth of the PCM input signal, e.g. 16, 24 or 32 bits per sample.

Any other audio format may need to be converted to match value scaling and data format.

5.3.3 Input signal scaling
Theinput signal isfirst scaled to the range [-32 768, 32 768] according to:
Xs0(n) = xclip(n) - 27(s=DH1S 3

where s isthe smallest integer such that x,,(n) fitsin thisrange. E.g. for integer PCM format s equals the bit-depths
and for floating point PCM format s isequal to 1. The scaled signal is subsequently clipped according to:

215 -1, xe(n) > 2 -1
xs(m) =9 =25, x,(n) < -2 4
Xso(n), otherwise

to fit the native 16 bhit PCM range [-32 768, 32 767].
5.3.4 Low Delay MDCT analysis

534.1 Overview

The Low Delay Modified Discrete Cosine Transform (LD-MDCT) converts the audio input time domain samples into
spectral coefficients and corresponding energy values grouped into bands. Figure 5.2 outlines the processing blocks.

Nr Input 2Ny input Ny spectral Spectral band 64 energy
samples , Time samples Time-Frequency coefficients values
x(n) Buffering th) 7| Transformation X(k) " energy Ep (b)
estimation
>
—> Signal path --» Datapath - » Control path

Figure 5.2: Low delay MDCT overview

5.3.4.2 Update time buffer
The time input buffer for the MDCT ¢t shall be updated according to:

ttn) =x,(Z —Ng+n) for n=0..2Nz —1—-Z

t2Ng—Z+n)=0 for n=0..Z-1 ®)
where the latter initialization is typically jointly optimized with the subsequent time-frequency transformation.
5.34.3 Time-frequency transformation
A block of N time samplesis transformed to the frequency coefficients X (k) using equation (6):
2Np-1
X(k) = 2 Z t(n) [n pi A k+1] k=0..Ny—1 (6)
= v 0 Wy, Nz (1) - t(n) cos N, (n >t )( 2) fork =0..Ng
n=
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where wy, - v, isthe Low Delay MDCT window chosen for the frame size and Iength. The window has been optimized
for N = 480 and all other versions with same N,,,; but different N have been generated by means of interpolation. All
window coefficients are given in clause 5.9.2. All windows with identical N,,,; are compatible to each other meaning
that sampling rate conversion can be conducted as well.

The window shape is the result of an optimization algorithm, therefore there is no mathematical formulato calculate the
coefficients. The optimization focused on exploiting the advantages of an asymmetric shape while keeping the temporal
envel ope close to one and providing a high stop-band attenuation. The result is given in Figure 5.3. As can be seen, the
window shows two sections with an amplitude higher than one, which needs to be considered for fix-point
implementations. The plot also shows the leading zeros Z at the right side of the window.

1.2

amplitude > 1

0.6 -

amplitude

0.2 .
leading

zeros Z

0.2 I I I I I I I I
0 120 240 360 480 600 720 840 960

window coefficient w 480(n)

Figure 5.3: Plot of low delay MDCT window wyq 480, S€Ctions greater than one are marked in red,
leading zeroes are marked in black

For f;, = 48 000 Hz, a maximum audio bandwidth of 20 kHz is encoded (about 18,4 kHz at f; = 44 100 Hz). The
number of encoded frequency coefficients are defined as:

Ng = min(Ng, 40 - N,,,5)
5.34.4 Energy estimation per band
The energy per band E (b) is computed as follows:
I (b+1)-1
E,(b) fz X (k)" forb= 0..N,—1
B = — or = v Ny —
o) I,(b+1) — I, (b)

where X (k) are the MDCT coefficients computed in clause 5.3.4.3, N, isthe number of bands and I, (b) are the band
indices givenin clause 5.9.1.
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5.3.4a Near Nyquist detector

The near Nyquist detector is used to identify signals with comparatively high energy in the range close to the Nyquist
frequency. The near Nyquist detector is active only for sample rates fs < 32 000 Hz. The Aliasing-like structuresin
these signal's can accidently trigger TNS and lead to distortions. To identify such signals the detector compares the
energy of the upper and lower bands and sets the near_nyquist_flag to 1 if the following condition is fulfilled:

n<Np n<nn_idx
Ep(n) > NNgpresn Z Eg(n) (8.1)
n=nn_idx n=0

where nn_idx is the highest band index of the considered energy bands aslisted in Table 5.5aand N N5, 1S 30. The
near_nyquist_flag is handed over to the TNS module to deactivate TNS in case of a near Nyquist signal.

Table 5.5a: nn_idx_ and frame duration (N,,s)

N nn_idx
2,5ms Ny —2
5ms N,—3
7,5ms Ny, — 4
10 ms N, —2

For N,,.s = 1,25 ms, the near Nyquist detector is not required as TNSis turned off.

535 Bandwidth detector

5.35.1 Algorithm

Thistool detects bandlimited signals coded at higher sampling rates, e.g. NB telephone call coded at 8 kHz but
upsampled to a higher sampling rate. The detector provides guidance to the TNS (see clauses 5.3.8 and 5.4.6) and noise
filling tool (see clauses 5.3.13 and 5.4.4) in order to avoid any spreading or smearing of noise into the empty upper
spectrum. The quantization of the spectrum is not controlled by the BW detector to avoid any hard cut-offsin the
spectrum in case of uncertain detections.

The detector is able to detect the commonly used speech bandwidths in voice communication, i.e. NB (0 kHz to 4 kHz),
WB (0 kHz to 8 kHz), SSWB (0 kHz to 12 kHz), SWB (0 kHz to 16 kHz) and FB (0 kHz to 20 kHz). The definitions
for NB, WB, SWB and FB are taken from the 3GPP EV S codec [i.1], where an audio bandwidth up to the Nyquist
frequency is assumed. For the LC3plus, SSWB is defined in the present document as a 24 kHz sampled signal with an
audio bandwidth up to the Nyquist frequency.

The bandwidth detector works as a two-stage classifier on the band energies E, as defined in clause 5.3.4.4. The first
stage is designed to detect active bands. To this end, a sequence of low-energy flags F,, (k) is calculated for
k=0..N,, —1as

Ipw stop(k)
1 Ex () < Ty(k)
FQ (k) = ' _ Ibw stop (k) - Ibw start (k) +1 ¢ (9)
n=Ipw start(k)
kO , otherwise

Fp(—1) isdefined to be 0. The values of Ip,, s¢qr: (k) @and Ip,, 50, (k) are given in Table 5.6 and define frequency
regions above the cut-off frequencies for the bandwidths in question. The quietness thresholds are given by
T, ={20,10,10, 10}. Thefirst stage classifier outputs a bandwidth index bw, which is the largest index between 0 and

Ny, (with 0 and N, included) such that Fo(bw, — 1) = 0.
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The second stage determines the final bandwidth index bw. If bw, = N,,,, then bw is set to bw,. Otherwise, the second
stage classifier aims at detecting an energy drop above the cut-off frequency of the candidate bandwidth bw,. Thisis
done by testing the condition:

Eg (n — L(bwo))

E,(n) (10)

10l0g10< ) > T (bwy)

max
Ipw start(bwo)—L(bwo)+1 < n <Ipy stare(bwo)+1

where T, = {15, 23, 20,20} and L = {4, 4, 3, 1} for 10 ms frame duration and L = {4, 4, 3, 2} for 7,5 msframe
duration. If this condition holds then bw is set to bw, and otherwise it is set to N, . The parameter P,,, storesthe value

bw.

Considering the corrected bandwidth B, (clause 5.2.6), the bandwidth index P,,, shall be adjusted to Py,,:

Py = min (wa,

B, 1)
4000

If B is set externally, the bandwidth detector may be skipped and the index calculated by P, =

Bc
4000

The bandwidth information (NB, WB, SSWB, SWB, FB) isretrieved by mapping Py, to the bandwidth column in
Table 5.6. The bandwidth information is used to control the TNS and the Noise level estimation. The parameter P, is

stored in the bit stream using the number of bits nbits,,, asoutlined in Table 5.6.

5.3.5.2

Parameters

Table 5.6 lists the used parameters to detect the active bandwidth for a given sampling rate f; and frame duration N,,,;.

Table 5.6: Parameter table bandwidth detector

Nms fs (HZ) wa Ibwstart Ibwstap Bandwidth (wac) nbitsbw
2,5ms 8 000 0 - - {NB} 0
2,5ms 16 000 1 {24, 0, 0, 0} {34, 0,0, 0} {NB, WB} 1
2,5ms 24 000 2 {24, 35, 0, 0} {32, 39, 0, 0} {NB, WB, SSWB} 2
2,5ms 32000 3 {24, 33,39, 0} | {31, 38, 42, 0} {NB, WB, SSWB, SWB} 2
25ms 44 100, 48 000 4 [{22,31,37,41} | {29, 35, 40, 43} [{NB, WB, SSWB, SWB,FB} | 3

5ms 8 000 0 - - {NB} 0

5ms 16 000 1 {39, 0, 0, 0} {49, 0, 0, 0} {NB, WB} 1

5ms 24 000 2 {35, 47, 0, 0} {44, 51, 0, 0} {NB, WB, SSWB} 2

5ms 32 000 3 {34, 44, 50, 0} {42, 49, 53, 0} {NB, WB, SSWB, SWB} 3

5ms 44 100, 48 000 4 |{32,42, 48,52} | {40,46,51,54} [{NB, WB, SSWB, SWB,FB} | 4
7,5ms 8 000 0 - - {NB} 0
7,5ms 16 000 1 {51, 0, 0, 0} {63, 0,0, 0} {NB, WB} 1
7,5ms 24 000 2 {45, 58, 0, 0} {55, 63, 0, 0} {NB, WB, SSWB} 2
7,5ms 32 000 3 {42,53,60,0} | {51,58,63,0} | {NB, WB,SSWB, SWB} 2
75ms 44 100, 48 000 4  |{40,51,57,61} | {48,55,60,63} [{NB, WB, SSWB,SWB,FB} | 3
10 ms 8 000 0 - - {NB} 0
10 ms 16 000 1 {53, 0, 0, 0} {63, 0, 0, 0} {NB, WB} 1
10 ms 24 000 2 {47,59, 0, 0} {56, 63, 0, 0} {NB, WB, SSWB} 2
10 ms 32 000 3 {44,54, 60,0} | {52, 59, 63, 0} {NB, WB, SSWB, SWB} 2
10 ms 44 100, 48 000 4  |{41,51, 57,61} | {49, 55, 60,63} [{NB, WB, SSWB,SWB,FB} | 3

Note that when f; = 8 000 Hz, the bandwidth detector is not needed and then the assignments P, = 0 and

nbits,,, = 0 are made, i.e. the parameter P, isnot stored in the bit stream.

For N, = 1,25 ms, the near bandwidth detector is disabled, nbits,,, is set to zero and Py, is aways set to the
maximum bandwidth, e.g. FB for f,= 48 kHz.
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5.3.6 Time Domain Attack Detector

5.3.6.1 Overview
The time domain attack detector is active only when one of the following conditionsis satisfied:
e f,=32000Hz N, =10and 80 < nbytes < 340
. fs =44 100 Hz, N, = 10 and 100 < nbytes < 340
. fs =32000Hz, N, = 7,5 and 61 < nbytes < 150
e f.,>44100Hz N, =7,5and 75 < nbytes < 150

If active, the transient detector outputs aflag F,;; (k) for each frame k, which takes values 1, indicating that an attack
was detected, or O, indicating that no attack was detected in this frame. If not active, F,;. (k) isset to 0. In the following,
the start-up frame index is denoted k,,.

For N,,,s = 1,25 ms, the time domain attack detector is disabled and F,; (k) of (16) isO.

5.3.6.2 Downsampling and Filtering of Input Signal
Thefirst step is adownsampling of the input signal x;(n),n = 0 ... Ny — 1, which is performed as:
;Ifg(n)— Z (160n+m) forn=20..159 (11)
m=0

Next, the downsampled signal is high pass filtered according to:
X () = 0,375 x5 () — 0,5 x5 (n — 1) + 0,125 x{)(n — 2), for n = 0.... 159 (12)

Asin the case of the input signal, samples at negative indices correspond to samples from previous frames,

i.e. x%)(=1) and x%)(~2) hold the values x ¥ (159) and x¥7 " (158). The values x*0 (1) and x* (~2) are

defined to be zero.

5.3.6.3 Energy Calculation

The attack detector operates on block wise energies on four blocks of 40 samples.

40n+39

E® @) = Z *O W2, forn=10..3 (13)

1=40n

which are compared to a delayed long term temporal envelope which isinductively defined by:
A% (n) = max {o 254% (- 1), EQn - 1)},forn =0..3 (14)

where the values at index -1 correspond again to the values at index 3 in frame k — 1. The values Af{‘tg) (-1)and
E%0)(—1) are defined to be zero.

5364 Attack Detection
An attack is detected if:
EX () > 8,5 A% (n) (15)

holds for any n between 0 and 3. Furthermore, in this case the attack position P, (k) is defined to be the largest n such
that the inequality holds. Otherwise, P, (k) issetto -1. Thevalue P, (k, — 1) is defined to be -1.
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The attack flag for frame k is computed as:

1 if Paee(k) =001 Pye(k—1) = 2,

Fore (k) = {0 (16)

else.

5.3.7 Spectral Noise Shaping

53.7.1 Overview

Spectral Noise Shaping (SNS) applies a set of scale factors to the MDCT spectrum. These scale factors shape the
quantization noise introduced in the frequency domain by the spectral quantization. The noise shaping is performed in
such away that the quantization noise is minimally perceived by the human ear, maximizing the perceptual quality of
the decoded output.

The SNS encoder performs the following four steps. A set of 16 scale factorsis first estimated as described in

clause 5.3.7.2. These 16 scale factors are then quantized and encoded as described in clause 5.3.7.3. The quantized scale
factors are then interpolated as described in clause 5.3.7.4. Finally, the MDCT spectrum is shaped using the

64 interpolated scale weights as described in clause 5.3.7.5. Figure 5.4 outlines the processing steps.

o o o e e e SNS code words ),
64 energy 16 scale 16 scale )
values SNS factors SNS factors .| Scale factor |64 weights
Ep (b) analysis | scf (n) ’| quantization | scfQ@(®)"| interpolation 9sns
N spectral N shaped
coefficients Spectral coefﬁcieqts
X(k) Shaping X5 (o)
— Signal path --» Datapath - » Control path

Figure 5.4: SNS encoder overview

5.3.7.2 SNS analysis

5.3.7.2.1 Overview

In the first step of the SNS encoder, a set of 16 scale factors are estimated. These scale factors are derived from the
64 energies per band E (b) (see clause 5.3.4.4). In case, the codec is configured to operate on less than 64 bands Ny,
the given energy values are padded to get exactly 64 energies per band E (b).

5.3.7.2.2 Padding

In case the configuration of the codec resultsin a number of bands Ny < 64, the energy array Eg (b) is extended by
repeating the entries, starting from the lowest ones, until the vector has reached its dedicated size of 64. Two cases need
to be considered.

For Ny < 32, the lowest values need to be repeated four times and the higher ones two times.

n4=r ound( abs(1- 32/ Ng) * Ng)
n2 = Ny - nd

for i=0..n4-1
for i2=0..3
Eg, (i *4+i2) = Eg(i);

for i=0..n2-1

for i2=0..1
Eg,((n4-1)*2+4i *2+4i 2) = Eg((n4-1)+i);
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For Ny < 64, some lower values need to be repeated twice:
n2 = 64 - N,
for i=0..n2-1
for i2=0..1
Epo(1 %2+ 2) = Eg(i);

for i=0.. Ng
Egp((n2-1)*2+i) = Eg((n2-1)+i);

Finally, all 64 extrapolated valuesin Ej, are copied back to Ez and used for further processing.

5.3.7.2.3 Smoothing
The energy per band E (b) isfirst smoothed using:

0,75 - Eg(0) + 0,25 - E5(1) Lifb=0
Eg(b) =40,25-E5(62) + 0,75 - E5(63) ,if b =63
0,25-Eg(b—1)+0,5-Eg(b) + 0,25-Ez(b + 1) ,otherwise

5.3.7.2.4 Pre-emphasis
A long term normalized autocorrelation is calculated by:

LTyormeorr = 0,125 - normcorr + 0,875 - LT_normcorr

where normcorr is calculated according to (87) and LT, ormeorr iSihitialized to 0,5. LT, rmcorr CONtrols an adaptive
component of the pre-emphasi s depending on the harmonicity of the audio signal in order to emphasize the low
frequencies compared to the high frequncies. The harminicity measure Fp, cempasis 1S given by:

max(LTyormeorr — 0,8; 0) - 5 for Nps = 1,25 and £, € [32 000,48 000]

Fpreempasis = { 0 else

The smoothed energy per band E(b) isthen pre-emphasized using, by controlling the tilt value based on the
harmonicity measure:

b1,4°grire

bgei
Ep(b) =Es(b)-(1ow%?+ Fpreempass * 10 1063 ) forb=0..63

with g,;;; givenin Table 5.7.

Table 5.7: Pre-emphasis tilt factor table

fs (Hz) Giil

8 000 14

16 000 18

24 000 22

32 000 26

44 100, 48 000 30
5.3.7.25 Noise floor

A noise floor at -40 dB is added to Ep (b) using:
Ep,(b) = max(Ep(b),noiseFloor) forb= 0..63

with the noise floor being calculated by:

ZioEp(b). 10710, 2'32)

iseFl =
noiseFloor max< o4
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5.3.7.2.6 Logarithm

A transformation into the logarithm domain is then performed using:

log, (Epz (b))

E (b) = 2

forb= 0..63

5.3.7.2.7 Band Energy Grouping
The vector E; (b,), with b, € [0, 63] isthen grouped and decimated by afactor of 4 using:
5
w(0)E, (0) + Z wk)E,(4by + k —1) ,if by =0
k=1

Ey(by) = Z w(k) E,(4b, + k — 1) + w(5)E,(63) ,if b, = 15

k=0

5
Z w(k)E, (4b, + k — 1) , otherwise
k=0
with b, € [0, 15], and
(k)—{l 2 3 3 2 1}
YN T 127120127120 127 12
5.3.7.2.8 Mean removal and scaling, attack handling

For N, = 1,25 ms, alimiter gain sns;;,, iscaculated by:

limitery.ore = min <max< > ,

8 — limiter,
snsym = 0,7 fswre + 0,3

For al other frame durations, sns;;,, = 1.

Mean removal and scaling is performed according to:

Y520 Ea(b)

scfo(by) = snsyy, - 0,85 (E4(b2) - 16

If the attack detection is not active or if it isactive and F,;. (k) = 0, then the final scale factors are given by:

scf(n) = scfy(n) forn=0..15.

For N, = 1,25 ms, an additional mild smoothing is applied as athree-tap FIR filter:

10 3
X = {1—6,E},fork= 0..1

1

scfi(—1) = (SCfo(O) + SCfo(l)) 'E.
1
scfi(16) = (scf0(14) + Scf0(15)) o

1

scfi(n) = Z X scfo(n +k) forn=0..15,

k=—1
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For N, # 1,25 msand if attack detection is active and F,,. (k) = 1, arelatively strong additional smoacthing is applied
asathreeto fivetap FIR filter to the scale factors according to:

scf,(0) = %(sc fo(0) + scfo(1) + scfo(2)), (26)
scfi(1) = %(sc £2(0) + scfo(1) + scfy(2) + scfy(3)), (27)
scfy(n) =% Zz:zscfo(n+m) forn=2..13, (28)
scf,(14) = %(scf0(12) + 5¢fo(13) + scfy(14) + scfy(15)), (29)
and
scfy(15) = %(scf0(13) + scfo(14) + scfy(15)). (30)

From these smoothed values the final scale factors are computed as:

ZzoScfi(b)

T ) forn= 0 .. 15. (31)

scf(n) = faee - (scfl(n) -
Wherefatt = 0,5 |f Nms = 10, and fatt = 0,3 |f Nms = 7,5.
5.3.7.3 SNS quantization

5.3.7.3.1 General

The SNS scale factors scf(n) (obtained in clause 5.3.7.2) are quantized using a two-stage vector quantizer employing a
total of 38 hits (R = 2,375 bitg/coefficient), the first stageis a 10 bit split VQ and the second stage is alow complexity
agorithmic Pyramid Vector Quantizer (PVQ). To further maintain low overall VQ complexity the Pyramid VQ is
analysed in a gain/shape manner in a transformed domain, enabling an efficient shape only search, followed by alow
complexity total M SE evaluation in a combined gain and shape determination step. In general, PVQ quantizersare a
family of L1-norm based algorithmic vector quantizers, employing very little storage space and utilizing an algorithmic
structure that enables efficient search procedures. A general background to PV Q may be found in [i.2], however note
that the actual PV Q-search and indexing method in the present document is different from what is described in that
reference.

scale factor I Stage 2 i :
target I s . |index 6
signal Stsg“et ! |, Transform Shape A:#udSterSrr:o%aem B _|’ =
scf VQ | (0. BeT ) search quantization I =
o | Tshape]__ ||
| I I}// w 9
i L Shape |LSind_) B
ind_LE 1 [ enumeration | /1dex i
LT | . S Eeies ESESER S e EoleES £S5 >

Figure 5.5: High level overview of Encoder SNS VQ analysis
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5.3.7.3.2 Stage 1

Thefirst stage isa split VQ employing two off-line trained stochastic codebooks LFCB and HFCB. Each codebook row
has dimension 8 and the number of codebook columnsis limited to 32, requiring 5 bits for each split for transmission.
The MSE distortions for the two code books are defined as follows:

7

dAMSE_LF, = Z(SCf(n) — LFCB,(n))’

n=0

dMSE_HF, = Z(scf(n +8) — HFCB,(n))"

n=0
The best index for the low-frequency split is found according to:

ind_LF = argmin dMSE_LF;
i=[0 ... 31]

The best index for the high-frequency split is found according to:

ind_HF = argmin dMSE_HF;
i=[0 ... 31]

Codebooks LFCE and HFCB may be searched in any order.
The first stage vector is composed as:
st1(n) = LFCByq 1r(n), forn=1[0..7],
stl(n + 8) = HFCBipq,,.(n), forn=10..7].
Thefirst stage residual signal is calculated as:
rl(n) = scf(n) — stl(n), forn =1[0..15].

5.3.7.3.3 Stage 2

5.3.7.3.31 General
On ahigh level the overall mean square error that is minimized by the second stageis:
dMSE (shape_j, gain_i, LSindices, MPV Qindices) =

2
Z(mn — Gam ishape j - [xq_sha,,ej,n(LSindices,MPVQindices)-DT])

n

where Ggain_ishape jis ascalar value, Dis a 16-by-16 rotation matrix (realizing an IDCT rotation) and xg,saape /1S a unit
energy normalized vector of length 16. The shape_j, gain_i, LSindices, MPVQindices are vector quantization
sub-indices that resultsin atotal of 228 possible gain-shape combinations. The target of the second stage SNS VQ search
isto find the set of indices that results in a minimum dMSE distortion value.

Depending on the selected shape index shape_jthe number of leading sign indices LSindices are one{ LS indA} or two
{LS indA, LS indB}, and similarly depending on the selected shape index shape_jthe number of MPVQindices are one
{idxA} or two {idxA, idxB}.

5.3.7.3.3.2 Transform

The second stage employs a 16-dimensional DCT-rotation using a 16x16 matrix D. The D-matrix has been determined
off-line for efficient scale factor quantization, it has the property that D7D = I(the identity matrix). To reduce the
encoder side search complexity the reverse (analysis) transform D (= DCT) may be used prior to the shape and gain
determination, while on the decoder side only the forward (synthesis) transform D7 (=/DCT) isrequired. The
coefficients of the full D rotation matrix are listed in clause 5.9.3, here it should be noted that one may also use the
equivalent conventional DCT (realized as the orthogonalized DCT-I1) and the corresponding /DCT functions to realize
these transformations.
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5.3.7.3.3.3 Stage 2 Target Preparation

The shape search target preparation consists of a 16x16 dimensional matrix analysis rotation. An orthogonalized
DCT-I1 isimplemented using matrix multiplication with 16x16 matrix D, where the DCT base vectors are stored
column wise as.

15

t2,0:(n) = Z r1(row) - D(n + row - 16) , wheren = [0 ...15] (40)
row=0
5.3.7.3.34 Shape Candidates

There are four different 16-dimensional unit energy normalized shape candidates evaluated, where the normalizationis
always performed over 16 coefficients. The pulse configurations for two sets (4 and B) of scale factors for each
candidate shape index (shape j) are givenin Table 5.8.

Table 5.8: SNS VQ second stage shape candidate pulse configurations

Pulse Pulse
Shstpe configuration configuration
index Shape name Scale factor set A Scale factor set B Set A, ! Set B, !
(shape.) PVQ(Na, Ka) PVQ(Ns, Ks)
0 'regular’ {0,1,2,3,4,5,6,7,8,9} [{10,11,12,13,14,15} | PVQ(10, 10) PVQ(6, 1)
1 'regular_|If {0,1,2,3,4,5,6,7,8,9} [{10,11,12, 13,14, 15} PVQ(10, 10) Zeroed
2 ‘outlier_near' |{0,1,2,3,4,5,6,7,8,9, Empty set PVQ(16, 8) Empty
0,11,12, 13, 14,15}
3 ‘outlier_far' | {0, 1,2,3,4,5,6,7,8,9, Empty set PVQ(16, 6) Empty
0,11,12, 13, 14, 15}

The shape index shape_j = 0 pulse configuration is a hybrid PV Q shape configuration, with Ka=10 over Na=10 scale
factors and Kg=1 over the remaining Ng=6 scale factors. For shape index O, it should be noted that the two sets of unit
pulses are unit energy normalized over the full target dimension N=N4+Nz=16, even though the PV Q integer pulse and
sign enumeration is performed separately for each scale factor set.

5.3.7.3.3.5 Stage 2 Shape Search

The goal of the PVQ(N, K) shape search procedure isto find the best normalized vector x,(22). In vector notation xg(n) is
defined as:

Xq = 41

where y = ywx belongsto PVQ(N, K) and thisinteger vector is a deterministic point on the surface of an N-dimensional
hyper-pyramid with K unit pulses. The L1-norm of ywxis K; in other words, ywxisan integer shape code vector of

dimension N according to:
N-1
Yru = {e : Z|en|=K} (42)
n=0

As aresult of the definition, X, isa unit energy normalized integer vector y  , adeterministic point on the

N-dimensional non-integer unit energy hypersphere. A high K'value leads to a better shape approximation over
dimension & but also has a higher cost in terms of bit rate, for transmitting the location of the K unit pulsesin the vector
of dimension M.

The best integer y vector is the one minimizing the mean squared shape error between the second stage target vector
t2ror(n) =X(n) and the normalized quantized output vector x,. The shape search is achieved by minimizing a distortion
measure according to equation (43), where the shape distortion measure dpy g —snape 1S Obtained by assuming an optimal
gain in equation (39).
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("y)
dPVQ—shape = - xqu = - T (43)
y'y
By squaring the numerator and denominator in equation (43) one may aso maximize the quotient Qrvg-shape:
(xTy)? (COTTxy)Z 44
QPVQ—shape = T = ( )
y'y energy,
where corryy isthe correlation between vector xand vector y. One may also use an efficient iterative search method in
the all positive hyperoctant in A-dimensional space. In such a search in the all positive hyper-octant for the best (in an
MSE sense) always positive integer vector y, the correlation corr,, and energy, terms may aways be evaluated as
vector products (|x|Ty) and yTy, respectively. However with the unit pulse iterative approach, the search for the
optimal (in an MSE sense) PVQ vector shape y(n) with L1-norm K; may be simplified using iterative updates of the
Qrvg-shape Variables for each unit pulse position candidate n, according to:
cortyy,(k,n.) = corryy,(k—1) +1-|x(n.)| (45)
energy,(k,n;) = energy,(k—1) +2- 12-y(k—-1,n,) + 12 (46)

where corryy(k-1) signifies the correlation achieved so far by placing the previous k-7 positive unit pulses,
energyy(k-1) signifies the accumulated energy achieved so far by placing the previous &-1 positive unit pulses, and
y(k-1, n;) signifies the amplitude of y at position n.from the previous placement of atotal of &-7 unit pulses. When no
previous pul ses have been placed, yis an all zero vector and thus corrsy is zero, and hence also energyy is zero.

2
_ (cormy (ko))" 47
Qpvo-shape (k. 1c) = energy, (k,n.) “

The best position mses: for the kn unit pulse, isiteratively updated by increasing n.from 0to N-I:
Npest = N, if QPVQ—shape (k'nc) > QPVQ—shape (k, nbest) (48)

To avoid divisions (which is especially important in fixed point arithmetic) the Qpvg-shape Maximization update decision
may be performed using a cross-multiplication of a saved best squared correlation numerator bestCorrSq so far and the
saved best energy denominator bestEn so far.

Npest = ne
bestCorrSq = corry, (k,n)? b if corryy (k,n.)? - bestEn > bestCorrSq - energy, (k,n.) (49)
bestEn = energy,(k,n.)

It should be noted that the pul se search methodology has to increase the number of pulses for each unit pulse addition
loop, i.e. one shall force at least one update of n,,,; over the positions 0to N-1in equation (48) or in the cross-
multiplied version equation (49).

The iterative maximization in the all positive hyperoctant of Qrvg-seape(k; n;) may start from a zero number of initially
placed unit pulses (ysware(n) = 0, for n=0...15) or alternatively from alow cost pre-placement number of unit pulses
based on a projection to an integer valued point below the K'th-pyramid's surface, with a guaranteed undershoot of unit
pulsesin thetarget L1 norm K. Such a projection may be made as follows:

. K—-1 50)
proj = =
Jac gztl)sltzrot(n)l
ystart(n) = “tzrot(n)l : projfacJ' forn=20..15 (51)

If aprojection is used in combination with an iterative positive unit pul se search approach one will need to calculate
corry, (k — 1) as (1%|" Y siare) and energy, (k — 1) @Y srare” Ystare DEfOre commencing the unit pulse addition
iterations.

Four signed integer pulse configurations vectors y; are established by using the distortion measure dpy g _spqpe and then
their corresponding unit energy shape vectors x,, ; are computed according to equation (41).
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In the j = 0 search, the set B positions only contain a single non-stacked unit pulse with a fixed energy contribution,
this means that the search for the single pulse in set B may be simplified to search only for the maximum absolute value
inthe six set B locations.

For the j = 0,7 normalization, each total pulse configuration y; always spans 16 coefficients. Hence, the energy
normalization is always performed over dimension 16, even though two shorter position sets are used for enumeration
of the ypinteger vector and one position set (set A) of dimension 10 for the y; integer vector.

An efficient overall unit pulse search (for al four shape candidates) may be achieved by searching the shapesin the
order from shape j = 3 to shape j = 0, by making afirst projection to a point on or below the pyramid K = 6, updating
the correlation and energy terms, and then sequentially adding unit pul ses and saving intermediate shape results until A
is correct for each of the four shape candidates with a higher number of unit pulses XK. Note that asthe regular set A
shapes j = 0,1 spans over different allowed scale factor dimensions/regions than the two outlier shapes (j = 2,3), one
will need to handle the search start pulse configuration for the two regular shapes by removing any unit pulses which
are not possible to index in the regular shape set A(j = 0,1). Asthe described iterative pulse search is performed in the
all positive hyperoctant, afinal step of setting the signs of the non-zero entriesin y; () based on the corresponding sign
in target vector x(11) = tZror(11) is performed.

A step-by-step example of a search procedureis shown in Table 5.9 and example of resulting vectors are shown in
Table5.10.

Table 5.9: Informational example of a PVQ search strategy for the described PVQ based shapes

Search Related
step ?:ggf Description of search step Resulting vector
0)

1 3 Project to or below pyramid N = 16, K = 6, V3, start
(and update energy energy, and correlation corry terms to reflect the pulses
present in ys starr)

2 3 Add unit pulses until K = 6 is reached over N = 16 samples, save y3 V3 =V, start

3 2 Add unit pulses until K = 8 is reached over N = 16 samples, V2 =V1, pre-start
save y2

4 1 Remove any unit pulses in y1, pre-start that are not part of set A to yield yz, stare Vi, start

5 1 Update energy energy, and correlation corryy terms to reflect the pulses Vi, start
present in yu, star (unchanged)

6 1 Add unit pulses until K = 10 is reached over N = 10 samples (in set A), save Y1=y0, start
yi

7 0 Add unit pulses to yu, seare until K = 1 is reached over N=6 samples (in set B), Yo
save yo

8 3,2,1,0 |Add signs to non-zero positions of each y; vector from the target vector X, V3,Y2 V1Yo
save ys yz y1, yo as shape vector candidates (and for subsequent indexing
of one of them)

9 3,2,1,0 [Unitenergy normalize each y; vector to candidate vector Xq; Xg.3, Xq.2, Xg,1, Xq,0

Table 5.10: Informational example of potentially available integer vectors y;and their corresponding

unit energy normalized vectors xgy, after completing the PVQ search

Shape Example Integer vector y; Corresponding unit energy normalized vector xg;
index (NB! Shown in very low precision here)
0)]
0 ¥0=[-10,0,0,0,0,0,0,0,0,0,0,0,0,0,0, 1] Xg0 =[-0,995, 0,0,0,0,0,0,0,0,0,0,0,0,0, 0,0,100]
1 y1=[0,0,000,0000,10,00,0,0,0,0] %¢1=[0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0, 0]
2 y.=10,0,0,0,00,0,00,10,00,0,0,-7] Xq2=1[0,0,0,0,0,0,0,0,0,0,141, 0,0, 0, 0, 0, -0,990]
3 ys=[0,0,0,0,0,0,0,0,0,0,-1,1,-1, 1, -1, 1] xq3=10,0,0,0,0,0,0,0,0, 0, -0,408, 0,408, -0,408,
0,408, -0,408, 0,408]
5.3.7.3.3.6 Adjustment Gain Candidates

There are four different adjustment gain candidate sets, one set corresponding to each overall shape candidate j. The
adjustment gain configuration for each of the shapes are givenin Table 5.11.
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Table 5.11: SNS VQ Second Stage Adjustment Gain sets

Gain set index Corresponding | Number of Adjustment Gain set values |[Start gdj_ustment End a_ldjystment
(same as Shape name | gain levels (Gi) gain index gain index
Shape index =) See clause 5.9.3 Gminind,; Gmaxind;
0 ‘regular’ 2 sns_vg_reg_adj_gains[2] 0 1
1 'regular_|If' 4 sns_vg_reg_If adj gains[4] 0 3
2 ‘outlier_near' 4 sns_vg_near_adj_gains[4] 0 3
3 ‘outlier_far' 8 sns_vg_far_adj_gains|[8] 0 7
5.3.7.3.3.7 Shape and Gain combination determination

The best possible shape and gain is determined among the possible shape candidates and each corresponding gain set.
To minimize complexity the Mean Square Error (M SE) versus the target may be evaluated in the rotated domain,
i.e. the same domain in which the shape search was performed.

15

dMSE(j,i) = Z(tzm(n) Gi,j xq,;(M))?, forj=0..3,i=0..Gmaxind; (52)
n=0
Out of thetotal 718(2+4+4+8) possible gain-shape combinations, the shape_index shape j and adjustment gain index
gain_ithat resultsin the minimum M SE is selected for subsequent enumeration and multiplexing.
{shape_j =j,gaini=1i}= argmin dMSE(j,i) (53)
j=0..3, i=0...Gmaxindj

5.3.7.3.3.8 Enumeration of the selected PVQ pulse configurations

The pulse configuration(s) of the selected shape are enumerated using an efficient scheme which separates each PVQ(N,
K) pulse configuration into two short codewords: aleading sign index bit and an integer MPV Q-index codeword. The
MPV Q-index bit-spaceistypicaly fractiona (i.e. anon-power of 2 total number of pulse configurations). The indexing
step may also be referred to as enumeration.

Thelargest sized MPVQ integer shape index (shape_ j = 2, 'outlier_near") fits within a 24 bit unsigned word, enabling
fast implementations of MPVQ enumeration and de-enumeration on platforms supporting unsigned integer arithmetic of
24 bits or higher.

The enumeration scheme uses an indexing offsets table MPVQ_offsets(n, k) which may be found as a table of unsigned
integer valuesin clause 5.9.3. The offset valuesin MPVQ offsets (dimension n, L1-norm k) are defined recursively as:

MPVQofrsetsti) = MPVQorrsetstn-1k—1) T MPVQ_of fsets(n,k —1) + MPVQ_of fsets(n — 1,k), (54)

with initial conditions MPVQ_offsets (n, k = 0) = 0 for n> = 0, MPVQ_offsets (n = 0, k) =1 for k>0.

The actual enumeration of a signed integer vector y (=vec in) with an L1 norm of K(=k val in) over dimension
N (=dim_in) into an MPVQ shape index indexand aleading sign index /ead_sign_indis shown in C-style pseudo code
below:

[ index, lead_sign_ind ]

MPVQenum ( di m.in,
vec_in[N

{

di mensi on of vec_in */

1* 1
[* i PVQ i nteger pulse train */

[* init */

next_sign_ind = 0x80000000U; /* sentinel for first sign */
k_val _acc = 0;

pos = dimin;

i ndex =0

n = 0;

row_ptr = & MPVQ offsets[n]);

/* MPVQ index conposition |oop */
tnp_h_row = row _ptr[0];

for (pos--; pos >= 0; pos--) {
tnp_val = vec_in[ pos];
[index, next_sign_ind] = encPushSign(tnp_val, next_sign_ind, index);
i ndex += tnp_h_row,
k_val _acc += abs(tnp_val);
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if ( pos!=0) {

n += 1; /* switch rowin offset table MPVQ of fsets(n, k) */
}
row_ptr = & MPVQ offsets[n]);
tnp_h_row = row ptr[k_val _acc];

}

| ead_sign_ind = next_sign_ind,

return [ index, lead_sign_ind ] ;

[ index, next_sign_ind ] =
encPushSign( val, next_sign_ind_in, index_in)

index = index_in;

if ((next_sign_ind_in & 0x80000000U) == 0) && (val != 0) {
index = 2*index_in + next_sign_ind_in;

}

next _sign_ind = next_sign_ind_in;
if (val <0) {
next_sign_ind = 1;

}
if (val >0){
next _sign_ind = O;

/* if val==0, there is no new sign information to "push",
i.e. next_sign_ind is not changed */
return [ index, next_sign_ind ];

}

The MPVQ _enun() function above implements a PV Q-enumeration method that passes through al the possible
combinations of signed elements given the input signed integer PV Q-vector vec_i n, while sequentially pushing one
bit of sign information from the end of the vector (pos = di m_i n- 1) towards the front (pos = 0). The function
encPushSi gn() stores the information about the other non-leading signsin the larger of two codewords. This
enumeration method enables a separation of a large total PV Q-index into two shorter separate codewords.

The following MPVQ enumeration calls are made for a selected shape ;.

Table 5.12: Scale factor VQ second stage shape enumeration of integer vector yshape_j into MPVQ
shape indices{idxA, idxB}, and leading signs indices{LS_indA, LS indB}
for each possible selected shape index shape_]j

SRS (T E1 Shape name Scale factor set A enumeration Scale factor set B enumeration
(shape.))
. , . . z(n-10) =yo(n), for n=10...15
0 regular [idxA, LS. indA) = MPVQenum(10, 10, y0) | de( e 1.1)1 dB;’”__( ,dPVQenum( 512
1 ‘regular_If' [idxA, LS indA] = MPVQenum(10, 10, y1) n/a
2 ‘outlier_near' [idxA, LS indA] = MPVQenum(16, 8, y2) n/a
3 ‘outlier_far' [idxA, LS indA] = MPVQenum(16, 6, y3) n/a
5.3.7.34 Multiplexing of SNS VQ Codewords

The SNSVQ Stage 1 codewords are multiplexed in the following order: ind_LF (5 bits) followed by ind_HF (5 bits).
The second stage SNS VQ codeword multiplexing is performed differently depending on the selected shape shape j.

To efficiently use the available 38 bits for the second stage SNS scale factor quantizer, the fractional sized
MPVQ-indices, the LSB of shape index j, the second stage shape codewords and potentially an LSB of the gain
codeword are jointly encoded. The overall parameter encoding order for the second stage multiplexing componentsis
shownin Table 5.13.
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Table 5.13: Multiplexing order and parameters for the second stage

SNS-VQ Stage 2 parameter Parameter
Multiplexing description
order
0 Stage 2 submode bit shape j>>1, (as the submodeMSB bit)
1 Gain index gain i or gain_i, (the gain index), for even(shape_j)
MSBs of the adjustment (or gain_i>>1; for odd (shape_))
gain index gain_i
2 Leading sign of shape in LS indA
set A
3 A joint shape index (for set Joint composition of :
A and set B) and possibly (idxA, LS_indB, idxB, LS Bsypmoaer LSBgain )
an LSB gain bit The LSB submode bit is encoded as a bitspace section inside the
overall joint shape codeword indexjom:

In the multiplexing of leading signs LS indA and/or LS indB, each leading sign is multiplexed as 1 if theleading sign is
negative and multiplexed as a0 if the leading sign is positive.

Table 5.14: Submode bit values, sizes of the various second stage MPVQ shape indices, and the
adjustment gain separation sections for each shape index (=shape_j)

Number
Submode of Adjustment
Shape index Shape name bit value SZmpvq Set A SZwmpvq Set B LSB gain |gain index bit
(shape j) P (regular/ (excl. LS indA) (excl. LS indB) index separation
outlier) code {MSBs, LSB}
points
SZshapeao = _
0 ‘regular 0 2390004 (S~Zzsh35p§20b_n§) 0 {1, 0
(~21,1886 bits) '
' ' SZshapeA,l = SZshapeB,l =1
1 regular_|f 0 SZshapeno (0 bits) 2 {1, 1}
SZshapeA,Z =
2 ‘outlier_near' 1 15158272 n/a 0 {2, 0}
(~23,8536 hits)
SZshapeA,3 =
3 ‘outlier_far' 1 774912 n/a 2 {2, 1}
(~19,5637 hits)

In Table 5.14 one can find that each logical shape index shape j also represents a combination of a vector shape and an
alocation of gain adjustment bits { MSBs, LSB} for that logical index. Each of the four different of gain-shape coding
schemes have different trade-offs in gain resolution (ranging from 1 to 3 bits per residual vector) and in shape resolution
(ranging from ~1,22 to ~2,11 bits per residual coefficient), thus enabling the second stage SNS-VQ to represent signals
requiring both high shape resolution and signals requiring a high dynamic range.

Encoding of gain or MSBs of gains:

For a selected shape with shape index shape j= 0 and shape j= 2, submodeLSBis set to 0, and the selected gain index
is sent without modification as index gain_i, for gain value Gyain i snape j» r€quiring 1 bit for shape_ j= 0 and 2 bits for
shape j= 2.

For a selected shape with shape index shape j= 1 and shape j= 3, submodelLSBis set tol, and for aselected gain
value Gygin i shape j With gainindex i, the MSB part of the gain index is first obtained by aremoval of the LSBgain bit.
|.e. gain_i msss = gain_i >> 1; LSBgain = gain_i &0x1. The multiplexing of gain_iusss will require 1 bit for shape j=1
and 2 bitsfor shape j= 3. The LSBgain bit will be multiplexed into the joint index.

Joint index composition:
Joint index for a selected shape index of shape j= 0 (‘regular’) and submodeLSB =0
indexjoimeo = (2-idxB + LS_indB + 2) - SZspapeap + idxA (55)

where the range of idxBisfrom 0 t0 (SZsapes,0 - 1).
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Joint index for a selected shape index of shape j=1 (‘regular_If") and submodelLSB= 1
indeXjoint1 = LSBgain * SZsnapea + idxA (56)
as log2(SZsnaper, 1) = Obits are required for set B, /dxBis not multiplexed into indexjoint1.
Joint index for a selected shape index of shape j=2 (‘'outlier_near") and submodel.SB= 0
indexjointz = idxA (57)
Joint index for a selected shape index of shape j= 3 (‘outlier_far') and submodelLSB= 1

indexjol‘nt‘g = SZshapeA,Z + LSBgam + 2 - ldxA (58)

5.3.7.35 Synthesis of the Quantized SNS scale factor vector

The quantized first stage vector s¢1, the quantized second stage unit energy shape Vector x, spape j, the quantized
adjustment gain Ggqin i snape_j (With gainindex gain_i), and the rotation matrix D (now used to implement the synthesis
IDCT transform) are used to establish the quantized scale factor vector scfQ(n) asfollows:

15

scfQ(m) = stl(n) + Ggain i shape j * Z [xq,shape,j(COZ) “D(col +n-16 )] ,forn=0..15 (59

col=0

5.3.7.3a Low Rate SNS quantization

5.3.7.3a.1 Low Rate SNS VQ General

The Low Rate SNS scale factors scf{n) (obtained in clause 5.3.7.2) are quantized using a one or a two-stage variable
rate vector quantizer. The available bit rates are R = {0,5625, 0,625, 1,8125, 1,875} bits/coefficient, corresponding to
employing atotal of 9, 10, 29 or 30 bits. Thefirst stage is based on three variations of trained 16 dimensional
codebooks (CBa, CBg, CBc) and the second stage are gain-shape structured VQ's employing two algorithmic concepts
for the shape; Pyramid Vector Quantization (PVQ) and Fixed Envelope Shifted Signs (FESS) quantization. Figure 5.5a
gives an overview of the encoder side analysis flow. Figure 5.5b depicts the bitstream multiplexing structure for the
available Low Rate SNS quantization modes.

scale | e AN~ i
I 1
factor | Stage 1VQ | | Stage 2VQ | ! |
target | ! L
Saier?lzl 1| CBa t || Transform | | shape |: Adjustment gain || "
£ I CB;p -:'""f' DCT-I] M szl i andsubmode H-----' ”
€ ) 1 —>, ( -I) ; =Y quantization | || &
CB | : a
: ¢ I : e 1““:‘;‘_“_‘;‘_“_"_”_5/1&22|_,, 5
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Sl I ishape____ _ )|  Shape __|+ £
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I i ] G o e i — — o o — o— i— — — — — — —_— o]
I Stage 1 _:_ Mmseg, 2
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1
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Figure 5.5a: High level overview of Encoder Low Rate SNS VQ analysis
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Figure 5.5b: High level overview of the variable rate Low Rate SNS VQ mode multiplexing structure

5.3.7.3a.2 Low Rate SNS VQ Stage 1

Thefirst stageisaM = 16 dimensional VQ employing three different off-line trained stochastic codebooks (CBa, CBg,
CBc). Each codebook vector has dimension M and the number of codebook vectors N; are 2, 170 and 170 respectively
fori € {4, B,C}. The MSE distortion for avector j in one of the the three codebooks is defined as follows:

15

2
dMSEcs,, = Z(scf(n) ~ CB;(m) fori €{A,B,C}, j € (0..N,~1) (59.1)

n=0
The best index in the M SE sense for each first stage codebooks is found according to:

ind; = argmin dMSE_CB;;
J=[0 w N;=1]

(59.2)

5.3.7.3a.2.1 Stage 1 Code book A search and synthesis

Codebook CB, consists of two SNS vectors where one CB,, , isthe an &l zero vector corresponding to equal noise
shaping across frequency bands for the frame, and a second vector CB, ; which corresponds to applying an inversed
and dynamically compressed absolute hearing threshold curve for the frame. The stored representation of both vectorsis
prequantized in steps of 1/ 2 048 to enable high precision interoperability between floating and fixed point
implementations.

The best vector of CB, 4 and CB,, isdenoted CB, 4, and the related mean squared error isthus dMSE¢g,, .. a

Eventualy if CB, isselected it isjointly multiplexed as a part of theinitia stage one 9-bit index idxgyg;ro, Where value
510 corresponds to vector CB, , and value 511 corresponds to vector CBy ;.
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5.3.7.3a.2.2 Stage 1 Code book B search and synthesis

The set of vectors of the second codebook CBy consists of N order permutations and polarity reversal of the regular
SNS stage one codebook vectorsin LFCB and HFCB quantized into steps of 1/ 2 048, these are denoted as
LFCBg,, and HFCBy,,. Each vector in CBp is compactly represented by a 14 bit lookup index SNSB; 4, , idx €

[0 ... N,-1], stored within a 16 bit integer and thus only Ny - 2 = 340 bytes are required to store the whole
configuration of CBjp (assuming that the tables LFCBy,,, and HFCB,,, are dready available). When stored in afully
expanded format, the CB; would reguire 5,44 kB.

Table 5.14a: Information within each stored idxB14b index

ooNSBiax | p13 | b12 | b1l [b10 | b9 | b8 | b7 [ b6 | bS |ba | b3 | b2 | bl | b
it pOSItIOﬂ

. LF- | HF-

_multlple>_<ed rever |rever L_F_ HF_ index in LFCBgy14 index in HFCBg11
information <al <al | Sign | sign

Each SNS vector SNSVECB,, of length 16 is created by parsing SNSB; 4, asfollows:

The bitsin section b9 to b5 are used to extract the initial vector SNSVECB, of length M /2 from LFCBy,,,and the bits
in section b4 to b0 are used to extract the initial vector SNSVECBy of length M /2 from LFCB,,. If b13 is set then the
M /2 elementsin SNSB, arereversed and additionally if b11 is set the polarity of the elementsin SNSB; is reversed.
If b12 is set then the M /2 elementsin SNSVECBy are reversed and additionaly if b10 is set the polarity of the
elementsin SNSVECBy isreversed. The resulting modified vectors SNSVECB,  and SNSVECByr arethen
concatenated into a 16 element long SNSVEC B, 4, Vector.

The search of codebook CBjg ison ahigh level performed by iterating through the sequence of Ny SNSB, 4, formatted
indices, creating each 16 element vector SNSVEC B4, and minimizing the M SE across all indices according to
equation (59.2), with SNSVECB; 4, idx € [0 ... Nz — 1] as CBg. The order of the Ny formatted lookup indices have
been optimized offline to reduce the CBy indirect lookup search complexity, by grouping the lookup index
transformationsinto alist of elements with 88 initial indices with { b13, b12} ={0, 0}, followed by 42 indices with
{b13, b12} ={1,0}, followed by 24 indices with {b13, b12} ={0, 1} and finally followed by 16 indices with {b13, b12}
={1,1}. Thisordering of CBy vectors enables an efficent search in four segments, where the LF and/or HF part of target
signal is conditionally reversed instead of reversing each partial codebook vector for every index. The final winning
index from the CBy MSE search is denoted indj.

Due to the reuse of combined LFCBg,, and HFCBy,, vectors, an undesired DC component may be added to the
initially selected codebook vector SNSVECB;y, 4, Withindex indg € [0 ... Ng-1]. The DC component is removed after
the search using a DC removal function with a predetermined precision of 1/ 2 048 asfollows:

15 SNSVECB; n
DCBQ11 — Zn—o lndB( ) (59-3)
16
CBg inaz(n) = SNSVECB;y4,(n) — DCpgqq,for n € [0 ... M-1] (59.4)
Additionally the M SE obtained from the SNSVEC B4, search is updated, to exclude the error contribution from
DCBQll'
AMSEcp s = [AMSEca s — DCagua® - M| (59.5)

where the absol ute value is needed to avoid negative energy values due to potential rounding errorsinthe DC
calculation.

Thefinal index CBg inq, with indg € [0 ... Np-1] islater conditionally multiplexed into the 9 bit idxgys.zo asavaue
intherange [0 ... Nz-1] or intherange [2 + Ng ...3 - Np-1].
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5.3.7.3a.2.3 Codebook C search and synthesis

The stagel codebook C search isonly performed if the minimum of stage 1 A and stage 1 B distortion is larger than

1,5 dB in Spectral Distortion (SD), (corresponding to a SNS domain MSE of 3,97). |.e. the stage 1 C codebook searchis
skipped if minimum(dMSE:g ainda dMSE_CBpg ingp) > 3,97, where « is0,875. If codebook C search was not
performed and the index ind for stage 1 C was not calculated, then set ind to 0 and the distortion value

dAMSE g, ;.0 102 3,97.

The set of vectors of the third codebook CB, consists of N.vectorstrained on critical instrumental harmonic music
outliersin relation to the two previous codebooks CB, and CBjg. The codebook utilizes the correlation with the earlier
transmitted pitch information, pitchy (==pitch_present) and Itpfw (==Itpf_active) such that one out of three possible
CB. mean vectorsisinitially selected and applied based on the available pitch information.

CBCmeanp0(n) , pitch, ==0
meang g;1 (n) = { CBCmeanpl(n) , pitchy,, ==1 nltpfi, ==0, forn=0..M-1 (59.6)
CBCmeanp2(n) , pitchy, ==1 Nltpf,, ==1

Table 5.14b: Pitch information dependent SNS mean vectors used for CBc

Name pitchix | Itpfix Mean vector values quantized into the S16Q11 domain
value | value
CBCmeanp0 |0 0 {2293, 2602,1960, 1161, 880, 417, 34, -169,
-368, -541, -604, -318, -287, -958, -2 341, -3760 } /2 048
CBCmeanpl |1 0 {-3680, -3 482, -2 787, -1 918, -1 130, -747, 883, 2 199,
2742,2742,2885,3181,3022,1835,-1015,-4730}/2048
CBCmeanp2 |1 1 {-4 600, -4 353, -3 484, -2 397, -1 413, -933, 1 103, 2 749,
3428, 3428, 3606,3976,3777,2293,-1268,-5912}/2048

A local CB; SNSresidual target scfy,, IS prepared as:
scfrgi1(n) = scf (n) —meancg1,(n) ,forn=0 .. M-1 (59.7)

Theresidual vectors within the CB, codebook are stored in a S8Q7 format in CB,..s, Where each SNS coefficient is
represented by a byte with possibles integer values ranging from -128 to +127, resulting an a ROM table size for CB, of
2,7 kB. In the synthesis of the vector for agiven CB. codebok index idx. an additional predetermined scaling factor
scaleCQ4 with an integer value of 86 and afractional value of 86/16 == 5,375 brings the stored byte values to the
target SNS residual domain with a precision of 1/ 2 048 steps.

SCfTeresinac (M) = scaleCQ4 - CBeres jax,(n) ,forn =0 ... M-1 (59.8)

The target for the CB, MSE search loop the residual signal vector scfry,, is normalized into vector scfrgg,, by the

factor invScaleCQ15 (with an integer value of 6 096 and afractional value of 6 096 / 2 048 == 0,18603515625) to
enable an efficient search in the S8Q7 domain.

scfry;(n) = invscaleCQ15 - scfry;,(n) ,forn =0 ... M-1 (59.9)

Theinner loop M SE distortion calculation for codebook CB, corresponding to equations (32) and (34) is performed in a
downscaled mean residual domain:

M-1

2
dMSEqg,,,, = Z (scfror(m) = CBeres; ) . j € {0..Ng-1) (59.10)

=0

3

The best index is selected according to:

indc = argmin dMSE_CB ;
¢ j=[o g Nc-1] moTeres) (59.11)
Finally the final CB vector isgenerated in 1/ 2 048,0 precision as.
CBC,indC(n) = meanc,gii (n) + scaleCQ4 - CBCres,indC(n): forn=0..M-1 (59.12)
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And the outer M SE error is calculated according to:
dMSE_CBg inac = scaleCQA4? - dAMSE_CB¢reg inac (59.13)

Thefinal index CB¢ inq, with ind; € [0 ... Nc-1] islater conditionally multiplexed into the 9 bit
idxsysiro as a value in the range [0 ... No-1] or intherange [N ... (2 * N¢)-1].

5.3.7.3a.2.4 Low Rate Residual Calculation

In preparation for a possible stage 2 search, the LR SNSfirst stage residua signal based on CBgiings is calculated as:

rlsnsir(M) = scf(n) — CBpinaz(n), forn =1[0..15]. (59.14)
5.3.7.3a.3 Low Rate SNS-VQ Stage 2
5.3.7.3a.3.1 General

The LRSNS stage 1 B codebook may be followed by a second VQ stage in case the spectral distortion is not low
enough in stage 1 to match the target spectral shape. When the distortion for the best codebook of stage 1 { A, B, C} is
lower than 1,75 dB in terms of Spectral Distortion (corresponding to dMSECBmge1 < 5,41), then the Low Rate

SNS-VQ Stage 2 search is not performed at the encoder side.
The overall mean square error that is minimized by the low rate SNS second stageiis:
dMSE (lrshape, idxG ,SHAPEindices) =
D (lsnsian = Gouimgugirsnape ” [Xqirsnapen(SHAPEindices) - DT])’ (59.15)
n

Where Gggin;y, ¢ irshape iSascaar value, Disa 16-by-16 rotation matrix (realizing an IDCT-II rotation) and xg irshapen

isaunit energy normalized vector of length 16. The lrshape, idxG, SHAPEindices are vector quantization sub-indices
that resultsin atotal of 22° to 2% possible gain and shape combinations. The target of the second stage LR SNS vector
guantization search isto find the shape Irshape, the gain gainige and a set of SHAPEindices that results in a minimum
dMSE distortion value.

Depending on the selected shape index Irshape , the SHAPEindices is either a set of 15 dimensional MPVQ (Modular
Pyramid VQ) indices, or aset of 15 dimensional FESS (Fixed Envelope Shifted Signs) indices. The quantized DCT-II
domain DC value x ;rnape,0 IS aAways zero in the Low Rate SNS case. |.e. the Low Rate SNS second stage does not
correct any DC error from the preceding first stage.

5.3.7.3a.3.2 Transform

Same transform asin clause 5.3.7.3.3.2 is applied.

5.3.7.3a.3.3 Stage 2 Target Preparation
Same target preparation asin clause 5.3.7.3.3.

5.3.7.3a.34 Stage 2 Shape Candidates

There are seven different 16-dimensional unit energy normalized shape candidates evaluated, where the normalization
is always performed over 16 coefficients. The pulse configurations for two sets (4 and B) of scale factors for each
candidate shape index (/rshape) are given in Table 5.14c. The position indices of each set {4, B} correspondsto a
segment of scale factor coefficientsin the stage 2 target.
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Table 5.14c: LR SNS VQ second stage shape candidate pulse configurations

SENE Position indices for inF;ioi(S:ietéofrCIJr Pz GEIE TR, conflijullf:tion
index Shape name Set A g '
i) scale factor set A scale factor PVQ(Na, Ka) Set B,
shape set B i PVQ(Ns, Ke)
Oa , - {6, 7,8, 9,10, PVQ(5, 6) PVQ(8, 2)
b LR_splitLF {1.2.3,4,5 11, 12, 13} PVQ(5, 8) Empty
1 LR_full {116 234 5i36’ o 8i59}' Empty set PVQ(15, 5) Empty
2 'LR_Fix-0'
3 'LR_Fix-I' {116 2i13, fz' 5i36’ 17 4 8i59}' FESS(N=15, Ns=12)
4 'LR_Fix-II' e Empty set Empty
' o {1,2,3,4,5,6,7,8,9, _ -
5 LR_Fix-I 10,11, 12, 13} FESS(N=15, Ns=10)

Theinitial shape configurations (Irshape € { 0a, 0b, 1} employ stacked unit pulses, according to the Pyramid VQ
principles. The final four shapes use FESS pulse configurations. i.e. Irshape € {2,3,4,5} use non-stacked unit pulses
and requires alower bit rate than the stacked PV Q pulse configurations.

The first two low rate shapes (0a and Ob) are focussed on minimizing the distortion for lower frequencies and are
denoted 'LR_splitLF'. The lrshape = 0a usestwo PVQ pulse configurations over atotal of 13 (5 + 8) SNSresidual
values, the first set, setA, is used to quantize 5 SNS residual values with 6 unit pulsesusingaPVQ(N, = 5,K, = 6),
starting from r1gysir (1) ,and ending with r1gxs1r(5). The second set, set B, is used to quantize 8 SNS residual values
with 2 unit pulsesusing a PVQ (N = 8, Kp = 2), starting from r1gys1.r(6), and ending with r1gys g (13). The
Irshape = 0b) uses one PV Q pulse configuration over atotal of 5 SNS residual values, the first set, set A, isused to
quantize 5 SNSresidua values with 8 unit pulsesusing a PVQ (N, = 5,K, = 8), starting from r15ys1.r(1),and ending
with r1gnsir(5) -

Residual coefficientsr1gygir(0), rlgnsir(14) and r1gys r(15) are not encoded for the 'LR_splitLF' shape Oa,
additionally for shape Ob r1gys1.r(6) through r1gys r(13) are not encoded . The 'LR_splitLF' shapes can be
represented by No, = Nyga - Nogp and Ng, = Nop 4 - 1 combinations, where Ny, o = Nypyo(PVQ(5,6)) = 1970,
Noag = Nmpvo(PVQ(8,2)) = 128 and Ngpa = Nypyq(PVQ(5,8)) = 5890 . Correspondingly the bit consumption
for 'LR_splitLF isBy = log2(Noaa - Nogs + Nopa), thus By = 17,977 bits, these 'LR_splitLF Oa and Ob bits are later
multiplexed over atotal of 18 whole integer bits.

The third low rate shape uses an evenly spread distortion minimization over the full bandwidth (all coefficients) and is
denoted 'LR_full' (Irshape = 1), and uses asingle PV Q pulse configuration over atotal of 15 SNSresidua values, the
first and only set, set A, is used to quantize the residual values with 5 unit pulsesusingaPVQ (N4 = 15,K, = 5),
starting from r1gysir (1) , and ending with r1gysr(15). The DC residua coefficient r1gys1r(0) is not encoded for
the 'LR_full' shape. The 'LR_full' shape can be represented by N; = N, , combinations, where N, 4 =
Nmpvq(PVQ(15,5)) = 207 006. Correspondingly the bit consumption for 'LR_full'isB; = B, , whereB, 5 =
log2(Ny ) = 17,6593 bits. The remaining coding space up to awhole of 18 bitsis Ny 4 yesiquar = 2% — Ny g =
55138. Thisremaining codingspace By 4 resiauar = 1092(Ny aresiauar) = 15,75 bits is used for multiplexing the
FESS-envelope index for the four FESS shapes Irshape € {2, 3,4, 5}, as four separate multiplexing FESS sections
after theinitial Ny , 'LR_full' entry.
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The remaining low rate shapes employ a FESS "Fixed Envel ope Shifted Signs' low complex enumeration concept, the
FESS shapes are here also denoted 'Fix', with asub index O,1,11,111. Each of these four fixed envel ope shapes have a
different potential SNS envel ope specified across coeffcients 1 to 15, and do not allow further stacking of unit pulses.
The four available fixed envel opes are:

Table 5.14d: Envelopes used for flat shapes Ilrshape € {2,3,4,5}

Irshape envidx | Envelope |Envelope integer Vector Yeupraxshife Values Description
name for residual coeffcients 1 through 15

2 0 Fix—0 Irsns_fix_env_fx [0][0 ...14] = Initial bell envelope,
{8,8,8,7, 7,6,6,5,5,5, 5,5,5,5,5} integer levels, 12 signs

3 1 Fix —1 Irsns_fix_env_fx [1][0 ...14] = LF to HF decaying
{12,12,11,11,10, 10,9,9,8,8, 7,7,6,6,5} envelope, integer levels,

12 signs

4 2 Fix — 11  |Irsns_fix_env_fx [2][0 ...14] = Bell envelope, integer
{7,7,8,8,8,7, 7,6,6,5,5,5,5,5,5} levels, 12 signs

5 3 Fix —1II  |Irsns_fix_env_fx [2][0 ...14] = Delayed bell envelope,
{6,6,7,7,8,8,8,7,7,6,6,5,5, 55} integer levels, 10 signs

Consecutive segments of the envelopes above of length N, = 12 or N; = 10, are normalized into unit energy vectors,
using the table values FESS_i nv_sqrt _en below:

Table 5.14e: Envelope energy normalization values used for fixed shapes Ilrshape € {2,3,4,5}

Irshape envldx | Envelope Envelope normalization value for the possible shift Description
name values of 0... 3
2 0 Fix—0 FESS inv_sqrt_en|[0][0...3] = Initial bell
{1485-2715 15482715 1620 - 2715, 1704 - 2715}
3 1 Fix —1 FESS inv_sqrt_en[1][0... 3] = LF to HF
{980-2715,1031- 2715 , 1620 - 2715, 1704 - 2715} decaying
envelope
4 2 Fix — 11 FESS_i nv_sqgrt_en [2][0 ... 3] = Mild centered
{1417 -2715, 1450 2715,1485 - 2715, 1548 - 2715} bell
5 3 Fix —1II |FESS_inv_sqgrt_en[2][0...3]= Delayed bell
{1471-2715,1471-2715,1488- 2715, 1526 - 2715}

For each of the fixed envelope shapes, twelve (or ten) consecutive signs with a starting point of shift are encoded
consuming 12 (or 10) hits, where a bit set to 1 denotes a negative value in y. For the starting point of the non-zero
coefficients, four different shift factor possibilities for the shift_idx(==shift) value are encoded linearly consuming

2 bits. A total number of N, o = (3 -22-212 +1-22-219) = 49 152 + 4 096 = 53 248 combinations are used to
encode the four fix FESS shapes corresponding to abit rate of By;y.q = log2(N,_ 5) = 15,58 bits < 15,75. A shift
factor index shift_idx of O makes the Ns consecutive signs start at position 1 out of O ... 15, and a shift factor index
of 2 makes the Ns consecutive signs start at position 3. The very first leading sign s in a FESS pulse sequenceis
positioned in the 'aux’ bit. The remaining envelope Fix-0 values will be multiplexed in afirst section [0...8 192 — 1],
envelope Fix-1 values will be multiplexed in a second section [8 192 ... 2-8 192 — 1], envelope Fix-1l values are
multiplexed in the third segment [2 - 8 192 ... 3-8 192 — 1] , and the information for the fourth envelope, Fix-I1l is
located in the segment [3 - 8192 ... 53248 /2 —1].

For the full and fixed shapes (shapes 1 through 5) a combined 18 bit bitspace is used to index the chosen shape mode
amongthe Ny s = Ny 4 + N,_ s = 260 254 combinations, with a combined multiplexed bit comsumption of B; 5 =
log2(N;_s) = 17,99 hits.

5.3.7.3a.35 Low Rate SNS-VQ Stage 2 Shape Search

For the three PV Q pulse configurations (Irshape € {0a,0b, 1} ) the same Pyramid VQ shape search isused asin
clause 5.3.7.3.3.5, however the DC coefficient is always set to zero for the Low Rate SNS-VQ, and does not need any
coding information after the normalized DCT-II transform and thus reducing the maximum Stage 2 dimensionality to
M-1=15.
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For the FESS configurations the four available fixed envel opes and four possible shifts per envelope are evaluated using
asimilar unit energy normalized correlation concept as for PV Q, however to limit the dynamic range, the M — 1
non-energy normalized integer shape candidate y vector coefficents are only allowed to have integer valuesin the
range -12 to 12.

All 16 combinations (4 shifts and 4 FESS-envelopes) are evaluated in the first all positive hyperoctant using
maximization of the energy normalized correlation dggss_spape (Where x and ¥ enyrax snise N the phase search phase
startsright after the always zeroed DC coefficient), and then subsequently the Ns signs are set based on the sign of the
target signal x. To limit search complexity, al fixed FESS-shapes have the same gain values, and thus only a single best
shape among 16 available FESS envelope and shift configurations is forwarded to the final joint stage 2 shape and gain
loop, for determination of the final gain adjusted stage 2 vector.

(xT " Yenvldx,shift )

dFESS,envIdx,shift = xqu (59.16)

T.
\/yenvldx,shift yenvldx,shift

The FESS shape determination loop for the best envelope and best shift factor is described by the following ANSI -C
style pseudo code:
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Table 5.14f; FESS shape search and normalization steps

Step Operations
1 /* variable initialization */
float normcorr[4][4];
intl6_t best_env_ind=-1;
intl6_t best_shift_ind=-1;
float best_corr = -1,
intl6_t Ns[4] = {12,12, 12, 10};
intle_t *FESS env = Irsns_fix_env_fx;
2 /* FESS shape search , maxim zing (Eq 59.16) */

X = &(rlgysir(1)); /* point past the first always zero DC coeff */
for (env = 0;vec env < 4; env++ ){
y= & FESS env[env][0]);
for (shift = O;shift < 4;shift++ ){
norm corr[env][shift]=0.0;
for (n =0; n < Ns[env]; n++){
normcorr[env][shift] += fabs(x[n+shift])*y[n+shift];
}

/* energy normalize the correlation */
normcorr[env][shift] *= FESS inv_sqrt_en[env][shift];

i f(normcorr[env][shift]> best_corr){
best _env_ind = env;
best _shift_ind = shift;
best _corr = normcorr[env][shift];
}
}
}
3 /* Final FESS shape vector synthesis , incl. adding the Ns signs as polarity
information */
float FESS vec[M;
for (n =0; n <M n++){
FESS vec|[ n] =0. 0;
}

y = &(FESS_vec[1)]);
for (n = 0; n < Ns[best_env_ind]; n++){
y[ n+tbest _shift_ind] = FESS env[best_env_ind] [ n+best _shift_ind];

if( x[n] <0) {

y[ n+best _shift_ind] = - y[n+best_shift_ind]; /* negate */
}
/* normalize the integer vector coeff to unit energy for the whole vector
*
/
y[ n+best _shift_ind] *=
FESS i nv_sqrt_en[best _env_ind][best_shift_ind];
}
4 FESS vec[i] with i€[0..M—-1]

is now the vector with the best FESS envelope shape, with unit energy and with a zeroed DC coefficient.

The decoder can resynthesize the FESS vector from a received and demultiplexed
best _env_i nd(==env_idx) and a demultiplexed and received best _shi ft _i nd, and the received and
demultiplexed Ns signs.

The resulting vector from the FESS shape search above is subsequently closed loop evaluated with a common eight
level, three bit adjustment gain table, competing against the other gain-shape vectors related to the shapes'LR_SplitLF
and 'LR_full’, where the 'LF_splitLF and 'LR_full’, have their own individual adjustment gain tables.

5.3.7.3a.3.6 Low Rate SNS-VQ Adjustment Gain Candidates

There are three different adjustment gain candidate sets in the Low Rate SNS. The adjustment gain configuration for
each of the low rate shapes are given in Table 5.14g.
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Table 5.14g: LR SNS VQ Second Stage Adjustment Gain sets

Gazgasrﬁzlen‘gex Corresponding | Number of HEDBIE CElh @2l vElize | SA0T 26 USii 2l adjustmlzrr]l(tjgain
Shape index Shape name | gain levels Seéﬁgﬁ’g’f‘g’% 3b Gg?ﬁii:i:]rédex, index,
= Irshape) e TN Gmaxindirshape
0a/Ob 'LR_splitLF' 4 (2 bits) GLRSNS,idx6,0 0 3
1 'LR_full 8 (3 bits) GLRSNS idxG.1 0 7
2 'LR_fix-0’ G
] VT ; LRSNS,idxG,2..5
j .LLFF;—ffiI)):_lll. 8 (3 bits) (common for all four LR Fix 0 7
5 'LR_fixcIIl envelopes)
5.3.7.3a.3.7 Low Rate Shape and Gain combination determination
5.3.7.3a.3.7.1 Low Rate Final Stage determination

Even if stage 2 has been applied to reduce the distortion there is still a possibility that the use of stagel CB,, CBjy or
CB, resultsin an overall lower distortion. A final stage 1 versus stage 2 (including stage 1 B) MSE evaluation is made
before enumerating the stage 2 parameters as follows:

1, if dMSEsr; < (dMSEcp, g, AMSEcpy i up AMSEca  yyc )
0 )

stageZuse = { (59.17)

otherwise

5.3.7.3a.3.8 Low Rate Enumeration of the selected PVQ pulse configurations

The following MPVQ enumeration calls are made for a PV Q based selected Irshape.

Table 5.14h: Low Rate SNS second stage shape enumeration of integer vector Yirhape into MPVQ
shape indices {idxA, idxB}, and leading signs indices {LS_indA, LS _indB} for the PVQ based shapes

Inepe Shape
index narrf)e Scale factor set A enumeration Scale factor set B enumeration
(Irshape)
0a [idxA , LS_indA] = z(n-10) = yo(n), for n=10...15
, - MPVQenum(5, KA=6, yo) [idxB, LS indB] = MPVQenum(8, 2, 2)
LR_splitLF - . -
Ob [idxA , LS_mdA_] = n/a
MPVQenum(5, KA=8, yo)
1 'LR_full' [idxA, LS indA] = MPVQenum(15, 5, yi1) n/a

The same as clause 5.3.7.3.8 but only applied if stage2use is non-zero.

5.3.7.3a.3.9 Low Rate Enumeration of the selected FESS pulse configurations

The FESS shapes are enumerated using an envelope value in the range env_idx €[0 ... 3], ashift value shift_idx €
[0...3] and a sequential sign bit sequence for the Ns (12 or 10) signs. The envelope value is indicated by the code space
location in the tail section of the stage 2 'LR_full' code space. The 2 bit shift value and the Ns signs are encoded as
individual bitsin each of those sections. The very first FESS sign s is however encoded as as the ‘aux’ value and is thus
located in the b0 to b9 code space. The remaining signs s;.. (vs-1) @re encoded in sequence with s, as the most significant
bitin a(Ns-1) sized combined codeword. The 2 bit shift codeword is positioned before the combined signs codeword.

5.3.7.3a.4 Multiplexing of Low Rate SNS VQ Codewords

Aninitial segmentation within the first 9 to 10 bits of the Low Rate SNSis used to efficiently convey the stage 1 only
operation and to convey the necessary stage 2 gain and shape quantization mode information without adding the
complexity of activating the arithmetic range encoder. The result isavariable rate VQ scheme that is using atotal bit
consumption out of the set 9, 10, 29 and 30 bits. In the mgjority of encoded audio frames one of the 9 or 10 bit modes
will provide sufficient noise shaping quality, while the 29 and 30 bits modes will be in use when afirst stage only
guantizer isinsufficient to produce the desired spectral noise shaping control.
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If stage 1 (A, B or C) only (stage2use == 0) is selected for transmission, then the variable rate LRSNS-VQ
information is multiplexed as follows:

Table 5.14i: Low Rate SNS Stage 1 only multiplexing in b0 to b9

stlldx Transmitted value Transmitted value for Total Low Rate SNS bit consumption
b0 to b8, value range stop-bit b9, value range
0 (CBa) 510+indA, [510 ... 511] Not available, stop bit not 9 bits
transmitted for CBa
1 (CBg) 0+indB, [0 ... 169] 1,[0,1] 10 bits
2 (CBo) 170+indC,[170...339] 1,[0,1] 10 bits

When the Low Rate SNS stage 2 operation is selected for transmission (stage2use == 1), then the variable rate
LRSNS-VQ information is multiplexed as:

Table 5.14j: Low Rate SNS combined Stage 1 B and Stage 2 multiplexing in b0 to b9.

stlldx st2Shapeldx ‘aux’ Transmitted Transmitted Stage 2 Stage 2  |Total Low
bit value value for gain bits | shape bits |Rate SNS
value |[bOto b8, value |"stop" -bit b9, bits
range value range
1, 1,2,3,4,5 1 340+indB, 1,[0,1] 3 18, (B1..5 = |30 bits
"CBg" "LR_full"/"LR_fix" [340 ... 509] 17,99)
1, 0, "LR_splitLF" 0 0+indB, 0,[0,1] 2 18, 29 bits
"CBg" [0...169] (Bo =
17,944)
1, 0, "LR_splitLF" 1 170+indB, 0,[0,1] 2 18, 29 bits
"CBsg" [170 ... 339] (Bo=
17,944)
1, 1,2,3,4,5 0 340+indB, 0,[0,1] 3 18, (B1..s = |30 bits
"CBg" "LR_full"/"LR_fix" [340 ... 509] 17,99)

The 'aux' bit value in the multiplexing step is set differently by each possible stage 2 mode, for the 'LR_full' mode, the
aux bit (which can at the receiver side be derived from received bits b0 to b9), is used to transmit the leading sign bit of
the MPVQ(N=15, K=5) configuration. For the 'LR_splitLF' mode the aux bit is used to transmit the leading sign bit of
the MPVQ(N=5, K=6) or MPVQ(N=5, K=8) configurations, and finally for the four "LR_Fix" modes the aux bit is
used to transmit the first sign so of the encoded Ns signs.

Any remaining fractional bits space for the stage 2 shape bits may be used by the decoder to identify bit error
conditions, as they are known apriori to not have been sent by the encoder.

High level multiplexing of the "LR_splitLF" mode is shown in the two tables below:

Table 5.14k: High level multiplexing of the stage 2 'LR_splitLF' shape mode,
with LS_indA as the aux bit

Tx value Tx value for |b10 to b12 to b21 b22 to b28
b0 to b8, value |"stop"-bit b1l (10 bits) (7 bits)
range b9 Stage?2 Stage?2 set A shape bits Stage 2 set B shape bits
gain bits. MPVQ(8,2)
value including leading sign
range
[indB 0 2[0...3] |b12to b21isidxA from b22is LS_indB, [0,1]
+ LS indA*Ns [ MPVQ(5, 6) b23 to b28 is MPVQ_idxB,
[0 ... Noa/2[ [0..29
r
b12 to b21 5 msb's of b22 to b28
MPVQ(5,8) idxA in range, 7 Isb's of MPVQ(5,8) idxA in
[No,a/2 ... Noa/2 + 29 range,
[0..27]
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The outline of the multiplexing of the'LR_full' and 'LR_Fix' shape modes is shown in table 5.14k:

Table 5.141: High Level multiplexing of stage 2 'LRfull’ or 'LR_fix’, with LS_indA or so as the aux bit

Tx value Transmitted b10to b12 [b13to b29
b0 to b8, value |value for Stage2 gain |(17 bits in total)
range "stop"-bit b9 |bits, value  |Stage2 shape bits
o range
o % Stage 2
s % shape index range for each Irshape, ( parameter(s) )
@ § mode
340+indB, 1 |LS_indA |3,[0...7] 'LRfull'  |[O0... Noa/2[ , (idxA of MPVQ(15,5))
[340 ... 509] 2 Fix-0 [ Noa/2 ... Noa/2+ (1 << (2+12)) [, (shift_idx, signs_idx)
3 so Fix-1 [ Noa/2 + 1-(1 << (2+12)) ... Noa/2 + 2-(1 << (2+12))]
4 Fix-2 [ Noa/l2 +2-(1 << (2+12)) ... Noa/2 + 3-(1 << (2+12))]
5 Fix-3 [ Noa/2 + 3-(1 << (2+12)) ... Na..5)

Detailed multiplexing of the"LR_splitLF", "LR_full" and "LR_fix" mode codewords is described in the side
information handling pseudo code of encoder clause 5.3.14.3.3 and decoder clause 5.4.7.2a.

5.3.7.3a.5 Synthesis of the Quantized Low Rate SNS scale factor vector
5.3.7.3a.5.1 Low Rate SNS Stage 1 only synthesis
stlcg,,inaa(m) , indA for CB, was transmitted
scfQ(n) = {stlcpginag(m) , indB for CBp was transmitted , forn = 0... 15 (59.18)
Stlcgginac(m) ,  indC for CB; was transmitted
5.3.7.3a.5.2 Low Rate SNS Stage 1 B and Stage 2 synthesis

The DC-removed quantized first stage vector stZcssmdsnonc , the quantized second stage unit energy shape vector
XLRrsNS,qirshape» the quantized adjustment gain Gqxc irnape (With gainindex idxG), and the rotation matrix D (used to
implement the normalized IDCT-II transform) are used to establish the quantized scale factor vector scfQ(n) as
follows:

15

scfQ(n) = 5t1CBB,indB,noDC(n) + GLRSNS,ide,lrshape . Z [xLRSNS,q,lrshape (col) - D(col + n-16 )] (59.19)
col=0
,forn=0..15
5.3.7.3a.6 Bit Rate adjustment for Low Rate SNS VQ

In the case stage 1 only is activated the number of bits for the SNS quantizer is set according to:

9 , Stage 1 CB, in use

nbitssys = {10 , Stage 1 CBy or CB. inuse (59.20)
In the case stage 2 was activated the number of bits for the SNS quantizer is set according to :
. (29 , Stage?2inthe 'LR_splitLF' mode in use
nbitssys = {30 , otherwise (59.21)
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5.3.7.4 SNS scale factors interpolation
The quantized scale factors scfQ (n) (obtained in clause 5.3.7.3) are interpolated using:
scfQint(0) = scfQ(0)
scfQint(1) = scfQ(0)
scfQint(4n + 2) = scfQ(n) +é(scfQ(n +1) - scfQ(n)) for n= 0..14
scfQint(4n + 3) = scfQ(n) +g(scfQ(n +1) - scfQ(n)) for n= 0..14
5
scfQint(4n + 4) = scfQ(n) + g(scfQ(n +1) —scfQ(n)) for n= 0..14 (60)
scfQint(4n + 5) = scfQ(n) +g(scfQ(n +1) - scfQ(n)) for n= 0..14
scfQint(62) = scfQ(15) + % (scfQ(15) —scfQ(14))
scfQint(63) = scfQ(15) + g (scfQ(15) —scfQ(14))
In case the codec is configured to operate on a number of bands Ny < 64, the number of scale factors need to be reduced
using the following pseudo code:
if Ny < 32
n4 = round(abs(1-32/ Ng)* Ng)
n2 = Ng - nd

for i=0..n4-1
tnp(i) = TEAZHE scfQint(n)
for i=0..n2-1
tNp(nd+i) = STRZinit scfQint(n)
else if Ny < 64
n2 = 64 - Ng;
for i=0..n2-1
tnp(i) = ZXRZA* scfQint(n)

2

for i=n2.. Np-1
tmp(i) = scfQint(n2 +1i)

In case Ny < 64, the vector tmp is copied to scf Qint. Finally, the scale factors are transformed back into the linear
domain using:

Gsns(b) = 275FQmt®) for p = (... Ny 61)

5.3.7.5 Spectral shaping

The SNS scale factors ggys(b) are applied on the MDCT frequency coefficients for each band separately in order to
generate the shaped spectrum X, (k) as outlined by the following code:

for b=0 to N,—1 do
for k=l (b) to I,(b+1) -1
X (k) = XU)- gons(b)

538 Bandwidth control

For specific scenarios a bandwidth restricted L C3plus frame might be required. The bandwidth is controlled by the
parameter B, representing the audio bandwidth in Hz. Depending on B,, the start frequency index B; is calculated by

B; = IBC . %J A short roll-off is applied on the shaped MDCT spectrum and the remaining lines are set to zero.

Xs(Bi + k) « X;(B; +k)- 270+ fork=-1..2

62
X;B;+k)=0 fork =3..Ng (62)
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5.3.9 Temporal Noise Shaping (TNS)

5.39.1 Overview

Tempora Noise Shaping (TNS) is used to control the temporal shape of the quantization noise within each window of
the transform. If TNSis active in the current frame, up to two filters per MDCT-spectrum will be applied. The
processing steps are outlined in Figure 5.6.

< threshold TNS off
Ny shaped Refl.
coefficient TNS Weighting, Coef.,| L TNS on,
X; (k) analysis Conversion  [rc(k, f) Quantization reg(k, f) >
threshold 3
Wz TNS filtered
TNS | coefficients
Filtering Xy (k)
— Signal path --p Datapath - » Control path

Figure 5.6: TNS encoder overview

The number of filters for each configuration and the start and the stop frequency of each filter are givenin Table 5.15.

Table 5.15: TNS encoder parameters

N,us Bandwidth | num_tns_filters | start_freq(f) | stop_freq(f) sub_start(f,s) sub_stop(f,s)
2,5 NB 1 Gl 20} {3, 101} {10, 203}
2,5 WB 1 3} {40} (3. 20}) ({20, 40}
2.5 SSWB 1 3) (60} {3,301} {30, 60}}
2,5 SWB 1 (3} (80} {3, 40}} {{40, 80}}
2.5 FB 1 3} {100} ({3, 51)} ({51, 100}}
5 NB 1 (6} {40} ({6, 23)} (23, 40}}
5 WB 1 6} {80} ({6, 43)} ({43, 80}}
5 SSWB 1 6} {120} ge, 63];} {i[{e3, 12(;}}
6, 43}, 43, 80},
5 SWB 2 (6, 80} (80, 160} (50, 120 (150, 1600
5 FB 2 .00 | oo, 2000 | 5% 8 ooy
75 NB 1 9 {60} {9, 26, 43)] ({26, 43, 601}
75 WB 1 (9} {120} {9, 46, 83)} ({46, 83, 20}}
75 SSWB 1 (9} {180} {% 6‘% 1;5}} ggi, ﬁg 123{}
7.5 SWB 2 {9, 120} {120,240} | 1156 150, 2005 | {213, 266, 320}
{19, 56, 103}, {{56, 103, 150},
75 FB 2 {9, 150} {150,300} | 1155 200, 2508 | {200, 250, 300}
10 NB 1 12 {80} {12, 34, 57)) {34, 57, 80}}
10 WB 1 (12} {160} {12, 61, 1101} {61, 110, 160}}
10 SSWB 1 12} (240} {12, 88, 164} ({88, 164, 240}}
{12, 61, 110}, {{61, 110, 160},
10 SWB 2 {12,160} | {160,320} | r160"513 266} | {213, 266, 320}}
{12, 74, 137}, {74, 137, 200},
10 FB 2 {12,200} | {200,400} | 505" 966, 333} | {266, 333, 400}}

The TNS encoding steps are described in the clauses below. First, an analysis estimates a set of reflection coefficients
for each TNS Filter. Then, these reflection coefficients are quantized. And finally, the MDCT-spectrum is filtered using
the quantized reflection coefficients.

For N, = 1,25 ms, TNSisdisabled by setting num_tns_filters alwaysto zero.
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5.3.9.2 TNS analysis

The complete TNS analysis described below is repeated for every TNSfilter £, with f = 0 ... num_tns_filters-1
(num_filtersisgivenin Table 5.15).

The normalized autocorrelation function is calculated as follows, for each k = 0 ... 8:

( 2
| 7o (k) ,if ne(s) =0
r(k) =1 , b_stop(f,9-1-k =0 (63)
| Z E:J:&bc’—zaiq's) XX + 1) otherwise
L e(s) ’
s=0
where:
(3 Jifk=0
ro(k) = {0 ,otherwise (64)
and
sub_stop(f,s)-1
e(s) = Z X;(n)? for s=0..2 (65)
n=sub_start(f,s)
where sub_start(f, s) and sub_stop(f, s) aregiven in Table 5.15.
The normalized autocorrelation function is lag-windowed using:
1
v (k) = r(k)exp [—E(O,Oan)z] for k=0..8 (66)
The Levinson-Durbin recursion is used to obtain LPC coefficients a(k), k = 0 ... 8 and aprediction error e. It is
described by the following pseudo code:
e =1,(0)
a’(0) =1
for k=1to8do
e = ZZhzhat Oy Geon)
ak(0) =1
forn=1tok—1do
a*(n) =a**(n) +rc-a¥(k—n)
ak(k) =rc
e=(1-rc?)-e
where a(k) = a®(k),k = 0 ... 8 are the estimated LPC coefficients and e is the prediction error.
The decision to turn the TNSfilter f on or off in the current frame is based on the prediction gain and the
near_nyquist_flag.
If predGain > thresh and the near_nyquist_flag obtained in clause 5.3.4ais O, then turn on the TNSfilter fwith
thresh = 1,5 and the prediction gain is computed by:
(0
predGain = d (E ) (67)
The additional steps described below are performed only if the TNSfilter f isturned on.
A weighting factor is computed by:
1-Q ythresh — predGain = .\ | ne weighting = 1 and predGain < thresh2
Y= Ymin) S rosha — thresh ' - pe-velghing = 2 andp a res (68)

1 , otherwise
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where thresh2 = 2, Y, = 0,85, and

- 1 ,if nbits < 480
tns_Ipc_weighting = {0 ' otherwise (69)
The LPC coefficients are weighted using the factor y:
a, (k) =y*a(k) for k=0..8 (70)
The weighted LPC coefficients are converted to reflection coefficients using the following agorithm:
af(k) =a,(k),k=0,..8
for k=8to1ldo
re(k — 1) = ak(k)
e=1-rclk—1)3)
forn=1tok—-1do
a"‘l(n) _ ak(n)—rc(k—l)ak(k—n)
whererc(k, f) = rc(k),k = 0...7 arethefinal estimated reflection coefficients for the TNSfilter f.
If the TNSfilter f isturned off, then the reflection coefficientsare simply setto 0: rc(k, f) =0, k=0...7.
5.3.9.3 Quantization
For each TNSfilter f, the reflection coefficients obtained in clause 5.3.9.2 are quantized using scalar uniform
guantization in the arcsine domain:
arcsin(rc(k,
rc;(k, f) = nint [#} +8 for k=0..7 71
and
nint[21% - sin[A(rc; (k, f) — 8
req(k, f) = [ [255 (k. f) = 8)l] for k=0..7 (72)
where A = % and nint(.) is the rounding-to-nearest-integer function.
rc;(k, f) are the quantizer output indices and rc, (k, f) are the quantized reflection coefficients rounded to a 16-bit
precision to unify representation on various platforms.
The order of the quantized reflection coefficientsis calculated using:
k=7
while k=0 and rc,(k,f) =0 do
k=k—-1
TCorder(f) =k +1
The total number of bits consumed by TNSin the current frame can then be computed as follows:
) nam el o 048 + nbitsrys,, .. ) + nbitsTNsmf(f)
nbltSTNS = Z [ 2 048 (73)
f=0
with:
. _ (ac_tns_order_bitg[tns Ipc weighting][rcoraer (f) — 1], if TCorger(f) > 0
nbltsmsord”(f) - {O ,otherwise (74)
and
TCorder(f)—1
nbitsmswef(f) — Z ac_tns_coef_bits[k][rc;(k, )] ,if Tcorger(f) >0 (75)
k=0
0 ,otherwise

The tables ac_tns_order_bits and ac_tns_coef_bits are given in clause 5.9.4.
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5.3.94 Filtering

The MDCT spectrum X, (n) isfiltered using the following algorithm:

for k=0to (N;—1) do
X () = X (k)

st =stl=-.=5t"=0
for f=0tonumtns_filters-1do
if (Tco‘rde‘r(f) > 0)
forn=start_freq(f) tostop_freq()—1do
t =X
Stsave = t
for k=0to (rcyrger(f) —1)do
st™P = re (k. f) - t+ stk
t=t+rc,(k, stk
Stk = gtsave
Stsave = Sttmp

Xp(n) =t°(n)

where X¢(n) isthe TNSfiltered MDCT spectrum. Theinitial condition for s¥(n — 1) for thefirst TNSfilter (f = 0) is
0, for the second TNSfilter (f = 1) iscarried over from the first TNSfilter (f = 0).

5.3.10 Long Term Post Filter (LTPF)

5.3.101 Overview

A Long Term Post Filter (LTPF) module controls a pitch based postfilter on the decoder side which perceptually shapes
guantization noise in spectral valleys. Figure 5.7 outlines the processing steps of the L TPF encoder.

N, Input pitch_present= 1
F ______________________________
samples .| Resamp Pitch normeorr (xg 64'TCW)E .
x(n) ling detection ! 'tpf—acfﬁ’?_:_oﬂ
K 1 .
128 audio 64 audio | . '
samples samples ' PIt.Ch If?\g L.TP'.:
) xg 40 VEs Lestimation activation
128 auldio ! pitch_index ,
samples T e
HPSO 1 et Y 2 N o _.._.____pitch present=0
— Signal path --p Datapath - » Control path

Figure 5.7: LTPF encoder overview

NOTE: The processing of the LTPF decoder (clause 5.4.9) depends on the bitrate of the current frame. At high
bitrates (see clause 5.4.9.3 for exact parameters), the coefficients ¢, and c,4.,, are set to zero, meaning
that the transition handling (clause 5.4.9.2) has no effect on the input data. However, the pitch
information computed in clause 5.3.10.7 is very valuable for a packet loss concealment algorithm and is
therefore calculated and encoded into the bitstream on the encoder side regardless of the bitrate of the
current frame.

5.3.10.2 Time-domain signals

Severa time-domain signals are computed in the LTPF encoder described below. These are processed with filters which
contain a memory and thus operate on audio samples computed in the previous frames. For simplicity, audio samples of
past frames are accessed by negative indexing, e.g. x;(—1) isthe most recent sample of the signal x, in the previous
frame. Note that in practice, a buffer mechanism would have to be implemented.
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5.3.10.3 Resampling

The input signal at sampling rate f; isresampled at afixed sampling rate of 12,8 kHz (for input sampling rates of 8, 16,
24, 32 and 48 kHz and to about 11,76 kHz for input sampling rate of 44,1 kHz). The resampling is performed using an
upsampling step followed by alow-pass-filtering step followed by a downsampling step approach that can be
formulated as a polyphase implementation as follows:

120

z 15n 120
X128(n) = resgq, P Z Xs ([TJ +k— T) hize(P-k—15-n -(modP)) for n=0..lenj,5—1 (76)

—120

k:P

where x;(n) isthe scaled input signal, x,, g(n) isthe resampled signal at 12,8 kHz, P = %"HZ is the upsampling factor

N
(notethat P = 4 for f; = 44,1 kHz) and h,, g is the impulse response of a FIR low-pass filter given by:

tab_resamp_filter[n + 119] ,if —120 <n <120

hize(n) = {0 , otherwise 77)
with the table tab_resamp_filter values are given in clause 5.9.5 and the length of the resampled signal defined as:
N, - 128
lenlz‘s = TnST (771)
and
_ (0,5, if f, ==8kHz
T€Sfac = { 1, otherwise (77.2)

5.3.104 High-pass filtering

The resampled signa is high-pass filtered using a 2-order IR filter with a cut-off frequency of 50 Hz and a transfer
function given by:

Heo(2) = 0,9827947082978771 — 1,965589416595754z~* + 0,9827947082978771z 2 78)
50l = 1—1,9652933726226904z~1 4+ 0,96588546056881772~2

The high-pass filtered signal is denoted as %, , g(n) in the following. The high-pass filtered signal is further delayed by
24 samples:

X128 p(M) = X128(n — Dyrprp) for n=0..len;,5+1 (79)

where a negative index of %, ¢ means that the sample has been taken from the previous processed frame. At start-up,
these values are considered to be zero (the last D, vaues of the previously processed frame). D, rpr = 44 samples for
Nps =7,5m8, Dyrpr = 8 samplesfor N, = 1,25 ms, otherwise D qpr = 24.

5.3.10.5 Pitch detection algorithm

The delayed 12,8 kHz signal %,, ¢ ,(n) is downsampled by afactor of 2 to 6,4 kHz using:

4

x6_4(7’l) = Z le‘B_D(zn +k— 3)h2 (k) fOT' n=0.. l€n6_4 -1 (80)
k=0
where:
len
leng, = 2“'8 (80.1)

with the FIR filter coefficients given by:

hp[5] = {
0,1236796411180537, 0, 2353512128364889, 0, 2819382920909148, 0, 2353512128364889, 0, 1236796411180537}
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The autocorrelation of x4 ,(n) iscomputed by:

leng 4—1

R6,4(k) = Z x6,4(n)x6,4(n —k) for k =kpin o kimax (81)

n=A7Ag4

where k,,;, = 17 and k4, = 114 asthe minimum and maximum lags and Ag , = —56 for Ny,s = 1,25, Ag, = —48
for Npms = 2,5, Ag 4 = —32 for Nipg = 5 and Ag , = 0 for Ny, > 5. A negative index of x4 , means that the sample has
been taken from the previous processed frame. At start-up, these values shall be set to zero.

The autocorrelation is weighted using:

R2f4(k) = R6,4(k)w(k) fOT k= kmin -"kmax (82)
where w(k) is defined as follows:
k — ki
wk)=1- 0,5M for k= kpyin v Kmax (83)
(kmax - kmin)

Thefirst estimate of the pitch-lag T; is the lag that maximizes the weighted autocorrel ation:

T, = argmax R{,(k) (84)

k=kmin--Kkmax

The second estimate of the pitch-lag T, isthe lag that maximizes the non-weighted autocorrel ation in the neighborhood
of the pitch-lag estimated in the previous frame:

T, = argmax Rg,(k
2 k=k§,§n---k§nax 64 ( ) (85)

With Ky = max(Kpin, Torep — 4), knax = min(kygx, Tprey + 4) and Tpy,.,, isthefinal pitch-lag estimated in the
previous frame for Ny,g > 5 (Tyrep = Kpin inthefirst frame). For Ny, = 5, Ty, iSthe final pitch-lag estimated in the
frame preceding the previous frame, i.e, T, is updated every second frame. For N, = 2,5, Ty, isthefinal pitch-lag
estimated three frames prior, i.e T,,,..,, is updated every fourth frame. For N, = 1,25, T, isthefinal pitch-lag
estimated seven frames prior, i.e, Ty, IS updated every eight frame. Note that if more than one lag maximizes the
(non-weighted) autocorrelation, the smallest lag is chosen.

The final estimate of the pitch-lag in the current frame is then given by:

T, if normeorr(xg 4, COTTien, T2) < 0,85 - normeorr(xg 4, COTTien, Ty)
Tewrr = ; ' ' (86)
T, otherwise
where normcorr(x, L, T) is the normalized correlation of the signal x of length L at lag T:
L-1
i x(M)x(n—T)
normcorr(x,L,T) = max| 0, n=86a (87)
(B, BB, =)
and
64, N, =10
48, N, =75
COTTypy = s (87.1)

A negative index of x means that the sample has been taken from the previous processed frame. At start-up, these
values shall be set to zero.
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5.3.10.6 LTPF bitstream
Thefirst bit of the LTPF bitstream signal's the presence of the pitch-lag parameter in the bitstream. It is obtained by:

1 if normcorr(x6_4, cornen,Tcurr) > 0,6 (88)

itch_present = {
prich.p 0 otherwise
If pitch_present is 0, no more bits are encoded, resulting in a LTPF bitstream of only one hit.

If pitch_present is 1, two more parameters are encoded, one pitch-lag parameter encoded in 9 bits, and one bit to signal
the activation of LTPF. In that case, the LTPF bitstream is composed by 11 bits.

. _ (1 ,if pitch_present = 0
nbitsyrpr = {11 ,otherwise (89)
The pitch-lag parameter and the activation bit are obtained as described in the following clauses.
For N, = 1,25, the LTPF datais split over two subsequent frames. The transmission statusis controlled by the
variable TX,rpr Which shall beinitialized to 0. For this mode, the LTPF bitstream is composed by 2, 6 or 7 hits.
2 ,if pitch_present =0
nbitSyrpr = {6 ,if pitch_present =1 AND ltpf _active=1 AND TXrpr =0 (89.1)
7 ,otherwise
5.3.10.7 LTPF pitch-lag parameter
Theinteger part of the LTPF pitch-lag parameter is given by:
pitch_int = argmax Ry, (k)
k=k]! . Konax 128 (90)
with:
l -1 _ ~
ne‘:zzss ! X12,8 D (n)xlz,s,n (n—k)
Riza(k) = fork = Uepin=4) - (Kinax + 4) 1)

lenizg—1 ~2 lenizg—1 ~2
Jzn A1z *12. SD( )Zn A1z *12 SD(n k)

and k2L, = max(32, 2Turr — 4), kihax = Min(228, 2Toyy + 4) and Ayy g = —112 fOr Npps = 1,25, Ay 5 = —96 for
Nms = 2,5, A12,8 = —64 fOI’ Nms =5 and Alz’s =0 fOI’ Nms > 5.

A negative index of ¥,, g p means that the sample has been taken from the previous processed frame. At start-up, these
values shall be set to zero.

The fractional part of the LTPF pitch-lag is then given by:

(0 if pitch_int > 157
| argmax interp(d) if 157 > pitch_int = 127
. d=
pitch_fr = { argmax interp(d) if 127 > pitch_int> 32 (92)
d=-3.3
lkargmax interp(d) if pitch_int = 32
with:
interp(d) = Z Rusg(pitch_int + m)h,(4m — d), (93)
m=—4

d being an array of pre-defined indices dependent on pitch_int and h, is the impul se response of a FIR low-pass filter
given by:

{tab ) Itpf_interp_ R(n + 15) ,if—16 <n <16
, otherwise

hy(n) = (94)
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with tab_ltpf_interp_R as provided by Table 5.42 in clause 5.9.5. However, if pitch_int = k;,;,,, then d in equation (92)
is starting from O.
If pitch_fr < 0 then both pitch_int and pitch_fr are modified according to:

pitch_int = pitch_int — 1

pitch_fr = pitch_fr + 4 (95)
Finally, the pitch-lag parameter index is given by:
pitch_int + 283 if pitch_int > 157
. . _ _ pitch_fr _ . .
pitch_index = < 2 « pitch_int + S+ 126 if 157> pitch_int > 127 (96)
4 * pitch_int + pitch_fr — 128 if 127 > pitch_int
5.3.10.8 LTPF activation bit
A normalized correlation is first computed as follows:
lenqizg—1 0 itch i itch f
_ Zn:Am x;(n, 0)x;(n — pitch_int, —pitch_fr)
ne= lenizg-1_ 0 lenjzg-1_ itch i itch f (97)
anAm x;2(n, )anAm x;2(n — pitch_int, —pitch_fr)
with:
2
xi(nd) = ) Fapg pln -+ KOhi(4e = ) (98)
k=-2
and h; isthe impulse response of a FIR low-pass filter given by:
_ (tab_Itpf_interp x12k8(n +7) ,if—8<n<38
hi(n) = {0 , otherwise (99)
with tab_ltpf_interp_x12k8 as givenin clause 5.9.5.
The LTPF activation bit is then set according to:
if (gain_ltpf)
{
activation_due_to_past_corr = memnc[1] > 0.94;
activation_due_to_stable_pitch = 1;
if (Nps=125) {
activation_due_to_past_corr & (memnc[2] > 0.94);
activation_due_to_past_corr & (memnc[3] > 0.94);
activation_due_to_past_corr & (memnc[4] > 0.94);
activation_due_to_stable_pitch = nmax(pitch, mempitch)*0.7f < m n(pitch, nempitch);
}
activation = activation_due_to_past_corr &% activation_due_to_stable_pitch;
if (
(mem | tpf_active==0 & (N,s == 10 || activation) & nemnc[0]>0.94 && nc>0.94) ||
(mem | tpf_active==1 && nc>0.9) ||
(mem | tpf_active==1 && abs(pitch-mempitch)<2 & & (nc-memnc[0])>-0.1 & & nc>0. 84)
)
Itpf_active = 1;
}
el se
I tpf_active = 0;
}
} else

I tpf_active = 0;
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where mem_Itpf_active isthe value of Itpf_active in the previous frame (it is 0 if pitch_present = 0 in the previous
frame), mem_nc[x] isthe value of ncin the (x-1)"" previous frame (it is 0 if pitch_present = 0 in the previous frame),
pitch = pitch_int+pitch_fr/4, mem_pitch isthe value of pitch in the previous frame (it is O if pitch_present == 0 in the
previous frame) and gain_|tpf isaglobal parameter of the LTPF obtained in clause 5.4.9.3.

The LTPF shall be disabled for signals with a comparatively high energy in the range close to the Nyquist frequency;
therefore, the value of Itpf_activeis set to O if the near_nyquist_flag in clause 5.3.4ais 1.

5.3.11 Spectral quantization

53.11.1 Overview

The MDCT spectrum after TNSfiltering (X, (n), see clause 5.3.9.4) is quantized using dead-zone plus uniform
threshold scalar quantization and the quantized MDCT spectrum X, (n) is then encoded using arithmetic encoding.

A global gain gg controlsthe step size of the quantizer. This global gain is quantized with 8 bits and the quantized
global gainindex gg;,q isthen an integer between 0 and 255. The global gain index is chosen such that the number of
bits needed to encode the quantized MDCT spectrum is as close as possible to the available bit budget.

5.3.11.2 Bit budget
The number of bits available for coding the spectrum is given by:

nbitsgye. = nbits — nbitsy,, — nbitsyys — nbits rpp — nbitsgys — NbitSyqim — Nbits, s — nbitsyy; (100)
with nbits givenin clause 5.2.5, nbits,,, givenin clause 5.3.5, nbitsyyg givenin clause 5.3.9.3, nbits;pr givenin

clause 5.3.10.6, nbitsgys = 38, nbitsyqm = 8, nbits,; = 3, and

N
”logz (75)] +3 ,if nbits <1280
. Ng : .
nbitsgy; = [logz (7)] +4 ,if 1280 < nbits < 2 560 (101)

k[log2 (7)] +5 , otherwise

5.3.11.3 First global gain estimation
An offset isfirst computed using:

0,8 - nbitsyf%,. + 0,2 - min(40, max(—40, nbitsibe., + nbitsgre. — nbitsgid)) ,if resetdfte,, =

| O102)
0 , otherwise

nbitsoffset = {
With nbitsy %, isthe value of nbits, s s, in the previous frame, nbitsgg. isthe value of nbits,,, inthe previous
frame, nbitsS!¢ isthe value of nbits,,, in the previous frame (nbits,,, is computed in clause 5.3.11.5) and rese tg}‘}set
isthe value of reset, ¢ ¢, inthe previous frame (reset, s .. IS computed at the end of this clause). Note that
NbitsSffser, Nbitsgpec, nbitsgle and resetS)%.,, areall initialized to zero before the first frame is processed. If the
spectrum was re-quantized in the previous frame, nbitsy .., nbitsde, and resety %, refer to the values prior to
re-quantization.

This offset is then used to adjust the number of bits available for coding the spectrum:
nbitsipec = NN(NbitSspee + NDitSyfrser) (103)
A global gainindex isthen estimated such that the number of bits needed to encode the quantized MDCT spectrum is as

close as possible to the available bit budget. This estimation is based on alow-complexity bisection search which
coarsely approximates the number of bits needed to encode the quantized spectrum.
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For N, = 1,25 theinitial number of gain estimation analysis blocksfor FB ( f; = 48 000) , % may become a
fractional number. To handle this, the number of analysis blocks are extended by setting N ., = Ny and then

NEorig

temporarily setting Ny = 3 - [3—0] and extend the spectrum X, by zeroed coefficients X (n),n €
[NE,orig (NE - 1)]
For N, = 1,25 the number of estimation blocks may become too low for a high precision global gain estimation, the

block sizeistherefore conditionally adjusted to be two or three coefficients wide. The block width N and the related in-
loop scaling factor y, are set according to:

2, Nps=125and Ngopig < 40
N. =43 , Nps=125and Ng,rig = 50 (103.1)
4 otherwise
Ye = Nc/4 (103.2)

The low complex estimation algorithm can then be described as follows:
Compute the quantized gain index offset gg, s by:

. nbits ind
ggoff = —min (115, [W )—105—5(]‘; + 1) (104)

For N, = 1,25 adifferent tilt and offset limit is used as follows:

9Yosremp = —(min(115, [nbits - Vors,1.25[74]]) + (105 + 5 - (i + 1))) (104.1)
max(—135, 9YGoff,emp ) B A
_ ’ . 104.2
9YGorfazs { 9o ftmp , otherwise ( )

, Where the tilt control vector y, ¢ 1,5 iS given by:
Yorr12slfi™] = {20 480,17 408,17 476,13 107,10 486,8 738} - 279, find €10...5] (104.3)

and the energy E[K] (in dB) of blocks of NcMDCT coefficients given by:

Ne-1
Ng

E(k) = 10 -logyo | 2731 + Z X(Ne-k+m? | for k=0.75~1 (105)
n=0 ¢

and conduct the following steps:

fac = 256;
9Yina = 255; ) )
for (iter = 0; iter < 8; iter++)
{
fac >>= 1;
9gima -= fac;
tnp = 0;
iszero = 1;
for (i = Ng/N.-1; i >=0; i--)

if (E[i]*28/20 < (9Gina*t99osrs))

if (iszero == 0)

{
}
}
el se

{

tnp += y*2.7*28/ 20;

i ((99ima+900) < E[11%28/20 - y.*43*28/ 20)

tnp += 2*E[i]*28/20 — 2*(9gina*99ors) - v.*36*28/20;
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el se

{
}

iszero = 0;

tnp += E[1]%28/20 — (99matg9oss) + vc*7*28/20;

}
}
if (tnp > nbitsg,.*1. 428/ 20 && iszero
{

== 0)

99ina += fac;

}

ETSI TS 103 634 V1.6.1 (2025-10)

Finally, the quantized gain index is limited such that the quantized spectrum stays within the range [-32 767, 32 767]:

if (99ima < 9Gmn || X ==0)
{

9Gina = 9Gmin:
resetorrser = 15

}

el se

{
}

resetorreee = 0;

with:
}nax
2810810 [ -=——"——— || -
9Gmin = [ o8 <32767——Q375)l 990rs
0
and
max __
A= oz, e ool
5.3.11.4 Quantization

,if X9 > 0

, otherwise

The quantized global gain index found in clause 5.3.11.3 isfirst unquantized using:

99ind*t99off
99 = 10 28

The spectrum X is then quantized using:

——+0,375| ,ifX;(n) =20
_ 99
Xq(n) =[x ()
' [f— - 0,375] , otherwise
99

5.3.11.5 Bit consumption

for n=0..N;—1

The number of bits nbits,, needed to encode the quantized MDCT spectrum X, (n) can be accurately estimated using
the algorithm below. In the first calculation of bit consumption, the modeFlag isinitialized to -1, whereasin a possible
second calculation step after the global gain adjustment, the modeFlag shall be initialized to 0.

Two bitrate flags are first computed using:
if (nbits > (160 + find * 160))
{

rateFlag = 512;

}

el se

rateFl ag = 0;

}
if (modeFlag == 0 & (nbits >= (480 + fi"@ * 160)))

nmodeFl ag = 1;
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}

el se

nodeFl ag = 0;
}

Then the index of the last non-zeroed 2-tuple is obtained by:

lastnz = Ng;
while (lastnz>2 & X [lastnz-1] == 0 && X [l astnz-2] == 0)

lastnz -= 2;
}
The number of bits nbits,; isthen computed as follows:

nbits,; = 0;
nhitSyyne = 0;
nbits;, = 0;

if (nodeFlag < 0) {

lastnz_trunc = | astnz;
} else {

lastnz_trunc = 2;
}
c =0
for (n =0; n < lastnz; n=n+2)
{ t = c + rateFl ag;

if (n > Ng/2)

{ t += 256,

}

a = abs(X,[n]);

b = abs(X,[n+1]);

if (nodeFlag <= 0) {
nbits,, = mbits,,, + mn(a, 1) * 2048;
nbits,s, = mbits,,, + mn(b, 1) * 2048;

}

lev = 0;
while (max(a, b) >= 4)

pki = ac_spec_| ookup[t +l ev*1024];
nbits,s, += ac_spec_bits[pki][16];
if (lev == 0 & nodeFl ag == 1)

{

}

el se

{

nbits, += 2;

nbitSe,, += 2*2048;

a >>= 1;
b >>= 1’
lev = mn(lev+l, 3);
}
pki = ac_spec_| ookup[t+l ev*1024];
sym= a + 4*b;
nbits,s, += ac_spec_bits[pki][syni;
a_lsb = abs(X,[n]);
b_I'sb = abs(X,[n+1]);
nbits,;, += (mn(a_lsb,1) + mn(b_lsb,1)) * 2048,
if (lev >0 & nodeFlag == 1)
{
a_l sh >>= 1;
b_Isb >>= 1;
if (a_lsb == 0 && X,[n] != 0)
{

nbits;g,++;
}
if (b_lsb == 0 && X;[n+1] != 0)
{
nbits;g,++;
}
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}
nbits,, += (mn(a,1l) + mn(b,1)) * 2048;
if (nodeFlag >= 0 && (Xg[n] '= 0 || X,[n+l] !'= 0) && (nbits,, <= nbitsg,*2048))

lastnz_trunc = n + 2;
nDitSyyne = NDitSes;

}
if (lev <= 1)
{
t =1 + (atb)*(lev+l);
}
el se
{
t =12 + lev;
}
c = (c&l5)*16 + t;

}
nbits,, = ceil (nbits,,/ 2048) + nbits,;
if (nodeFlag >= 0) {

NDitSyyne = Cei | ( nbitsyyn/ 2048) ;
} else {

nDitSyyne = NDitSes;
}

if (nodeFlag > 0) {
nDitSes; = NDitSes, + NbDItSygy,;
nbitstrunc = nbitstrunc + leitSle;;

}
with ac_lookup and ac_bits determined by the tables given in clause 5.9.6, Table 5.43.

5.3.11.6 Truncation

The quantized spectrum is truncated such that the number of bits needed to encode it is within the available bit budget.
for (k = lastnz_trunc; k < lastnz; k++)

X[kl = 0;

with lastnz and lastnz_trunc givenin clause 5.3.11.5.

A flag which allows the truncation of the L SBs in the arithmetic encoding/decoding is obtained using:

if (rmodeFlag == 1 && nbits,s > nbitsg,ec)
| sbbde = 1;

}

el se
| sbMbde = O;

}

5.3.11.7 Global gain adjustment

The number of bits nbits,, (computed in clause 5.3.11.5) is compared with the available bit budget nbitsg,,.
(computed in clause 5.3.11.2). If they are far from each other (as defined by the conditions given below), then the
guantized global gain index gg;,q is adjusted and the spectrum is requantized using clauses 5.3.11.4, 5.3.11.5 and
5.3.11.6. The algorithm used to adjust the quantized global gain index gg;,q 1S given below. Note that the whole
process is done only once. The value of nbits2¢ shall not be updated if requantization is carried out.

if ((gGina < 255 && nbitse, > nbitsge:) ||
(g9ina > O && nbits,s, < nbitsg,,. — delta2))

{
i f (nbitss < nbitsg,. — delta2)
{
9YGina - = l)
else if (ggmg == 254 || nbits,, < nbitsg,. + delta)
9Yina += l)
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}

el se

{
9Yina += 2:

9Gina = MX(GGinas 9Gmin)

where the delta values are obtained using:
if (nbitses < t1[ £in9])
del ta = (nbits,,+48)/16;

el se if (mbits,, < t2[ £ind])

{
tnpl = t1[ "]/ 16+3;
tmp2 = t2[ £ird]/ 48;
delta = (mbitsee-t 1[ 4] ) *(tnp2-tnpl)/ (t2[ £ -t 1[ £i"4]) + tnpl;
}
el se if (mbits,, < t3[find])
{
del ta = nbits,,/ 48;
}
el se
{ .
delta = t3[ £ind]/48;
}

delta = nint(delta);
delta2 = delta + 2;

and the three tables t1, t2 and t3 are given below:

t1[5] = {80, 230, 380, 530, 680};
t2[5] = {500, 1025, 1550, 2075, 2600};
t3[5] = {850, 1700, 2550, 3400, 4250};

5.3.12 Residual coding

Residual coding uses the remaining non-used bits to refine the non-zero quantized coefficients. It is performed only
when | sbMbde isO.

Firstly, the maximum number of bits available for residual coding is calculated using:
nbi ts_residual _max = nbitsge - MbitSpync + 4

Then, the residual bits are computed using:
k =0;
nbits_residual = 0;
of fset[2] = 0.375;
if (Nps==125)
{
iter_max = 3;

} else {
iter_max = 1;
}

of fset[0] = offset[2] / 2;

offset[1] = (1l-offset[2]) / 2;

while (iter < iter_nax)

{ while (k < Ny & nbits_residual < nbits_residual _max)
if (X,[k] !'=0)
{ if (X[k] >= X,[k]*gg)

res_bits[nbits_residual] = 1,
X[k] -= offset[X[idx] > 0] * gg;

ETSI



69 ETSI TS 103 634 V1.6.1 (2025-10)

el se

res_bits[nbits_residual] = 0;
Xe[k] += offset[X[idx] < 0] * gg;

nbi ts_resi dual ++;

}

k++;

}

iter++;
offset[0] /= 2;
offset[1] /= 2;

5.3.13 Noise level estimation

5.3.13.1 Overview

The noise level estimator controls the noise filling on decoder side. On encoder side, the noise level parameter is
estimated, quantized and transmitted in the bit stream.

5.3.13.2 Relevant spectral lines

The noise level is estimated based on the spectral coefficients which have been quantized to zero, i.e. X, (k) == 0. The
indices for the relevant spectral coefficients are given by:

1 if NFspqre < k < bWgeop and X, (i) == 0 for all i = k — NF,q¢p, ... min(bw_stop, k + NF_width) (110)
0 otherwise

Iye(k) = {
where bw_stop depends on the bandwidth detected in clause 5.3.5 as defined in Table 5.16.

Table 5.16: Mapping table bw_stop according to bandwidth

Bandwidth (Ppw.)
NB WB SSWB SWB FB
bw_stop 8 Ny 16 - Ny 24+ Ny 32 Ny Ng

The tuning parameters NF_start and NF_width are givenin Table 5.17.

Table 5.17: Tuning table for noise level estimation

N NF _start NF_width
1,25 6 1
2,5 6 1
5 12 1
7.5 18 2
10 24 3
5.3.13.3 Noise level calculation

For the identified indices, the mean level of the missing coefficientsis estimated based on the spectrum after TNS
filtering (Xy(k), see clause 5.3.9.4) and normalized by the global gain. If nbytesislarger than 20 or if the frame length
isnot 10 ms, the noise level is calculated as:

Lok Ir () 99 (111)
NF — —
1}:5]501 INF(k)
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where Ny isdefined in clause 5.3.4.3. Otherwise, if the frame length is 10 ms and nbytes equals 20, two noise levels are
calculated over the upper and lower half of the relevant spectral lines. To thisend, a split point k, is calculated asthe

mean value of the relevant spectral lines, i.e.:

Ng—1
Xk Inr()K

ko =
ngo Y Ing()
The two noise levels are then computed as:

i |x@0)
Lyp = Zkozol:NF(k).T

Tilo Inr(K)

and
Np-1 [x 0]
Lyry = zkfklovﬂllww)- T
Zkfko+1INF(k)

and the final noise level iscalculated as Ly = min(Lygq, Lygz).
Thefinal noise level is quantized to eight steps:

Fyr = min(max(|8 — 16 - Lyg],0),7)
5.3.14 Bitstream encoding

53.14.1 Overview
The bitstream of an encoded audio frame consists of the four parts:
J initial side information;

. adynamic data block for which is arithmetically coded;

. adynamic data block with signs and least significant bits of the encoded spectrum;

° residual data.

An overview on the bitstream structure and layout is provided in clause 5.5. The following clauses define the exact

payload writing process of all codec elements.

5.3.14.2 Initialization
bp = 0;

bp_side = nbytes — 1;
mask_side = 1;

c =0

nl sbs = 0;

for (i = 0; f < nbytes; i++)

bytes[i] = O;

5.3.14.3 Side information

5.3.14.3.1 General
/* Bandwi dth */
if (nbits,, > 0)

{
}

/* Last non-zero tuple */

write_uint_backward(bytes, &bp_side, &mask_side, P,,. nbitsy,);
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lastnz_bits = ceil (10g2(Ng/2));
if (((1 << lastnz_bits) - (Ng >> 1)) < 2)
{

| astnz_bit s++;

}

write_uint_backward(bytes, &bp_side, &mask_side, (lastnz_trunc >> 1) - 1,
/* LSB node bit */

wite_bit_backward(bytes, &bp_side, &mask_side, |sbMde);

/* dobal Gin */

write_uint_backward(bytes, &bp_side, &nrask_side, ggia 8);

/* TNS activation flag */
for (f =0; f < numtns_filters; f++)
{

write_bit_backward(bytes,

}

/* Pitch present flag */
if (Nps==125) {
wite LTP data(),
} else {
write_bit_backward(bytes,

&bp_si de, &mask_side, m n(rcyae-(f), 1));

according to 5.3.14.3.2

&p_side, &mask_side, pitch_present);
}
/* SNS VQ paraneters */
if (Nps==125) {
wite LRSNS data(),
} else {
/* Encode SCF VQ paraneters - 1st stage (10 bits) */
write_uint_backward(bytes, &bp_side, &mask_side, ind_LF, 5);
write_uint_backward(bytes, &bp_side, &mrask_side, ind_HF, 5);

according to 5.3.14.3.3

/* Encode SCF VQ paraneters - 2nd stage side-info (3-4 bits) */
write_bit_backward(bytes, &bp_side, &mask_side, shape_j>>1)
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lastnz_bits) ;

subnode_LSB = (shape_j & 0x1); /* shape_j is the stage2 shape_index [0.3] */
subnode_MSB = (shape_j >>1);

gai n_MsSBs = gain_i; /* where gain_i is the SNS-VQ stage 2 gai n_i ndex */
gai n_MSBs = (gai n_MSBs >> sns_gai nLSBbi ts[shape_j]);

write_uint_backward(bytes, &p_si de, &rask_si de, gai n_MSBs,
wite_bit_backward(bytes, &bp_side, &mrask_side, LS indA);

/* Encode SCF VQ paraneters - 2nd stage MPVQ data  */
if (subnmobde_MsB == 0) {
if (subnmode_LSB == 0) {

tnp = index joint_0; [/* Eqg. 55 */
} else {
tnp = index joint_1; [/* Eq. 56 */
}
write_uint_backward(bytes, &bp_side, &msk_side, tnp, 13)

write_uint_backward(bytes, &bp_side, &mask_side, tnp>>13, 12);
} else {
if (subnmode_LSB == 0) {
tnp = index_joint_2; /* Eq. 57 */
} else {
tnp = index_joint_3; /* Eq. 58 */
}
write_uint_backward(bytes, &bp_side, &mask_side, tnp, 12);
write_uint_backward(bytes, &bp_side, &msk_side, tnp>> 12, 12);

}

/* LTPF data */
if (pitch_present != 0 &% N!'=1,25)
{

write_uint_backward(bytes, &bp_side, &msk_side, |tpf_active, 1);
write_uint_backward(bytes, &bp_side, &mask_side, pitch_index, 9);
}
/* Noi se Factor */
write_uint_backward(bytes, &bp_side, &nmrask_side, Fyz 3);
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5.3.14.3.2 Definition of write_LTP_data() (N,s = 1,25)
The transmission of the LTP pitch datafor N,,,; = 1,25 msis split over two consecutive frames, i.e. phaseA and phaseB.

For synchronization the data consists of header information and part of the Itpf lag(pitch_index) information as outlined
inTable5.17a

Table 5.17a: Encoding LTP data for N, = 1,25

He(a(;er phase | pitch_present | Itpf_active pitch_index (H+ p’i\icbhltjndex ) T;,itpp
00 - 0 0 2+0 0
010 A 1 0 pitch_index >>5 3+4 0x200 " pitch_index
011 B 1 0 (TXprpr>> 1) & OXOF 3+4 0
10 A 1 1 pitch_index >>5 2+4 0x200 ~ pitch_index
11 B 1 1 TXorer & OX1F 2+5 0
5.3.14.3.3 Definition of write_ LRSNS_data() (N,,s = 1,25)

LRSNS-VQ 14t stage information is jointly multiplexed into 9 bits or 10 bits. The variable stagel idx, hasthe initial
stagel CB index intherange [0 ... 511], where values 510 and 511 indicate CBa, valuesin therange O .. 169 indicate
CBg and valuesin therange 170 ... 339 indicate CBc.

In the case of stage2 transmission, the variable aux_idx has the leading sign of a set A stage2 PV Q shape, or the first
sign of any FESS shape. Variable Irsns_idx contains the stage2 mode information when it is non-negative, and the
negated number of multiplexing bits (i.e. -9 or -10) for standalone stagel multiplexing. Variable gain_idx contains the
stage? gain level information for the shape mode corresponding to Irsns_idx. Variable n5k contains the number of
PVQ unit pulsesin set A when the incoming Irshape _idx is zero. Index signs_idx contains the signs s; and up to Snsy)
when Irshape_idx is corresponding to a FESS shape. Index shift_idx contains the 2 bit shift value when Irshape idx
corresponds to a FESS shape. Parameter idxA contains the MPVQ index for PV Q set A excluding the leading sign

LS indA. Parameter idxB contains the MPVQ index for PV Q segment B excl. the leading sign LS indB:

if ( stagel_idx >= 510 ) { /* stagelA */
write_uint_backward_fl( bitBuffState bw, stagel idx, 9 ); /* 1A */

| rshape_idx = -9; /* only stage 1 A, no nore bits to send */
} elseif ( stagel idx <2 * 170 ) && (lrshape_idx <0 ) ) {
if ( stagel_ idx < 170 ) { [* 1B */

write_uint_backward_fl( bitBuffState bw, stagel idx + 0 * 170, 9 );
} else if ( stagel idx <2 * 170 ) { /* 1C */
wite_uint_backward_fl( bitBuffState bw, (stagel idx - 170) + 1 * 170, 9 );

}

write_uint_backward_fl (bitBuffState bw, 1, 1); /* "stop" bit */

| rshape_idx = -10; /* only stage 1 Bor C, no nore bits to send */
} elseif ( Irshape_idx == 0 ) { /* '"LR splitLF */

wite_uint_backward_fl (bitBuffState bw, stagel idx + aux_idx * 170, 9);
wite_uint_backward_fl (bitBuffState bw, 0, 1); /* "stop" bit */
write_uint_backward_fl (bitBuffState bw, gain_idx, 2)

if (nS5k ==6) { /* remaining 10 + 1+6 bit */
wite_uint_backward_fl (bitBuffState bw, idxA, 10); /*P(5,6)=10.94 */
wite_uint_backward_fl (bitBuffState bw, LS indB, 1); /* LS P(8,2) */
write_uint_backward_fl (bitBuffState bw, idxB, 6); /* nPVQ8,2) */

} else {
write_uint_backward_fl (bitBuffState bw,

(1970>>1) + (i dxA & 0x001f) , 10); /* 5 1sb's as top in 10b */

write_uint_backward_fl (bitBuffState bw, idxA>>5 , 7); /* 7nsb's npvq(5, 8)*/

}

} else if (shape_idx ==1) { /* "LR full" */
write_uint_backward_fl (bitBuffState_bw, stagel_ idx + 2 * 170, 9);
write_uint_backward_fl (bitBuffState_bw, aux_idx, 1);

write_uint_backward_fl (bitBuffState bw, gain_idx, 3); /* 8 gain levels */
write_uint_backward_fl (bitBuffState bw, idxA, 17); /* P(15,5) */

} else {
write_uint_backward_fl (bitBuffState bw, stagel idx + 2 * 170, 9); /* stagelB */
write_uint_backward_fl (bitBuffState bw, aux_idx, 1); /* auxbit *
wite_uint_backward_fl (bitBuffState bw, gain_idx, 3); /* 3 gain bits */

if ( Irshape_idx <5 ) { /* 2,3,4 */
fess_idx= shift_idx << (12 -1)+ signs_idx;
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write_uint_backward_fl (bitBuffState_bw,
(207006 >> 1) + (Irshape_idx - 2)*(1 << 13) + fess_idx, 17);
} else {
fess_idx= shift_idx << (10 -1)+ signs_idx;
write_uint_backward_fl (bitBuffState bw,
(207006 >> 1) + 3 * (1 << 13) + fess_idx, 17);

5.3.14.4 Arithmetic encoding

5.3.14.4.1 Overview

The TNS data (if TNSis active) and the quantized spectral coefficients X, are noiselessly encoded. X, is encoded
starting from the lowest-frequency coefficient, progressing to the highest-frequency coefficient. They are encoded by
groups of two coefficientsaand b resulting in a so-called 2-tuple {a, b} .

Each frequency coefficient 2-tuple {a, b} is split into three parts namely, MSB, LSB and the sign. The sign is coded
independently from the magnitude using uniform probability distribution. Note that a and b may have different signs.
Signs are only coded for non-zero values of aand b. The magnitude itself is further divided into two parts. The two
Most Significant Bits (MSBs) of the 2-tuple { a, b} are combined and coded with an arithmetic encoder. The remaining
Least Significant Bit planes (LSBs, if applicable) are encoded individually using uniform probability distribution. For
2-tuples for which the magnitude of one of the two spectral coefficientsis higher than 3, one or more escape symbols
are transmitted first for signalling any additional bit plane.

The relation between a 2-tuple, the individual spectral values a and b of a 2-tuple, the most significant bit planes m and
the remaining least significant bit planes, r, are illustrated in the example in Figure 5.8. In this example, three escape
symbols are sent prior to the actual value m, indicating three transmitted least significant bit planes.

Note that | sbivbde==1 isaspecia case used for high-bitrate modes where the first bit plane (lev=0) is encoded
separately asresidual hits.

A

§ 2-tuple b a
2
% ? ® [ ] A 0 0
2 0|0
© ()
ol (1,0 =
m = 1000
§| [0T0 2
21 [1]0] " r=10,, lev=2
T Fea. 0| [1[1] r=11,, lev=1
ab 0[1] r=01,,lev=0
Figure 5.8: Example of a coded pair (2-tuple) of spectral values aand b
and their representation as m and r
5.3.14.4.2 Pseudo code implementation

/* Arithnetic Encoder Initialization */
ac_enc_init(&st);

/* TNS data */
for (f =0; f < numtns_filters; f++)
{

;:f (Tcorder(f) > 0)

ac_encode(bytes, &bp, &st,
ac_tns_order _cunfreq[tns_| pc_wei ghting][ rcorae-(f)-11,
ac_tns_order_freqg[tns_| pc_wei ghting][ rcorger(f)-1]1);
for (k = 01 k < TCorder(f); k++)

{
ac_encode(bytes, &bp, &st, ac_tns_coef_cunfreq[k][rclk f)],

ac_tns_coef_freq[k][rclk f)]);
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/* Spectral data */
for (k = 0; k <lastnz_trunc; k += 2)

{

t = c + rateFl ag;

if (k > Ng/2)

{ t += 256,

}

a = abs(X,[K]);

b = abs(X,[k+1]);
lev = 0;

while (max(a, b) >= 4)
{

pki = ac_spec_| ookup[t+mi n(lev, 3)*1024];

ac_encode(bytes, &bp, &st, ac_spec_cunfreq[pki][16],
ac_spec_freq[pki][16]);

if (IsbMode == 1 && lev == 0)

Isb0 = a & 1;
Isbl = b & 1;
}
el se
{
wite_bit_backward(bytes, &bp_side, &rask_side, a & 1);
wite_bit_backward(bytes, &bp_side, &rask_side, b & 1);
}
a >>= 1;
b >>= 1,
| ev++,

}
pki = ac_spec_l ookup[t+m n(lev, 3)*1024];
sym= a + 4*b;
ac_encode(bytes, &bp, &st, ac_spec_cunfreq[pki][syn], ac_spec_freq[pki][synl);
a_lsb = abs(X,[Kk]);
b_I'sb = abs(X,[k+1]);
if (IsbMode == 1 && lev > 0)
{
a_lsb >>=1;
b_Isb >>= 1;
| sbs[ nl shs++] = |sb0;
if (a_lsb == 0 && X,[k] != 0)

I'sbs[nl sbs++] = X,[ k] >070: 1,

| sbs[nl shs++] = |sbl;
if (b_Isb == 0 & X,[k+1] != 0)

I sbs[nl shs++] = X,[k+1]>070: 1,
}
}
if (a_lsb > 0)
{
write_bit_backward(bytes, &bp_side, &mask_side, X,[k]>0?0:1);

}
if (b_Isb > 0)

{
write_bit_backward(bytes, &bp_side, &mask_side, X,[k+1]>0?0:1);
}
lev = min(lev,3);
if (lev <= 1)
{
t =1 + (atb)*(lev+l);
}
el se
{
t =12 + leyv;
}
c = (c&l5)*16 + t;
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5.3.145 Residual data and finalization

/* Residual bits */

nbits_side = nbits — (8 * bp_side + 8 — | 0g2(mask_si de));
nbits_ari = bp * 8;

nbits_ari += 25 — floor(lo0g2(st->range));

if (st->cache >= 0)

{

nbits_ari += 8;

-

if (st->carry_count > 0)

nbits_ari += st->carry_count * 8;

5 - ~

bits_residual _enc = nbits — (nbits_side + nbits_ari);
f (1 sbvbde == 0)

~——

nbits_residual _enc = mn(nbits_residual _enc, nbits_residual);

if (Nms == 1,25)

| Max = 3;
} else {
I Max = 1;
}
for (I =0; I < IMx; |++){
for (k = 0; k < nbits_residual _enc; k++)
{
wite_bit_backward(bytes, &bp_side, &mrask_side, res_bits[k]);
}
}
}
el se
nbits_residual _enc = mn(nbits_residual _enc, nlsbs);
for (k = 0; k < nbits_residual _enc; k++)
{
write_bit_backward(bytes, &bp_side, &mask_side, |sbs[k]);
}
}

/* Arithnetic Encoder Finalization */
ac_enc_finish(bytes, &bp, &st);

whereres_bits and nbits residual are given in clause 5.3.12.

5.3.14.6 Functions

write_bit_backward(bytes[], *bp, *mask, bit)

{
if (bit == 0)

byt es[ *bp] &= ~*mask;
el se

bytes[*bp] |= *mask;
if (*mask == 0x80)

*mask = 1;
*bp -= 1,

}

el se

{
*mask <<= 1;

}

}

write_uint_backward(bytes[], *bp, *mask, val, nunbits)

{
for (k = 0; k < nunbits; k++)

{
bit = val & 1;
wite_bit_backward(bytes, bp, mask, bit);
val >>= 1;

}
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}
wite_uint_forward(bytes[], bp, val, nunbits)

80;
0; k < nunbits; k++)

bit = val & nask;
if (bit == 0)

byt es[ bp] &= ~mask;
el se
byt es[ bp] | = mask;

mask >>= 1;

}

}

ac_enc_init(*st)

{
st->l ow = 0;
st->range = OxOOffffff;
st->cache = -1;
st->carry = 0;
st->carry_count = 0;

}

ac_shift(bytes[], *bp, *st)
if (st->low < 0x00ff0000 || st->carry == 1)
{ if (st->cache >= 0)
byt es[ (*bp) ++] = st->cache + st->carry;

while (st->carry_count > 0)

bytes[ (*bp)++] = (st->carry + Oxff) & Oxff;

st->carry_count - 1;
st->cache = st->l ow >> 16;
st->carry = 0;

}
el se
{

st->carry_count += 1;

st->l ow <<= 8;
st->l ow &= OxOQOffffff;
}

ac_encode(bytes[], *bp, *st, cumfreq, symfreq)
{

r = st->range >> 10;

st->low += r * cumfreq;

if (st->low >> 24)

{

st->carry = 1;

}

st->l ow & OxOOffffff;
st->range = r * symfreq;
whil e (st->range < 0x10000)

{
st->range <<= §;
ac_shift(bytes, bp, st);
}
}
ac_enc_finish(bytes[], *bp, *st)
{
bits = 1;

while ((st->range >> (24-bits)) == 0)
bi t s++;

}
mask = OxQ0ffffff >> bits;
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val = st->low + nask;
overl = val >> 24;

val &= OxO00ffffff;

hi gh = st->low + st->range;
over2 = high >> 24;

hi gh & OxO00ffffff;

val = val & ~nmsk;

if (overl == over?2)

if (val + mask >= high)
bits += 1,
mask >>= 1;
val = ((st->low + nask) & Ox00ffffff) & ~mask;

if (val < st->low

{
}

st->low = val;
for (; bits > 0; bits -= 8)

st->carry = 1;

ac_shift(bytes, bp, st);

}
bits += 8§;
if (st->carry_count > 0)

{
byt es[ (*bp) ++] = st->cache;
for (; st->carry_count > 1; st->carry_count--)

byt es[ (*bp) ++] = Oxff;
write_uint_forward(bytes, *bp, Oxff>>(8-bits), bits);
}
el se

{
}

write_uint_forward(bytes, *bp, st->cache, bits);

5.3.15 Encoding of Low Frequency Effects (LFE)

For the optimal support of a Low Frequency Effects (LFE) channel, the following encoder modules should be modified
asfollows:

. Bandwidth detector is deactivated and the bandwidth index P, is set to O (narrow band) (see clause 5.3.5).
e  TNSisdeactivated by setting rc,yge-(0) = 0, num_tns filters= 1, nbitsyys = 1 (see clause 5.3.9).
. LTPF isdeactivated by setting Itpf_active to 0 (see clause 5.3.10).

e  Thenoiselevel parameter Fyr (seeclause 5.3.13) isset to 7 in order to generate minimal noise filling.

54 Decoding process

541 Decoder modules

A high-level overview of al decoder modulesis given in Figure 5.9. The decoder is reversing the encoding process and
essentially transforms the spectral coefficients into atime domain signal. First the transmitted parameters are decoded
and the spectral coefficients are restored. The Noise Filling module inserts noise for the coefficients that are zero and
are in-band asindicated by the BW info. The coefficients are processed by the Temporal Noise Shaping (TNS) and
Spectral Noise Shaping (SNS) decoders, which have taken their respective parameters from the received bitstream. The
reconstructed spectral coefficients are transformed to the time domain using an Inverse LD-MDCT. Finally, the time
domain signal isfiltered by the Long Term Post Filter (LTPF), which uses the transmitted pitch information to define its
filter.
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Figure 5.9: Decoder high level overview

5.4.2 Bitstream decoding

54.2.1 Overview
The bitstream of a coded audio frame consists of the four parts:
J side information;
. adynamic data block for which is arithmetically coded;
. adynamic data block with signs and least significant bits of the encoded spectrum;
e  residua data.

An overview of the bitstream structure and layout is provided in clause 5.5. The following clauses define the exact
payload reading process of all codec elements.

The decoder may detect Bit Error Conditions (BECs) in the bit stream. In the following clauses, possible locations are
outlined in the bit stream where bit errors can be detected and marked as BEC_det ect =1. In the case of positive BEC
detection, the decoder shall stop parsing and apply packet loss concealment. In case special decoder modes are detected
asoutlined in clause 5.4.2.4, the special decoder modes shall be applied instead of packet |oss conceal ment.

5422 Initialization

bp = 0;

bp_side = nbytes — 1;
mask_side = 1;

c =0

BEC detect = O0;

5423 Side information

54.23.1 General

/* Bandwi dth */
if (nbits,, > 0)
{
P,,. = read_uint(bytes, &bp_side, &mask_side, wnbitsy,);

if (£ < Phue)
BEC detect = 1;

el se
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{
}

/* Last non-zero tuple */
lastnz_bits = ceil (10g2(Ng/2));
if (((1 << lastnz_bits) - (Ny; >> 1)) < 2)

wac = 0;

| astnz_bit s++;

}

tnp_l astnz = read_ui nt(bytes, &bp_side, &msk_side, lastnz_bits);
lastnz = (tnp_lastnz + 1) << 1,

if (lastnz > Ng)

/* check for special decoder nodes, see clause 5.4.2.4; if no
speci al node detected, consider this as bit error (BEC) */
BEC detect = 1;

}

/* LSB node bit */
| sbMbde = read_bit (bytes, &bp_side, &mrask_side);

/* dobal Gin */
99ima = read_uint(bytes, &bp_side, &nask_side, 8);

/* TNS activation flag */
if (wac < 3)
{

numtns_filters = 1;
}
el se
{
numtns_filters = 2;
}
if (N.ms === 1, 25)
{
tns_numfilters = O;
}
for (f =0; f < numtns_filters; f++)
{
TCoraer(f) = read_bit(bytes, &bp_side, &mask_side);
}

/* Pitch present flag */
if (Nps==125) {
read_LTP data(), according to 5.4.2.3.2
} else {
pitch_present = read_bit(bytes, &bp_side, &mask_side);

if (Nps==125) {

/* LR SNS-VQ bits */

/* Read one of {9,10, 29 or 30} LR SNS bits according to clause 5.4.7.2a */
} else {

/* SNS-VQ integer bits */

/* Read 5+5 bits of SNQ VQ stage 1 according to clause 5.4.7.2.2 */

/* Read 28 bits of SNQ VQ stage 2 according to clause 5.4.7.2.3 */

}
/* LTPF data */
if (pitch_present != 0 &% N!'=1,25)

I'tpf_active read_ui nt (bytes, &bp_side, &mask_side, 1);

pi tch_i ndex read_ui nt (bytes, &bp_side, &mask_side, 9);
}
el se

pitch_i ndex = 0;

Itpf_active = 0;
}

/* Noi se Level */
Fyr = read_uint (bytes, &bp_side, &msk_side, 3);
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5.4.2.3.2 Definition of read_LTP_data() (N,,s = 1,25)

The transmission of the LTP datafor N, = 1,25 msis split over two consecutive frame, i.e. phaseA and phaseB. For
synchronization, the data consists of header information H of 2 bits. If the value of H is 1, one more bit shall be read
and added to the header. Table 5.17b lists the interpretation of phase, pitch_present and Itpf_active depending on the
header.

Table 5.17b: Decoding LTP data for N, = 1,25

Header
(H)
00
010
011
10
11

phase | pitch_present | Itpf_active |pitch_index_bits
0 0

@[> 0>
S
N =){=)
GIFNFNEN

Depending on the phase, the pitch_index bits are to be stored in auxiliary variables pitchinfos or pitchinfos. The
pitch_index isto be constructed in phase B (in the cases that phase B was preceded by an adjacent phaseA reception of
pitchinfos) by:

(pitchinfo, < 5) | (pitchinfoy < 1),if H =011

(pitchinfo, < 5) | (pitchinfop),if H =11 (112.1)

pitch_index = {

5424 Special decoder mode indicators

The indicated modesin this clause may be set by an external application layer to trigger a specific behaviour of the
decoder, e.g. the decoder shall apply packet loss concealment due to a broken payload.

For that, the bit stream element t np_I| ast nz (see clause 5.4.2.3) is used to indicate that the decoder shall operatein
specia mode. For signalling the mode, some non-meaningful valuesof t np_| ast nz are used according to
Table5.18.

Table 5.18: Special decoder mode indicators

Lastnz Mode Meaning
MAXnz PLC Apply Packet Loss Concealment
MAXnz - 1 PADDING Padding pattern need to be removed before frame
starts, see clause 5.4.2.5
MAXnz - 2 DTX Apply Discontinuous Transmission
RESERVED
MAXnz - 7 RESERVED

Where MAXnz is the maximum possible value of t np_| ast nz according to the used sampling rate as outlined in
Table5.19.

Table 5.19: Maximum value of tmp_lastnz according to sampling rate

MAXNZ(Nyer o)
f. fo=BOOOHz | f,=16000Hz | f,=24000Hz | fy=32000Hz | Jo7 %2002
Npe = 1,25 15 31 3L 31
Npe = 2,5 15 31 31 63 63
Noe=5 31 63 63 127 127
Ny = 7,5 31 63 127 127 255
Nppe = 10 63 127 127 255 255

In case, the behaviour of a certain specia decoder mode is not known by the decoder, the decoder shall set BFI=1 and
apply PLC.

ETSI



81 ETSI TS 103 634 V1.6.1 (2025-10)

5.4.25 Padding pattern

For specific transports scenarios a padding might be required to reach a certain frame size. At decoder side this pattern
needs to be removed before the side information can be interpreted. In case the special mode PADDING is detected, the
decoder shall read the remaining bits to complete the first two bytes of the side information. The meaning of the two
bytesis outlined in Table 5.20.

Table 5.20: Padding signalling as part of side information. Bandwidth bits read first followed by
Lastnz bits, padding length bits and reserved bits

Reserved bits Padding length bits Lastnz bits Bandwidth bits
. 16 - Lastnz bits - bandwidth bits - . .
4 bits Reserved bits ceil(log2(Ng/2)) nbitsy,,

The padding length bits determine the number of bytes to be skipped. The decoding process starts again reading the side
information at the new bit stream position. The procedure may be repeated multiple times in case the intended padding
size cannot be signalled by the available padding length bits. Padding bits shall not have any influence on the bit rate
parameter for controlling the tuning settings for dedicated bit rates. This means after removal of padding bits, the real
codec hit rate shall be determined and the tuning parameters shall be updated as done for external rate adaptation
described in clause 5.7.

NOTE:  The minimum padding size is two bytes. The maximum is not limited, however if the remaining frame
size has less than 20 bytes, i.e. the minimum LC3plus frame size, the frame is considered as corrupt.

5.4.2.6 Bandwidth interpretation

Depending on the transmitted parameter Py, (see clause 5.4.2.3) and the sample frequency f;, the bandwidth
information can be interpreted as outlined in Table 5.21.

Table 5.21: Mapping Py, to bandwidth

fs (Hz) nbitsy,, Bandwidth (Ppy.)

8 000 0 {NB}

16 000 1 {NB, WB}

24 000 2 {NB, WB, SSWB}

32 000 2 {NB, WB, SSWB, SWB}
44 100, 48 000 3 {NB, WB, SSWB, SWB, FB}

5.4.2.7 Arithmetic decoding

/* Arithnetic Decoder Initialization */
ac_dec_init(bytes, &bp, &st);

/* TNS data */
maxTnsOrder = 8;
if Nps <= 5
maxTnsOrder = maxTnsOrder >> 1

for (f =0; f < numtns_filters; f++)
{

if (Tcorder(f) > 0)

{

TCorder (f )

ac_decode(bytes, &bp, &st,
ac_tns_order_cunfreq[tns_| pc_wei ghting],
ac_tns_order_freq[tns_| pc_wei ghting], 8,
&BEC det ect) ;

TCorder(f) = TCoraer(f)  + 1;

for (k = 0; k < 8; k++)
rci(k, f) =8;

if rcorger(f) > maxTnsOr der

BEC detect = 1;
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for (k = 0; k < Tcorder(f); k++)

r¢i(k, f) = ac_decode(bytes, &bp, &st,
ac_tns_coef_freq[ k],

}
}
}
/* Spectral data */
for (k = 0; k <lastnz; k += 2)
{
t = ¢ + rateFl ag;
if (k > Ng/2)
{
t += 256;
b _
X[kl = X [k+1] = 0;
for (lev = 0; lev < 14; |ev++)
{
pki = ac_| ookup[t+mi n(lev, 3)*1024];

sym = ac_decode(bytes, &bp, &st,
ac_spec_freq[pki],
f (sym< 16)
br eak;

i
{
}

if (1sbMde
{

0] lev > 0)

bit = read_bit (bytes,
XKl += bit << lev;

bit = read_bit(bytes,
X [k+1] += bit << lev;

&bp_si de,
&bp_si de,

}

if (lev

-

14)

BEC detect = 1;

—-—

if (Isbide == 1)

~

save_lev[k] = lev;
};:1 sym & 0x3;

b = sym>> 2;

X[kl += a << lev;

X [k+1] += b << lev;
if (XKl >0

bit = read_bit(bytes,
if (bit == 1)
{

&p_si de, &mask_si

XKl = -X,[K];

}
it (X[k+1] > 0)

bit = read_bit(bytes,
if (bit == 1)

&bp_si de, &mask_si

T k+1] = - X[ k+1];

-
<

= mn(lev,3);
(lev <= 1)

t 1 + (a+b)*(lev+l);

t =12 + lev;

-0 - -~ _~———
(%]
(]

= (c&15)*16 + t;

if (bp — bp_side > 3 || BEC detect == 1)

~

BEC detect = 1,

82

ac_tns_coef_cunfreq[ K],
17, &BEC detect);

ac_spec_cunfreq[ pki],
17, &BEC detect);

&mask_si de);

&mask_si de) ;

de);

de);
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}
}
54.2.8 Residual data and finalization
for (k = lastnz; k < Ng k++)

Xkl = 0;

/* Nunber of residual bits */

nbits_side = nbits — (8 * bp_side + 8 — | og2(mask_si de));
nbits_ari = (bp — 3) * 8;

nbits_ari += 25 — floor(log2(st->range));

nbits_residual = nbits — (nbits_side + nbits_ari);

if (nbits_residual < 0)

BEC detect = 1;
}

/* Decode residual bits */
if (lsbvbde == 0)

{
nResBits = 0;
| Max = 1,
if (N_ms == 1, 25)
{
I Max = 3;
}
for (I =0; | < IMx; |++)
{
for (k = 0; k < Ng; k++)
if ()/(;[k] 1= 0)
if (nResBits == nbits_residual)
br eak;
}
resBits[nResBits++] = read_bit(bytes, &bp_side, &mask_side);
}
}
}
}
el se

for (k = 0; k < lastnz; k+=2)
if (save_lev[k] > 0)
if (nbits_residual == 0)
br eak;

}
bit = read_bit(bytes, &bp_side, &mask_side);
nbits_residual --;

if (bit == 1)
{ if (X[kl > 0)
X[kl +=1;
else if (X,[k] <0)
{ Xkl -= 1
el se
{ i f (nbits_residual == 0)
br eak;

}

bit = read_bit(bytes, &bp_side, &rask_side);
nbits_residual --;

if (bit == 0)

{
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X,[K]

I
=

el se

{ ——
XK

I
'
=

}
if (nbits_residual == 0)

br eak;

}
bit = read_bit(bytes, &bp_side, &mask_side);

nbits_residual --;

if (bit == 1)
{ ——
if (X;[k+1] > 0)
{
X[ k+1] += 1,
else if ()/(;[k+1] < 0)
{
X [k+1] -=1;
el se
{
if (nbits_residual == 0)
br eak;
}
bit = read_bit(bytes, &bp_side,
nbits_residual --;
if (bit == 0)
{ ——
X[ k+1] = 1;
el se
{ ——
X [k+1] = -1,
}
}
}
}
}
/* Noise Filling Seed */
tmp = 0;
for (k = 0; k < Ng; k++)
{

tnp += abs(X,[k]) * k;

&mask_si de);

ETSI TS 103 634 V1.6.1 (2025-10)

nf_seed = tnp & OxFFFF; /* Note that tnp is a 32-bit signed int and nf_seed is an unsigned 16-bit

int */

/* Zero frame flag */

if (lastnz == 2 && X,[0] == 0 && X [1] == 0 && gging == 0 && Fyp == 7)

{
zeroFrame = 1,
}
el se
{
zer oFrane = 0O;
}
5.4.2.9 Functions

read_bit(bytes[], *bp, *mask)
if (bytes[*bp] & *nask)
{

bit = 1;
}

el se

{

ETSI



85

bit = 0;
}
if (*mask == 0x80)

*mask = 1;
*bp -= 1;
}

el se

*mask <<= 1,
} .
return bit;

}

read_ui nt (bytes[], *bp, *mask, nunbits)
{
val ue = read_bit(bytes, bp, mask);
for (i =1; i < nunbits; i++)
{
bit = read_bit(bytes, bp, mask);
value += bit << i;
}

return val ue;

}

ac_dec_init(bytes[], *bp, *st)
{
st->l ow = 0;
st->range = OxOOffffff;
for (i =0; i < 3; i++)

st->l ow <<= 8;
st->l ow += bytes[(*bp)++];

}

ac_decode(bytes[], *bp, *st, cumfreq, symfreq, nunsym

{
tnp = st->range >> 10;
if (st->low >= (tnp<<10))

*BEC detect = 1;
}
val = nunsym 1,
while (st->low < tnmp * cumfreqg[val])

{
}

st->low -=tnmp * cumfreq[val];
st->range = tnmp * symfreq[val];
whil e (st->range < 0x10000)

{

val - -;

st->l ow <<= 8;

st->l ow &= OxOO0ffffff;
st->l ow += bytes[(*bp) ++];
st ->range <<= 8;

return val;

5.4.3 Residual decoding

Residual decoding is performed only when | sbMode isO.

iter = k = n = 0;
iter_max = 1;
if (N_ms == 1, 25)

{

iter_max = 3;
}
while (iter <iter_max & n < nResBits)
{
while (k < Ng)

if (X[k] !=0)
{
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if (resBits[n++] == 0)
if (XKl >0
X,[k] -= 0.1875;
el se
X,[k] -= 0.3125;
}
el se
{
if (X,[k] > 0)
{
X, Kkl += 0.3125;
el se
{ —
X [ k] += 0.1875;

}
}

k++;

}

iter++;

}

5.4.4 Noise filling
Noisefilling is performed only when zer oFr armre is 0.
The indices for the relevant spectral coefficients are given by:

1 if NF_start < k < bw_stop and 7(;(1') == 0 for all i = k — NF_width.. min(bw_stop, k + NF_width) (113)
0 otherwise

Iyp(k) = {
where bw_stop depends on the bandwidth information (see clause 5.4.2.4) as defined in Table 5.22.

Table 5.22: Mapping table bw_stop according to bandwidth

Bandwidth (Ppw.)
NB WB SSWB SWB FB
bw_stop 8 Ny 16 - Npys 24 - Ny 32 Ny N

The tuning parameters NF_start and NF_width are given in Table 5.23.

Table 5.23: Tuning table for noise level estimation

N NF _start NF_width
1,25 6 1
2,5 6 1
5 12 1
7,5 18 2
10 24 3

The noisefilling is applied on the identified relevant spectral lines Iy (k) using the transmitted noise factor Fy given
in clause 5.4.2.3 and the random seed (nf_seed) given in clause 5.4.2.8.

Lyr = (8- Fyp)/ 16;
for k=0..bw stop-1
if Iye(k)==1
nf_seed = (13849+nf_seed*31821) & OxFFFF;
if nf_seed<0x8000

)/(;( k) = L/N\F;
el se
Xo(k) = —Lyp;
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54.5 Global gain

The global gain is applied to the spectrum after the noise filling has been applied using formula (114):

. . 99ind*t99o0ff
X (k) = X (k) - 107" H) fork=0..N;—1 (114)

where gg;,, isthe global gainindex retrieved in the side information described in clause 5.4.2.3, and:

) nbits nd
9G0s; = —min (115, [10. )—105—5-02”1 + 1) (115)

Sind + 1)

546 TNS decoder

The quantized reflection coefficients are obtained for each TNSfilter f using:

re(h, f) = nint[215 - sin[AZEZCl-(k, ) —8)]] k=07 (116)

with rc; (k, ) are the quantizer output indices.

The TNS parameters depend on the transmitted bandwidth information (see clause 5.4.2.4) as shown in Table 5.24.

Table 5.24: TNS decoder parameters

N Bandwidth num_tns_filters start_freq(f) stop_freq(f)
2,5 NB 1 {3} {20}
2,5 WB 1 {3} {40}
2,5 SSWB 1 {3} {60}
2,5 SWB 1 {3} {80}
2,5 FB 1 {3} {100}

5 NB 1 {6} {40}

5 WB 1 {6} {80}

5 SSWB 1 {6} {120}

5 SWB 2 {6, 80} {80, 160}
5 FB 2 {6, 100} {100, 200}
75 NB 1 {9} {60}
75 WB 1 {9} {120}
75 SSWB 1 {9} {180}
7,5 SWB 2 {9, 120} {120, 240}
75 FB 2 {9, 150} {150, 300}
10 NB 1 {12} {80}
10 WB 1 {12} {160}
10 SSWB 1 {12} {240}
10 SWB 2 {12, 160} {160, 320}
10 FB 2 {12, 200} {200, 400}

The MDCT spectrum X}(n) as generated in clause 5.4.5 is then filtered using the following agorithm:

for k=0toNg 1do
T(n) = X (n)

sP=sl=..=5"=0
for f=0tonumtns_filters-1do

if (rcorder(f) > O)
forn=start_freq(f) tostop_freq(f)—1do

t= )’(;(n) - r'Cq(rcorder(f) -1,0- srCorder(D-1
for k=rcoqer(f) —2to0do

t= t—rcq(k,f)-sk

sk = e (k, f) -t + 5K

X(m)=t
s%=¢

where X; (n) isthe output of the TN'S decoder.
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5.4.7.1

SNS decoder

Overview
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The SNS decoder performs the following three steps. A set of 16 quantized scale factorsisfirst decoded as described in
clause 5.4.7.2. Note that these quantized scale factors are the same as the quantized scale factors as determined by the
encoder (see clause 5.3.7.3). Similarly to the encoder (see clauses 5.3.7.4 and 5.3.7.5), the quantized scale factors are
then interpolated as described in clause 5.4.7.3 and used to shape the MDCT spectrum as described in clause 5.4.7.4.

5.4.7.2

54721

SNS scale factor decoding

SNS VQ decoding

Figure 5.10 provides an overview of the SNS scale factor decoding.

d [TToTTTTTmommmmmmees ‘, ind_ LE ind HF Stag}? 1
= | _,| Submodeandgain | _ T TTTTTTTTTTC ; T \S/Félg
2 decomposition G |
& |  -===Z [ \ 4 quantized
o
e | shapej Shape Inverse Adjustment scale ;?C:]Zrl
S |ddx’s Ly de'enumgratlon — Transform gain 2
o an ’ o
B normalization (DT, IDCT) application scfQ
m |LS indA 7 N
Figure 5.10: High level overview of Decoder SNS scale factor synthesis
54.7.2.2 Stage 1 SNS VQ decoding

The first stage parameters are decoded as follows:

5);
5);

/* stagel LF */

ind_LF
/* stagel HF */

i nd_HF

&bp_si de,
&bp_si de,

&mask_si de,
&mask_si de,

read_ui nt (bytes,
read_ui nt (bytes,

Thefirst stage indices ind_LF and ind HF are converted into signal s¢7(n) according to equations (36) and (37) in
clause 5.3.7.3.2.

5.4.7.2.3 Stage 2 SNS VQ decoding

54.7.23.1 Stage 2 SNS-VQ index demultiplexing

To efficiently use the available total bit space for the scale factor quantizer (38 bits), in combination with the fractional
sized MPVQ-indices, the shape selection LSB, the second stage shape codewords and the adjustment gain |least
significant bit were jointly encoded as described in Table 5.14 and the subsequent paragraph in the encoder

clause 5.3.7.3.4.

On the decoder/receiver side the reverse process takes place.

The second stage MSB submode bit, initial gain index and the Leading Sign index arefirst read from the decoded
bitstream as follows:

subnodeMSB = read_bit(bytes, &mask_si de);

if( submodeMsB == 0 ){

&bp_si de,

G nd = read_uint(bytes, &bp_side, &mask_side, 1);
} else {
G nd = read_ui nt (bytes, &bp_side, &rask_side, 2);
}
LS i ndA = read_bit(bytes, &bp_side, &mask_side); /* LS indA 1 bit */
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If submodeMSB equals 0, corresponding to one of the shapes (shape j= 0 or shape j = 1), the following
demultiplexing procedure is performed:
/* ‘regular'/'regular_|f' denultiplexing, establish if shape_j is 0 or 1 */
tnp = read_ui nt (bytes, &bp_side, &mask_side, 13) ;
tnp | = (read_uint(bytes, &bp_side, &mask_side, 12)<<13) ;
[ BEC detect, subnpdelLSB, idxA, idxBorGainLSB] =
dec_split_st2VQ CWtnp, 4780008U>>1, 14 );

if( subnodelLSB !=0) {

G nd = (G nd<<l) + idxBorGainLSB; /* for regular_I|f */
} else {

i dxB = i dxBor Gai nLSB>>1; /* for regular */

LS i ndB = i dxBor Gai nLSB&0x1) ;

}
with function dec_split_st2vQ cw defined as:

[ BEC detect, subnbdelLSB, idxA, idxBorGainLSB] =
dec_split_st2VQ CWcwRx, szA, szB)

if( cwRx >= szB * szA)
i dxA
i dxBor Gai nLSB
subnodelLSB
BEC det ect
return;

Rreeeoe—

}

i dxBor Gai nLSB floor( cwRx / szA);

i dxA cWRx — i dxBor Gai nLSB*szA,;
subnodelL SB = 0;
i dxBor Gai nLSB = idxBorGinLSB — 2 ;
if( idxBorGinLSB < 0 ) {
subnodelLSB = 1;
}
i dxBor Gai nLSB = i dxBor Gai nLSB + 2*subnodelLSB ;
BEC det ect =0
return;

}

If submodeMSBequals 1, (‘outlier_near' or ‘outlier_far' submodes) the following demultiplexing procedureis
performed:

/* outlier_* denultiplexing, establish if shape_j is 2 or 3 */

tnp = read_ui nt (bytes, &bp_side, &mask_side, 12);
tnp | = ( read_uint(bytes, &bp_side, &nmask_side, 12)<<12 );
i dxA = tnp;
i dxB = -1;
subnodelLSB = 0;
BEC detect = O0;
if (tmp >= ((30316544U>>1) + 1549824U) ) {
BEC detect = 1;
} else {
tnp -= (30316544U>>1) ;
if( tnp >=0) {
subnodelLSB = 1;
G nd = (G nd<<1l) + (tnmp&0Ox1);
i dxA = tnp>>1;
}

}
Finally the decombined/demultiplexed second stage indices shape jand gain_i are determined as follows:

shape_j
gain_i

(subnpdeMSB<<1) + subnodelSB;
G nd;
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5.4.7.2.3.2 De-enumeration of the shape indices

If shape jis 0, the two shapes 4 and B, (where shape 4 isafunction of LS indA and idxA, and shape Bis afunction of
LS indB and idxB) are de-enumerated into signed integer vectors, otherwise (shape_jis not 0) only one shapeis
de-enumerated. The setup of the four possible shape configurationsis described in Table 5.9.

The actual de-enumeration of aleading sign index LS ind and an MPV Q shape index MPVQ _indinto asigned integer
PVQ vector y(=vec_out) with an L1 norm of K(=k_val in) over dimension N (=dim_in), is shown in C-style pseudo
code below.

MPVQdeenun( di m.in, [* i di nensi on of vec_out */
k_val _in, [* i nunber of unit pul ses */
LS ind, [* i | eadi ng sign index */
MPVQ_i nd, [* i MPVQ shape i ndex */
*vec_out /* o: PVQinteger pulse train */
for (i=0; i <dimin; i++){
vec_out[i] = O;
| eading_sign = 1;
if ( LS.ind !'=0 ){
| eading_sign = -1;
}
m nd2vec_tab ( dim.in,
k_val _in,
| eadi ng_si gn,
MPVQ_ i nd,
vec_out,
MPVQ of fsets );
return;

}

with:

m nd2vec_tab ( short dimin, [* i di mensi on */
short k_max_local, [/* i nb unit pul ses */
short | eading_sign, /* i: leading sign */
unsi gned int ind, /* i: MPVQindex */
short *vec_out, /* o: pulse train */
unsigned int MVQ offsets [][11] /* i: offset matrix */

)

{

[* init */
h_row ptr = & MPVQ of fsets[(dimin-1)][0]);
k_acc = k_max_| ocal ;

/* | oop over positions */
for (pos = 0; pos < dimin; pos++) {

if (ind!=0) {
k_acc
UL_t np_of f set

max_| ocal ; ;

= k_
= h_row ptr[k_acc];

wrap_flag = (ind < U_tnp_offset ) ;
UL_diff = ind - U__tnp_offset;
while (wap_flag !'= 0) {
k_acc--;
wap_flag = (ind < h_row ptr[k_acc]);
UL_diff = ind - h_row.ptr[k_acc];
}
ind = UL_diff;
k_delta = k_nmax_l ocal - k_acc;
} else {
m nd2vec_one(k_max_| ocal , |eadi ng_sign, &vec_out[pos]);
br eak;
}
k_max_| ocal = setval _update_si gn(
k_del ta,
k_max_| ocal ,

&l eadi ng_si gn,
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& nd,
&vec_out [ pos]);
h_row ptr -= 11; /* reduce dinmension in MPVQ offsets table */
}
return;

}

with:

m nd2vec_one( short k_val _in, /* i: nb unit pulses */
short leading_sign, /* i: leading sign -1, 1 */
short *vec_out /* o: updated pulse train */

)

{ .

anp = k_val _in;
if ( leading_sign < 0)
{
amp = -k_val _in ;
}
*vec_out = anp;
return;

}

with:

[ k_max_| ocal _out ] = setval _update_sign (

short k_delta, [* i =/
short k_max_local _in, /* i */
short *| eadi ng_sign, [* ilo */
unsigned int *ind_in, I* ilo */
short *vec_out I* ilo */
)
{
k_max_| ocal _out = k_max_Il ocal _in;
if (k_delta !'=0) {
m nd2vec_one(k_delta, *|eading_sign, vec_out);
*| eadi ng_si gn = get_lead_sign( ind_in);
k_max_| ocal _out -= k_delta ;
return k_max_| ocal _out;

}

with:

[ leading_sign ] = get_lead_sign(unsigned int *ind_in)

| eadi ng_si gn = +1;

if ( ((*ind)&x1 ) '=0) {
|l eading_sign = -1;

}

(*ind) = (*ind >> 1);

return | eading_sign;

}

The MPVQdeenunt) function above uses atable based approach to decompose the two input indices into a signed
integer PVQ vector with L1 normof k_val _i n and aleading sign for the first non-zero element according to the
LS i nd index. Asthe encoder side enumeration was performed from the end of the vector to the start of the vector the
de-enumeration takes place from the start(0) to theend (di m_i n- 1) of the vector.

The following MPVQ de-enumeration calls are made for the demultiplexed shape j.
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Table 5.25: SNS VQ second stage shape de-enumeration into integer vector ysuape j
for each possible received shape index shape j

Shape index Shape name Scale factor set A Scale factor set B de-enumeration
(shape.)) P de-enumeration (or initialization)
0 reqular MPVQdeenum(10, 10, ys, MPVQdeenum(6, 1, z LS indB, idxB);
9 LS indA, idxA) Yo(n1) = z(n-10), for n=10...15
, \ MPVQdeenum(10, 10, yi, _ .
1 regular_|f 1S indA, idxA) yi(n) =0, forn=10...15
N . MPVQdeenum(16, 8 yz,
2 outlier_near LS indA, idxA) n/a
N , MPVQdeenum(16, 6, y3,
3 outlier_far LS indA, idxA) n/a
54.7.2.4 Unit energy normalization of the received shape

The de-enumerated signed integer vector y snape ;1S NOrmalized to a unit energy vector xy, saape s OVer dimension 16
according to equation (41).

5.4.7.2.5 Reconstruction of the Quantized SNS Scalefactors

The adjustment gain value Gggin i shape_j fOr gain index gain_i and shape index shape_jis determined based on table
lookup (see clause 5.3.7.3.3.6, Table 5.11).

Finally, the synthesis of the quantized scale factor vector scf@Q(n) is performed in the same way as on the encoder side,
see clause 5.3.7.3.5.

5.4.7.2a Low Rate SNS scale factor decoding

5.4.7.2a.1 Low Rate SNS VQ decoding

Figure 5.10a provides an overview of the Low Rate SNS scale factor decoding.

b0-b9, .
b10 Stages ,—> sns_bits € {9,10,29,30}
————— ¥ configuration ind,,,
determination ~ f-------------- B nEE LT .
> r-—---/" e mmmmm e mm——mm——— - === " v
2 stageZinuse ! Stage 1
= 1
£ |-? Stage 2 submode i | (CB4|CBg|CB.)
E - and gain R et | : VQ!
2 demultiplexing LRSNS idxG,Irshape | !
\ 4
5 N —— I - Yno
2 | irshape; | Shape config. Inverse Adjustment | scfQ(n)
% “» de'en:':derat'on LM Transform, (¥  gain 7%
normalization (DT, IDCT) application yes quantized
MPVQ == scale factor
(LS_indA, idxA, | ' FESS signal
:L:.S'_:m:d:Biédi\'B:’) - :' L : (env_idx, shift idx, signs_idx )

Figure 5.10a: High level overview of Low Rate SNS Decoder scale factor synthesis
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5.4.7.2a.2 Low Rate SNS configuration and Stage 1 SNS VQ decoding
The low rate first stage parameters are decoded sequentialy from 9 or 10 initial bits as follows:
ind = read_uint(bytes, &bp_side, &mask_side, 9); /* stagel b0.b8 */
if( ind >= 510 ) {
sns_bits =9
i ndA =ind - 510; /* range O ... 1 */
st age2i nuse = 0;
} else {
stopBit = read_uint(bytes, &bp_side, &mask_side, 1); /* b9, stagel stopBit*/

if ( stopBit &% ind < 340 )

st age2i nuse = 0;
sns_bits = 10;
if (ind >= 170) {

indC = ind-170;
}

} else {
st age2i nuse = 1;
sns_bhits = 29;
if( ind >=340) {
sns_bits = 30;
}

}

Ifind € [510...511], only CBx is present in the bit stream and the first stage indice indA is converted into an M-
dimensional signal st1:.q44(n) according to encoder clause 5.3.7.3a.5.1.

Ifind € [0 ...510], then the stopBit is used do determine the presence of CBg , CBc or the combination of CBg and
Stage 2.

Ifind € [0 ...169] and stopBit==1, then only CBg is present in the bit stream, indB is set to ind , stage2useisset to 0
and the first stage indice indBis converted into an M-dimensional signal st7ixqz(n) according encoder synthesis part of
clause 5.3.7.3a.2.2. Additionally the DC is removed from stZiap(n) to generate stinasnonc (1) according to encoder
clause (59.4).

If ind € [170 ... 339] and stopBit==1, then only CBc is present in the bit stream, indC is set to ind-170 , stage2use is set
to 0 and the first stage indice ind(C, accompanied by the received binary flags pitchyx (==pitch_present) and Itpfix
(==lItpf_active) is converted into an M-dimensional signal stZac(n) according to encoder clause 5.3.7.3a.5.1 and
equation (59.12)

If the stopBit valueis zero or the stopBit valueisone and ind € [340 ... 509], then stage2use is set to 1.

Available stage 1 CBg and stage 2 combinations and the auxilliary bit value ‘aux’ are now given by the remaining
codespace for bits b0 through b9 , i.e. stopBit==0, ind € [0 ... 510] and stopBit==1, ind € [340 ... 509], a codespace
which is conditionally demultiplexed as depicted in Table 5.25a, in the case stage2use was set to 1.

Table 5.25a: Low Rate SNS stage 2 configuration (Irshape and gain_bits) and aux bit value decoding

Received |Received ind Derived Decoded Irshape | 'aux’ 'gain_bits' | Stage |Total LR

value for b0 to b8 indB in CBs value/value range bit 2 SNS bits

"stopBit" value shape

b9 bits

1 [340 ...509] |indB =ind-340  |1,2,3,4,5 1 3 18 30 bits
"LR_full"/"LR_Fix"

0 [0...169] indB = ind 0a/Ob, "LR_splitLF" |0 2 18 29 bits

0 [170 ... 339] |indB =ind-170 0a/0b, "LR_splitLF" |1 2 18 29 bits

0 [340 ... 509] |indB = ind-340 1,2,3,4,5 0 3 18 30 bits
"LR_full*/"LR_Fix"

After parsing thetableindB € [0 ... 169] indicating an LRSNS vector in CBg , stage2use is set to 1 and the first stage
indice indBis converted into an M-dimensional signal s¢7..a5(n) according to encoder synthesis part of
clause 5.3.7.3a.2.2.
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Additionally the DC is removed from stZ:.qp(n) to generate st1:mapnonc (1) according to equation (59.4 ).
5.4.7.2a.3 Low Rate Stage 2 SNS VQ decoding

5.4.7.2a.3.1 Low Rate Stage 2 SNS-VQ index demultiplexing

The available total bit space for the dual stage low rate scale factor quantizer is 29 or 30 bits. It is used to convey four
different fractional sized MPV Q-indices and four binary limited FESS-indices. The Low Rate SNS stage 2 information
was multiplexed according to encoder clause 5.3.14.3.3.

Based on the determined stage 2 configuration, the gain and shape bits for the indicated shape Irshape are read asin the
following pseudo code:

if( stage2i nuse==1 && gain_bits==2) {

| rshape = 0;
sns-bits = 29;
i dxG = read_uint (bytes, &bp_side, &mask_side, 2); /* bl0, bll */

GLRsNS, i dxG 0 = Irsns_vqg_splitLF_gai nsQ2_fx[i dx3;
MPVQ dxA = read_ui nt (bytes, &bp_side, &mask_side, 10); /* bl2 ... b21 */
i f( MPVQ dxA < Npvo N=5,K=6)/2 ) {
LS indB = read_uint(bytes, &bp_side, &mask_side, 1); [* b22 */
MPVQ dxB = read_uint(ptr, bp_side, nask_side, 6); /* b23 ... b28 */
KA = 6; /* indicate |rshape Oa */
} else {
MPVQ dxA = MPVQ dxA - Nwvo N=5, K=6)/ 2; /* range: 0 ... 31 */
ldxTnp = read_uint(ptr, bp_side, nask_side, 7); [/* b22 ... b28 */
MPVQ dxA = ( ( 1dxTnp << 5) | MPVQ dxA ): /* bitwise-OR range: 0 ... 221 */
KA =8; /* indicate |rshape Ob */
}
}
i f( stage2inuse==1 && gain_bits==3 ) {
| rshape =1,
sns-bits = 30;
i dxG = read_uint (bytes, &bp_side, &mask_side, 3); /* bl0, bll, bl2 */
GLRroNs, i dxG 1 = Irsns_vqg_full _gainsQ2_fx[idx3;
MPVQ dxA = read_uint(bytes, &bp_side, &mask_side, 17); /* bl3 ... b29 */

i f( MPVQ dxA >= N NE15, K=5)/2 ) {
GLRsNS, i dxG 2-5 I rsns_vg_fixenv_gai nsQl2_fx[idx3;
FESSi dx MPVQ dXA - Nwvg( N=15,K=5 )/2;
i f( FESSidx >= 3*2n (1)) {

FESSi dx = FESSi dx - 3*2n2ah). [* Q 27249 %/

| rshape = 5;

envl dx = 3

shiftldx = (FESSidx >> 9); /* 0 ... 3*/

signsldx = (Ox1ff & MPVQ dxA); /* sl ... s9, s9 in Isb */

Ns = 10;
} else if ( FESSidx < 1*2n(zan){

FESSi dx = FESSidx - 1*27n(@1. [+ Qg 2720 %)

| rshape = 2;

envl dx = 0;

shiftldx = (FESSidx >> 11); /* 0 ... 3*/

Ns = 12;

signsldx = (Ox7ff & FESSidx); /* sl ... sl11, sllin Isb */
} else if ( FESSidx < 2*2n(2a){

FESSi dx = FESSi dx - 2*2n(20). [x Q  , 2/ (241) x/

| rshape =3

envl dx = 1;

shiftldx = (FESSidx >> 11);/* 0 ... 3*/

Ns = 12,

signsldx = (Ox7ff & FESSidx); /* sl ... sl11, sl1lin Isb */
} else {

FESSi dx = FESSidx - 3*27n(@1, [+ Qg 2/ (21 %)

| rshape = 4;

envl dx = 2;

shiftldx = (FESSidx >> 11); /* 0 ... 3*/

Ns = 12;

signsldx = (Ox7ff & FESSidx); /* sl ... sl11, sl1lin Isb */
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}
}

Additionally for the second stage decoding , the aux bit derived from b0 through b9 is employed as the leading sign
LS indA for PVQ set A for adecoded PV Q shape ( Irshape € {Oa, Ob, 1}) , or asthefirst sign S0 of a decoded FESS-
shape(Irshapee{ 2, 3,4,5}).

The decoded stage 2 shape indices are forwarded to a de-enumeration routine (see clauses 5.4.7.2a.3.1 and 5.4.7.2a.3.2),
and then the resulting dimension M integer vector is unit energy normalized (see clause 5.4.7.2a.4).

5.4.7.2a.3.2 De-enumeration of the Low Rate SNS stage 2 shape indices
The following MPVQ and FESS de-enumeration calls are made for the demultiplexed /rshape.

Table 5.25b: Low Rate SNS VQ second stage shape de-enumeration into integer vector yirshape
for each possible received stage 2 shape index Irshape

Shape index Shape name Scale factor set A Scale factor set B de-enumeration
( Irshape) P de-enumeration (or initialization)
MPVQdeenum(8, 2, z LS indB, idxB);
. MPVQdeenum
0, (Oa) 'LR_splitLF' _ . . Yoa() = z(n-6), forn=6 ... 13
(5 Ka=6, &yuapuy, LS. indA, idxA) yoa(n) = 0, forn=14...15
, R MPVQdeenum _ _
0, (Ob) LR_splitLF (5, Ki=8, &yuyy, LS indA, idxA) yob(n) =0, forn=6...15
. , MPVQdeenum _ _
1 LR_full (15, 5, &1, LS. indA, idxA) yi(n) =0, forn=15
' Y FESSdeenum
2 LR_Fix-0 (0, shiftldx, 72, &2z, signsldx) n/a
. o FESSdeenum
3 LR_Fix-| (1, shiftldx, 7.2, &y 113 signsldx) n/a
' T FESSdeenum
4 LR_Fix-li (2, shiftldx, 72, &y, signsldx) n/a
. N FESSdeenum _ —
5 LR_Fix-1II (3, shiftldx, 70, &5, signsldx) ys(n) =0, forn=14...15

Where the MPV Qdeenum() function is operating the same way as for the regular 38 bit SNS-VQ according to
clause 5.4.7.2.3.2.

The FESSdeenum() function is providing an integer vector y by first zeroing the y vector for all M==16 elements, and
then by extracting the integer envelope amplitudes from the trained and stored matrix | rsns_fi x_env_f x,

i.e y{1+shiftldx + n] =lrsns_fixenv_fx[envlidx][shiftldx + n],forne{0...Ns-1}, and then
sequentially applying the decoded signs spthrough sns1t0 the non-zero values of y[K], ke { 1 ... M-1}.

5.4.7.2a.4 Low Rate unit energy normalization of the received integer shape vector

The de-enumerated signed integer vector pirsnape IS NOrmalized to a unit energy vector xzzswsq rshape OVEr dimension 16
corresponding to xq in the encoder side equation (59.16) for FESS shapes and according to equation (41) for PVQ
shapes.

5.4.7.2a.5 Reconstruction of the Quantized Low Rate SNS Scalefactors

The adjustment gain value Gy rsys,iaxc,irshape fOr gain index idx(G is determined based on table lookup (see pseudo code
inclause 5.4.7.2a.3.1).

Finally, the synthesis of the quantized low rate scale factor vector scfQ(n) is performed in the same way as on the
encoder side, see encoder clause 5.3.7.3a.5.2.
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5.4.7.3 SNS scale factors interpolation
The quantized scale factors scfQ (n) (obtained in clause 5.4.7.2) are interpolated using:
scfQint(0) = scfQ(0)
scfQint(1) = scfQ(0)
scfQint(4n + 2) = scfQ(n) + %(scfQ(n +1) - scfQ(n)) for n= 0..14
scfQint(4n + 3) = scfQ(n) + g(scfQ(n +1) - scfQ(n)) for n= 0..14
5
scfQint(4n + 4) = scfQ(n) + g(scfQ(n +1) —scfQ(n)) for n=0..14 (117)
scfQint(4n + 5) = scfQ(n) + g(scfQ(n +1) - scfQ(n)) for n= 0..14
scfQint(62) = scfQ(15) + % (scfQ(15) —scfQ(14))
scfQint(63) = scfQ(15) + g (scfQ(15) —scfQ(14))
In case, the codec is configured to operate on a number of bands Ny < 64, the number of scale factors need to be
reduced using the following pseudo code:
If Ny < 32
n4=r ound( abs(1- 32/ Ng) * Ng)
n2 = Ng - nd
for i=0.n4-1

tnp(i) = ~¥AziS scfQint(n)

4

for i=0.n2-1
tnp(nd-1+4i) = TR sofQint(n)
else if Ny < 64
n2 = 64 - Ng;
for i=0.n2-1
tnp(i) = ZXAZ3* scfQint(n)
for i=n2.Nz—1
tmp(i) = scfQint(n2 +1i)

In case Ny < 64, the the vector tmp is copied to scf Qint. Finally, the scale factors are transformed back into linear
domain using:

Gsns(b) = 25¢femt®) fopr h = 0, Ny —1 (118)

54.7.4 Spectral Shaping

The SNS scale factors ggys(b) are applied on the TNS filtered MDCT frequency lines for each band separately in order
to generate the shaped spectrum X (k) as outlined by the following code:

for (b=0; b<N,; b++) {
for (k=I,(b); k<I (b+1); k++) {
X(k) = X5(k) - gsns(h)
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5.4.8 Low delay MDCT synthesis

The reconstructed spectrum X (k) is transformed to the time domain by the following steps:

1)  Generation of time domain aliasing buffer £(n)

Np-1
o= |2 Rk " (e ) (k4 =0..2N; — 1
t(n) = N_p kZ:‘) (k) cos [N—F(n 5 7)( E)] for n=0..2Np —

2)  Windowing of time-aliased buffer

t(n) = WNmsNF(ZN —1-n)-t(n) for n=0..2N; — 1
3) Conduct overlap-add operation to get reconstructed time samples x(n)
2(n) = memoig, g0, + tZ+n) form=0..No—Z—1
Em)=EtZ+n) forn=Np,—Z..Np—1
MeMoigyyymy = ENF+Z+1) for n=0..Np—Z—1
with mem_ola_add(n) initialized to 0 before decoding the first frame.

More information is provided in clause 5.3.3 regarding any definition related to the MDCT operation.
5.4.9 Long term postfilter

549.1 Overview

The decoded signal after MDCT synthesisis postfiltered in the time-domain using an IR filter whose parameters
depend on the LTPF bitstream data "pitch_index" and "Itpf_active'. Asthe filter coefficients are a pre-defined set, the
result of the IR filter is aways stable. To avoid any discontinuity when the parameters change from one frame to the
next, atransition mechanism is applied.

For simplicity, audio samples of past frames are accessed by negative indexing, e.g. x(—1) isthe most recent sample of
the signal x in the previous frame. Note that in practice, a buffer mechanism would have to be implemented.

The LTPF sharpens the harmonic structure of the signal by attenuating the quantization noise in the spectral valleys. An
example of an LTPF frequency response for a speech signal isgivenin Figure 5.11.

Magnitude Response (dB)
T = - , T

Magnitude (dB)
A
-
|

-8 = | 1 | | | | | | 1 —
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Normalized Frequency (x rad/sample)

Figure 5.11: Example of LTPF frequency response for a speech signal: the harmonic structure is
sharpened by attenuation of the spectral valleys and quantization noise is perceptually optimized
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5.4.9.2 Transition handling

The transition corresponds to the first 2,5 ms of the current frame (n = 0 ... % — 1). For N,,,s=1,25, the transition
spans over two subsequent frames covering also 2,5 ms. In this case, the first half of the transition fading gain vector n

is applied in the current frame while the second half is applied in the subsequent frame.
Note that mem_ Itpf_active corresponds to the value of Itpf_active in the previous frame (it isinitialized to zero before
the first frame is processed), X(n) isthe filter input signal (i.e. the decoded signal after MDCT synthesis), X;i,,7(n) is

the filter output signal, the filter parameters c,ym, Caen» Pine @d py, are given below, and ey, Caen' Pine - and

pf . Where mem always denotes the value from the previous frame.
Five different cases are considered:
1) First case: Itpf_active= 0 and mem_Itpf_active=0
Xiepr(m) = x(n) (124)

2)  Second case: Itpf_active =1 and mem_ Itpf_active=0

Lnum Laen L

— o n o — d

xltpf(n) «x(n) - norm Z Crum(K)X(n — k) — Z Cden(k: pfr)xltpf (n — DPint + % - k) (125)
k=0 k=0

3) Third case: Itpf_active =0 and mem_ Itpf_active=1

Lnum Laen

— - n - — Lg

Tr ) < 2 = (1= — )| ) amm0Ra =10 = )" e (ko™ )iy (n - e + =52~ k)| (126)
k=0 k=0

with ciint, chen s Pint - and pgre™ are the filter parameters computed in the previous frame:

4)  Fourth case: Itpf_active = 1 and mem_ltpf_active = 1 and py,,, = pipe and ps, = pp™

Lnum Lden

L
Tip ()« 200 = D" Cum IR =)+ " Caon (kD) Ty (1= Pine + -~ ~ k) (127)
k=0 k=0

5)  Fifthcase: Itpf_active = 1 and mem_lItpf_active = 1 and (pi; # Dine " OF Dpr # Pfr )

Lnum Laen
T () « 2(n) — (1 - ——) Z cmem ()% (n — k) — Z cmem (g, prem )’ (n _ pmem  Laen _ k) (128)
itpf norm num den »Pfr itpf int 2
k=0 k=0
Lnum Lgen L
— T n 1 — d
Xiepr (M) & Xpepp (M) — norm Z Crum (K Xpepr (n — k) — Z Caen (k. Dfr ) Xipy (n — Dint + % - k) (129)
k=0 k=0
wherenorm = Y. 12
4 Nms
5.4.9.3 Remaining of the frame

The remainder of the frame corresponds to the remaining samples of the current frame (n = % . N —1).

Two different cases are considered:
1) Firstcase Itpf_active=0

Xiepr(n) = x(n) (130)
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2)  Second case: Itpf_active=1

Lnum Lden
— P ~ — Lden
xltpf(n) <« x(n) - Crum(F)X(n — k) + Cden(k' pfr)xltpf n— Pt + T —k
k=0 k=0

(131)

with £(n) isthe filter input signal (i.e. the decoded signal after MDCT synthesis), X;.,,;(n) is thefilter output signal and

The integer part p;,,, and the fractional part py, of the LTPF pitch-lag are computed as follows. First the pitch-lag at
12,8 kHz (see clause 5.3.10) is recovered using:
(pitch_index — 283  if pitch_index > 440
pitch_index . o
ITJ — 63 if 440 > pitch_index > 380

upi tch:}i ndex J

pitch_int =
+ 32 if 380 > pitch_index

0 if pitch_index > 440
pitch fr = {2 - pitch_index — 4 - pitch_int — 252 if 440 > pitch_index > 380
pitch_index — 4 - pitch_int + 128 if 380 > pitch_index

pitch_fr

pitch = pitch_int +

The pitch-lag is then scaled to the output sampling rate f; and converted to integer and fractional parts using:

. coi __Z;_)
8 000 - ceil (8 0500

12 800

pitch = pitch -
Pyp = Nint (pitchfs -4)
p
Pint = l%]
Prr = Pup — 4 Dine
Thefilter coefficients ¢,,m (k) and cgen (k, pyr) are computed as follows:
Cnum (k) = 0,85 - gain,, - tab_ltpf_num_fgain_ind][k] fork =0..Lum

cden(k,pfr) = gain,y - tab_ltpf_den_fs[pfr] [k] fork=0..Lgen
with:

fs
Ld”lzlnax(4h4dzo)

Lpym = Lgen — 2
and gain_ltpf and gain_ind are obtained according to:
/* correction table for smaller frane sizes */

if N, == 1.25

t_nbits nbits * 8 * 0.42;

else Ny, == 2.5

t_nbits = nbits * 4 * (1 - 0.4);
else if N,==5

t_nbits = nbits * 2 - 160;
else if Nyp==7,5

t_nbits = round(nbits * 10 / 7.5);
else if Npys== 10

t_nbits = nbits
end

/* tuning | ookup */

ETSI

(132)

(133)

(134)

(135)

(136)

(137)

(138)

(139)

(140)

(141)

(142)



100 ETSI TS 103 634 V1.6.1 (2025-10)

fs_idx = mn(4,(f/8000-1));
if (t_nbits < 320 + fs_idx*80)
{
gain_ltpf = 0.4;
gain_|l tpf _max = 0. 6;
gain_ind = 0;

}
else if (t_nbits < 400 + fs_idx*80)
{

gain_|l tpf = 0.35;
gai n_| t pf _max = 0.55;
gain_ind = 1;

}

else if (t_nbits < 480 + fs_idx*80)

{
gain_ltpf = 0.3;
gai n_|l tpf _max =
gain_ind = 2;

0.5;

}
else if (t_nbits < 560 + fs_idx*80)
{
gain_|l tpf = 0.25;
gai n_| t pf _max = 0. 45;
gain_ind = 3;
}

el se

{
}

gain_ltpf = 0;
The tables for tab_ltpf_num_fs[gain_ind][k] and tab_ltpf_den_fs[p,][k] are givenin clause 5.9.5, Table 5.42.

5.49.4 Adaptive gain for LTPF

For N,,,=1,25, adaptive gain isused for LTPF. The LTPF gain isincreased in stepsif the pitch remains unchanged for
more than 12,5 ms, i.e. 10 frames each of 1,25 ms. When the pitch changes or the LTPF is deactivated, the gainis
decreased slowly in steps. Any fluctuations in the pitch lag are also corrected for signals which exhibit stable pitch.

In adaptive gain, a constant of 0,98 is used instead of 0,85 in equation (139) in clause 5.4.9.3. Also, adaptive gain
updates are made only in the frames where the first part of the transition is applied as described in clause 5.4.9.2.

Adaptive gain uses four Boolean control variables:
1) Itpf_active indicatesif LTPF shall be applied in the current frame as described in clause 5.4.9.1.
2)  mem_ltpf_active indicatesif LTPF was applied in the previous frame as described in clause 5.4.9.1.
3) pitch_changed indicatesif pitch lag has changed in the current frame.
4) pitch_was_stable indicates if pitch lag was stable for the past frames.
A counter is used to keep track of the stability of the pitch lag. It is updated asin Table 5.25c.

Table 5.25c: LTPF adaptive gain pitch stability counter update

Control Variables Pitch stability
Itpf_active mem_|tpf_active pitch_changed pitch_was_stable counter update
true X false X increment by one
update interval
Any combination of values other than the above reset

The value of the update interval is 2,5 ms. If the value of the counter is greater than or equal to 12,5 ms, then pitchis
assumed to be stable and pitch_was_stable is set to true.
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Pitch stability is also decided based on normalized correlations computed over the current frame X (n) for the coded

pitch lag in the current frame and the pitch lag used by LTPF in the previous frame. Normalized correlation is computed

using equation (87) in clause 5.3.10.5, where L = Np and T = p;,,;. The control variable pitch_was_stable is set to

true if the normalized correlation corresponding to the pitch lag used by LTPF in the previous frame is greater than the
normalized correlation corresponding to the coded pitch lag in the current frame. These computations are done only if

the variable pitch_changed is true and the pitch lags are non-zero.

When LTPF becomes active after being inactive in the previous frame(s), the gain value indicated by the variable

gain_ltpf in clause 5.4.9.3 is used. In the subsequent frames, based on the values of the control variables, it is updated

in small steps as shown in Table 5.25d.

Table 5.25d: LTPF adaptive gain gain update

Control Variables Gain update
Itpf_active mem_ltpf_active pitch_changed pitch_was_stable
true X false X increment by 0,01
true X true false decrement by
gain_ltpf max / 20
false true true false decrement by 0,01
false false X false setto O
Any combination of values other than the above use gain_ltpf from
previous frame

The gain is allowed to reach a maximum value indicated by the variable gain_ltpf_max givenin clause 5.4.9.3. In
case the gain gets lower than the initial value of gain_ltpf after decrement, the gainisset to 0.

Based on the values of the control variables, pitch lag is corrected asin Table 5.25e.

Table 5.25e: LTPF adaptive gain control pitch lag correction

Control Variables LTPF Pitch lag

pitch_was_stable

Itpf_active

mem_ltpf_active

pitch_changed

true

X

true

false

US€ Pine and Prr

from the pitch_index
in the current frame

US€ Pine and Prr
from the LTPF
applied in the
previous frame

Any combination of values other than the above

5.4.10 Output signal scaling and rounding

The LTPF output signal X, 7(n) for all samples withindex n € [0, N — 1] is clipped to upper integer value range:

215 -1, X)) > 2% -1
Xeup () = —21%, Xipr(n) < =215
Xiepr (M), otherwise

Afterwards, the signal X, (n) is scaled to the proper range using:
x,(n) = nint(Xg,m) - 2715771

The output signal x, (n) isin the PCM integer format using s bits per sample.
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55 Frame structure

The frame structure of the codec consists of four parts, i.e.:

. Side information containing static bits about the configuration of the frame data. This data block starts at the
end of the frame and is read backwards. It includes information about audio bandwidth, global gain, noise
level, TNS activity, LTPF, SNS data, the index of the last non-zero spectral line and parts of the quantized
spectrum. An exact bit stream definition can be found in clause 5.4.2.3.

e A dynamic data block which is arithmetically coded and contains TNS and fractional parts of the quantized
spectrum. This block is read from the beginning of the frame towards the end. The decoding of thisblock is
described in clause 5.4.2.4.

. A dynamic data block with signs and least significant bits part of the quantized spectrum. Thisblock isread
backwards from the end of the static side information bits. The decoding of this dynamic data block is
described in clause 5.4.2.7.

e  Theresidua dataislocated between the two dynamic data blocks and contains refinements of the quantized
spectrum. It is read backwards starting immediately after the last encoded side information dynamic data block
with spectrum signs and spectrum LSBs. The residual datais described according to clause 5.4.2.8.

Arithmetic Coded Data Spectral Data
(TNS, Fractional Spectral Data)  (Signs, LSBs)

Residual Side Information

k \

nbytes

- »
Cal ]

A A R
Y Sy
R R R
A R
R SN
X A A A A,

Figure 5.12: Frame structure

5.6 Error concealment

56.1 General consideration

The purpose of the Packet Loss Concealment (PLC) isto concea the effect of unavailable or corrupted frame data for
decoding. The overall composite PLC agorithm is described in clause 5.6.3 and when this composite algorithm shall be
applied for the LC3plus, isdescribed in clause 5.6.2.

The frame loss conceal ment procedure comprises three sub-conceal ment methods for various signal types. Best possible
codec performance in error-prone situations with frame losses is obtained through selecting the most suitable method, as
described in clause 5.6.3. The packet |oss sub-conceal ment methods are:

. MDCT frame repetition with sign scrambling, clause 5.6.3.2
. Time domain concealment, clause 5.6.3.3
o Frequency domain concealment (Phase ECU), clause 5.6.3.4

The overall composite PLC algorithm including all three sub-concealment methods and the corresponding PLC method
selection as described in clause 5.6.3 shall be used to guarantee a certain service quality.
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5.6.2 PLC trigger

The decoder shall apply a packet loss conceal ment algorithm for the following three events:

a) Thedecoder receives an externally determined Bad Frame Indicator (BFI=1) flag signalling alost frame or the
presence of any detected bit error in the received compressed frame to the decoder.

b) The specia decoder mode for PLC is detected as described in clause 5.4.2.4.

c¢) Thedecoder detects a bit error marked with BEC_detect=1 in clause 5.4.2.
5.6.3 PLC method selection and method application

5.6.3.1 Method selection

The selection of the PLC method is performed only in the first lost frame after a good frame and remains unchanged in
subsequently lost frames. The criteria for the method selection are:

. Pitch value T,:

T _{ 0, pitch_present =0
¢ {pitch_int, pitch_present =1

where pitch_present and pitch_int are the LTPF parameters calculated in clauses 5.3.10.6 and 5.3.10.7 from
the last good frame.

. Cross-correlation value xcorr:
im0 x(k) - x(k —T,)
VERZ x(k) - x(k)) - TRZg x(k —T) - x(k — T,))
where x(k), k = 0...N — 1 are the last decoded time samples, and

XCorr =

64 I < 64
|fs 12800’ e <Js 12 800
64 f
N = { — _<T.<-Z
| Te: fs 12800 — Te= 10
fs fs
T,
t 100’ ¢ 100
. Spectral centroid sc:
bands(k
: Ko gai0 - 2
sc = .
48 000 Z}{io ga(k) - (ps(4k +4) — I;(4k))
where:
Iprc(4k+4)
bands (k) = Z b fork=0. 15
b=Iprc(4k)+1
and
25¢fQ-1(k)
gd(k)=w fOTk= 0..15
10150

ETSI

(145)

(146)

(147)

(148)

(149)

(150)



104 ETSI TS 103 634 V1.6.1 (2025-10)

where scf Q_, (k) isthe scalefactor vector of the last good frame, g,;;; isthetilt factor given in Table 5.7 and
Ipyc iy, if I, = 64 and otherwise as described in the following pseudo code:

If N, < 32
Ipc(0) =0
j =32- N,

for (i=N,-1; i>=;
Iopc( (i +] ) *2+2)
Ipc((i +)) *2+1)

for (i=j-1; i>=0; i--)
Ipc(i*4+4) = I (i+1)
Ippc(i ¥4+3) = I (i+1)
Ippc(i¥4+2) = I (i+1)
Ipc(i*4+1) = I (i+1)

-)
IG+1)
IGi+1)

else if Ny < 64

Ipc(0) =0
j =64 - N,
for (i=N,-1; i>5j; i--)

Ippe(i4j +1) = I (i+1)

for (i=j-1; i>=0; i--)
Ippe(i*2+2) = I (i+1)
Ipe(i*2+1) = I (i +1).

The decision logic of the different PLC methods uses the criteria shown above and the value class:

7 640 5112
xcorr —sc —

(151)
32768 32768

class =

The decision is done as follows:
. MDCT frame repetition with sign scrambling is selected if T, = 0
e  Timedomain concealment is selected if T, > 0 and either class > 0 or N,,,, < 10
. Frequency domain concealment (Phase ECU) is selected if T, > 0 and class < 0 and N,,,, = 10

If the sample frequency fsis equal to 24 kHz or is greater or equal to 44,1 kHz, the PLC method decision is stored for
thelast 2 secondsin stat(m, k), where k is the frame index and m is the PLC method index defined by:

. 3: stores decision of time domain concealment
. 4: stores decision of MDCT frame repetition with sign scrambling

Theframein stat(m, k) is marked as 1 for the selected PL.C method index and O for the remaining method. For each
stat(m), alongterm_counter(m) is calculated by longterm_counter(m) = Y™ stat(m, k), where kmax is
maximum frame index representing 2 seconds.

For every frame, the buffers shall be updated and long-term counter variables shall be calculated only when

number OfGoodFrames > resetClassifier Threshold (i.e. no updates for concealed frames and the first

resetClassifier Threshold subsegquent good frames. In addition to that, an overall_counter variable shall be updated as
follows:

overal | _counter = min(overall_counter+1, 0.5*kmax);

In case of alost frame and the sample frequency being 24 kHz or greater or equal to 44,1 kHz and N,,,; > 1,25,aPLC
fadeout parameter plc_fadeout_type shall be calculated based on the longterm_counter variables:

if (fs_idx == 2 || fs_idx >= 4)
{

if ((longtermcounter(3) < thresh_tdc_cnt){
Pl cAdvSet up->pl c_f adeout _type = 1,

else if (longtermcounter(4) < thresh_ns_cnt){
Pl cAdvSet up- >pl c_f adeout _type = 1;
}
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else if ((longtermcounter(3) + longtermcounter(4) < thresh_tdc_ns_cnt){
Pl cAdvSet up->pl c_f adeout _type = 1;

el se {
Pl cAdvSet up- >pl c_f adeout _type = O;

}

} else {
pl c_f adeout _type = O;
}
if (overall_counter < (0.5*kmax))

pl c_f adeout _type = O;
}

Where thresh_tdc_cnt, thresh_ns_cnt and thresh_tdc_ns_cnt are defined in Table 5.25f depending on the frame
duration.

Table 5.25f: Thresholds for PLC longterm counter variables

Nons
10 7,5 5 2,5
thresh_tdc_cnt 9 7 22 20
thresh_ns_cnt 7 7 15 21
thresh_tdc_ns_cnt 73 87 141 278

If the relative pitch change of the last valid frame exceeds a threshold of 0,36, the pitch is considered as unstable and
the plc_fadeout_type is set to 2, which controls the fadeout (see clause 5.6.3.3.7). In each valid frame, the
rel_pitch_changeis calculated from the old pitch value of the previous frame and the new pitch value of the current
frame:

. |pitch_old-pitch new|
rel_pitch_change = -
max(pitch_old 1)

(151.1)

mem

with pitch_new = p;,; + %, pitch_old = p{™ + pf% and pine, Prr Pine - Prr - defined in clause 5.4.9.2.

The rel_pitch_change shall be only considered for high-resolution mode at frame durations of 2,5 and 5 ms.

5.6.3.2 MDCT frame repetition with sign scrambling
The intermediate spectrum of the concealed frame X '(k) is derived by sign scrambling of the last received shaped
spectrum X, s¢c00q (k) Of clause 5.4.8:

for k=0.. Np—1
pl c_seed = (16831 + plc_seed*12821) & OxFFFF;
if plc_seed <0
if pitch_present == 0 || plc_seed < randThreshold || plc_fadeout_type != 0
X’(k) = _XlastGood(k);
el se

X’(k) = )?lastGood (k)v

with theinitial value of pl c_seed=24 607 (thisvalueisinitialized only once at decoder startup and is not reset after
the appearance of an error-free frame), where pitch_present is the LTPF parameter calculated in clause 5.3.10.6 from
the last good frame, and

randThreshold = —32 768 - linFuncStartStop (152)

where linFuncStartStop is determined as follows:

pl c_duration_inFranmes = plc_end_i nFrames - plc_start_i nFranes;

X max(plc_start_inFrames, (mn (nbLostCnpt, plc_end_inFranes)));
m= -1/ plc_duration_inFranes;

b - plc_end_i nFranes;

linFuncStartStop = m* (x + b);
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where;
10
plc_end_inFrames = lflOms — (153)
Nms
with:
PLC4_ TRANSIT_END_IN_MS
= - - = (154)

10ms — 10

where the default value of PLC4 TRANSIT_END_IN_MS = 60 with the minimum value of 20, nbLostCmpt being the
number of consecutive concealed frames, and

1, if pitch_present = 0

[ =120
plc_start_inFrames J , otherwise (154.1)
Nms
where pitch_present is the LTPF parameter calculated in clause 5.3.10.6 from the last good frame. To prevent rapid
high energy increase, the spectrum is high pass filtered with X'(0) « X’(0) - 0,2 and X'(1) « X'(1)-0,5. The
spectrum X' (k) is damped adaptively based on the two damping factors:
slow' =08+0,2-6 (155)
and
fast' =03+0,2-6 (156)
where 6 isthe stability factor computed as follows:
1 15
0= 125 2= > (s¢f Q1 () = s¢fQ, ()’ (157)
k=0

where the stability factor 8 istruncated to 0 < 8 < 1, with larger values of 8 corresponding to more stable signals. This
limits energy and spectral envelope fluctuations. If there are no two adjacent scale factor vectors present, 6 is set to 0,8.
The two factors slow’ and fast' are calculated if nbLostFrames = 1 and stay for consecutive lost frames. Based on
these and the number of consecutive lost frames, the two damping factors slow'’;, and fast", are calculated as follows:

0, if nbLostCmpt_loc > fioms

slow", = {slow’'- 0,5, else if nbLostCmpt_loc > 2 (158)
slow’, else
and
0, if nbLostCmpt_loc > fioms
fast”, =1 fast'- 0,5, else if nbLostCmpt_loc > 2 (159)
fast', else
where;
10
(nbLostCmpt — 1) + N
nbLostCmpt_loc = 10 ms (160)
NmS

Finally, the two damping factors slow,, and fast, are calculated as follows:

( %slow",,  for Ny, =125
Yslow',,  for N =25

i

slow;, = { Yslow",,  forNys =75 (161)
| 3/ (slow" )3, for N, =75
k slow'', otherwise
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and

( Yfast',,  for Ny, =125

fast"y, for Nys = 2,5

fasty, = Vfast"y,  for Nys =5 (162)
| 3/ (fast”})3, for Ny,s = 7,5
fast"y, otherwise

For plc_fadeout_type == 0, the corresponding cumulative attenuation factors cum_fading_slowy and cum_fading_fast;
are calculated as follows:

cum_fading_slowy, = cum_fading slowy_; - slowy (163)
and
cum_fading_fast, = cum_fading_slow,_, - fast; (164)

where cum_fading_slow;,_, and cum_fading_fast,_, are the cumulative attenuation factors of the previous frame or 1
if nbLostFrames = 1.

For plc_fadeout_type != 0 the cumul ative attenuation factor cum_fading_slowy, is calculated:

|( cum_fading_slowy_,, if nbLostCmpt < 4 - N
ms
fadi 1 = { 10 164.1
cum-fading_sioWi | cum_fading_slowy_4 - 0,9, else if nbLostCmpt < 8 - ( )
ms
kcum_fading_slowk_1 - 0,85, else

Finally, the damping is processed as follows:

ad_ThreshFac_start = 10;
ad_ThreshFac_end =1.2;
ad_threshFac = (ad_ThreshFac_start - ad_ThreshFac_end) * linFuncStartStop + ad_ThreshFac_end;
frame_energy = nean(X'(k)(0.. Ngp—1).72);
energThreshol d = ad_threshFac * frame_energy;
for k=0.. Ng—1
if (X'(k)*2) < energThreshold || plc_fadeout_type != 0
m = cum f adi ng_sl ow,
n = 0;
el se
m = cum f adi ng_f ast;
n = (cumfading_sl owcumfading fast) * sqrt(energThreshold) * sign(X'(k));
end

Xk =m* ') + n;
end

to form the spectrum X (k) for clause 5.4.8.

If the Long Term Postfilter was active in the last good frame, the filter is aso applied on the synthesized concealed time
signal as described in clause 5.6.4 with ¢ = slowy.
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5.6.3.3 Time domain concealment

5.6.3.3.1 Overview

The time domain concealment method is a pitch-based PL C technique operating in the time domain. It is best suited for
signals with a dominant harmonic structure. The general description of the algorithm is as follow: the synthesized signal
of the last decoded framesisinverse filtered with the Linear Prediction (LP) filter as describesin clause 5.6.3.3.2 to
obtain the periodic signal as described in clause 5.6.3.3.3. The random signal is generated by arandom generator with
approximately uniform distribution as described in clause 5.6.3.3.4. The two excitation signals are summed up to form
the total excitation signal as described in clause 5.6.3.3.5, which is adaptively faded out with the attenuation factor
described in clause 5.6.3.3.7 and finally filtered with the LP filter to obtain the synthesized concealed time signal. If
LTPF was active in the last good frame, the LTPF is also applied on the synthesized concealed time signal as described
in clause 5.6.4. To get a proper overlap with the first good frame after alost frame, the time domain alias cancelation
signal is generated as described in clause 5.6.3.3.6.

5.6.3.3.2 LPC parameter calculation

The time domain conceal ment method is operating in the excitation domain of the time domain, therefore an LP filter is
calculated in the first lost frame after a good frame and remains for the subsequently lost frames. The order of the LP
filter is:

<
M= { 8 Np=20 (165)

16, else
The autocorrelation function r (k) is derived from the energies per band E (b) (see clause 5.3.4.4), but with:

60, f.!'=32000 and f,! = 96 000 and Np,; = 7,5

B 60,  f,=48000and N, = 2,5
Ny = 40,  f, =24000and Ny, =5 (166)

min(Ng, 80), else
and
N
I (b) = —b, forb=0..N, (167)
N Nb
Afterwards E (b) is pre-emphasized using:

(b + 0,5)

Ep(b) = EB(b)-(1+,uz—2,u-cos( N,

, forb=0..Ng—1 (168)
)

with u given in Table 5.26.

Table 5.26: Pre-emphasis factor table

fs (Hz) L
8 000 0,62
16 000 0,72
24000 0,82
> 32000 0,92

The vector Ep (b) istransformed to the time domain using an inverse odd DFT:
Np-1

J )
Tpre(n) = Re Z Ep(b)-e’No>" 27|, forn=0..Ng—1 (169)
b=0
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Incase1p,.(0) = 0, set 15,.(0) = 1 and 1p,..(1 ... N, — 1) = 0. Thefirst M samples are extracted into the vector
1, = 7pre(0 ... M — 1). The autocorrelation function is lag windowed using:

1, (k) -1,0001, fork=0

k) = 1 /120mk\? 170
Tiag (k) r.(k) - exp [——( ) ], fork=1..M (170
2\ fs
The Levinson-Durbin recursion described in clause 5.3.9.2 is used with r;,,, (k) to obtain LPC coefficients
a.(k),k = 0...M for the concealed frame.
5.6.3.3.3 Construction of the periodic part of the excitation
5.6.3.3.3.1 Processing in the first lost frame
Thelast M + T, + % decoded time samples are first pre-emphasized with the pre-emphasis factor from Table 5.26
using the filter:
Hpre—emph(z) =1- .uZ_l (171)

to obtainthe signal x,,.(k),k =0..M + T, + % where T, is the pitch-lag value pitch_int or pitch_int + 1 if
pitch_fr > 0, where the values pitch_int and pitch_fr are the pitch-lag values transmitted in the last good bitstream, as
described in clause 5.4.9.3.

The pre-emphasized signd, x,,. (k), is further filtered with the inverse L P filter, a.(k), calculated in clause 5.6.3.3.2 to
obtain the prior excitation signal:

M
N, N,
excy (k—Tc—7F) =xpre(k+M)+Z ac(i) - xpre(k + M —1i), fork=0...TC+7F—l (172)

i=1

If the stability factor 6 from clause 5.6.3.2 is smaller than one, the pitch period to construct the periodic excitation
signal are inductively defined by:

10

harmonicBuf (k) « Z excy(k =T, —5+1i)-hp(i), fork=0.T.—1 (173)

i=0

where h;p constitutes an 11-tap linear phase FIR filter whose coefficients are given in Table 5.27. Otherwise, they are
defined by:

harmonicBuf (k) = exc,(k —=T,), fork=0..T,—1 (174)

[void] (175)

Table 5.27: Low pass FIR filter coefficients

fS (HZ) th
8 000 to 16 000 {0,0053, 0,0000, -0,0440, 0,0000, 0,2637, 0,5500, 0,2637, 0,0000, -0,0440, 0,0000, 0,0053}
> 16 000 {-0,0053, -0,0037, -0,0140, 0,0180, 0,2668, 0,4991, 0,2668, 0,0180, -0,0140, -0,0037, -0,0053}

The gain of pitch g, is calculated as follows:

Nr_

=1
o Zkzzo xpre(M + k) ' xpre(M + TC + k)
|20 Nf

—E-1
Lo Xpre(M +k)?

(176)
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If pitch_fr = 0 then g,, = g,,. Otherwise, g,/ is calculated as follows:

Np_
S 2 xe(M 4k + 1) xpe(M +T, + k)

gy = K= i (177)

=1
Yo Xpre(M +k +1)2

and g, = max(gy,, gy)- If gy > g, then T, = T, — 1 for further processing.
Finally, g, istruncated to 0 < g,, < 1. Furthermore, if nbLostCmpt = 1:

=1

IS

b -1

° B =0.

5.6.3.3.3.2 Processing in each lost frame

The periodic part of the excitation is constructed based on the content of the harmonicBuf asdescribed in the
following pseudo code:

har noni cBuf Ptr = harmonicBuf + (((nbLostCmpt - 1) * Ng) modT,) ;
for ((k =0; k <T.+% kit) {
if (harnonicBuf Ptr - harmonicBuf >=T,) {
har noni cBuf Ptr = harmonicBuf;

}

excp[k] = *harnoni cBuf Ptr++;

The formed periodic excitation, exc, (k) is attenuated as follows:

exc, (k) = <1 +y—1@- a_1)> ~excy(k), fork=0..Np—1 (178)
o —
where the attenuation factor:
ad=a (179)
aisgivenin clause 5.6.3.3.7.
Furthermore, if nbLostCmpt > 1:
. a_, isa of the previous frame.
e gpissettoa_;.
5.6.3.34 Construction of the random part of the excitation
The random part of the excitation is generated with a simple random generator with approximately uniform distribution
asfollows:
excypp(k) = (16 831 + excypp(k —1)-12821) & OxFFFF, fork =0..Ng+ 10 (180)
where exc, r5(—1) isinitialized with 24 607 for the very first frame concealed with this method. For further frames,
excy pp(Np + 10) is stored and used as next exc, pz(—1).
To shift the noise towards higher frequencies, the excitation signal is high pass filtered with an 11-tap linear phase FIR
filter given in Table 5.28 to get:
10
excyup(k) = Z excppp(k +1) - hyp(@), fork=0..Ng (181)

i=0
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Table 5.28: High pass FIR filter coefficients

fs (Hz) hyp
8 000 to 16 000 {0, -0,0205, -0,0651, -0,1256, -0,1792, 0,8028, -0,1792, -0,1256, -0,0651, -0,0205, 0}
> 16 000 {-0,0517, -0,0587, -0,0820, -0,1024, -0,1164, 0,8786, -0,1164, -0,1024, -0,0820, -0,0587, -0,0517}

To ensure that the noise fades to full band noise, the random part of the excitation exc,, (k) is composed viaan
interpolation between the full band exc, 5 (k) and the high pass filtered version exc,, ;;p (k) as:

excy(k) = f-excppp(k +5)+ (1 — ) excyyp(k), fork=0..Np—1
where 8 = 0 for the first lost frame after a good frame, and
Bp=0Q-a)-t
with:

. nbLostCmpt_loc
" (nbLostCmpt_loc + 30)

for the second and further consecutive frame losses, where nbLostCmpt_loc is calculated in equation (160), and
ad=a

The fading speed is dependent on the attenuation factor a calculated in clause 5.6.3.3.7. For adjusting the noise level,
the gain of noise, g, iscalculated in the first ost frame after a good frame as:

&—1 N N 2
Ek2=0 <excp (k — TF) — g’; - exc, (k -T, — 71-‘))

N;/2

r

In =

where:

—

Ip = YGp

and g,, isthe gain of pitch calculated in clause 5.6.3.3.3. To prevent high energy increase at f; = 8 000 Hz, g, is
controlled by:

(| Ne_ 2
4' Zkzzol (excp (k — %))

| Ng/2 '
k In else

&_1 N 2
T, (excp (k - 7’:))

!
In <

if gn >

If T, = pitch_int after clause 5.6.3.3.3, then g,, = g,,. Otherwise, a second gain of noise, g,,, is calculated asdonein
equation (185) and equation (187), but with T, = pitch_int. Following, g, = min(g;,, g»)-

The composed random excitation exc,, (k) is attenuated as follows:

a
excy (k) = <1 +NF — 1(&—_1— 1)) “gn " My excy(k), fork=0..Ng—1

where@_, = 1if nbLostCmpt =1 and @_, is & of the previous frame if nbLostCmpt > 1 and the normalization factor

n, is.
1

\/excn (k) - exc, (k)
Np

fork=0..Ng—1

n, =(1,1-0,75g,) -

to obtain exc, (k). The noise gain, g, iscaculated only in the first lost frame after a good frame and is stored as
Innext = gn - @ for the next consecutive frame loss, where g,, ... isthe gain of noise of the next consecutive frame
loss.
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5.6.3.3.5 Construction of the total excitation, synthesis and post-processing

The random excitation, exc, (k), is added to the periodic excitation, exc, (k), to form the total excitation signal

exc, (k). The synthesized signal synth(k) for the concealed frame is obtained by filtering the total excitation with the
LPfilter, a.(k), from clause 5.6.3.3.2 and post-processed with the de-emphasis filter, which is the inverse filter from
equation (171).

If nbLostCmpt_loc = fioms @nd nbLostCmpt_loc_,; < nbLostCmpt_loc, with nbLostCmpt_loc from
equation (160), nbLostCmpt_loc_; isnbLostCmpt_loc from the previous frame and f; o, from equation (154), then
synth(k) isfaded out to zero asfollows:

k
synth(k) < (1 — N_) - synth(k), fork=0..Np—1
F

wherefor plc_fadeout_type =1, PLCA_TRANSIT_END_IN_MS in equation (154) is set to 200.

For further frame losses the signal and « is set to zero.

5.6.3.3.6 Time domain alias cancelation

To get aproper overlap add in the case the next frameis a good frame, the time domain alias cancelation part x,p 4¢ (k)
hasto be generated. For that, N — Z additional samples are created the same way as described above to obtain the
signa x(k) for k =0 ...2Np — Z. On that, the time domain alias cancelation part is created by the following steps:

1) Zero padding the synthesized time domain buffer x(k)

%@_{ 0, 0<k<Z
)=k —2), Z<k<2N;

2)  Windowing X (k) with the MDCT window wy, (k)
X (k) = wy (k) - (k), 0<k<2Ng

3) Reshaping from 2Ny to Ng

3N 3N N
—@%7;+k)—@(—i—1—k) 0<k<—

— 2
ylr =9 N, /3N Ny
xw(_7+k)_xw(7_1_k)' 7Sk<NF
4)  Reshaping from Ny to 2Ny
N Np
— k), 0<k<—
3’( 2t 2
3N, N,
ﬂ(—i—1—k) <k <N,
5(k) = 2 2
g GM'1 k) Np <k <0
\72 o = 2
3N; 3N
—y(—T-l'k), TSk<2NF~

5)  Windowing y (k) with the flipped MDCT window wy, (k)
Xrpac(k) = wy(@2Np — 1 — k) - 9(k), 0<k<2Ng

5.6.3.3.7 Handling of multiple frame losses

In general, the constructed signal fades out towards zero for multiple frame losses. The fade out speed is controlled by
an attenuation factor a which is dependent on the previous attenuation factor a_, the gain of pitch g,, calculated on the
last correctly received frame and updated in every consecutive frame loss, the number of consecutive erased frames
nbLostCmpt, and the stability factor 6, as calculated in clause 5.6.3.2. The attenuation factor is calculated as follows:

nbLostCmpt+% -1
nbLostCmpt,,, = |———F—=—

Nms
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typefadeoutselector = 10

it (plcfadeout type == 2 & & (Njps == 5 || Nps == 2.5){
if (typeradeoutse/ector-ZNl—o >= nbLostCmpt) {
if (nbLostCmpt <= 3—){
a = 0.95(nbLostCmpt+N1—nDls—1)-%
el se {
n_shift = (nbLostCmpt — 3 X

10 5

)

Nms” Nms

Nms

. 10
a = 0.7(n,sh1ft +N—ms—1)- 1o

}
el se {
@ = 0.5(nbLostCmpt+Nl—TZS—1)-1\]17:)lS
}
} else {
nbLostCmpt,,,, = (nbLostCmpt — 1) & 0x0007
if (Nps==10 || (Nps ==7.5&&(nbLostCmpt,,,q! =1||nbLlostCmpt,,q!=5) || (Nps==
5 && (nbLostCmpt,,,q & 0x0001 == 0)) || (Nps == 2.5 && nbLostCmpt,,,q& 0x0003 == 0) || (N, ==

1.25 && nbLostCmpt,,,q == 0))

i f (nbLostCmpt_loc == 1)

a = Jg,

it (a > 0.98)
a = 0.98

else if (a < 0.925)
a = 0.925

el se if (nbLostCmpt_loc == 2)
a = (0.63 + 0.356)-g,
if a <0.919
a = 0.919;
el se
a = (0.652 + 0.3289)-g,
el se
a=a_,

i f (nbLostCmpt_loc > 3)
a = a-O.SNm/lo
i f (nbLostCmpt_loc > 5)

9 = @
}
5.6.3.4 Frequency domain concealment (Phase ECU)
5.6.3.4.1 Phase ECU overview

One of the advanced ECU modes s the Phase ECU and it is used for both speech signals and general audio signals. It
operates by performing atime evolution of decoded signal in the frequency domain. This technique assumes that the
lost frame can be represented by a limited number of sinusoidal components that are identified in atime signal. These
sinusoidal components are time evolved to replace the lost frame, the cal culated frame substitute is then processed using
the MDCT-related TDA and ITDA steps.

The Phase ECU operation employsin total a 26 ms duration time domain signal for calculating the replacement signal
in case of lost frames, the most recent (rightmost) 16 ms part of the decoded signal, with length L,,,.,, samplesis called
the prototype signal x,.;gp; -

For the first lost frame there are three separate steps: atransient analysis, fine spectral analysis and frame
reconstruction. In the first step, the transient analysis, the spectral shape and the frame energy are used to detect
transients in sub bands and cal culate modification parameters, which is described in clause 5.6.3.4.3. The second step,
the fine spectral analysis, identifies the sinusoidal components which is described in clause 5.6.3.4.4. In the final third
step, the frame reconstruction, the sinusoids are time evolved and are converted back to the time domain and that is
described in clause 5.6.3.4.5. In case of consecutive lost frames, that is during error bursts, processing consists of
control parameter updates made by the transient analysis described in clause 5.6.3.4.3 and frame reconstruction as
described in clause 5.6.3.4.5.
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5.6.3.4.2 Spectral Shape

For the transient analysis the Phase ECU uses aMDCT based spectral shape and a frame energy to estimate how the
signal evolves over time. The spectral shape is calculated based on the decoded MDCT coefficients. The transient
analysis spectral shape consists of sub-band energy estimates where the number of sub-bands depends on the sampling

frequency as seenin Table 5.29.
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Table 5.29: Phase ECU Number of bins table

fs (Hz)

5
<
s

8 000

16 000

24 000

32 000

44 100, 48 000

O |N|O |01

Table 5.30 shows how MDCT coefficients are divided among the sub-bands. The table entries show start coefficients of

each sub-band.

Table 5.30: Phase ECU MDCT band start coefficients

Frame duration

Vector name

MDCT coefficient number

MDCT resolution

10 ms

grp_start_coef (k)

{4, 14, 24, 44,84, 164, 244,
324, 404}

50 Hz

The sub-band based spectral shapes are normalized to the range [0,1] so first the total magnitude of the MDCT
coefficients are calculated as:

min(399, Nypcr—1)

shape_tot ign: =

S

hape_tot;s;

q_dright (n)z

n=0

min(399, Nypcr—1)

q_dleft (n)2

n=0

Two normalized spectral shapes for the sub-bands are calculated as.

Shaperight (k) =

which forms the normalized spectral shape for corresponding to the last encoded frame (analysed over the most recent

16,25 ms on the encoder side), and

Shapeleft(k) =

shape_tot,ign:

shape_tote s,

grp_start_coef(k+1)-1

1

q—dright (n) 2 ’

n=grp_start_coef (k)

grp_start_coef (k+1)-1

1

0<k <Ny

q_diere(n)?, 0<k<Ng,

n=grp_start_coef (k)

which forms the normalized spectral shape corresponding to the frame preceding the last encoded frame.

Two frame energies are calculated as.

Lprot—1

E Wrighe = Z (thr (k) - xright(k))z

Lprot—1

n=0

E Wiepe = Z (thr(k) 'xleft(k))z

n=0
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Where w,,, is the Phase ECU spectral analysis window, x,.;4,, consists of the most recent L,,.,, samples of the total
26 mstime domain signal, and x;, corresponds to thefirst L, samples of the 26 ms signal.
5.6.3.4.3 Transient analysis

The transient analysis employs the spectral shapes and the frame energies to analyse how the sub-band energies are
evolving over the last 26 msin each band k and to build along-term spectral average x,,,, for each band k, an average
that is used to adjust the scaling of the FFT synthesis bins during extended burst errors.

Table 5.31: Phase ECU FFT Sub-Bands start bin numbers

Vector name FFT bin numbers (at 250 Hz resolution)
grp_start_bin(k) {1,3,5,9,17, 33, 49, 65, 81, 97}

The spectral shapes and frame energies are used to generate the approximations of sub-band energies corresponding to
the last 26 ms. The first corresponds to the frame before the last frame as:

Eleft(k) =u- Shapeleft(k) ' E—Wleftn 0<k< Ngrp (202)
The second corresponds to the last frame as:
Eright(k) =u Shaperight(k) 'E—Wrightn 0<k< Ngrp (203)

Where 1 is a constant that depends on the sampling frequency and handles the conversion of the MDCT based spectral
shape to an approximation of an FFT based spectral analysis and are shown in Table 5.32.

Table 5.32: Phase ECU MDCT coefficient to FFT bin spectral shape conversion factor u

fs (HZ) u (factor)
8 000 1,9906
16 000 4,0445
24 000 6,0980
32 000 8,1533
44 100, 48 000 12,2603

These are used to calculate the ratio of energies for the two positions as:

Eright(k) 0<k<N

Giran(k) = E, ft(k) , grp
e

(204)

Thisforms the basis of afrequency selective transient detection for each frequency band k. The gain in compared with
an upper and lower threshold that represent onset and offset detection respectively. If G.qn (k) > 10 Or G (k) < 0,1
isfulfilled the band k contains atransient and T;,.,, (k) iSSet to 1. The gains Gy, (k) are setto 1. If aband has a
transient, the gain G, 4 (k) is updated to:

Gmag (k) = min (1,y/Grran(®), 0 <k < Nyy, (205)

The gains G, 4 (k) for thefirst lost frame are saved into G',,q 4 (k).

To better handle burst conditions, magnitude and phase modification factors are updated. The first part in the magnitude
modification is alow-resolution spectral shape, and is calculated according to the following:

- 1 Ejepe(k) + Erigne (k)
E = |—- < N 206
tran (k) \/ 2 grp_start_bin(k + 1) — grp_start_bin(k)’ 0=k <Norp (206)

Here E,,4,, (k) now forms alow-resolution bin amplitude estimate in band k. It is used for a generating a spectrally
shaped additive noise signal to which the substitution signal is pulled towards in case of burst frame losses.
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The second part in the magnitude modification is the adjustment of the gain G, 4 (k) which is updated band wise
according to:

Grag(K) = G'mag (k) 1020, 0.<k < Ny, (207)
where;

Kgee = 0,30103
N = {3 ,plc_fadeout_type =0
att = |5 plc_fadeout_type = 1 (208)
L. = {2 ,plc_fadeout_type = 0
att =19 ,plc_fadeout_type = 1

Gare =0, Niost < Nggt
Gatt = (Niost — Naee) ~ Kae Nate < Niost < Nage + Lgge (209)
Gatt = Late * Kaee + (Niose — Negge) - 6,0206, Niost > Ngge + Loyt

Here N,,,; isthe number of consecutive lost frames.
The attenuation factors a (k) and B (k) are updated as:

a(k) = Gmag(k)
B(k) = Bmute W1- a?(k) ‘

Through variable a (k) the concealment method is modified by selectively adjusting the magnitude of the substitution
frame spectrum base on the frequency domain transient detector status G,.q,, (k).

0<k <Ny (210)

The scaling factor 8 (k) isused to scale the spectrally shaped additive noise signal such that, except for the incorporated
gradual muting behaviour through factor f3,,,,.:. it compensates for the energy loss caused by the attenuation with factor
a(k).

For k =5, B(k) isfurther adjusted as B (k) = B(k) - 0,5 and for k > 6 then (k) = B(k) - 0,1. This superimposes a
low-pass characteristic on the additive noise signal, which avoids unpleasant high frequency noise in the substitution
signals.

Further at the end of alonger burst of lost frames the additive noise scaling factor B,,,..:. is adjusted for every frame as
follows:

Bmute = 0,5, Nipst >5 0N plc_fadeout_type =0

Bmute = 3Bmute - 0,5, Nipse > 14 N plc_fadeout_type = 1 (210.1)
Bmute , otherwise
5.6.3.4.4 Fine Spectral analysis

For the first lost frame the prototype frame signd, x,4p,. , is used for afine high-resolution spectral analysis:
Xp(k) = FFT (Whr(n) -xright(n)), 0 <7 < Lproe, 0 < k < Ny 211)

Where X (k) is complex valued, wy, (n) isahamming-rectangular window, and Ly, isthe length of the FFT input
which depends on the sampling frequency used as shown in Table 5.33.

Table 5.33: Phase ECU Prototype length and Number of FFT bins

fs (Hz) Lo (Samples) Nppr (complex valued bins)
8 000 128 64
16 000 256 128
24 000 384 192
32 000 512 256
44 100, 48 000 768 384
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The shape of the window is defined as a periodic hamming window:

( 46 - (_T[.n ) < L
0,56 + 0,46 - cos L1 , 0<n<L,
Whr(n) = 1:00 ; Lh <n<lL- Lh (212)

| _ 7 (n—Lyror +2-Lp)
k0'56 + 0,46 cos< L+ 1

), L=Lp <1< Lypot

And L, isthe length of the hamming part which depends on the sampling frequency f; as shown in Table 5.34.

Table 5.34: Phase ECU Length of hamming part in HammRect window

fs (Hz) L, (samples)
8 000 12
16 000 24
24 000 36
32 000 48
44 100, 48 000 96

In case of aburst error consecutive frames are based on the same prototype signal analysis so the complex valued
spectrum X (k) issaved. To locate the peaks in the spectrum the magnitude spectrum isfirst calculated | X (k)| and
thisis sent to the peak locator method. It returns the found number of peaks Nqxs and the peak locations

ky(j),j =0, ..., Npears — 1. These peak locations only hold peak locations with the frequency resolution of the FFT bin
distance, which isinsufficient for high quality phase evolution. To increase the frequency resolution the magnitude
spectrum and peak locations are sent to a refinement method that use both real valued and complex valued interpolation.
After the interpolation the peak locations are fractional peak locations k', (j),j = 0, ..., Npegis — 1.

These fractional peak locations (sinusoidal frequencies) form the basis of the sinusoidal mode used for the
reconstructions of the lost audio frames described further during frame reconstruction in clause 5.6.3.4.5.

5.6.3.4.4a Noise only analysis and modification

If the peak locator resultsin many peaks, i.e. Npeqxs > 14, then the complete signal X is assumed to not contain
sinusoids and is evolved as a noise only signal by setting the number of peak locationsto zero (i.e. Npqks= 0), and thus
evolving the spectrum as a single valley noise only signal with random phases per spectral bin.

5.6.3.4.4b Single sinusoid analysis and modification

Before evolving the identified spectral peaks, the N,,.qsinteger peak locationsin k,,, the corresponding fine spectral

analysis amplitudes | Xz (kpin)| = Xaps (kpin), the longer term spectral band amplitude estimates E,,4,, (kpgnq) are
analyzed improve the fidelity when reconstructing single pure relatively high SNR sinusoid signals.

Aninitial hypothesis of asingle sinusoidal isinitialized based on the peak locator result as follows:

false, Npegks =0 U Npegps > 2

single_tone_present = { true, 1< Npeas < 2 (212.1)

If the condition single_tone_present is true a secondary analysis whether to keep the X (k) valley amplitudes or mute
the X (k) valley binsin is made as follows:

e  Theregister npt_detect isinitialized zero (implying an initial assumption of a pure sinusoid), the register is
then used to store the evaluation results of three different non-pure-tone(npt) criteria:

e  Theassumed single sinusoid main lobe width is analyzed using k,,, Npeqks @nd x4p5(kpin) and the valley bins
amplitudes will be kept if the main lobe istoo wide to represent a single pure sinusoid: For an established too
wide main lobe avalue 0x01 is added to npt_detect.

. The dynamic range of the assumed sinusoid is analyzed in the bins surrounding the assume sinusoid bin, using:
ky, Npeaksand Xqps(Kpin) - The valley bins amplitudes will be kept if the amplitudes variation in an 812,5 Hz
wide band centered on the assumed main lobe is less than 24 dB and thus not likely to represent asingle pure
sinusoid. If low dynamicsis observed near the main lobe, avalue 0x02 is added to npt_detect.
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e  The spectral amplitude envelopeis analyzed in terms of an expected dual sided band-wise tapering-off for a
pure sinusoid, using k,,, Npqxs, the fine resolution amplitudes x,, (k) , the coarse longer term resolution
amplitudesin Ey; 4, (kpang) @d band-border sensitivity weights scATH (kpqnq) for each band border, where
the scATH weights are based on the Absolute Threshold for hearing Curve (ATH), and are thus taking into
account the increased subjective sensitivity in the central region compared to the low and high frequency
regions. If the band-wise weighted accumul ated amplitude increases from low to high on the high frequency
side of the central band is larger than 6,0 dB, avaue 0x10 is added to npt_detect. If the band-wise weighted
accumulated amplitude increases from high to low on the low frequency side of the central band islarger than
6,0 dB, avalue 0x20 is added to npt_detect. If the band-wise weighted accumulated amplitude increases on
both sides of the central band islarger than 4,5 dB, avalue 0x40 is added to npt_detect.

Table 5.34a: Phase ECU Sinusoidal analysis ATH-weights

Vector name ATH-weights per band border
SCATH (kpana) {0,455, 0,931, 0,973, 1,000, 0,908, 0,776, 0,500}

Subsequently after the analysis steps aresulting all zero npt_detect register is used in the frame reconstruction to turn
off the noise generation in the assumed spectral valley bins, this deactivation reduces a granular evolution noise which
may otherwise arise due to the Phase ECU approximation of a pure sinusoid being represented using alimited number
of spectral bins around a main central lobe. On the other hand, when npt_detect isnon-zero the signal is assumed to be
asingle sinusoid with a significant background noise envelope and it will be evolved without losing energy in the
non-sinusoidal valley regions of the overall spectrum.

5.6.3.4.5 Frame reconstruction

For the reconstruction the fractional peak locations from the spectral analysisis used to create atime evolved
reconstruction frame. This is done by phase adjusting the identified peaks k', of Size N4 to fit the time location of
the reconstructed frame.

While the exact time evolution of the sinusoids of the windowed prototype signal frame would require complex
superposition of frequency-shifted, phase-evolved and sampled instances of the spectrum of the used window function,
Phase ECU operates with an approximation of the window function spectrum such that it comprises only aregion
around its main lobe. With this approximation the substitution frame spectrum is composed of strictly non-overlapping
portions of the approximated window function spectrum and hence the time evolution of the sinusoids of the windowed
prototype signal frame reduces to phase shifting the sinusoidal components of the prototype spectrum in §-regions
around each spectral peak j by an amount 6(j).

Note that this amount 6 (j) merely depends on the respective sinusoidal frequency (fractional peak |ocation)
k'), j = 0, ..., Npeqrs — 1 and the time shift between the lost frame and the prototype signal frame. This is expressed
in equation (213). The phase shift is calculated as:

Ko@) ()., 2= Lproe L
2 2+k0ff5

0(j) = 2m - - K), 0 <J < Npeax (213)

prot

where k¢ isthe offset in number of samples since the last good frame. k¢, is avariable incremented by L for each
lost frame, and L equals the length of the frame.

Table 5.35: Phase ECU frame size table

fs (Hz) L (samples)
8 000 80
16 000 160
24 000 240
32 000 320
44 100, 48 000 480
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Next the spectrum around each spectral peak j is evolved and random noise component related to burst loss handling is
added:

X'p(k) = a(l) - Xp(k) - €00 + B(K) - Grran (k) - €727 (214)
Wherek = j — 8y, ...,j + 8,, rand (k) isarandom number between 0 and 1.

8§, = min <5, kp () = k”z(j —D- 1)

kG + 1) — k() — 1)'
2

0 <j < Npeax (215)

d, = min (5,

The remaining spectral coefficients which have not been evolved are processed in similar manner but with a
randomized phase. In the specia case of a pure single sinusoid isidentified and the register npt_detect only contains
zeroes, the amplitudes of the valley spectral coefficients are zeroed.

For clarity it isto be noted that the first additive term in equation (214) relates to phase shifting the sinusoidal
components of the prototype spectrum. In addition, for longer bursts the magnitude of the prototype signal frame
spectral coefficientsis attenuated with the scaling factor a(j). The second additive term in equation (214) modifies the
substitution frame spectral coefficients by an additive noise component, where the magnitude of the additive noise
component corresponds to the scaled coefficients of the low-resolution magnitude spectrum of the previous good frame,
Giran»- The scaling factor 5(j) is chosen such that, except for the incorporated gradual muting behaviour, it
compensates for the energy loss caused by the attenuation with factor a(j). Thisis an aspect of the long-term muting
behaviour which is outlined in clause 5.6.3.4.3.

The reconstructed signal x,,, (n) is produced by applying the Inverse FFT to the evolved spectrum X' and normalizing
the resulting time domain signal using the whr(n) window according to equation (216).

xpp(n) = IFFT(X'p(k))/whr(n), 0 <1 < Ly, 0 < k < Npgr (216)

The reconstructed signal x,,, () of length L., isthen extended in two directions to achieve the same length (2 - L) as
the normal MDCT window. The extended signal x",,, is constructed as follows, afirst 2 ms part is copied from a
position 3,75 ms from the end of the prototype signal x,;4,¢ (), asecond 1,75 ms part is created by overlap adding the
end 1,75 ms of the prototype signal x,.;4,.(n), with the initial 1,75 ms part of the reconstructed signal x,,,(n). A third
12,5 ms part is copied from the remaing reconstructed signal x,,, (). Finally, afourth 3,75 ms part, after the copied
reconstructed signal consists of zeroes. The total composite extended signal x',;, (n) of length (2 - L) isthen MDCT
windowed and time domain aliased in a manner corresponding normal encoding described in clause 5.3.4. The resulting
windowed and the time-domain aliased signal is then inverse time domain aliased, windowed and overlap-added with
the previous frame in a manner corresponding to normal decoding steps described in clause 5.4.8.

5.6.4 PLC operation related to LTPF

If mem_|tpf_active=1 in the concealed frame, then Itpf_active is set to 1 if the concealment method is as defined in
clause 5.6.3.2 or clause 5.6.3.3. Therefore, the Long Term Postfilter is applied on the synthesized time domain signal as
described in clause 5.4.9, but with £(n) being the decoded signal after MDCT synthesis of clause 5.6.3.2 or the
synthesized time domain signal of clause 5.6.3.3.5, pitch_int and pitch_fr are pitch_int and pitch_fr of the last good
frame, and:

gain_Itpf = gain_Itpf_last- a (217)

where gain_ltpf last isthe LTPF gain of the previous frame and « is the attenuation factor from clause 5.6.3.2 or
clause 5.6.3.3.7 respectively.

If mem_Itpf_active=1 and the concealment method is as defined in clause 5.6.3.4 in afirst concealed frame, then
Itpf_activeis set to 0, this enables the fade-out path of the LTPF filter from clause 5.4.9.2.

For consecutive lost frames, the pitch values pitch_int and pitch_fr which are used for the LTPF stay fixed.
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5.7 External rate adaptation

The LC3plus encoder may change the length of a compressed audio frame (nbytes) in a seamless manner. To enable
this, the encoder receives an external command to change the compressed frame size, which is applied to the current
frame and subsequent frames. The decoder determines the bit rate from the received packet size.

Whenever the bit rate (nbytes) is changed, the variables describing the bit rate defined in clause 5.2.5 need to be
updated. These variables control tuning parameter for the TNS (see clauses 5.3.8 and 5.4.6), the LTPF (see
clauses 5.3.10 and 5.4.9) and the Time Domain Attack Detector (clause 5.3.6) modules.

5.8 High-resolution audio support

58.1 Overview

High-resolution audio typically stands for high sampling rates f;, i.e. 48 kHz or 96 kHz, and high resolution and
dynamic range for the audio sample, i.e. at least 24 bits per sasmple. The supported codec rates are therefore
significantly higher compared to regular transmissions.

L C3plus features a high-resol ution audio coding mode that operates at sampling rates 48 and 96 kHz and provides
aways an audio bandwidth of % where Full-Band High Resolution (FBHR) stands for an audio bandwidth of 24 kHz

and Ultra-Band High Resolution (UBHR) stands for an audio bandwidth of 48 kHz. The high-resol ution mode supports
al frame durations except 1,25 ms and a wide range of bitrates, see Table 5.2.

The main differences between the high-resolution mode and the normal coding mode are a different set of MDCT
windows that exhibit a higher stop-band attenuation and the use of a 24-bit dynamic for the quantizer of the spectral
coefficients. An exhaustive list of changes to the encoding and decoding procedure is stated below.

The high-resolution mode is not compatible to the other modes of LC3plus. The support and usage of the high-
resolution mode shall be negotiated out of band.
5.8.2 Changes to the algorithm in high-resolution mode
The changes to the algorithm in order to operate in high-resolution mode are:
. Clause 5.2.2: the sampling rate index 5 is added for 96 kHz.

. Clause 5.3.4.3: the MDCT window is replaced by a high-resolution window. The coefficients of these
windows are given in clause 5.9.2 with suffix _HR. Furthermore, the parameter N is set to N resulting in full
encoding of the spectrum.

e  Clause5.3.4.4: band numbers and band limits are defined according to valuesin clause 5.9.1 with suffix _HR.
J Clause 5.3.4a.

For high resolution mode the near Nyquist detector is replaced by atone detector which is based on a spectral flathess
calculation. In this case the near_nyquist_flag is set to 1 if the inverse spectral flatness exceeds the tone detector
threshold (T Dyj,,es,) @ccording to equation (217.0):

1 N
N_b ZZ:() b EB (Tl)

Z(NinZ:I:” log2(Ep (n)))

TD thresh

Table 5.35a: TD,,.sn frame duration (N,,,)

N nn_idx
2,5ms 301695
5ms 382564
7,5ms 743496
10 ms 83402
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Clause 5.3.5: no bandwidth detection is carried out, i.e. the bandwidth B is set to L Furthermore, nbitsy,, is
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set to zero and consequently no bandwidth information is encoded in the bitstream.

Clause 5.3.6: no attack detectionis carried out, i.e. the attack flag is defined to be O.

Clause 5.3.7.2.4: for f, = 96 000 Hz the parameter g;;;; = 34 isused.

Clause 5.3.7.2.8: the compression factor 0,85 in formula (24) is replaced by the compression factor cf, which

is calculated according to:

( 0,6 -0,35 for Ny, =10 and nbits > 4 400
| 0603 forN,, =75 andnbits >3 300
cf = { 0,6 - 0,25 for N, =5 and nbits > 2 300 (217.1)
| 06-0,25 for N,,s =2,5and nbits > 1150
0,6 else
e  Clause5.3.8: TNS parameters are taken from Table 5.36 where the entries with bandwidth FBHR are used
when f; = 48 000 Hz and the entries with bandwidth UBHR are used when f; = 96 000 Hz.
Table 5.36: TNS parameters for high-resolution mode
N, |Bandwidth | num_tns_filters | start_freq(f) | stop_freq(f) sub_start(f,s) sub_stop(f,s)
2,5 FBHR 1 {3} {100} {3, 511} {51, 100}}
25 UBHR 1 {3} {100} {3, 51}} {51, 100}}
{{e, 53}, {{53, 100},
5 FBHR 2 {6, 100} {100, 200} 1100, 150)} {150, 200}}
{{6, 53}, {{53, 100},
5 UBHR 2 {6, 100} {100, 200} 1100, 150}) {150, 200})
{9, 56, 103}, {{56, 103, 150},
7.5 FBHR 2 {9, 150} {150,300} | 1150 200, 2501 | {200. 250, 300}}
{9, 56, 103}, {{56, 103, 150},
75 UBHR 2 {9, 150} {150,300} | 1150 200, 2501 | {200, 250, 300}}
{12, 74, 137}, {{74, 137, 200},
10 FBHR 2 {12, 200} {200, 400} (200, 266 333}) | {266, 333, 400}
{12, 74, 137}, {{74, 137, 200},
10 UBHR 2 {12, 200} {200, 400} 1200, 266, 333)} | {266, 333, 400}}
. Clause 5.3.10: LTPF analysisis carried out asiswith P = 2 in equation (76) and the threshold for
pitch_present is changed from 0,6 to 0,4 in formula (88).
pitch_present = {1 if norrr.lcorr(x6_4, Corrleancurr) > 04 (217.2)
0 otherwise

Clause 5.3.11.2: the value nbits,,; isincremented by 1.

Clause 5.3.11.3: if the sampling frequency is 96 kHz, i.e. £,*¢ = 5, the calculation of the global gain offset in
equation (104) is changed to:

) nbits nd
9Yoff = max(—mm(llS,llo. )—105—5-0’5‘” + 1),

0T D —181)

Then, asignal adaptive noise floor is added in the calculation of E (k) in formula (105), i.e. the value is calculated as:

E(k) = 10 -logy, (2-31 + X3 o X (4-k+n)? + N(Xf)) for k=0 % -1,

where N(X;) is defined by:

N(Xf) = m]?X|Xf(k)| . 9-TegBits—lowBits_
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The parameter regBits depends on bitrate, frame duration and sampling frequency and is computed as:

regBits = max (min (Lz sooJ + C(Nps, f5), 23) 6)
with C(Nys, f;) as specified in Table 5.37.

Table 5.37: Parameter C for calculating regularization bits

Nops \ fs f = 48 000 Hz fs = 96 000 Hz
2,5 6 6
5 0 0
7.5 2 1
10 2 5

The parameter lowBits depends on the center of mass of the absolute values of the residual spectrum and is

computed as:
lowBits = 1= (2N — min (32, 2Ny ) )
where:
Mo = 35X (k)| + 1075
and

My = Y3E kX (k)| + 1078
are moments of the absolute spectrum.

Furthermore, the parameter g g..» is calculated as:

kR
ggmm=“28 loglo(aza%%)] 99or IFXI >0
0 , otherwise.

. Clause 5.3.11.4: the quantization offset is changed to 0,5, i.e. quantization is carried out according to:

lX ()

_ 99
Xq(n) - [Xf(n)

99

+05| LifXp(n) =0 . . )
or n=0..Ng—1

- 0,5] , otherwise

. Clause 5.3.11.5: For 96 kHz rateFlag and modeFlag shall not be changed and initialized by modeFlag = -1
and rateFlag = 0.

e Clause5.3.11.7: theliststl, t2 and t3 are extended as follows: t1[5] = 830, t2[5] = 3 125, t3[5] = 5 100.
Furthermore, the global gain adjustment is changed to:

it (gGina < 255 && nbits,s, > nbitsgy,)

factor = 1;
if (frame_nms == 2.5)
{

i f (nbits,,, < 520)

factor = 3;

}

el se
factor = 4,
}
else if (frame_ns == 5)
factor = 2;
else if (frame_ns == 7,5)
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factor = 1, 2;
}

9gina += Tloor(factor * ((nbitse, - nbitsg.)/delta + 1));
9Gina = M N(GGina, 255);

Clause 5.3.12: residual coding is extended to calculate at most 20 bits per non-zero quantized spectral
coefficient. These residual bits are determined as to minimize the error term:

gg(Xq(ki) - Z;lil(—l)bi(j) : z_j_l) - Xp(k).

Calculation of the residual bitsis carried out as follows. First the maximal number of residua coding bitsis
determined according to:

nbi ts_residual _max = nbitsge, - MbitSyyne + 14

Then, the residual bits are computed according to the following pseudo code:
iter = 0;

nbits_residual = 0;

of fset = 0.25;
while (nbits_residual < nbits_residual _max & iter < 20)

{
k = 0;
while (k < Ny & nbits_residual < nbits_residual _max)
it (X,J[k] '=0)
{
if (X[Kk] >= X,[k]*gg)
res_bits[nbits_residual] = 1;
X;[k] -= offset * gg;
el se
res_bits[nbits_residual] = 0;
X;[k] += offset * gg;
nbi ts_residual ++;
}
k++;
iter++;
offset /= 2;
}

Clause 5.3.13: the parameter bw_stop is set to 40N,,,;.

Clause 5.4.2.7: the loop:
for (lev = 0; lev < 14; |ev++)

isreplaced by the loop

for (lev = 0; lev < 22; lev++).

Clause 5.4.2.8: the loop:

/* Noise Filling Seed */

tnp = 0;

for (k = 0; k < Ng; k++)
{

tnp += abs(X,[k]) * k;
}

isreplaced by:

/* Noise Filling Seed */
tnp = 0;

for (k = 0; k < Ng k++)
{

tnp += (abs(X,[k])&32767) * k;
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. Clause 5.4.3: residual decoding is performed according to the following pseudo code:

iter = n = 0;
of fset = 0.25;
while (iter < 20 & n < nResBits)

\ll(mizlg'(k < N, 8 n < nResBits)
it (XKl !'=0)
if (resBits[n++] == 0)
X,[k] -= offset;
el se

{
X,[k] +=of fset;

}

k++;
iter ++;
of fset /= 2
}

. Clause 5.4.9: no long-term post filtering is applied.

. Clause 5.6.3.1: as frequency domain concealment (Phase ECU) is not available for 96 kHz sampling rate, time
domain concealment is selected instead if T, > 0 and class < 0 and N,,,, = 10.

For 48 kHz sampling rate and 10 ms frame duration, either this modified method selection or the original

method in clause 5.6.3.1 shall be used.

5.8.3 Void

5.9 Tables and constants

591 Band tables index

The values representing the variable Ir;(n) can be found under ./src/floating_point/constants.c contained in archive

ts_103634v010601p0.zip which accompanies the present document.

I¢s(n) for 1,25 msframe duration:

ACC_COEFF_PER BAND 16_1_25ms[ 21]
ACC_COEFF_PER BAND 24 1 25ns[ 28]
ACC_COEFF_PER BAND 32_1 25ns[ 32]
ACC_COEFF_PER BAND 48_1_25nms[ 34]

I¢s(n) for 2,5 ms frame duration:

ACC_COEFF_PER BAND 8 2 5ms[ 21]

ACC_COEFF_PER BAND 16_2_ 5ms[ 36]
ACC_COEFF_PER _BAND 24_2_5ns[ 41]
ACC_COEFF_PER BAND 32_2_5ns[ 44]
ACC_COEFF_PER BAND 48_2_5ns[ 45]

ACC_COEFF_PER BAND 48 2_5ms_HR] 46]

ACC_CCEFF_PER BAND 96_2_5ns_HR[ 50]

I¢s(n) for 5 msframe duration:

ACC_COEFF_PER BAND_8_5ms[ 40]

ACC_CCEFF_PER _BAND_16_5ns[ 51]

ACC_COEFF_PER BAND 24 5ns[ 53]
ACC_COEFF_PER_BAND_32_5ns[ 55]
ACC_COEFF_PER_BAND_48_5ns[ 56]
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ACC_COEFF_PER_BAND_48_5ns_HR] 56]
ACC_COEFF_PER_BAND_96_5ms_HR] 59]

I¢s(n) for 7,5 ms frame duration:

ACC_COEFF_PER_BAND 8_7, 5ms[ 61]
ACC_COEFF_PER_BAND_16_7, 5ms[ 65]
ACC_COEFF_PER_BAND 24_7, 5ns[ 65]
ACC_COEFF_PER_BAND 32_7, 5ns[ 65]
ACC_COEFF_PER_BAND_48_7, 5ms[ 65]
ACC_COEFF_PER_BAND_48_7, 5ms_HR] 65]
ACC_COEFF_PER_BAND_96_7, 5ms_HR] 65]

I¢s(n) for 10 ms frame duration:

ACC_COEFF_PER_BAND_8][ 65]
ACC_COEFF_PER_BAND_16[ 65]
ACC_COEFF_PER_BAND_24[ 65]
ACC_COEFF_PER_BAND 32 65]
ACC_COEFF_PER_BAND_48] 65]
ACC_COEFF_PER_BAND_48_HR] 65]
ACC_COEFF_PER_BAND_96_HR] 65]

5.9.2 Low delay MDCT windows

59.2.0 Frame size 1,25 ms

Table 5.37a: MDCT windows for 1,25 ms

Wy Ny Constant name in ./src/floating_point/constants.c
Wq,25 20 MDCT_W NDOW 160_1_25ns[ 40]

W1 25 30 MDCT_W NDO/\L240_1_25ms[ 60]

W1 25 40 MDCT_W NDOW 320_1_25ms[ 80]

W25 60 NDCT_W NDOW 480_1_25ms| 120]
59.2.1 Frame size 2,5 ms

Note that the non HR windows are a symmetric Kaiser-Bessel-Derived windows as defined in [i.14] with ar = 10. The
values representing the variable wy, . can be found under ./src/floating_point/constants.c contained in archive
ts_103634v010601p0.zip which accompanies the present document.

Table 5.38: MDCT windows for 2,5 ms

Wy Ny Constant name in ./src/floating_point/constants.c
W2,5 20 MDCT_W NDOW 80_2_5ms[ 40]

W25 40 MDCT_W NDOW 160_2_5ns[ 80]

W25 60 NDCT_W NDOW 240_2_5ms| 120]

W25 g0 NDCT_W NDOW 320_2_5ms| 160]

Was 120 NDCT_W NDOW 480_2_5ns| 240]

Was 120 HR NDCT_HRA_W NDOW 480_2_5ms[ 240]

W25 240 HR MDCT_HRA_ W NDOW 960 _2_ 5ns[ 480]
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5.9.2.2 Frame size 5 ms
Table 5.39: MDCT windows for 5 ms
WN,_ Ng Constant name in ./src/floating_point/constants.c
Ws 40 MDCT_W NDOW 80_5ns[ 80]
Ws g9 MDCT_W NDOW 160_5ns[ 160]
Ws 120 VDCT_W NDOW 240_5ns[ 240]
Ws 160 MDCT_W NDOW 320_5ns[ 320]
Ws 240 VDCT_W NDOW 480_5ns[ 480]
Ws 240 HR VDCT_HRA W NDOW 480_5ns][ 480]
W5 480 HR MDCT_HRA_W NDOW 960_5ns[ 960]
5.9.2.3 Frame size 7,5 ms
Table 5.39a: MDCT windows for 7,5 ms
Wy Ny Constant name in ./src/floating_point/constants.c
W75 60 VDCT_W NDOW 80_7_5mns[ 120]
W75 120 MDCT_W NDO/\L160_7_5ms[ 240]
W75 180 MDCT_W NDOW 240_7_5ns[ 360]
W75 240 MDCT_W NDOW 320_7_5ns[ 480]
W75 360 MDCT_W NDO/\L480_7_5ms[ 720]
W75 360 HR MDCT_HRA W NDO/\L480_7_5ms[ 720]
W75 720 _HR NDCT_HRA_W NDO/\L960_7_5ms[ 1440]
5.9.24 Frame size 10 ms
Table 5.40: MDCT windows for 10 ms
WN,_ Ng Constant name in ./src/floating_point/constants.c
W10 80 MDCT_W NDOW 80[ 160]
W10_160 MDCT_W NDOW _160[ 320]
Wi0_240 MDCT_W NDOW 240[ 480]
Wi0_320 VDCT_W NDOW 320[ 640]
W10 480 MDCT_W NDOW 480[ 960]
W10 480 HR VDCT_HRA W NDOW 480_10ns[ 960]
W10 960_HR MDCT_HRA W NDO/\LQGO_lOms[ 1920]
5.9.3 SNS guantization

Table 5.41: Tables for SNS quantization

Variable in the present document

Constant name in ./src/floating_point/constants.c.

LFCB sns_C1[8][32
HFCB sns_C2[ 8][32
sns_vg_reg_adj_gains sns_vqg_reg_adj _gains_fl[2]

sns_vq_reg_If adj _gains

sns_vqg_reg_| f_adj _gains_fl[4]

sns_vg_near_adj_gains

sns_vq_near _adj _gains_f | [ 4]

sns_vg_far_adj_gains

sns_vq_far_adj_gains_fI[8]

MPVQ _offsets

pvg_enc_A[16] [ 11]

Variable in the present document

Constant name in ./src/ fixed_point/constants.c.

shs_gainMSBbits

sns_gai nVSBbi t s[ 4]

sns_gainLSBbhits

sns_gai nLSBbi t s[ 4]
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The matrix D[16][16] described below is used for the calculation in equation (40). The fix-point

reference source code uses an in-place DCT-I1 function to do this calculation with pre-calculated

constants.

doubl e D[ 16][16] = {

/* D consists of the base vectors of the DCT (orthogonalized DCT-11)*/
are stored in colum-wise in this table)*/

/| *
/*
| *
+2.
+3.
+2.
+1.

(the DCT base vector
first
first colum results
500000000000000e- 01,
266407412190941e- 01,
500000000000001e- 01,
352990250365493e- 01,

+2.
+1.
- 6.

500000000000000e- 01,
352990250365493e- 01,
897484482073579e- 02,
-3.118062532466678e- 01,
-3.266407412190941e- 01,
-1.026311318805893e- 01,

+2. 500000000000000e- 01,
1. 352990250365493e- 01,

-3.467599613305369e- 01,
-1.026311318805894e- 01,
+3. 518509343815957e- 01,

+2.500000000000000e- 01,
-1.666639146194366e- 01,
-1.964237395967755e- 01,
+2.939689006048397e- 01,
-1.352990250365493e- 01,
-2.242918965856590e- 01,

+2.
- 3.
+3.
-3.
-1.

500000000000000e- 01,
118062532466678e- 01,
518509343815957e- 01,
465429229977282e- 02,
352990250365493e- 01,

+2.
- 3.
+1.
-3.
+3.
- 3.

500000000000000e- 01,
518509343815956e- 01,
026311318805894e- 01,
383295002935882e- 01,
465429229977289e- 02,
118062532466677e- 01,

+2.500000000000000e- 01,
-2.733004667504393e- 01,
3.118062532466678e- 01,

+3. 465429229977293e- 02,
-3.266407412190941e- 01,

+2. 500000000000000e- 01,
-1.026311318805893e- 01,
-2.939689006048397e- 01,
1. 964237395967756e- 01,
6.897484482073578e- 02,
- 3.518509343815956e- 01,

+2.500000000000000e- 01,
+3.266407412190941e- 01,
-2.939689006048397e- 01,
-2.733004667504393e- 01,
3. 383295002935882e- 01,

+2. 500000000000000e- 01,
+1. 352990250365493e- 01,
2.500000000000001e- 01,

-1.666639146194366e- 01,
-3.266407412190941e- 01,
- 3. 383295002935882e- 01,

+2.500000000000000e- 01,
1. 352990250365493e- 01,
2.500000000000001e- 01,
+3.266407412190941e- 01,

rowresults in the first coeff

the first coeff
518509343815957e- 01,
118062532466678e- 01,
242918965856591e- 01,
026311318805893e- 01,

in

+3.
+3.
+2.
+1.

+3.
+3.
-1.
-3.
-2.

383295002935882e- 01,
465429229977286e- 02,
666639146194366e- 01,
467599613305369e- 01,
733004667504394e- 01,

+3. 118062532466678e- 01,
2.733004667504394e- 01,

- 3. 383295002935882e- 01,
+6. 897484482073574e- 02,
+2.939689006048397e- 01,

+2.733004667504394e- 01,
-3.266407412190941e- 01,
+3. 465429229977288e- 02,
+1.026311318805893e- 01,
-3.118062532466679e- 01,

+2.
- 3.
+2.
- 2.
+1.

242918965856591e- 01,
266407412190941e- 01,
500000000000001e- 01,
939689006048397e- 01,
666639146194367e- 01,

+1.
-1.
- 2.
- 6.
-2

666639146194366e- 01,
352990250365493e- 01,
500000000000001e- 01,
897484482073574e-02,
. 939689006048397e-01,

+1.026311318805894e- 01,
+1. 352990250365493e- 01,
2.500000000000001e- 01,

-2.242918965856591e- 01,

+3. 465429229977287e- 02,
+3. 266407412190941e- 01,
-2.242918965856591e- 01,
3.118062532466678e- 01,

-3.465429229977287e- 02,
-1.666639146194366e- 01,
+2.242918965856591e- 01,
-1.964237395967756e- 01,
6.897484482073578e- 02,

-1.026311318805894e- 01,
-3.518509343815957e- 01,

+3. 467599613305369e- 01,
+2.242918965856591e- 01,

-1.666639146194366e- 01,
2.242918965856591e- 01,

+3. 383295002935882e- 01,

-3.465429229977289e- 02,

in fwd synthesis (dec+(enc))*/
in the anal ysi s(encoder)

*/

467599613305369e- 01,
+2.939689006048397e- 01,
+1. 964237395967756e- 01,
+6. 897484482073578e- 02,

+3.

+2.939689006048397e- 01,
-2.500000000000001e- 01,
- 3. 518509343815956e- 01,
-1.964237395967756e- 01,

+1. 964237395967756e- 01,
-2.500000000000001e- 01,
+2.242918965856590e- 01,
+1. 666639146194367e- 01,

+6.
-3.
+2.

897484482073575e- 02,
383295002935882e- 01,
500000000000001e- 01,

-3.467599613305369e- 01,

- 6.
-1.

897484482073575e- 02,
026311318805894e- 01,

- 3. 383295002935882e- 01,
+3. 467599613305369e- 01,

-1.
+2.

964237395967756e- 01,
242918965856591e- 01,
+2. 733004667504394e- 01,

-2.939689006048397e- 01,
+3.518509343815957e- 01,

+1.666639146194366e- 01,

+1. 964237395967756e- 01,

-3.467599613305369e- 01,
+1. 666639146194366e- 01,
+2.500000000000001e- 01,

+1. 352990250365493e- 01,

-3.467599613305369e- 01,

+2.500000000000001e- 01,
+3.118062532466678e- 01,

+3. 518509343815956e- 01,

-2.939689006048397e- 01,
+6. 897484482073579e- 02,

-3.465429229977293e- 02,
+1. 964237395967756e- 01,

-1.964237395967756e- 01,

+3. 467599613305369e- 01,
-6.897484482073574e-02,

-2.939689006048397e- 01,
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+3.
+2.
+1.
+3.

383295002935882e- 01,
733004667504394e- 01,
666639146194367e- 01,
465429229977293e- 02

+2.242918965856591e- 01,

+3. 465429229977286e- 02,

+3.266407412190941e- 01,

+3. 518509343815957e- 01,

+1. 964237395967755e- 01,

+2. 733004667504394e- 01,

+3.467599613305369e- 01,

+3.266407412190941e- 01,

+6. 897484482073579%e- 02,

+3. 467599613305369e- 01,

+3. 383295002935882e- 01,

+2. 733004667504393e- 01,

+3. 383295002935882e- 01,

+1. 026311318805893e- 01,

+1. 352990250365493e- 01,

+2. 733004667504393e- 01,
+3. 118062532466678e- 01,

+3. 518509343815956e- 01,

-1.026311318805894e- 01,
-2.733004667504394e- 01,

+3. 118062532466677e- 01,
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+2.500000000000000e- 01, -2.242918965856591e-01, -6.897484482073575e-02, +3.118062532466678e-01, -
3.266407412190941e- 01, +1.026311318805894e-01, +1.964237395967755e-01, -3.518509343815957e-01
+2.500000000000001e- 01, +3.465429229977282e-02, -2.939689006048397e-01, +3.383295002935882e-01
-1.352990250365493e- 01, -1.666639146194367e-01, +3.467599613305369e-01

-2.733004667504394e- 01

+2.500000000000000e- 01, -2.733004667504394e-01, +6.897484482073575e-02, +1.666639146194366e-01, -
3.266407412190941e- 01, +3.383295002935882e- 01

-1.964237395967755e- 01, -3.465429229977288e-02, +2.500000000000001e-01

-3.518509343815957e- 01, +2.939689006048397e-01, -1.026311318805893e-01

-1.352990250365493e- 01, +3.118062532466679e-01, -3.467599613305369e-01, +2.242918965856590e-01

+2.500000000000000e- 01, -3.118062532466678e-01, +1.964237395967756e-01

- 3.465429229977286e- 02, -1.352990250365493e-01, +2.733004667504394e-01

-3.467599613305369e- 01, +3.383295002935882e-01, -2.500000000000001e-01, +1.026311318805894e-01
+6. 897484482073574e- 02, -2.242918965856590e- 01, +3.266407412190941e-01, -3.518509343815957e-01
+2.939689006048397e- 01

-1.666639146194367e- 01

+2.500000000000000e- 01, -3.383295002935882e-01, +2.939689006048397e-01

-2.242918965856591e- 01, +1.352990250365493e- 01, -3.465429229977286e- 02

-6.897484482073579e- 02, +1.666639146194366e-01, -2.500000000000001e-01, +3.118062532466678e-01, -
3.467599613305369e- 01, +3.518509343815956e-01

-3.266407412190941e- 01, +2.733004667504394e-01, -1.964237395967756e-01, +1.026311318805893e-01

+2. 500000000000000e- 01, -3.518509343815957e-01, +3.467599613305369¢e-01

- 3.383295002935882e- 01, +3.266407412190941e-01, -3.118062532466678e-01, +2.939689006048397e-01, -
2.733004667504394e- 01, +2.500000000000001e-01

-2.242918965856591e- 01, +1.964237395967756e-01, -1.666639146194367e-01, +1.352990250365493e-01, -
1.026311318805893e- 01, +6.897484482073578e-02

- 3.465429229977293e-02 };

Table 5.41a: Tables for Low Rate SNS quantization

Variable in the present document Constant name in ./src/fixed_point/constants.c.
CB, (Word16) Irsns_st1A 1bitNoDCQL1[ 2] [ 16]
LFCBq11 (Wordi16) st1SCFO_7_base5_32x8_QL11[ 8] [ 32]
HFCBa11 (Word16) st1SCF8_15 base5_32x8_Ql1[ 8] [ 32]
SNSBigy (Word16) Irsns_st1B_order Sort12bitl dx[170]
{CBCmeanp0, CBCmeanpl1, CBCmeanp2} (Word16) Irsns_st1C pitchl_npXQL1[3][ 16]
CBeres (Wrd8) Irsns_stl1C_ Word8[170][ 16]
G rsns,gain,o (Wordi16) Irsns_vq_splitLF_gai nsQL2_fx[ 4]
Grrsns,gaing1 (Word16) Irsns_vq_full _gai nsQL2_f x[ 8]
Grrsns,gain2..s (Word16) Irsns_vq_fixenv_gai nsQL2_f x[ 8]
{ Fix-0, Fix-1, Fix-Ii, Fix-1ll } (Word16) Irsns_fix_env_fx[4][15]

594 Temporal noise shaping

The following variables can be found under ./src/fixed _point/constants.c contained in archive ts_103634v010601p0.zip
which accompanies the present document.

ac_tns_order_bits[2][8]
ac_tns_order_cunfreq[2][8]
ac_tns_coef _bits[8][17]
ac_tns_order_freq[2][8]
ac_tns_coef_freq[8][17]
ac_tns_coef_cunfreq[8][17]

5.9.5 Long term postfiltering

The values representing the variables of the long term postfilter can be found under ./src/fixed_point/constants.c
contained in archive ts_103634v010601p0.zip which accompanies the present document.
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Table 5.42: Tables for LTPF

Variable in the present document Constant name in ./src/floating_point/constants.c.
tab_resanp_filter[240] I p_filter[240]
tab_|tpf_interp_R[33] inter4_ 1] 33]
tab_i nterp_x12k8[ 4] [ 4] enc_inter_filter[4][4]
tab_It pf _num 8000[ 4] [ 4] conf_inter _filter_16[4][4]
tab_| t pf _num 16000[ 4] [ 4 conf_inter_filter_16[4][4
tab_Itpf_num 24000[4][ 6 conf_inter filter _24[4][6
tab_Itpf_num 32000[ 4] [ 8] conf _inter_filter_32[4][8]
tab_| t pf _num 48000[ 4] [ 12] conf_inter_filter_16[4][12]
tab_|tpf_den_8000[ 4] [ 3] conf tilt _filter_16[4][3]
tab_| t pf _den_16000[4][3 conf _tilt_filter_16[4][3
tab_|tpf_den_24000[4][5 conf_tilt filter_24[4][5
tab_| t pf _den_32000[ 4] [ 7] conf _tilt_filter_32[4][7]
tab_|tpf_den_48000[ 4] [ 11] conf tilt _filter_48[4][11]

5.9.6  Spectral data

The values representing the variables of the spectral quantization can be found under ./src/fixed_point/constants.c
contained in archive ts 103634v010601p0.zip which accompanies the present document.

Table 5.43: Tables for spectra quantization

Variable in the present document Constant name in ./src/floating_point/constants.c.
ac_spec_| ookup[ 4096 ari _spec_| oopup_f|[4096]
ac_spec_cunfreq[ 64][ 18] ari _spec_cunfreq_fl[64][ 18]
ac_spec_freq[64][18 ari_spec_freq_fl[64][18
ac_spec_bits[64][ 18 ari _spec_bits fl[64][18
6 Source code description

6.1 Overview

This clause gives an overview of the reference C code included in archive ts_103634v010601p0.zip which accompanies
the present document.

The ANSI-C codec has been verified on the following systems:
. PC compatible computers with Visual C++ compiler, 32-bit builds.
o PC compatible computers with:

- GCC compiler version 4.9.2 (Debian™ 4.9.2-10+deb8ul), 64-bit builds.

GCC compiler version 6.3.0 (Debian™ 6.3.0-18+deb9ul), 64-bit builds.
NOTE: Debianisatrademark owned by Software in the Public Interest, Inc.
- clang version 6.0.0, 64-bit builds.

. PC compatible computers with LLVM compiler version 9.0.0, 64-bit builds.

ETSI



130 ETSI TS 103 634 V1.6.1 (2025-10)

6.2 Contents of the C source code

The C code is organized as follows.

Table 6.1: Source code directory structure

Directory Description
README.txt Compile instructions, feature list, command lines
src/fixed_point Project files for fixed point code
src/floating_point Project files for floating point code
testvec Test vector package: MD5 hashes for fix-point and floating-point reference code
testvec/input Input PCM Files
conformance Conformance package: conformance script and tools
helper tool Some scripts for simulating applications
fec_control_unit Implementation of FEC control unit example from Annex C

The fix-point as well as the floating-point project contain a makefile and a Visual Studio MSVC file for compilation.
Once the software is compiled, this directory will contain a compiled version of the codec with the name LC3plus.
Moreinformation is provided in the Readme.txt file contained in archive ts_103634v010601p0.zip which accompanies
the present document.

6.3 File formats

6.3.1 Sound file (encoder input and decoder output)

Speech files use the Wave file format [i.3] with either 16 or 24 bits per sample. The encoder input Wave file defines the
sampling frequency that will be used by the encoder. The byte order depends on the host architecture, e.g. least
significant byte first on PCs.

6.3.2 Switching profile (encoder input)

The encoder program can read in a switching profile which specifies the encoding parameter that will be used for each
audio frame. The profile consists of abinary file of little-endian 64-bit values, where each value represents a frame's
parameter. If the switching file is shorter than the input, it will be looped from the beginning.

Possible parameters for switching files are bit rate in bps, bandwidth in Hz or ep classin class - 100.

6.3.3 Parameter bitstream file (encoder output and decoder input)

The LC3plus software support the G.191 hit stream format [i.4] and therefore, the bit stream can be manipulated with
the STL error insertion devices. For a correct decoder initialization, the encoder writes an additional configuration file
which is provided to the decoder. The configuration contains information on sampling rate, number of channels and
usage of channel coder.

6.4 Test vector package

The test vector package verifies the compilation of the reference fixed-point and floating-point source code and that the
resulting executables run as expected on a dedicated platform with bit exact results. Thisis a pre-requisite for the
conformance tests (see clause 7) where an implementation under test is compared to these reference executables.

The test vector package shall not replace the conformance tests. For testing an implementation with bit-exact behaviour,
the conformance test and the RM S metric should be used.

The package contains:
. Seven input PCM audio files sasmpled at 8 kHz, 16 kHz, 24 kHz, 32 kHz, 44,1 kHz, 48 kHz and 96 kHz.

. Two text files containing the pre-calculated MD5 hashes of the configurations stated in Table 6.2.
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The files are located according to Table 6.1.

In order to verify the correct compilation, the user shall compile the source code in the 'src’ folder and run the script via
‘perl testvecCheck.pl'. The script will create bitstreams and decoded PCM files with the test executable and compare the
MD5 hashes of the output files with the pre-cal culated hashes. If all hashes match, the test is passed. If at least one MD5
hash differs, the test is considered as failed. The result is printed in the consol e after the script has finished.

Table 6.2: Supported Configurations

Sampling rate Bit rate EP Mode [0 = off, 4 = highest protection]

[kHz] [Kbit/s]
8 32 0,4
16 32 0,4
24 48 0,4
32 48 0,4

44,1 64 0,4
48 64 0,4

7 Conformance

7.1 Overview

The conformance procedure shall be applied to verify the quality of L C3plus encoder and decoder implementation. It
alows testing of implementation with a non-bit-exact behaviour compared to the fix-point reference executable. Given
that, also floating-point implementations can be verified.

Clause 7.2 describes the test framework and specifies several quality metrics (clause 7.2.4) which can assess the quality
of the implementation.

Clause 7.3 defines several conformance tests grouped into core coder tests (clause 7.3.2), conceal ment tests
(clause 7.3.3) and channel coder tests (clause 7.3.4). Most of the tests can be conducted by the modules (encoder,
decoder and codec) (clause 7.2.3) separately.

Clause 7.4 specifies which quality metric shall be used for a dedicated conformance test and which modules shall be
tested separately. Clause 7.5 defines the criteriafor considering an implementation as conformant. Clause 7.7.2 gives an
example for specifying conformance for specific applications.

The conformance scripts include a reference implementation of the item preparation, core coder test, packet-1oss tests
and the channel coder tests. The conformance scripts are contained in archive ts_103634v010601p0.zip which
accompanies the present document.

7.2 Test framework

7.2.1 Test material
A selection of nine items from the European Broadcasting Union Sound Quality Assessment Material

EBU SQAM CD [7] shall be used. The material ensures testing of a wide range of LC3plus features. Theseitems are
trimmed according to Table 7.1.
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Table 7.1: LC3plus Conformance Test Iltems

Track Name Track Number | Start [s] Fragment Length [s] Used in PLC test
ABBA 69 7 8 YES
Castanets 27 0 8 YES
Eddie_Rabbitt 70 0 8 NO
Female_Speech_German 53 0 8 YES
Glockenspiel 35 0 10 NO
Harpsichord 40 39 9 YES
Male_Speech_English 50 0 8 YES
Piano_Schubert 60 0 8 NO
Violoncello 10 0 10 NO

For al items, afade-in of 0,5 sand afade-out of 0,7 sis chosen. The exact command lines used for pre-processing the
test items are provided in the L C3plus Conformance Script (clause 7.2.5.6). Note that a subsection of these itemsis used
for the PLC and channel coder tests.

7.2.2  Test permutations and codec parameters

Theinput itemsin combination with the codec parameters, e.g. bit rates, sampling rates, frame sizes, are permutated in
order to create a set of test conditions. These permutated test conditions are used for each test unless stated otherwise.

For the channel coder tests, the parameters are in addition permutated with the five Error Protection (EP) modes (0, 1, 2,
3,4).

The codec parameters depend on the application under test, e.g. 16 kHz sampling rate and bit rate 32 kbit/s for regular
WB voice calls.

7.2.3 Modules under test

The conformance is applied for the following modules. Each module test creates two audio files which are further
analysed by quality metricsin order to compare module under test and reference:

o Encoder under Test (EUT): Items are encoded with the EuT and the Reference Encoder (ER) at all
permutations and decoded with the Reference Decoder (DR).

. Decoder under Test (DuT): Items are encoded with the ER at all permutations and decoded with the DR and
DuT.

o Encoder-Decoder (EncDec): Items are encoded with the EuT and decoded with the DuT as well as encoded
with the ER and decoded with the DR.

The reference executables/modules (DR and ER) shall be compiled without any modification of the reference source
code and shall pass the test vector check outlined in clause 6.4.

7.2.4  Quality metric calculation

7.24.1 Root Mean Square

The RM S metric compares two time-domain signals and cal culates its similarity in accuracy. The RMS level is
calculated as follows:

1< ,
RMS = NZ(Out(n) — Ref(n)) (218)

where Out(n) denotes output signal under test, and Ref(n) denotes the reference signal for the comparison.
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To fulfil the RMS/LSB Measurement test at an accuracy level of K bits, an LC3plus encoder and decoder shall provide
an output waveform such that the RM S level of the difference signal between the output of the decoder under test and

the output of the reference decoder isless than m In addition, the difference signal shall have a maximum
absolute value (RM Smax.absiff) below a certain threshol d.

An RMS tool implementation is provided within the L C3plus conformance script package as C source code. This code
can be compiled and the executable can be used to compare two audio files and calculate the overall RMSin dB, with
the maximum absolute difference of two audio samples and the reached RM S criterion expressed in bits. The RM S tool
can be used with the following command line;

Jrmsfilel.wav file2.wav [K]

wherek is an optional parameter to set the conformance threshold in bits. Figure 7.1 illustrates the process and the
calculation of the RM S value.

Decoder test

> LC3 REF > RMS Tool
: Decoder
| > LC3 TEST Encoder test
. [LcaTEST [Lc3REF
Encoder Decoder
EncDec test
> LC3 TEST N s Tool
Decoder

Figure 7.1: RMS calculation procedure for Encoder, Decoder and EncDec tests

NOTE: RMS might not be applicable for testing encoder implementations operating on different platforms,
e.g. floating point. In that case Delta ODG is recommended.

7.2.4.2 Delta ODG value

To calculate the Objective Difference Grade (ODG) between two audio files, Recommendation ITU-R BS.1387-1 [i.11]
(Advanced) implementation shall be used. The "Method for objective measurements of perceived audio quality”
(BS.1387-1 Advanced) agorithm executable calculates the ODG between a coded audio file and the reference audio
file. The ODG valueis calculated for two files for each test permutation:

. ODG between reference audio and coded audio using L C3plus Reference codec
. ODG between reference audio and coded audio using L C3plus codec under test

The difference between the two ODGs (A, p) shall not exceed a certain threshold according to clause 7.2.4.4.
Figure 7.2 illustrates the coding process and the calculation of A,p; for Encoder and EncDec Tests.
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i R LC3 REF ITU-BSa.: 03:7-1
i r Decoder Im;\lgmenm(:ion > ODG(ORIG’ REF—REF)j

°—’AODG_ENC

_____ LECSTEST) |LC3REF | :  Wbvwsill . » ODG(ORIG, TST_REF)
Encoder Decoder ] Implementation
""""" v "> ODG(ORIG, REF_REF)—.Q—»AODG_COD
'522’02'2? N :;35:’%' . ODG(ORIG, TST TST)—

Figure 7.2: Aopc calculation procedure for Encoder and EncDec tests

7.24.3 Maximum Loudness Difference (MLD)

The MLD vaueiscalculated for two decoded files for each test permutation according to [i.7]. The following steps
according to Recommendation I TU-R BS.1387-1 [i.11] need to be processed first:

. Filterbank (Annex 2, clause 2.2.5 of [i.11]):
- subsample factor F changed to 16 for higher time resolution.
. Outer and Middle Ear Filtering (Annex 2, clause 2.2.6 of [i.11]).
. Frequency Domain Smearing (Annex 2, clause 2.2.7 of [i.11]).
. Rectification (Annex 2, clause 2.2.8 of [i.11]).
. Time Domain Smearing 1 - Backward Masking (Annex 2, clause 2.2.9 of [i.11]).
e  Adding of Internal Noise (Annex 2, clause 2.2.10 of [i.11]).
. Time Domain Smearing 2 - Forward Masking (Annex 2, clause 2.2.11 of [i.11]).
o Loudness (Annex 2, clause 3.3 of [i.11]):
- This clause defines the specific loudness patterns N[k, n] for k subbands and n time samples.
- The specific loudness patterns are calculated for:
" reference signal Ny..¢[k,n]
" signal under test Ny, [k, n]
Maximum Loudness Difference (MLD):
e Theloudnessdifference Ny;¢¢[n] is calculated as follows:
Naisr[n] = Tr21|Npeplk, n] — Neese [k, ]|

e  The Maximum Loudness Difference (MLD) for this item is then the maximum over all n time samples. Note
that n has agranularity of 2 ms:

MLD = max(Ndiff [n])

The MLD tool C source code is provided within this conformance package. Figure 7.3 illustrates the coding process and
the calculation of the MLD value.
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The MLD tool can be used with the following command line:

Jmld filel.wav file2.wav

o LC3 REF
Decoder
— MLD_LFE_ENC(TST_REF, REF_REF)

. LC3 TEST LC3 REF
" "|LFE Encoder | | Decoder

LC3 REF

Decoder
E— — MLD_DEC(REF_REF, REF_TST)
EGISIESIH

Decoder

Figure 7.3: Calculation procedure of MLD for encoder LFE and
decoder concealment/error protection tests

7.24.4 Thresholds
Seeclause 7.5.

7.2.5 Software and tools

7.25.1 Gen_rate_profile
Thistool can be used to create switching files:
gen_rate profile-layers A, B, C, ... SWF_FILE period

where A, B, C are the values which should be switched (e.g. bitrates or error protection modes), SWF_FILE isthe
generated switching profile and period the number of frames between switching points.

NOTE: For error protection switching files, the error protection mode is multiplied with avalue of 100 in order to
operate this tool.

7.25.2 Eid-xor
Thistool can be used to introduce bit errorsto a G.192 bitstream:
eid-xor -bsg192 in_bserror_pattern out_bs

wherein_bs and out_bs are the input and output bitstreams both in the G.192 format [i.8] and error_pattern the error
pattern in byte format.

7.2.5.3 flipG192

Thistool can flip a number of bitsin a number of framesin a G.192 bitstream. It is provided as C source code and is
used for the error protection test with a correctable number of flipped bits. It can be used as follows:

flipG192 in_bs out_bs FLIPSFRAMES SEED VERBOSE

wherein_bs and out_bs are the input and output bitstreams both in the G.192 format, FLIPSis the number of bitsto flip
in every frame, FRAMES s the number of framesto flip in percent, SEED is an integer seed for the random generator
and VERBOSE specifiesif the information about the flipped bits and the respective frames shall be shown (1) or not (0).
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7.25.4 G.192 bhitstream format

The test implementation shall be able to read and write a bitstream in the G.192 format [i.8]. All tests within this script
use this format.

Each bit of the bitstream datais represented by a 16-bit word and is preceded by a synchronization word and the length
word. A bit '0"is coded as the softbit '0x007F and a bit '1' is coded as softhit '0x0081'". The synchronization word can
take the following values:

e  '0Ox6B21' representing a good frame
. '0x6B20' representing a bad/lost frame (bfi == 1)
e  '0x6B22 representing a partially bad/lost frame (bfi == 2)

The length field contains the length (the total number of bits) as a 16-bit word.

7.255 Note to platform-dependent conformance

To prepare the audio samples for the conformance test, it is recommended to use SoX (Sound eXchange) [i.9] for any
operations on the audio samples in order to prepare them for the conformance test. SoX behaves differently on different
platforms, meaning that the same resampling operation on the same file will not be bit-exact if executed on different
platforms. Therefore, to avoid such issues, it is recommended to use the SoX Windows-executable (together with

Wine [i.10] on non-Windows platforms) to avoid such issues.

7.25.6 Reference conformance test script

The conformance test script is a Python® script that implements all test procedures mentioned within the present
document. It can be used on an operating system with Python3 installed:

Ic3_conformance.py config.cfg [-v -w -keep]

where config.cfg is the configuration file containing all operation points to be tested. Detailed instructions and the
prerequisites for running this script are provided in the Readme.txt contained in archive ts_103634v010601p0.zip which
accompanies the present document. An example configuration file is also provided within the example_config.cfg file.

7.3 Conformance tests

7.3.1 Test groups

The LC3plus conformance tests are combined into the three groups:
J Core coder tests, see clause 7.3.2
e  Concealment tests, see clause 7.3.3
J Channel coder tests, see clause 7.3.4

For the LC3plus high-resol ution conformance, the tests above are modified and extended according to clause 7.3.5. For
testing the dedicated L FE encoder operation mode, the test in clause 7.3.6 applies. For testing frame size 1,25 ms, the
test in clause 7.3.7 applies.

7.3.2 Core coder tests

7.3.2.1 SQAM test

The SQAM Test aimsto verify the intrinsic audio quality of an implementation under test. It uses the nine prepared test
items (Table 7.1) to provide audio quality metrics in comparison to the reference implementation.

Items are generated depending on the tested module according to clause 7.2.3. Quality metrics according to clause 7.4
are conducted.
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7.3.2.2 Band limitation test
The band limitation test verifies the correct implementation of the bandwidth detector/limiter inside the L C3plus

encoder and decoder. Therefore, the item Female_Speech_German from the EBU SQAM CD isresampled and low
pass filtered to create the following test configurations.

Table 7.2: Test Configurations for Band Limitation Test

Sampling Rate [kHz] Bandwidth B'”af‘m]be%tesf
16 NB 40
24 NB, WB 60
32 NB, WB, SSWB 30
48 NB, WB, SSWB, SWB 115

Items are generated depending on the tested modul e according to clause 7.2.3. Quality metrics according to clause 7.4
are conducted.

7.3.2.3 Low pass test

The Low Pass Test shall verify the correct implementation of the cut-off frequency of 20 kHz used in the EuT.
Therefore, the test is only relevant for sampling rates higher than 32 kHz. For thistest, asignal consisting of white noise
above 20 kHz is used. The energy E of the output PCM fileis calculated according to:

N

E=10" log;o Z tst_ref (n)? (219)

n=1
E should be below the limit of 70 dB, where N is the total number of audio samples.

Items are generated depending on the tested modul e according to clause 7.2.3. Quality metrics according to clause 7.4
are conducted.

7.3.24 Bitrate switching test

The conformance tool shall be used for verifying the rate switching capability of the codec at runtime. It is required for
the test implementation to accept a switching file instead of the bitrate parameter. The test implementation shall detect
such a switching file and initialize the codec to the first bitrate from the bit rate switching file. The bitrate switching test
iscarried out for all frame sizes with the respective bitrate switching files and is following the same test procedure as
outlined in the SQAM tests (clause 7.3.2.1).

Switching files are generated as alist of 64 bit values, where each value indicates the bit rate for asingle frame. The
rate switching test generates one or more switching profiles and executes the SQAM test using the switching profiles
instead of the bit rate. The switching file shall contain all possible bit rate steps from the minimum to the maximum
supported bit rate.

Items are generated depending on the tested module according to clause 7.2.3. Quality metrics according to clause 7.4
are conducted.

7.3.25 Bandwidth switching test

The conformance tool shall be used for verifying the bandwidth switching capability of the codec at runtime. It is
required for the test implementation to accept a bandwidth switching file. The test implementation shall detect such a
switching file.

Switching files are generated using the STL gen_rate profile tool according to clause 7.2.5.1. The switching values are
provided in Hz, i.e. 4 000 stands for NB audio bandwidth. The switching pattern shall contain all typical audio
bandwidths supported by the sampling rate, e.g. for sampling rate 24 000, the switching file shall contain the values
4000, 8 000 and 12 000.

The bandwidth switching test generates one or more switching profiles and executes the SQAM test using the switching
profilesinstead of the bit rate.
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Items are generated depending on the tested modul e according to clause 7.2.3. Quality metrics according to clause 7.4
are conducted.

7.3.3 Concealment tests

7.3.3.1 Packet loss concealment

The PLC tests shall verify the correct implementation of the packet loss concealment. Two PLC tests shall be carried
out: atest with a10 % random error pattern and atest with a 10 % burst error pattern. These tests follow the same
procedure as the SQAM decoder test and add an additional error insertion step between encoding with the ER and
decoding with the DR and the DuT:

. The eid-xor tool (clause 7.2.5.2) is used to add an error pattern to the bitstreams. The error pattern is provided
within thefiles'plc_fer_eid.dat' (10 % random pattern) and ‘plc_bfer_eid.dat’' (10 % burst pattern).

. Items are generated only for the decoder module according to clause 7.2.3. Quality metrics according to
clause 7.4 are conducted.
7.3.3.2 Partial concealment
Thistest shall verify the correct implementation of the partial concealment.

This test follows the same procedure as the packet 10ss concealment test (clause 7.3.3.1) and al bitstreams arein
addition encoded with the channel encoder in the highest error protection mode (4). The eid-xor tool (clause 7.2.5.2) is
used to add a bit error pattern to the bitstreams. The error pattern is provided within the file 'pc_ber_3percent.dat'.

Items are generated only for the decoder module only according to clause 7.2.3. Quality metrics according to clause 7.4
are conducted.

7.3.4 Channel coder

7.34.1 Channel coder test for correctable frames

Thistest verifies the correct implementation of the channel coder together with the L C3plus core codec excluding
packet loss concealment. The tests execute the SQAM test, but protected bitstreams are created, bit errors are inserted
using flipG192 (clause 7.2.5.3), distorted bit streams are decoded and the wave output files are compared by the quality
metrics. Thetest includes al channel coder configuration outlined in Table 7.3.

Table 7.3: Configuration of channel coder test

EP Mode Number of flipped bits Percent of frames to be
flipped
1 0 50
2 1 50
3 2 50
4 3 50

Items are generated depending on the tested module according to clause 7.2.3. Quality metrics according to clause 7.4
are conducted.

7.34.2 Channel decoder test for non-correctable frames

Thistest follows the procedure from the channel coder test for correctable frames (clause 7.3.4.1) but inserts a
non-correctable amount of bit errors. Formula (220) is used to calculate the number of flipped bits and 50 percent of all
frames are flipped:

bitrate - epmode - frame,,

220
24 000 (220)

flips =

where bitrate is the nominal bitrate in bit/s, epmode the error protection mode and frame_ms the frame sizein ms.
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The DR and the DuT use the corrupt bitstreams to decode them into audio wave files. The output audio files are
afterwards compared according to clause 7.2.4.2. In this test, also the following channel decoder output variables are
compared:

. bfi flag
. error report
. EPMR flag

The decoder under test shall be able to write out the output variables into separate binary filesin an integer 64-bit
format.

Items are generated only for the decoder module only according to clause 7.2.3. Quality metrics according to clause 7.4
are conducted.

This test mandates that the respective decoder output variables are identical to the output of the reference decoder,
i.e. that the binary files containing these variables are bit exact.

7.3.4.3 Error protection mode switching test

Thistest shall verify the correct update of all codec settings in case of error protection mode switching at runtime.

It isfollowing the same test procedure as outlined in the SQAM tests (clause 7.3.2.1) and uses an error protection mode
switching file as additional parameter.

The error protection mode switching file used for this test is provided within the package and contains the error
protection mode value multiplied with a value of 100 in a 64-bit integer format for each frame. If the end of the file was
reached while reading, the file is read again from the beginning. The L C3plus test implementation shall be able to read
such a switching file and update all codec parameters accordingly.

Items are generated depending on the tested module according to clause 7.2.3. Quality metrics according to clause 7.4
are conducted.
7.3.4.4 Combined channel coding test for correctable frames

Thistest shall verify the correct behaviour of the combined channel coding for a stereo audio input. It follows the same
test procedure as outlined in the channel encoder and decoder tests for correctable frames stated in clause 7.3.4.1.

The evaluation of the audio quality within these tests is done separately for each channel, i.e. the output stereo files are
split into their individual channels before applying the quality metrics. The worst value out of al channelsisthen
selected for further evaluation.

Items are generated depending on the tested module according to clause 7.2.3. Quality metrics according to clause 7.4
are conducted. The comparison of the channel decoder output variablesis applicable only for decoder tests and is not
used for encoder and EncDec tests.

7.3.45 Combined channel coding test for non-correctable frames

Thistest shall verify the correct behaviour of the combined channel coding for a stereo audio input. It follows the same
test procedure as outlined in the channel encoder and decoder tests for non-correctable frames stated in clause 7.3.4.2.
The evaluation of the audio quality is performed as outlined in clause 7.3.4.4.

Items are generated depending on the tested modul e according to clause 7.2.3. Quality metrics according to clause 7.4
are conducted.

7.3.4.6 Void
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7.3.5 High-resolution mode test

7.35.1 Core coder tests
For testing the high-resolution mode the following changes apply to the test procedures:
. SQAM test (clause 7.3.2.1):
- ODG is measured with the floating-point reference executable as DR and ER.

- ODG threshold shall be 0,02 for all bitrates > the lowest recommended rate in Table 5.2. For bitrates
below the lowest recommended rate in Table 5.2, the ODG threshold shall be determined according to
equation (220.5) asfor al other tests.

- RMS threshold shall be k = 22.
- RM Siax. avs. diff threshold shall be 0,00001872.
o Bitrate switching test (clause 7.3.2.4):
- ODG is measured with the floating-point reference executable as DR and ER.

- ODG threshold shall be 0,02 for all bitrates > the lowest recommended rate in Table 5.2. For bitrates
below the lowest recommended rate in Table 5.2, the ODG threshold shall be determined according to
equation (220.5) asfor al other tests.

- RMS threshold shall be k = 22.

- RM Siax. avs. diff threshold shall be 0,00001872.
. Low passtest (clause 7.3.2.3) isN/A.
. Band limitation test (clause 7.3.2.2) isN/A.

o Bandwidth switching test (clause 7.3.2.5) is N/A.

7.3.5.2 Concealment tests

Changes compared to clause 7.3.3:
. RMS or MLD is measured with the floating-point reference executable as DR and ER.
e  RMSthreshold shall be k = 22.
. RM Smax. abs diff threshold shall be 0,00001872.

7.35.3 Channel coder
Changes compared to clause 7.3.4:
. ODG, RMS or MLD is measured with the floating-point reference executable as DR and ER.

. ODG threshold shall be 0,02 for all bitrates > the lowest recommended rate in Table 5.2. For bitrates below the
lowest recommended ratein Table 5.2, the ODG threshold shall be determined according to equation (220.5)
asfor all other tests.

° RMS threshold shall be k = 22.
° RM Shax. ans. diff threshold shall be 0,00001872.

For all channel coder tests, the effective net bitrate shall be used for the delta ODG threshold definition.
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7.35.4 Precision tests

7.3.5.4.1 General

The precision of an implementation under test, especially a fix-point implementation, shall be measured as outlined in
the following:

The measurement is carried out on pure sinusoidal signals with an amplitude of -3 dB, aprecision of at |east 24 bits per
audio sample and a duration of one second. The sinusoidal sequence x;, is generated by:

xn=cos<2fﬂ-n) forn=0..f;—1,
N

where f denotes the frequency of the sinusoid under test, and f; denotes the sampling rate and n the time index.

These test sequences are subsequently encoded and decoded in high resolution mode. The coding should be conducted
using the maximum bit rate for each frame duration. The decoded test file is here denoted as coded _output.wav.

The precision shall be measured for n = 100 frequency steps equally spaced in the logarithmic domain over the
complete spectrum resulting in the frequencies:

fs
.'0910(__1)
f(i) = 101'f2 fori=1,2,..,n (220.1)

and additionally, 1 kHz frequency.
Thetest point at 1 kHz and the worst value over al frequencies shall be checked against the thresholds.

For measuring the encoder or decoder precision aone, the floating-point reference executable shall be used as
counterpart.

7.3.5.4.2 Total Harmonic Distortion plus Noise

The Total Harmonic Distortion plus Noise (THD+N) vaue is calculated by comparing the energy of the coded output to
the energy of the sinusoidal sequence after applying a notch-filter to remove the sinusoidal component.
Lets,,n = 0..N — 1, denote the sequence of samples from coded_output.wav containing test signal frequency f.

The distortion on the signal is then calculated as:

2nf 2w f
Yo (f) =s, —2cos (T) Sp_1 +Sp_2 +19cos (T) Yn_1 — 0,9025y,_, (220.2)
N N

forn = 2..N — 1, where y, and y; are defined to be 0. The THD+N value is then calculated as:

N-ng—-1_2
THD + N(f) = 101log,, M ) (220.3)
Yn=ny Sa ()
withng = £,
7.3.5.4.3 Signal to Noise Ratio
The Signal to Noise Ratio (SNR) is calculated by:
N-np—-1_2
SNR(f) = 1010g10< N_nz_’f"" () > (220.4)
Zn:ng (Sn(f) - xn (f))z

withng = 1% and s,, being the sequence of samples from coded_output.wav containing test signal frequency f.

ETSI



142 ETSI TS 103 634 V1.6.1 (2025-10)

7.3.6

The test of the Low Frequency Effects (LFE) mode verifies the correct configuration of bandwidth detector, LTPF, TNS
and noise filling on LC3plus encoder side. Therefore, a sine sweep signa with frequencies from 10 Hz to 250 Hz is
generated and the EuT is compared to the reference implementation using MLD as quality metric.

Low Frequency Effects (LFE) test

Asthetest only verifies the EUT, additional tests for DuT, concealment and channel coder are required at the
corresponding bitrate.

7.3.7

The tests for the 1,25 ms mode are basically the same as outlined in clauses 7.3.2 to 7.3.4. However, differencesin Itpf
behaviour might be observed due to different pitch stability decisions (see clause 5.4.9.4) between floating and fixed
point. To ensure reliable conformance testing, a dedicated sequence of audio frames for which the Itpf behaviour may
be different is silenced, i.e. the samples are replaced with zeros. The configurations for which thisis done are listed
under 'LTPF BITSTREAM CONDITIONS in the Ic3plus conformance script. This feature is enabled by default and
can be disabled by removing the conditions.

1.25 ms mode test

7.4 Mapping conformance test, module and quality metric

7.4.1

Table 7.4 describes the available tests for an L C3plus encoder and the applicable quality metric.

Encoder

Table 7.4: EuT tests and metrics

Test Name Metric
SQAM RMS or ODG
Band limitation RMS or ODG
Low pass Energy
Bitrate switching RMS or ODG
Bandwidth switching RMS or ODG
Channel coder correctable frame RMS or ODG
Channel coder error protection mode switching RMS or ODG
Combined channel coding correctable frame RMS or ODG
Precision THD+N and SNR
Low-frequency effects MLD

7.4.2 Decoder

Table 7.5 describes the available tests for an L C3plus decoder and the applicable quality metric.

Table 7.5: DuT tests and metrics

Test Name Metric
SQAM RMS
Band limitation RMS
Bitrate switching RMS
Packet loss concealment MLD or RMS
Partial concealment MLD or RMS
Channel coder correctable frame RMS
Channel Coder, Non-correctable frame MLD or RMS
Channel coder error protection mode switching RMS
Combined channel coding correctable frame RMS
Combined channel coding non-correctable frame MLD or RMS
Precision THD+N and SNR
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7.4.3 Encoder-Decoder (EncDec)

Table 7.6 describes the available tests for an LC3plus EncDec and the applicable quality metric.

Table 7.6: EuT-DuT tests and metrics

Test Name Metric
SQAM RMS or ODG
Band limitation RMS or ODG
Low pass Energy
Bitrate switching RMS or ODG
Bandwidth switching RMS or ODG

7.5 Quality metric thresholds

The thresholds for each quality metric are outlined in Table 7.7. For each test, the conformance criteria stated in
clause 7.6 apply.

Table 7.7: Thresholds for quality metrics

Metric _ _ Threshold
High-Resolution Tests All other Tests
RMS k k=22 k=14
RMSmax. abs.diff 0,00001872 0,00148
Bf'g?éﬁﬂf;gg’:{ft bitrates < lowest
0DG rate recommendedrate |, o\ 681012 0,15
0,060,08]0,12 | (see note 1)
0,02 0,15
(see notes 1 and 2)
Energy 70
MLD 4
THD+N (1 kHz) -120 dB
worst THD+N over all frequencies -110dB
SNR (1 kHz) 120 dB
worst SNR over all frequencies 110dB
Binary file (channel coder debug data) Files shall be bitexact
NOTE 1: The delta threshold is set depending on the ODG of the reference file (0DG,.r) and the
sampling frequency according to equation (220.5).
NOTE 2: The lowest recommended bitrates are found in Table 5.2.

(006  for ODG,.,; > —1 and f; # 8kHz
0,08 for ODGrof > —2,3 and f; + 8kHz
| 0,12 for ODGrep < —2,3 and f; + 8kHz
(0,15 for f, = 8kHz

delta_threshold(0D Gy, f5) = (220.5)

7.6 Conformance criteria

An LC3plusimplementation shall pass all required conformance tests to be considered as a conformant implementation.
The required codec configurations and conformance test may depend on the application as described in clause 7.7.2. If
not stated otherwise, all conformance tests listed in clause 7.7.1 shall be fulfilled.

A conformance test is considered as passed if al test permutations pass the threshold condition (clause 7.5) with the
required quality metric. In case more than one quality metric is allowed, the conformance test shall pass all test
permutations for one dedicated quality metric. Mixing the pass/fail results of different quality metrics shall not be
alowed. Only one quality metric can be selected in the conformance reference script for each test.

A conformance test can be considered asfailed if at least one of the test conditions of atest permutation does not pass
the threshold criteria.
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7.7.1

L C3plus codec parameter configurations for testing are:

. All configurationslisted in Tables 5.1 and 5.2

Codec tests

General LC3plus test

. Channel coder enabled/disabled

° Concealment enabled
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For afull compliant implementation, the conformance criteriain clause 7.5 for all conformance testslisted in clause 7.4
shall be fulfilled using the given parameters above.

71.7.2

Applications

The conformance tests depend on the required application. Application test specifications may require additional tests.
The application typically defines the codec configuration parameters (clause 7.2.2), i.e. bit rate, sampling rate, etc., and
which conformance test groups are required for which modules (clause 7.2.3).

Table 7.8 gives an example which application may require particular conformance tests.

Table 7.8: Example conformance tests for specific applications

LC3plus Codec configuration Conformance tests group
application (see clause 7.3.1) (see note 1)
Sampling rate | Frame size Bit rate Core coder |Concealment | Channel
[Hz] [ms] [bytes per Coder
frame]
LC3plus WB 16 000 10 40 Enc, Dec, Dec N/A
VolP EncDec
LC3plus WB 16 000 10 40 Enc, Dec, Dec Enc, Dec
Voice DECT EncDec
LC3plus music 48 000 10 80, 120, 160 Enc, Dec, Dec Enc, Dec
DECT (see note 2) EncDec
LC3plus low 32 000 25 40, 80 Enc, Dec, Dec Enc, Dec
delay DECT EncDec (see note 3)
NOTE 1: Some conformance tests are conducted for the modules encoder (enc), decoder (dec) and codec (EncDec)
separately.
NOTE 2: As LC3plus operates in dual-mono for stereo signals, the conformance tests are applied on mono signals
only.
NOTE 3: For some bit rates, the channel coder operates on combined stereo payloads (see clause 7.3.4.4).
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Annex A (normative):
Application layer forward error correction

Al Channel Coder

A.1.1 Overview

The LC3plus channel coder features for every sot size from 40 to 400 bytes four different protection classes, also
referred to as EP modes. Mode 1 provides strong error detection capability and modes 2 to 4 provide in addition
increasingly strong error correction capability. The EP modes are switchable on the fly which enables the device to
adapt to varying signal strengths. Furthermore, an Error Protection Mode Request (EPMR) is transmitted inside a
protected L C3plus frame in order to request a protected L C3plus frame with a desired protection strength from the
remote sender.

An example of the LC3plus codec and the channel coder operated by a control unit isdisplayed in Figure A.1.

nbytes_enc gross_bytes
LC3plus FEC
Encoder |e—| Encoder >
Input LC3plus protected LC3plus
frame frame
nhivtace ane~ Metor, EPMR FP. gross theS

Figure A.1: LC3plus Codec with Error Protection (FP perspective)

The setup isidentical in FP and PP but for simplicity the FP perspective is taken. At start-up, the FEC Control Unit is
initialized with the target size gross_bytes which is the size of the protected L C3plus frame in bytes, and an initial

EP mode. The FEC control unit then provides the L C3plus encoder with the target size for the current LC3plus frame,
nbytes_enc, and the FEC Encoder with the EP mode m .. for the current frame and the EPMR of the fixed part
EPMR_FP. The parameter EPMR_FP is added to the frame data to be sent to the PP inside the protected L C3plus
frame. It should be noted that nbytes enc is determined by the channel coder parameters m,. and gross_bytes. An
example with gross_bytes equal to 40 (i.e. the case for DECT Normal Slots with GFSK) isgivenin Table A.1.
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Table A.1: Frame Sizes and Error Correction Capability for Normal Slots

EP mode: 1 2 3 4
nbytes: 36 32 26 20
error correction: 0 bit errors up to 3 bit errors up to 9 bit errors up to 18 bit errors

For deciding on the current EP mode and EPMR_FP, the control unit can rely on information from the decoding chain.
The FEC decoder takes as input the parameter gross_bytes and a protected L C3plus frame of that size. The FEC
decoder performs mode detection (the EP mode not being transmitted explicitly), error detection and possibly error
correction from which the value error_report is generated. E.g. if a protected frame is correctable, this value smply
gives the number of corrected hits. It is a guidance to the control unit for selecting the FPs EPMR. The FEC decoder
further retrieves the PPs EPMR which, in the simplest case, can be directly translated into an EP mode by the control
unit. The FEC decoder furthermore generates a bad frame indicator bfi, the size of the encoder L C3plus frame

nbytes dec and the L C3plus frame itself which is provided to the L C3plus decoder.

An example for an FEC control unit is provided in Annex C.

The EPMR is protected by the channel coder and is therefore validated with very high confidence for correctable
frames. In case of an uncorrectable frame, the EPMR may still be retrieved and often even validated with high or very
high confidence. To differentiate these cases, the decoded EPMR (EPMR_PP in the present example) takes values from
0 to 11 whereas the encoded EPMR (EPMR_FP in the present example) takes values from 0 to 3, where the requested
EP mode isEPMR + 1. If the decoded EPMR, EPMR;,, falsinto the range from 0O to 3 thisindicated that its value
directly corresponds to an EPMR and that it has been validated with very high accuracy (i.e. a confidence of roughly

1 — 2718), Thisisin particular the case, when the received frame is correctable. If the decoded EPMR fallsinto the
range from 4 to 7 this indicates that the EPMR has been validated with high accuracy (i.e. a confidence of roughly

1 — 278) and the corresponding EPMR is given by EPMR ;.. — 4. Finally, if the decoded EPMR fallsinto the range
from 8 to 11, thisindicates that no validation of the EPMR value has been performed. In this case the corresponding
EPMRis EPMR,,. — 8 and its correctness depends on the integrity of the bit-location of 2 EPMR bits in the bitstream.
These considerations should be taken into account when received EPMRs are evaluated by the FEC control unit.

For stereo content, the frames of left and right channel are channel encoded in a combined way aslong as gross_bytes
does not exceed 160. Thisis done to increase efficiency for low bit-rate stereo transmission. To this end, the two

L C3plus frames are concatenated before channel encoding. If nbytesis larger than 160 the two frames are channel
encoded separately and the two protected L C3plus frames are concatenated.

A.1.2 Bitrate Conversion

The conversion from gross bitrate gbr in bpsto LC3plus codec cbr bitrate is carried out as stated in the following for
severa frame durations.

For 10 ms frame duration, the gross bitrate is assumed to be a multiple of 800. The codec hitrate for the different EP
modes is calculated as:

. EP mode 1

cbr = u,(gbr) := gbr — 3200

where y. 4(x) isdefined to be 1if x > A and 0 otherwise.word

cbr = u,(gbr) := gbr — 800( + 2+ xs3 ooo(gbr))

EP mode 3

gbr
cbr = uz(gbr) := gbr — 800 (2 [ml + 2+ X532000(9bT) + 2)563 zoo(gbr)>
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. EP mode 4
gbr
cbr = uz(gbr) := gbr —800| 3 [ml + 2+ x>3200009b7) + 2)>63200(ghT) (A.4)

void (A.5)

For any frame duration except 7,5 ms, the codec bitrate in EP mode m is calcul ated as:

10 N,
cbr(Nos) = N—/"m gbr - 10 (A.6)
ms

Table A.2 outlines typical channel coder rate and codec rate for a given gbr for DECT applications.

Table A.2: Codec rates for typical DECT configurations

gbr (DECT slot) \ 1 2 3 4
EP mode
40 bytes, 10 ms interval 36 bytes 32 bytes 26 bytes 20 bytes
80 bytes, 10 ms interval 76 bytes 66 bytes 53 bytes 42 hytes

A.1.3 General Channel Coder Parameters

A.1.3.1 EP mode

The EP mode m isanumber from 1 to 4, where m = 1 provides only basic error protection and m = 2, 3, 4 provides
increasing error correction capability. At the channel encoder the EP mode is denoted by my.. and at the channel
decoder it is denoted ny.

A.1.3.2 Slot Size

The dot size N specifies the size of the channel encoded frame in octets and equals the parameter gross_bytesin
Figure A.1. Ng may take all integer values from 40 to 400, covering nominal bitrates from 32 to 320 kbit/s at aframe
rate of 100 Hz.

A.1.3.3 EPMR

The Error Protection Mode Request (EPMR) is atwo-bit symbol represented by numbers from 0 to 3. The requested EP
modeisEPMR + 1.

A.1.3.4 Combined Channel Coding Flag

The combined channel coding flag ccc_flag takes values 0 and 1 and indicatesif the input data contains data from
multiple audio channels.

A.1.4 Derived Channel Coder Parameters

A.1.4.1 Number of Code Words

The parameter N.,, specifies the number of code words that are used to encode the data frame. It is derived from the slot
size by:

N, = [211\251 ) (A.7)
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A.1.4.2 Code Word Lengths

The parameter L; isdefined for i = 0 ... N, — 1 and specifies the length of the ith code word in semi-octets. It is
derived from the slot size N, as:

2N, —i—1

L= N J +1. (A.8)

A.1.4.3 Hamming Distances
The parameter d; ,,, specifies the Hamming distance of the ith Code in EP mode m. It is given by:

1, i =0
dig = {0, i>0 (A-9)
and for m > 1 by:

dimi=2m—1 fori=0..N — 1. (A.10)

A.1.4.4 Number of Partial Concealment Code Words

The parameter Ny, specifies the number of partial concealment code words and is derived from slot size Ny and EP
mode m by:

[0,080447761194030 - Ny — 1,791044776119394 + 0,5, m = 3and Ny = 80 and ccc_flag = 0
Npcew :=110,066492537313433 - Ny — 1,970149253731338 + 0,5/, m = 4and N, = 80 and ccc_flag =0 (A.11)
0, else.

A.1.45 Size of Partial Concealment Block

The parameter N,,. specifies the size of the partial conceal ment block in semi-octets and is derived from slot size N and
EP mode m by:

New—1
Ny := Z (L — di,m +1). (A.12)

i=Ncw_Npccw

A.1.4.6 CRC Hash Sizes

The numbers Negeq and Nege2, Which correspond to sizes of CRC hash values, are derived from slot size and EP mode
m by:

2, m > 2 and Ny = 40

Negey 2= {3‘ else (A.13)
Ncgea 1S Set to:
(2, N; > 80and m > 2 and ccc_flag = 0,
Ncpez = {0’ else. (A.14)
A.1.4.7 Data Size
The parameter N,, specifies the data size in a channel encoded frame of size N, encoded in EP mode m in octets. Its
valueisgiven by:
New—1 1
Ny := Ny — Ncrer — Nerez — Z l'mZ (A.15)

i=0
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A.1.5 Algorithmic Description of the Channel Encoder

A.1.5.1 Input/Output

The channel encoder takes as input the slot size N, the EP mode my., the Error Protection Mode Request EPMR, a
data sequence a,,. (0 ... N, — 1) of octets and a combined channel coding flag ccc_flag and returns a sequence of
octets a,. (0 ... Ny — 1). Octets are interpreted as numbers from 0 to 255 according to the specified endianness.

A.1.5.2 Data Pre-Processing

The data sequence is first split into a sequence a,, (0 ... 2N,, — 1) of semi-octets with reversed ordering, where a,, (2k)
holds the upper half of a4, (N, — 1 — k) and a,,(2k + 1) holdsthe lower half. In formulasthisis:

a N,—1—-k
a,(2k) := l dae (N )] (A.16)
16
and
an(2k + 1) := rem(agq; (N, — 1 — k), 16) (A.17)
where rem(x, y) denotes the remainder in the long division of x by y, i.e. the uniquely determined number r, such that
0 <r < |y| and such that x — r isdivisible by y.
Next, CRC hash values are calculated on the bit-expansions of the sequences:
an1(0..2N, — Ny — 1) := a, (0 ...2N, = N, — 1) (A.18)
and
an2(0 ... Nye — 1) := a, (2N, — N, ...2N, — 1) (A.19)
Note that N, might be zero in which case a,,, isthe empty sequence. The bit-expansion of a semi-octet sequence
a(0 ...N — 1) isdefined by the sequence b(0 ... 4N — 1), where:
b(4k + j) = bitj(a(k))), (A.20)
with k ranging fromOto N — 1 and j ranging from O to 3 and where bit; is the function returning the jth bit according
to the specified endianness.
The first CRC hash sequence, calculated on an extension of a,,;, haslength 8N g, — 2 and the binary generator
polynomials are given by:
Pra(x) =14+ x? + x4+ x°% + x10 + x4 (A.21)
and
Paa() = 1+ x3 + x5 + 28 + x% + 210 + x4 x16 + x19 4 x22 (A.22)
The second CRC hash sequence, calculated on a,,,, has length 8 N, and the binary generator polynomial is given by:
Pe(@) =1+ x+ x> + x>+ x®+x7 + x%+ 213+ x5 4 x1¢ (A.23)
The CRC hash sequence of length k on a binary data sequence b(0 ... N — 1) for agiven binary generator polynomial
p(x) of degree k is defined as usual to be the binary sequence r(0 ... k — 1) such that the binary polynomial:
k-1 N-1
x) = Zr(i)xi + Z b(i) xi*k (A.24)
i=0 i=0

isdivisible by p(x).
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Let b,,, denote the bit-expansion of a,,; and let b,,, denote the bit-expansion of a,,,. Then the sequence
71 (0 ...8N¢grer — 3) is st to be the hash sequence of length 8Nz, — 2 calculated on the concatenated sequence:

Brioxe = (bito(EPMR), bit,(EPMR), b1 (0) ... byy (8N, — 4N,y — 1)). (A.25)

Furthermore, 77, (0 ... 8N¢gc2 — 1) is set to be the second hash sequence of length 8N, calculated on b,,,. Note that
Ty iSthe empty sequenceif Nege, = 0.

The first pre-processed data sequence b, (0..8(N, + Negey + Nerez) — 1) isthen defined by:

bypo(0 ... 8Ngpey — 3) += 131 (0 ... 8Ngpey — 3), (A.26)
bppo(8Ncre1 — 2) = bity(EPMR), (A.27)
bypo(8Ncrer — 1) := bit, (EPMR) (A.28)
bpp0(8N6R61 - 8(N¢per + NCRCZ) -1):= Tn2(0 ... 8Ngper — 1) (A.29)
bypo(8(Nere1 + Nerez) - 8(Np + Nerer + Negez) — 4Npe — 1) := by (0 ...8N,, — 4N, — 1) (A.30)
and
bypo(8(Nerer + Nerez + Np) — 4Ny .. 8(Neger + Nerez + Np) — 1):= bpa(0 ... 4N, — 1) (A.31)

Thefinal pre-processed data sequence is given by swapping the EPMR bits at positions 8N g1 — 2 and 8Nggeq — 1
with bits at positionsk := 4(L, — do.mfec) and k +1,i.e:

bpp(Ncrer — 2) 3= bppo(k) (A.32)
byp(Nerer — 1) := bppo(k + 1) (A.33)
byp (k) := bppo(Nerer — 2) (A.34)
byp(k + 1) := bppo(Ncrer — 1) (A.35)
and
bpp (1) = bypo(n) (A.36)

for n different from 8N¢cgcqy — 2,8Ncrer — 1, k, and k + 1. Swapping of these bits ensures that the EPMR bits are
stored in an EP mode independent bit positions.

The bit-sequence b,,,, is converted into a semi-octet sequence a,, (0 ... 2 (Nerer + Negez + Np)) by reversing the
bit-expansion, i.e.;

apy(K) 1= bpy(4K) + 2 by (4k + 1) + 4 by, (4k + 2) + 8 by, (4K + 3) (A.37)

Note that it is not necessary to actually carry out the bit-expansions described in this clause as CRC hashes can be
computed efficiently on data blocks.

A.1.5.3 Reed-Solomon Encoding

For Reed-Solomon (RS) encoding the pre-processed data sequence a,,,, from clause A.1.5.2 is split into N, sequences
D;, dso referred to as data words, according to:

D (o Ly — di_mfec) = a,, (si S+ L —d (A.38)

i,mfgc) ’

where i ranges from 0 to N, — 1 and where the split points S; are inductively defined by S, = 0 and
Si+1 = Si + Li - divmfec + 1

The RS codes are constructed over GF(16) = GF(2)/(x* + x + 1), where the residue class of x in
GF(2)/(x* + x + 1) ischosen as unit group generator, denoted as usual by a.
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Semi-octets are mapped to elements of GF (16) using the data-to-symbol mapping:
n - [n] := bity(n) a® + bit;(n) a® + bit,(n) a? + bitz(n) ad. (A.39)
The mapping is one-to-one and the inverse mapping isdenoted B — (B), such that [(B)] = S.

With this notation the Reed-Solomon generator polynomials for Hamming distances 3, 5, and 7 are given by:

q3(y) == [8] + [6] y + [1] ¥2, (A.40)
qs):= 7]+ [8]y + [12] y* + [13] y® + [1] y*, (A.41)

and
q;():=[12] + [10] y + [12] y* + [3] y® + [9] y* + [7] y° + [1] y©. (A.42)

For i ranging from O to N, — 1 the RS redundancy sequences R; (0 ... d; ,, foc 2) for the data words D; are calculated.
These are the (uniquely determined) segences of semi-octets such that the polynomial:

dim pop 2 Li=dimg,
fO = ) R Y D]y e (4.43)
k=0 k=0

isdivisible by g, m fec(y)' The ith code word C; is then defined to be the sequence of L; semi-octets given by:

C (0 iy = 2) = Ri(0 iy, — 2) (A.44)
and
C (di_mfec —1.L— 1) := D, (0 L= dim,,) (A.45)
Note that if d; ,,, fee = 1 the RS redundancy sequence is empty and C; simply equals D;.
A.1.5.4 Mode Signalling
The EP mode m, is not explicitly transmitted but rather signalled implicitly by coloring the first 6 code words by
mode dependent coloration sequences, i.e.:
cCy(k) = {bltmr(cﬁgjg; LGmyec (K) ‘e;: (A.46)
where bitxor(a, b) denotes the bit-wise xor operation on two semi-octets. The signalling sequences sig,,, are given by:
sig,(0..14) = (0,0,0,0,0,0,0,0,0,0,0,0,0,0,0) (A.47)
sig,(0..14) = (7,15,5,6,14,9,1,3,12,10,13,3,2,0,0) (A.48)
sigs(0..14) = (7,11,14,1,2,3,12,11,6,15,7,6,12,0,0) (A.49)
s5ig,(0..14) = (6,15,12,2,9,15,2,8,12,3,10,5,4,0,0) (A.50)

Note that code word coloration leaves the EPMR bits located in Cy (L, — 1) unchanged.
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A.1.5.5 Code Word Multiplexing

The sequences CC; are multiplexed into a sequence of octets first by interleaving the semi-octetsin areversed order
according to:

a”(ZNS - NCW k—i— 1) = CCl(k), (A 51)

where i rangesfrom0to N, — 1 and k rangesfrom 0 to L; — 1, and then by pairing consecutive semi-octets according
to:

acc(k) = ail(Zk) + 16 a”(Zk + 1) (A 52)

where k rangesfromOto N; — 1.

A.1.6 Algorithmic Description of the Channel Decoder

A.1.6.1 Input/Output

The channel decoder takes asinput the slot size Ny, a sequence z.. (0 ... Ny — 1) of octets, and a combined channel
coding flag ccc_flag and returns the data size N,,, a sequence of decoded octets z,4: (0 ... N, — 1), abad frame
indicator bfi taking values 0, 1, and 2, aEPMR estimate VKNI taking values from O to 11, a number error_report
taking values from —1 to 480 (indicating the number of corrected bitsif bfi = 0), bit position indicators be_bp_left
and be_bp_right for partial concealment, and a number epok_flags taking values from O to 15. If the channel coder
exitswith bfi equal to 1, the number error_report shall be -1.

Thevalues N, and z4,.(0 ... N, — 1) are only specified if bfi # 1, and the value of the bit position indicators
be_bp_left and be_bp_right isonly specified if bfi = 2.
A.1.6.2 Code Word De-Multiplexing

From the ot size N, the derived parameters N, and L; are calculated according to clauses A.1.4.1 and A.1.4.2. The
input sequence z..(0 ... Ny — 1) isthen split into a sequence z;; (0 ... 2Ng — 1) of semi-octets according to:

2, (2k) := rem(z..(k), 16) (A.53)

and
24 1) = [P A.54
zy( +)-—l16 (A.54)

for k = 0 ... Ny — 1, and code words X X; are extracted according to the data arrangements of clause A.1.5.5, i.e.:
XX;(k) := z;(2Ny — k Ny, — i — 1), (A.55)

where i rangesfrom0to N, — 1 and k rangesfromOto L; — 1.

A.1.6.3 Mode Detection

A.1.6.3.1 Overview

Mode detection aims at recovering the EP mode my,. by analysing the code words XX;, where i rangesfromOto 5. The
detected mode is denoted n. and takes values from 0 to 4, where O indicates that no mode has been detected. Once a
mode has been detected all derived codec parameters such as the data size, hamming distances, number of partial
concealment code words, etc. are defined according to this mode. The mode is chosen from alist of candidate modes,
initially containing EP modes 1 to 4, which is then narrowed down step by step.
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A.1.6.3.2 Stage 1

Stage 1 tries to determine whether the frame was encoded in EP mode 1. To this end, the first two syndromes of code
word 0 are calculated, where the kth syndrome of code word XX; is defined to be the GF (16) symbol:

Li-1

S = Z [XX; ()] k™. (A.56)

n=0
Mode 1 is selected if the following two conditions are satisfied:
1) SO =[0]and s = [0].

2)  Thedata, extracted according to the frame arrangement of my.. = 1, passes the first cyclic redundancy check
asoutlined in clause A.1.6.7 With z,, (0 ... 2Ns — 2) = (XX, (2 ... Li = 1), XXy, .., XXy, -1)-

If these conditions are satisfied, error_report and bfi are set to 0 and the channel decoder outputs the data
Zgat (0 ... N, — 1) asgenerated in clause A.1.6.7. Otherwise, mode detection enters stage 2 and mode 1 is removed from
the candidate list.

A.1.6.3.3 Stage 2

Stage 2 tries to determine whether the frame was encoded in EP modes 2, 3, or 4. To this end, syndromes S,Ei) are
caculatedfori=0..5andk =1...6.

If for onem € {2,3,4} the conditions:

SO+ Z[sigm(n)] akm = [0] (A.57)

n=0
aresaisfiedfori =0..5andk =1..d;,, — 1, that isall syndromes coloured according to mode m vanish, then
Ngec: = m is selected and the channel coder proceedsto clause A.1.6.6. Note that such an m is necessarily unique so the

modes may be tested in any order.

If no such m can be found, then mode detection calculates the error locator polynomials A; ,,(y) fori = 0...5 and

m = 2 ...4. Thisisdone according to clause A.1.6.5.2 with t = (d”;‘—_l) and:
13
Oy = S,Ei) + Z[sigm(n)] akm, (A.58)
n=0

the coloured syndromes according to mode m, for k = 1 ... 2t.

All modes m for which A; ,,,(y) = [0] for at least one i from 0 to 5 are excluded from further consideration.
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For the remaining modes arisk value is computed. The risk value rsk(m) for mode m is based on the degrees of the
error locator polynomials A; ,, (y) and is computed as mantissa exponent pair:

(,Um. Em) = <<(((/’l0,mn Eo,m) * (.ul,m' el,m)) * (.Uz,m' ez,m)) * (.u3,m- ES,m)) * (/M,m- E4,m)> * (Ms,m- 65,m): (A- 59)

where the mantissa exponent pairs (i; . €;m ) are specified in Table A.3, and where the multiplication of two mantissa
exponent pairsis defined as follows: Given two pairs (u, €) and (u', €"), where 0 < pu, u' < 215, the product
(u,€) = (1, € isdefined to be the pair (u"”, €'") given by:

v {lu w27, o < 2% (A.60)
[p 2713, else ’
and
" e+e, pp <2%
= A.61
€ {6 +e +1, else. ( )

Such a mantissa exponent pair (i, €) corresponds to the number y - 26714,

Table A.3: Fundamental Risk Values

m\ 6 :=deg(Aim) 0 1 2 3
1 (only fori = 0) (16 384, -8) (26 880, -1) NA NA
2 (16 384, -8) (26 880, -1) NA NA
3 (16 384, -16) (26 880, -9) (20 475, -2) NA
4 (16 384, -24) (26 880, -17) (20 475, -10) (19 195, -4)

All modes m for which the corresponding risk value rks(m) lies above a slot size dependent threshold risk_thresh are
removed from the list of candidate modes. The risk threshold is defined to be:

219902737, N; =40

A.62
25166-2724, N, > 40. (4.62)

risk_thresh := {
The remaining modes with risk value smaller than or equal to risk_thresh are enumerated asmy, j = 1 ...n, such that
foreveryj=1..n—1 ether rsk(mj) < rsk(mj,q), Or rsk(mj) = rsk(ij) and m; < m;,, holds.

Starting from mode m,, the error positions T i in code words X X; are determined according to clause A.1.6.5.3 with
Aly) = Ai,mj (y) fori =0...5. If calculation of error positions was successful for al code words then ny,. = m; is

selected and the channel decoder proceeds to clause A.1.6.5. Otherwise, if error positions cannot be determined for one
index, the same procedure is carried out for mode m;., while j < n. Otherwise, n;. is set to 0 indicating that no mode
has been detected.

In case no mode is detected, i.e. ng,. = 0, error_report isset to —1 and EPMR detection is carried out according to
clause A.1.6.4 with M = {1, 2, 3, 4} before the channel decoder exitswith bfi = 1.

A.1.6.4 EPMR Estimation when Frame is not decodable

In case the frame is not decodable the EPMR is estimated by analysing the first code word XX, and the corresponding
error locator polynomials A, ,,, for @l modesm € M, where M isagiven set of candidate modes.

First all modes are removed from M for which either:
e theerror locator polynomial A, isnot valid; or
. the risk value exponent € ,,, as specified in Table A.3 islarger than —8.

The set of remaining modes is denoted M, .
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If M, isempty the EPMR estimate VKNI is set to:
VKNI = bity(XXo(Lo — 1)) + 2 bity(XXo(Lo — 1)) + 8, (A.63)
where the summand 8 indicates that this value is not validated.

If M, isnot empty then let m denote the element of M, for which the risk value exponent ¢, ,,, is minimal (note that
such amode always exists since €, 1 and €, , cannot both have value —8 by design of the signalling sequences). Then,
error correction is performed on XX, according to clause A.1.6.5 with ns,, = m and the EPMR estimate is derived
from the corrected code word X X§ as either:

VKNI = bito(XX§(Lo — 1)) + 2 bity (XX§(Lo — 1)) + 4 (A.64)
if €g,m > —16, where the summand 4 indicates that the EPMR was validated with high confidence, or:
VKNI = bity(XX§(Lo — 1)) + 2 bit, (XX§(Lo — 1)) (A.65)

if €9,n < —16 indicating that the EPMR value was validated with very high confidence.

A.1.6.5 Error Correction

A.1.65.1 Overview

Full error correction is carried out only upon successful mode detection. In this case the error positions for n,, Fecik for

the first 6 codewords were already computed in clause A.1.6.3.3. Error correction may also be carried out only for the
first code word for EPMR recovery. In this case the following steps are only carried out for i = 0.

The code words XX; with i < 5 are corrected by calculating the error symbols ¢; , according to clause A.1.6.5.4 with:

d = deg (Ai,n ) (A.66)
13
O = S,Ei) + Z [signfec(l)] akt, (A.67)
=0
S\ being defined asin clause A.1.6.3.3, and:
Vi = Mngpeike: (A.68)

The corrected code words are then defined by:

XXE(K) = {;i;jc(okg(XXi(k),< g1 > lglsze’vl for some (A.69)
where <-> isthe inverse data-to-symbol mapping specified in clause A.1.5.3.
For the remaining code words with index i > 5 error correction is performed by carrying out the usual steps:
1) Syndromes are calculated according to:
Li-1
o= ) XD oM (A.70)

=0

1

. di,n -
fork =1..2t with¢ := %

2) If al syndromes are zero, the code word is presumed error free, and thus the corrected code word X X[ is set to
XX;.

3) Otherwise, the error locator polynomial A(y) is calculated according to clause A.1.6.5.2.

ETSI



156 ETSI TS 103 634 V1.6.1 (2025-10)

4)  Upon success (i.e. A(y) # [0]), error positions vy, k = 0...d; — 1 with d; := deg(A(y)), are calculated
according to clause A.1.6.5.3.

5)  Upon success, error symbolse; ., k = 0 ...d; — 1, are calculated according to clause A.1.6.5.4 and error
correction is performed according to:

bitxor (XX;(k),{€;;)) k= v, for somel

Xxi () = {xx,-(k) else.

(A.71)
If error correction fails for anindex i < N, — Ny, i.€. One of the steps 3, 4 or 5 failed, the bad frame indicator bfi is
setto 1, error_report is calculated as specified below and channel decoding is terminated.

Forindicesi = N, — Ny, asequence T (Ng, — Npcey - Now — 1) isdefined as follows. If error correction fails for
anindex i = N, — Ny OF if the risk value exponent €; ,, as specified in Table A.3 islarger than —16 the value T'(i)
is set to 0, indicating that the datain code word X X; is not reliable without further validation. If error correction fails for
such an index i, the corrected code word X X{ is nevertheless defined to be X X; but the first bad frame indicator bf i, is
set to 2.

The value of error_report is determined as follows. If error correction failed for anindex i < N, — Npccw thenlet i;
denote the smallesindex for which it failed and set I = {0, ..., i; — 1}. Otherwise let I denote the set of all indices
0 < i< N, for which error correction succeded. The value of error_report isthen calculated as:

d;
Z Z bito((ey,)) + bit, (&) + bity({e,)) + bits( (&) (A.72)

i€l j=0
that is the total number of bits corrected in code words X X; with i € I.

If Ny = 40 the number of bit correction is artificially reduced to increase error detection. If all code words have been
corrected successfully the first bad frame indicator is set depending on a mode dependent error threshold emax,,, given

by:

3 m=1
emax, = [9 m=2 (A.73)
18 m=3

If error_report < emax, fec the first bad frame indicator bf i, is set to 0 and otherwiseit is set to 1.

The value epok_flags iscalculated asfollows. If bfi, # 0 it isset to 0. Furthermore, if no errors were detected, it is
set to 15. Otherwise, aflag epok; iscaculated for i = 1..4. If N; # 40 the value epok; is calculated as:.

epoky, = {1' max (deg (4;,,,),J = 0. Noy = 1) <m, (A.73.1)
0, else.

If Ny = 40, the value also depends on emax,,, and error_report and is calculated as:

epok,, = {1, max (deg (Aj:nfec) ,j =0..Ng, — 1) < mand error_report < emax,,, (4.73.2)
0, else.
The value epok,, thus gives an estimate whether the current frame would have been correctable in mode m. The value
epok_flags isthen calculated as:
epok_flags = epok, + 2 epok, + 4 epok; + 8 epok,. (A.73.3)

A.1.6.5.2 Calculation of Error Locator Polynomials

The error locator polynomial is calculated from a sequence oy, k = 1 ... 2t, of symbolsin GF(16), where t isanumber
from1to 3.

If g, =[0] for k = 1...2¢, the error locator polynomial A(y) isset to [1].

Otherwise, the determinants of matrices M, are calculated for [ = 1 ... t, where:
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M, = (0y), (A.74)
) e

g, 0, O3
M, = <(72 o3 04> (A.76)

o3 04 O

and

det(M,) = oy, (A.77)
det(M,) = 0,03 + 02, (A.78)
det(Ms3) = 60,0505 + 0,02 + o0%05 + 03. (A.79)

If all determinantsare[0] for [ = 1 ...t the error locator polynomial A(y) isset to [0], which isanon-valid error locator
polynomial in the sense of clause A.1.6.5.3.

Otherwise, take 7 to be the largest index from 1 to t such that det(M,) # 0. Then the coefficients of the error locator

polynomial are computed as:
Ar O7+1
<3>:= M;l( : ) (A.80)
Al O-Z‘L'

Mt = (o7 h), (A.81)

where the inverse matrices are given by:

0- a-
M1 = det(M,)"! (az aj) (A.82)

0305 + 02 0,05+ 030, 0,0, + 0%
M3t := det(M3)™Y 030, + 0,05 0,05 + 0% 0,04 + 0,03 |. (A.83)
0,0, + 02 0,0, + 0,03 0,03+ 02

If A, = [0], the error locator polynomial is set to [0].

Otherwise, if T = t, the error locator polynomial is set to:

A :=[1]1+ L,y + ..+ Ayt (A.84)
and if T < t it isfurther tested whether:
T
Z Octktn Ar—ks1 = Ozrin+1 (A.85)
k=1

holdsfor n = 0..2(t — 7) — 1. If al these equalities hold, then the error locator polynomial is set to:
AW) =[1]+ L1y + ..+ A )" (A.86)

Otherwise, itissetto [Q].

A.1.6.5.3 Calculation of Error Positions
Error positions are calculated from the error locator polynomial:
A) =11+ 4y + ..+ A, y% (A.87)

The error locator polynomial issaid to be valid, if it admits a representation:

t-1
AG) = H(y + @), where0 <n, < L;and n, = mn fork #1 (A.88)
k=0
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in which case the error positions are given by n;, for k = 0 ...d — 1. Otherwise, the list of error positionsis empty.

The values n, can be determined by testing A(ea™) = 0 forn = 0 ...L; — 1. Alternatively, tabulation of error locations
indexed by 4; is possible and might be considerably faster.

A.1.6.5.4 Calculation of Error Symbols

Error symbols are calculated from syndromes gy, ..., 04 and error positions v, ..., v4_4 by solving the linear system:

€o 01
Ad(VO'""vd—l) < > = < >
€a-1 Oa

over GF(16), where A;(vy, ..., v4_,) are the Vandermonde matrices:

A1(vp) = (a™)

vV
_(a a’t
Ay (v, vy) i= (aZVO a21/1)’

and

Vo V1

a a a’?
A3(vo, vy, V) 1= | @0 a®1 a®z ).
a3v0 a3v1 a3v2
The matrix inverses are given by:
A7 (vo) = (a™)

- 2
A7 o) = det(A0v0,m)) " (Toun ).

and

a2v1+3v2 + a2v2+3v1 av1+3v2 + av2+3v1 av1+2v2 + av2+2v1
Agl(vo'vl,vz) = det(A3(V01V1:V2) )—1 @2Vot3va | o2vaH3ve  pVo+3Vz 4 Va+3Vo  pVot2V2 | g V2+2Vo
a2v0+3v1 + a2v1+3v0 a,v0+3v1 + av1+3v0 av0+2v1 + a,v1+2v0
with:
det(A,(vy,vp)) = a¥ot?Vi 4 g¥1t2vo
and

det(A3(v0,v1,v2)) — av0+2v1+3v2 +av1+2v2+3v0 +av2+2v0+3v1 + av0+2v2+3v1 +av1+2v0+3v2 +av2+2v1+3v0.

A.1.6.6 De-Colouration and RS Decoding

De-coloration according to the detected EP mode . is done by applying the corresponding signalling sequence from
clause A.1.5.4, giving rise to de-colourated code words:

X(k) = bitxor (XX{ (k),sign,,. (k) <6,
. XXi () else.

Then, redundancy decoding is applied according to mode ny.. producing the data words:
Wi (0..Li = diny,) = Xi (dimype = 1L — 1)

which are combined into the data sequence z,, (0 ... N, — 1), with N,, as specified in clause A.1.4.7 withm = ng,,,
according to:

pr (Sl Sl + Li - di'nfec) = VVl(O . 'Li - di'nfec)
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fori =0..Ng, — 1, wherethe split points S; are defined asin clause A.1.5.3. This yields a sequence of length
2(Np + Ncper + Negez)- After RS redundancy decoding the FEC decoder proceedsto clause A.1.6.7 Data
Post-Processing.

A.1.6.7 Data Post-Processing

Data post-processing consists of hash removal and validation, and EPMR extraction. The sequence z,,, from

clause A.1.6.7 is expanded into the corresponding bit sequence y,,,, from which the sequence y,,,,, is derived by
reversing the bit swap from clause A.1.5.2, i.e. swapping bits at positions8Ngogc; — 2 and k 1= 4(L, — do.nfec) and
bits at positions 8Ncge; — 2 and k +1.

The sequence y,, is then split into sequences iy, iz, Yniext, AN Yp,, COrresponding to SEQUENCES 75,1, T2, bpqexe, AN
b,,, from clause A.1.5.2, given by:

In1(0 ... 8Ngrer — 3) := Yppo(0 ... 8Ncger — 3),
in2(0...8Ncrez — 1) := ¥ppo(8Neret - 8(Nerer + Nerez) — 1),
Yniext(0 ... 1) := ypp0(8NCRc‘1 —3..8Ncge1 — 1),
Yniext(2 . 8N, — 4Ny + 1) := Yppo(8(Ncre1 + Nerez) - 8(Nerer + Nepez + Np) — 4N, — 1
and
Yn2(0 . 4Npe — 1) = ¥p0(8(Nerer + Nerez + Np) — 4Npe .. 8(Neper + Nerez + Np)

The two Cyclic Redundancy Checks (CRC) are carried out on y,,,.,; and y,,, by re-calculating the hash sequences
specified in clause A.1.5.2.

If the calculated 8N g, — 2 bit redundancy sequence for y,,;..: Specified in clause A.1.5.2 does not match i,,, the bad
frameindicator bfi is set to 1 and the EPMR is estimated according to clause A.1.6.4 with M = {nfec}. Otherwise, the
EPMR estimate is set to:

VKNI = ynlext(o) +2 ynlext(l)'

If the first CRC is passed and if bfi, # 2, the second CRC is carried out calculating the 8 N g, hash sequence for y,,,
as specified in clause A.1.5.2. If the result does not match the sequence i,,, the bad frame indicator bfi isset to 2,
indicating the loss of partial concealment data. If the first CRC is passed and bfi, = 2 then bfi is set to 2 without
carrying out the second CRC.

If both CRCs are passed, the bad frame indicator bfi is set to O, indicating that the decoded datais valid.

If bfi =2, the position indicators be_bp_left and be_bp_right representing the left and right border of the potentially
corrupted bitsin the partial concealment block are determined from the sequence T'(Ne,, — Npcew -+ Neyw — 1) from
clause A.1.6.5 in the following way.

If one of the two following conditionsistrue, then be_bp_left isset to 0 and be_bp_right isset to 4N, — 1.
1) T(@@) =0for Ny, — Nyeew <i <N, (notrusted code words exist)
2) T(@)=1forNg, — Npeew <1i<N,, (al codewords are trusted but errors have been detected)

Otherwise, the position indicators are calculated as follows. If T(N,, — 1) = 0, then be_bp_left is set to 0. Otherwise,
there exists amaximal index i, suchthat T(i) = 1 for iy, <i < N, and be_bp_left is calculated as.

New—-1

(A.101)
(A.102)
(A.103)

(A.104)

(A.105)

(A.106)

bebpleft =4 Z (Li - di,nfec + 1)- (A.107)

i=i0

Analogously, there exists aminimal index i; suchthat N, — Npeo < iy < N, and T (i;) = 0, and be_bp_right is
calculated as:
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New—-1

Beuppigre =4 D (Li—ding +1) = 1.
i=i1

If bfi # 1 the output data z,,; is generated by reversing the pre-processing steps from clause A.1.5.2 by setting:
Yn1(0..8N, — 4Ny, — 1) := Y1000 (2 ... 8N, — 4N,y + 1),

Zp1 (k) = yp(4k) + 2y, (4k + 1) + 4y, (4k + 2) + 8y, (4k + 2)
fork =0..2N, — N, — 1,

Zpo (k) = Vo (4k) + 2 v, (4k + 1) + 4 y,,(4k + 2) + 8 y,,(4k + 2)
fork=0..N,. —1,

2,(0 .. 2N, — Ny, — 1) =z,
2,(2N, — Np¢ ... 2N, — 1) = zp,
and
Zgar (k) == 2,(2N, — 2k — 1) + 16 2, (2N, — 2k — 2)

fork=0..N, - 1.

A.1.7 Padding bytes

Padding bytes can be detected as the special decoder mode PADDING described in clause 5.4.2.4. The difference for
operating with enabled channel coder is that the padding signalling elements (see Table 5.20) are read from the right
side of the LC3plus frame. The additional number of bytes to be skipped as described in the padding length bits are
located at the left side of the LC3plus frame in order to optimize the bitstream layout for partial conceal ment described
inclause A.1.8.3.

The decoding procedure complies of aregular channel decoding step. Then when al potential PADDING signal 16-bit
code words are detected, the number of padding signalsis counted as nsig_pad and the number of padded bytesin the
code words is counted as nbytes padd. The left sided and right sided padding bytes are to be removed and the codec
parameters need to be updated according to the real bit rate, see clause 5.7.

If padding is detected the output parameters of the LC3plus channel coder are updated according to the following
pseudo code:

Np = Np — 2*nsi g_pad — nbytes_pad;
Npc = nmax(Npc — 2*nbytes_sig, 0);
if (bfi == 2)
{
if (be_bp_right < 8*nbytes_pad)
bfi = 0;
}

el se

be_bp_left = max(be_bp_left — 8*nbytes_pad, 0);
be_bp_right = be_bp_right — 8*nbytes_pad;

}

If padding removal resultsin a payload size smaller than 20 bytes, i.e. the minimal LC3plus payload size, the bad frame
indicator isset to 1.
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A.1.8 Bit error Concealment

A.1.8.1 Reorder Bitstream

Before the channel coder is applied at encoder side, the bitstream is reordered such that preferably the coding data
corresponding to the highest spectral coefficientsincluding the residual signal arein front of the bitstream. At decoder
side, the bitstream is read in a different way to repeal the reordering mechanism.

At encoder side, the bitstream bs is rearranged as follows:

bs_enc(b_left + k), 0 < k < block_size
bs_rearranged(k) = {bs_enc(k — block_size), block_ size < k < b_left + block_size (A.115)
bs_enc(k), b_left + block_size<k <len
where
len = 8- nbytes (A.116)
and
. Npc
block_size = 8 [T (A.117)

and N, calculated in clause A.1.4.5 subject to the changesin clause A.1.7 and b_left isthe byte position at the |eft side
where the last block_size bits fit exactly in the bitstream, this means that the partial concealment block is
[b_left:b_left+block_size-1].

The rearrangement of the bitstream bs_rearranged at decoder side is done by initializing the arithmetic decoder byte
position bp = block_size instead of 0 asdone in clause 5.4.2.2. The border b_left at decoder side is determined as:

b_left = bp_side ,if bp++ == bp_side or bp == bp_side--. (A.118)
If bp++ == b_left, then bp = O; if bp_side-- == b_left -1, then bp_side = (block_size/8)-1.

If the arithmetic decoder triggers an unexpected bit error in the partial conceal ment block, meaning outside the range
[be_bp_left: be_bp_right], then the lowest MDCT bin which cannot be decoded, k,,,, is set to the highest frequency,
which can be decoded outside the partial concealment block.

A.1.8.2 Bit error Concealment trigger

If only part of the residual is missing, for example be_bp_left and be_bp_right only affect residua bits, then the bfi
flag is set to zero and the residual block is skipped, before decoding the frame as aregular frame.

If k. isthe lowest MDCT bin which cannot be decoded and k,,, < 4N,,, then the decoder shall apply packet loss
concealment for the following five events:

a) if there are uncorrectable bit errorsin the bitstream, except the partial conceal ment code block;

b) if the stability factor 6 according to equation (157) is lower than 0,5;

) if 8> 0,5 and pitch_present = 1 asdescribed in clause 5.4.2.3 and k,,, < [800 % :

d) if > 0,5 and pitch_present = 1 and k;, < peak_detector(X,,,, Nr), where X,,,.,, is the shaped spectrum of
the last non-PLC frame; and

function [kpel = pc_peak_detector (X, Ng)
bl ock_size = 3;

threshl = 8;

fac = 0. 3;

mean_bl ock_nrg = mean(X,.c,. 22);

maxPeak = 0;
kpeak = O;
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i T abs(%prey(0)) > abs(Lpren(1))
bl ock_cent = sum(X,,.,(0:1)."2);
if block_cent/block_size > threshl*mean_bl ock_nrg
cur_max = max(abs( X, (0:1)));
next _max = max(abs(X,..,(2: 2+bl ock_size-1)));

if cur_max > next_max
maxPeak = bl ock_cent;
kpeak = 11

for k = 0:block_size-1
if abs(Xpren(k+1)) >= abs(Xpen(k)) && abs(Xpen(k+1)) >= abs(Xppen(k+2))
bl ock_cent = sum(X,..,(k: k+bl ock_si ze-1).72);

i f block_cent/block_size > threshl*mean_bl ock_nrg
cur_max = max(abs(X,..,(k: k+bl ock_size-1)));
prev_max = 0;
for j = k-block_size:k-1
ifj>0
prev_max = max(abs(X,..,(j)), prev_nax);
next _max = max(abs(X,..,(k+bl ock_si ze: k+2*bl ock_si ze-1)));

if cur_max >= prev_max && cur_max > next_max
if block_cent > fac*maxPeak
Kpear = k+bl ock_size-1;
if block_cent >= maxPeak
maxPeak = bl ock_cent;

for k = bl ock_size.. Ng-(2*bl ock_si ze)
if abs(Xprer(k+1)) >= abs(Xpen(k)) && abs(Xpen(k+1)) >= abs(Xppen(k+2))
bl ock_cent = sum(X,.e,(k: k+bl ock_si ze-1).72);

i f block_cent/block_size > threshl*mean_bl ock_nrg
cur_max = max(abs(X,..,(k: k+bl ock_size-1)));
prev_max = nmax(abs(X,..,(k-bl ock_size:k-1)));
next _max = rrax(abs()?pre,,( k+bl ock_si ze: k+2* bl ock_si ze-1)));
if cur_max >= prev_max && cur_nax > next_max
if block_cent > fac*nmaxPeak
Kpear = K+bl ock_size-1;

if block_cent >= maxPeak
maxPeak = bl ock_cent;

e) if 6 = 0,5 and pitch_present = 0; and

kpe—1 Nr-1

Z Xquc(k)? <03 Z Xgu6 (k)2 (A.119)
k=0 k=0

where X, ;; (k) is the quantized spectrum of the last non-PLC frame of clause 5.4.2.8.

If none of the five eventstriggersor k., = 4N,,, partiad concealment of clause A.1.8.3 shall be applied.

A.1.8.3 Partial Concealment

The partial concealment is a method to conceal the missing spectral lines, which for example are not available due to
non-correctable bit errorsin the partial concealment code block encapsulated by be_bp_left and be_bp_right as
described in clause A.1.6.7, while decoding the rest of the payload as usual. Figure A.2 gives a decoder overview
including the partial concealment processing blocks marked in green and the update steps marked in red which have to
be done in every frame expect for frames which are concealed with PLC.
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As the quantized spectrum X, isonly valid from 0...k,, — 1, the upper bins are synthesized as follows:

for k=kp,.. Np—1

seed = (16831 + seed*12821) & OxFFFF;
if (seed < 0 & pitch_present == 0) || seed < randThreshold
Xq(k) = _Xq,lG(k)'faC;

el se

X, () = Xu6(k) - fac;

if | X0 < 0.625
X,(k) = 0;

with theinitial value of seed = 24 607, pitch_present from clause 5.4.2.3, 7(; (k) being the quantized spectrum of the
current frame, X, ,; (k) being the quantized spectrum of the last non-PLC frame of clause 5.4.2.8, randThreshold being

calculated asdone in clause 5.6.3.2 and fac being the rescaling factor:

fac = facgg - faceper

where fac isbounded by 0 < fac < 1, and

where g g, isthe global gain of the previous frame and gg isthe global gain of the current frame of clause 5.4.5 and

IYprev
facy,y = ——
99 99

if the following two conditions are met:

then:

otherwise fac p.r = 1.

kpe—1 Np-1

1 . ) 1 . )
§ Xprev (k) > § Xprev (k)
kbe %=0 NF - kbe

k=Kpe
kpe—1 kpe—1

gg;%rev' Z Xq,lG(k)2 > ggz' Z X;(k)z
k=0 k=0

Kpo—1 ——
faoy = |29 Ty Ka(0?
ener — Kroe .
ggprevz ' Ekl;eo 1Xq,lG(k)2
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Figure A.2: Decoder overview including partial concealment
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Afterwards, the residual decoding in clause 5.4.3 is skipped. Other than that, the frame is processed and handled as a
regular good frame, meaning that the blocks noise filling, global gain, temporal noise shaping and spectral noise
shaping are applied to form the intermediate spectrum X' (k) right before the IMDCT, see Figure A.2. To form the

reconstructed spectrum X (k), the intermediate spectrum X’ (k) is damped adaptively based on the two damping factors:

V084026,  for Npys =25
slow, =12 08+0,2-6, for Npypg =5

08+0,2-0, otherwise
and

Y03+02:0,  for Ny, =25
fasty =42/03+02-6, forNys=5

0,3+0,2-0, otherwise

where 6 isthe stability factor according to equation (157), but between scf Q_, (k) and scfQ (k). The corresponding
cumulative attenuation factors cum_fading_slow_pc, and cum_fading_fast_pcy are derived as follows:

cum_fading_slow_pcy = cum_fading_slow_pcy_; - slowy
and
cum_fading_fast_pc, = cum_fading_fast_pc,_, - fasty

where cum_fading_slow_pc,_; and cum_fading_fast_pc,_, are the cumulative attenuation factors of the previous
frameor 1 if nbLostFrames = 1, where nbLostFrames is the number of consecutive frames which are concealed with
partial concealment plus the number of consecutive frames which are concealed with packet |oss conceal ment right
before partial concealment is used.

If the previous frame was conceal ed with packet |oss conceal ment, the cumulative attenuation factors
cum_fading_slow_pc,_; and cum_fading_fast_pc,_, are calculated asfollows:

V(0,84 0,20p,0)"P,  for Ny = 2,5
cum_fading_slow_pci—1 = §3/(0,8 + 0,2 - 6p,c)" P, for N, =5
(0,8 + 0,2 0p, )P, otherwise

and

V(O0,3+02-05,0)"P,  for Nps = 2,5
cum_fading fast_pci—1 = §3/(0,3 4+ 0,2 - 8,,0)" P, for Ny, =5
(0,3 +0,2-0p, )P, otherwise

where 6,, . isthe stability factor used in the previous packet 1oss concealment frame and nrPIc is the number of
consecutive frames conceal ed with packet |oss conceal ment before the first partial concealment frame.

Finally, the damping is processed as follows:

ad_ThreshFac_start = 10;
ad_ThreshFac_end =1.2;
ad_threshFac = (ad_ThreshFac_start - ad_ThreshFac_end) * linFuncStartStop + ad_ThreshFac_end;
frame_energy = nean(X'(k)(kye. . Np —1).72);
energThreshol d = ad_t hreshFac * frane_energy;
for k=kp.. Np—1
if (X(k)"2) < energThreshol d
cum f adi ng_sl ow_pc;

n 0;
el se

m = cum f adi ng_f ast _pc;

n = (cumfading_sl ow pc-cum fading_fast_pc) * sqrt(energThreshold) * sign(X'(k));
end
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Xk =m* ') + n;
end

to form the spectrum X (k) for clause 5.4.8.

A.2 Redundancy frames

A.2.1 Overview

A packet-based application layer forward error correction algorithm can be implemented with LC3plus as well. In [i.6],
this mechanism is described as media specific FEC. This means a packet contains a primary encoded L C3plus frame
and a secondary L C3plus frame which is delayed in time by an offset of t packets.

As packet loss usually coincides with high jitter, ajitter buffer manager can compensate for the high jitter and may
forward the secondary LC3plus frame in order to compensate the missing primary frame. Primary and secondary frame
might be identical in terms of configuration and bitrate or the secondary frame might be of lower bit rate and lower
quality.

In the case that secondary L C3plus frames contain alower audio bandwidth, the frames shall be |abelled as secondary
frames in the RTP frame type description. This flag shall be forwarded to the decoder. For LC3plus frames labelled as
secondary frames, the decoder shall select the conceal ment strategy as done in clause A.1.8.2, which is the partial
concealment algorithm described in clause A.1.8.3 or the frame loss concealment al gorithm as described in clause 5.6.3,
where k. is set to the lower bandwidth in the coded secondary frame.

If the partial conceal ment algorithm is selected, the same processing is done as described in clause A.1.8.3. The only
differenceisin the noise filling processing after partial concealment. If the bandwidth index P,,, (see clause 5.4.2.3)
from the previous frame is not the same as for the secondary frame, and the secondary frame contains alower audio
bandwidth than the primary frame, then the bandwidth index from the previous frame is used together with the noise
filling gain Ly, givenin clause 5.4.4 of the previous frame for the MDCT bins beginning at k,,. However, this noise
filling gain is further multiplied with fac,,., ascalculated in equation (A. 123) and limited between 0,0625 and 0,5.

A.2.2 Example configuration

Table A.4 shows some examples applicable for Vol P scenarios using 64 kbit/s gross rate.

Table A.4: Configuration of secondary and primary frames

Label Primary frame Secondary frame
bit rate Bandwidth (Hz) bit rate Bandwidth (Hz)
NB VolP 32 kbit/s 4 000 32 kbit/s 4000
WB VolP 32 kbit/s 8 000 32 kbit/s 8 000
SWB VolP 48 kbit/s 16 000 16 kbit/s 4000
FB VolP 48 kbit/s 20 000 16 kbit/s 4000

A script-based simulation framework t ool s/ | ¢3pl us_r edundancy_si nul at or. pl can befound in archive
ts_103634v010601p0.zip which accompanies the present document. The simulation assembles primary and secondary
frames into a new bit stream based on a given error pattern. Secondary frames are labelled with BFI = 3 in the G192 file
format. An example call isgivenint ool s/ | ¢3pl us_r edundancy_exanpl e. sh.
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Annex B (normative):
RTP payload format for the LC3plus codec

B.1 Introduction

This annex specifies the payload format for packetization of the Low Complexity Communication Codec (L C3plus)
coded speech and/or audio signalsinto the Real-time Transport Protocol (RTP).

The RTP payload format is specified in clause B.2 and supports transmission of:
- different audio bandwidths and sampling frequencies;
- different frame durations;
- encoding at different bitrates;
- high-resol ution encoding;
- multiple frames per payload;
- signalling for fast codec rate adaptation;
- single as well as multiple audio channels;
- application layer redundancy, including both codec redundancy and packetization redundancy.

SDP parameters are defined in clause B.3. Usage of the SDP parametersin in the offer-answer model isincluded in
clause B.3.

The RTP payload format is intended to be used when transmitting L C3plus coded audio in IPFUDP/RTP networks. The
payload format supports both single-channel operation as well as multi-channel operation as shown in Figures B.1 and
B.2.

Input Frame LC3plus Frame data RTP RTP packet
EEEE— >
sound encoder packetizer
IP network
Output ~ Frame LC3plus | Frame data RTP
sound decoder | unpacketizer

Figure B.1: Single-channel operation

For multi-channel operation, several independent instances of the L C3plus codec are used but the payload format
supports packetizing frames from several codecs into the same RTP packet, as shown in Figure B.2.
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Frame data
block
. Frame data 1:
Input Frame LC3plus i channel 1 !
sound encoder : »
channel 1 channel 1 : !
| ! RTP RTP packet
! | packetizer
! Frame data |
Input Frame LC3plus 1 channel N |
sound —> encoder : »
channel N channel N ! : v
b
IP
" Frame data | network
Output  Frame LC3plus \ channel 1 1
sound ] decoder < :
channel 1 channel 1 ! |
|
: ! RTP
1 . <
' Frame data i unpacketizer
Output Frame LC3plus , channel N 1
sound ] decoder <: :
channel N channel N | !
Lo mmemme e
Frame data
block
Figure B.2: Multi-channel operation
B.2 LC3plus RTP payload format

B.2.1 Byte order

The byte order used in the present document is the network byte order, i.e. the most significant byte (octet) first. The bit
order isthe most significant bit first. This practice is presented in all figures as having the most significant bit located
left-most on each line and indicated with the lowest number.

B.2.2 RTP header usage

B.2.2.1 General

The format of the RTP header is specified in IETF RFC 3550 [2]. This payload format uses the fields of the RTP header
in a manner consistent with IETF RFC 3550 [2].
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B.2.2.2 Marker bit

When an RTP stream is used for transporting a single audio channel, the RTP header marker bit (M) shall be set to 1 if
the first frame-block carried in the RTP packet contains a speech frame which isthe first in atalkspurt. For all other
RTP packets the marker bit shall be set to zero (M=0). Thisis the same usage as described in IETF RFC 3551 [3].

When an RTP stream is used for transporting multiple channels, the RTP header marker bit shall be set to 1 if any of the
channels contains a speech frame that is the first in the talkspurt and when all channels were inactive (in DTX) for the
preceding frame period.

B.2.2.3 Seguence number

The RTP Sequence Number isincremented by 1 for each transmitted packet, as described in IETF RFC 3550 [2].

B.2.2.4 Time stamp

The RTP clock rate for the LC3plus codec is defined based on the audio bandwidth that is allowed for the payload type.
The RTP clock rate may therefore be different for different LC3plus payload types and is chosen as shown below:

. Payload types supporting NB, WB, SSWB, SWB, FB, FBHR or UBHR (but not FBCD) use an RTP clock rate
of 96 000 (Hz). The Time Stamp Increment (TSI) between consecutive frame data blocks then becomes:

- For 2,5 ms frame duration: 240
- For 5 ms frame duration: 480
- For 10 ms frame duration; 960

o Payload types supporting FBCD (but none of the other audio bandwidths) use an RTP clock rate of
44 100 (Hz). The TSI between consecutive frame data blocks then becomes:

- For 2,72 ms frame duration: 120
- For 5,44 ms frame duration: 240
- For 10,88 ms frame duration: 480

Sessions may consist of several payload types of any combination of NB, WB, SSWB, SWB, FBCD, FB, FBHR and
UBHR. However, for each RTP payload type, only one of the audio bandwidths and therefore only one of the RTP
clock rates can be used.

The RTP payload may contain multiple frame blocks of coded speech, comfort noise parameters (SID frames), bad
frame indicator (Speech_bad) or NO_DATA framesin any combination. Within one RTP payload type, the frame
duration shall be constant. The RTP Time Stamp corresponds to the sampling time of the first sample encoded by the
first frame block in the packet, i.e. the oldest sample of the oldest frame.

The RTP Time Stamp may increment with any integer multiples of the Time Stamp increments indicated above,
including O and even negative integers, depending on e.g. DTX usage, frame aggregation, application layer redundancy
and redundancy offset.

B.2.3 Packetization Considerations

A receiver shall be prepared to receive frame data multiple times, including both exact duplicates and encoded with
different number of octets. If multiple versions of the same speech frame are received, the frame encoded with the
largest number of octets should be used by the speech decoder. A frame shall not be encoded as speech in one packet
and SID in another packet.

The payload length is always an integer number of octets. If additional padding is required to bring the payload length
to alarger multiple of octets, then the P bit in the RTP in the header may be set and padding appended as specified in
IETF RFC 3550 [2].
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B.2.4 Payload Structure

The payload format structure for the LC3plus codec is shown in Figure B.3.

oo e oo

| Payl oad Header | Table of Contents | Frane data ...
o e e e o mm e e e e oo o e a o

Figure B.3: Payload format structure

The Payload Header (PH) isvariable size, 1, 2 or 3 octets, and contains the Frame Data L ength Request (FDLR) as
described in clause B.2.5.

The Table of Contents (ToC) includes one Frame Type Description (FTD) for each frame data included in the payload
as described in clause B.2.4. The length of the ToC therefore depends on the number of frames encapsulated in the
packet.

The audio data frame includes an integer number of octets, which may be different for different frames. The Frame
Type Description describes the content of the corresponding audio data frame. The size (number of octets) of each
frame datais derived from the FTD. The size of the frame data may be 0, which is the case for Speech_bad and
NO_DATA frames, see clauses B.2.8 and B.2.9, respectively.

B.2.5 Payload header, frame data length request

The payload header includes the Frame Data Length Request (FDLR) field, as described in Figure B.4.

1 2
012345678901234567890123
B e s T Tk e SISy
| FDLR1 | (FDLR2) | (FDLR3) |
B T S i T S it S S S S S S S

Figure B.4: FDLR

FDLR (8, 16 or 24 hits):

Indicates the frame data length that is requested by the mediareceiver. The FDLR is sent from the media receiver back
to the media sender. The FDLR is encoded with 1, 2 or 3 octets as shown in Table B.1. The FDLR is represented with
1 octet (FDLR1) for values up to 254 and can be extended to 2 octets (FDLR1 and FDLR2) for values up to 509 and to
3 octets (FDLR1, FDLR2 and FDLRS3) for values up to 765, see Table B.1. FDLR=0 is used to indicate NO_REQ); the
media receiver is not allowed to request Speech _bad (FDLR=1) or SID (FDLR=2).

Table B.1: FDLR encoding

FDLR index FDLR1 FDLR2 FDLR3 Requested encoding
(decimal) (binary) (binary) (binary) size
(#octets)
0 0000 0000 Not used Not used NO_REQ
1 0000 0001 Not used Not used Not allowed in FDLR
2 0000 0010 Not used Not used Not allowed in FDLR
3to 0000 0011 to Not used Not used Reserved
19 0001 0011
20 to 0001 0100 to Not used Not used 20 to
254 11111110 254
255to 11111111 0000 0000 to Not used 254 to
509 11111110 509
510 to 11111111 11111111 0000 0000 to 765
765 11111111

The FDLR is used for adaptation purposes for bi-directional streams and indicates the FDL the media receiver wants to
receive. In cases where the media sender is not sending any media packets but needsto send aFDLR, it is possible to
generate an "empty" payload including only NO_DATA frame(s) to allow for sending the FDLR.

The FDLR indicates the maximum FDL the receiver wants to receive. The encoder may however use alower FDL, if
alowed by the session setup configuration.
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A FDLR containing NO_REQ indicates that the media receiver has not included any Frame Data L ength Request in the
current payload. However, adaptation regquests may also be sent with other means, e.g. using RTCP. Therefore, when a
media sender receives aNO_REQ then thisisignored but other adaptation requests may be followed. If no previous
FDLR has been received and if no other adaptation request using other means have been received, then the sender may
use any of the FDL s allowed by the session setup and should use the highest FDL. If a previous FDLR other than
NO_REQ has been received, then the previous FDLR is still valid. A FDLR isvalid until it is updated by alater valid
received FDLR other than NO_REQ.

When amediareceiver sends a FDLR then the FDLR SHALL be:
° either an FDL allowed for the session; or
e NO_REQ.

An entity receiving a FDLR shall verify that the requested size is allowed by the session setup configuration. An entity
receiving a FDLR requesting an FDL that is not allowed for the session SHALL ignore the FDLR.

The RTP payload SHALL aways include exactly one payload header.

B.2.6 Table of Contents

The Table of Contents (ToC) consists of one Frame Type Descriptions (FTD) for each frame included in the RTP
payload. Each FTD is 2, 3 or 4 octets long depending on the length of the Frame Data Length (FDL) field. The FTD
describes the encoding of the corresponding audio frame. As shown in Figure B.5, al FTDsfor al frames are
encapsulated first in the RTP payload and the frame datafor al frames are encapsulated after the last FTD. The FTDs
are listed in the same order as the frame data in the RTP payload with the oldest frame included first and then further
frame data are encapsulated in consecutive order. The structure of the ToC is shown in Figure B.5.

1 2 3
01234567890123456789012345678901
B i s T R e i e o e S i S T S e S et
| PH( FDLR) | FTD( 1) | FTD(2) ...
L i o e S i ol I N EI e S R S e i i S S s ol i EI N S N

...etc...
+-+-+-+-+-+-+-+-|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| FTD(N) | Frame data for franmes 1 - N ...
L i o e S i ol I N EI e S R S e i i S S s ol i EI N S N

Figure B.5: Example of payload including first the PH (1 octet FDLR),
then the ToCs for N frames and then the frame data for N frames

The content of the FTD is shown in Figure B.6.

1 2 3
01234567890123456789012345678901
B I S S N S S S N S S S S S S S S S S S S S
BWR | H FDL1 |  (FDL2) | ( FDL3) |
B T e T T s

Figure B.6: FTD content

FC (2 bits):
Frame and Channel (FC) indicator for subsequent frame data (if available). The meaning of the FC indicator is
shown in Table B.2. The FC value defines the media time stamp (in integer increments of TSI) and the channel
counter (CC, starting from 1 for the first channel) for the subsequent FTD (if available).

Table B.2: FC encoding

FC Description TS next entry CC next entry
00 Last FDL in ToC, no FDL follows the current N/A N/A
FDL
01 The next FDL is for the next channel for the +=0 +=1
same media time
10 The next FDL is for first channel for next media +=TSI =1
time, channel counter is reset
11 Reserved N/A N/A
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FDI (2 bits):
Frame Duration Index, with encoding as shown in Table B.3. The FDI shall be static for a given payload type
during the session. The FDI aso dictates the TSI, needed for deriving the mediatime in case of more than one
frame in the payload.

Table B.3: FDI encoding

FDI value FDI value TSI (decimal) Frame duration TSI Frame duration
(decimal) (binary) NB, WB, SSWB, NB, WB, SSWB, (decimal) FBCD
SWB, FB, FBHR, SWB, FB, FBHR, FBCD [ms]
UBHR UBHR
[ms]
0 00 240 2,5 120 ca272
1 01 480 5 240 cab5,44
2 10 960 10 480 ca 10,88
3 11 N/A Reserved N/A Reserved
BWR (3 hits):

Bandwidth and resolution combination used by the codec isjointly encoded into a BandWidth and
Resolution (BWR) index. The BWR index is encoded as shown in Table B.4. The BWR encoding is defined in
Table B.4. The BWR index shall be static for a given payload type during the session.

Table B.4: BWR encoding

BWR value BWR value Bandwidth and Resolution
(decimal) (binary)

0 000 NB

1 001 WB

2 010 SSWB

3 011 SWB

4 100 FBCD

5 101 FB

6 110 FBHR

7 111 UBHR

H (1 bit):
Indicates whether the corresponding frame is a normal frame (primary encoding) or a helper frame (secondary
encoding). 0 indicates a primary frame, 1 indicates secondary (redundant) frame.

FDL (8, 16 or 24 bits):
Frame Data L ength, indicates the number of octets used for the frame data. The frame data length is encoded
with 1, 2 or 3 octets as shown in Table B.5. The FDL is represented with 1 octet (FDL1) for values up to 254
and can be extended to 2 octets (FDL 1 and FDL 2) for values up to 509 and to 3 octets (FDL1, FDL2 and
FDL3) for values up to 765, see Table B.5.

Table B.5: FDL encoding

FDL index FDL1 FDL2 FDL3 Indicated encoding size
(decimal) (binary) (binary) (binary) (#octets)
0000 0000 Not used Not used NO_REQ
0000 0001 Not used Not used Speech_bad
0000 0010 Not used Not used SID
3to 0000 0011 to Not used Not used Reserved
19 0001 0011
20 to 0001 0100 to Not used Not used 20 to
254 1111 1110 254
255to 11111111 0000 0000 to Not used 254 to
509 11111110 509
510 to 11111111 11111111 0000 0000 to 765
765 11111111
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B.2.7 Forming the payload

The RTP payload is formed by packing:
o first the payload header (FDLR); then
. al the FTDsfor al the frames included in the payload; and
e thenthe audio dataframes;

asshownin Figure B.7.

oo oo e + Ao FO— O + Ao +
| PH FTD(i )| FTD(i +1)| ... | FTD(i +n) | Fr(i)| Fr(i+1)]|...|Fr(i+n)]|
e e e e Fommm e e o - + Fomm e e e o - Ho-m o= [ SR, + [ SR, +

PH Payl oad header, includes the FDLR
FTD(i) FTD for frane nunber i
Fr(i) Frame data for frame nunber i

Figure B.7: Payload including several FTDs and several frames

Since all these elements are octet aligned then the created payload will also be octet aligned and no further padding
should normally be needed.

If additional padding is needed, thisisincluded at the end of the payload as described in IETF RFC 3550 [2].
The frame data bits are included in the payload in the same order as they are delivered from the encoder.

When several speech frames are included in the RTP payload, the ToC will include several FTDs, one for each frame
dataincluded in the RTP payload.

The FTDsin the ToC are included in the following order:
1) Firstthe FTD for the first channel of the first FDB (oldest frame).
2) Thenthe FTDsfor the remaining channels for the first FDB inincreasing CC order.
3) Thenthe FTD for the first channel of the second FDB.
4)  Thenthe FTDsfor the remaining channels for the second FDB.
5) Etc.tothelast FDB.
The FDBs are then appended after the ToC in the same order asthe FTDs in the ToC.

B.2.8 Speech_bad frame data

The receiver should verify that the received frame datais valid and error free. Such verification should also be done by
Media Gateways.

If it is detected that the frame datais not valid, e.g. because of bit errors, then the frame data may be dropped and may
be replaced by Speech_bad frame data. Thisis an explicit signalling to the media receiver that the frame data has been
dropped. Knowing that a frame has been dropped can be beneficial for the media receiver because it then does not need
to wait for the packet to be received. As a comparison, when a packet islost in the transmission, then the jitter buffer
would not know if or when the packet will be received until it decides to declare the packet as alate loss.

When Speech_bad frame datais received then the decoder normally activates the packet 1oss concealment for that
frame. However, when redundancy transmission is used, the decoder should, whenever possible, use the redundant
frame data received in other packets for the decoding instead of performing packet loss concealment.

An RTP packet may contain several Speech bad frame data, one for each frame data that was found to be invalid.
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B.2.9 NO_DATA frames data

In some cases, there is a need for including an "empty" frame in the payload, for example when sending redundant data
with offset. Thisis done by inserting aNO_DATA frame data in the place where an encoded frame data would
normally beinserted. The NO_DATA frame datais not necessarily generated by the media sender but may also be
inserted by an RTP packetizer in for example a Media Gateway (MGw). NO_DATA frame data can normally be
ignored by the receiver but sometimes the decoder needs to do packet |oss concealment for such frames, similar to
frame losses, or decoder may need to generate comfort noise for such frames.

An RTP packet may contain several NO_DATA frame data, one for each frame where no actual frame data has been
included.

B.2.10 Example of NO_DATA or Speech_bad in payload

When the FTD indicates NO_DATA or Speech_bad then the corresponding frame data contains 0 byte. This means that
two octets are included in the ToC for each NO_DATA and Speech_bad frame even if there are no corresponding actual
frames among the list of frames. Thisis needed to be able to correctly determine the timing of any framesincluded in
the payload after the NO_DATA or Speech_bad frame.

An example of this case is shown below where three frames are included in the payload, as shown by the three FTDs,
but the second frameisaNO_DATA frame.

B PR PO PR —— PR —— +

| PHIFTD(1) | FTD(2) | FTD(3) | Fr(1)| Fr(3)|
B R E FO FO +

Figure B.8: Payload including 3 frames where the 2" frame is a NO_DATA frame

PH Payload header, includes the FDLR
FTD(1) FTD for frame 1

FTD(2) The FTD for the NO_DATA frame
FTD(3) FTD for frame 3

Fr(1) Frame data for frame number 1
Fr(3) Frame data for frame number 3

The NO_DATA frameis, in this case, necessary because the mediatime for frame 1 is determined from the RTP Time
Stamp, which isexplicitly signalled in the RTP header, while the mediatime for frame 3 isimplicitly determined from
the mediatime for frame 1 by adding the frame periods for the preceding frames, i.e. 10 msfor frame 1 and another

10 msfor the NO_DATA frame (if 10 msframes are used).

Inserting a Speech_bad frame is analogous to inserting aNO_DATA frame.

B.2.11 Payload examples

B.2.11.1 General

The following clauses give a few examples of how payloads may be generated.

B.2.11.2 Single-Channel Payload Carrying a Single Frame Encoded with WB
at 32 kbit/s

Figure B.9 shows a payload with:
. FDLR set to 0000 0000 to NO_REQ.

. Single channel (mono) with wideband audio.
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e Asingle10 msaudio frameis encoded with 32 kbit/s generating 40 octets (320 bits).

° The FTD describes:

The FC bits are set to 00, since there is no further frame in the payload.
The FDI bits are set to 10, since the frame duration is 10 ms.

The BWR bits are set to 001, since wideband audio is transmitted.

The H bit isset to 0, since the frameis a primary frame.

The FDL field is set to 40 (0010 1000), since the size of the encoded frame is 40 octets.

. The frame data is represented with d(0) to d(319).

The payload sizeis 43 octets.
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Figure B.9: Payload including one 10 ms frame encoded at 32 kbit/s

The RTP Time Stamp is set to represent the media time of the beginning of the 10 ms frame (first audio samplein the

input frame).

B.2.11.3 Single-Channel Payload Carrying a Single Frame Encoded with

SWB at 64 kbit/s

Figure B.10 shows a payload with:

. FDLR set to 0000 0000 to NO_REQ.

. Single channel (mono) with superwideband audio.

e Asingle 10 msaudio frameis encoded with 64 kbit/s generating 80 octets (640 bits).

° The FTD describes:

The FC bits are set to 00, since there is no further frame in the payload.
The FDI bits are set to 10, since the frame duration is 10 ms.
The BWR hits are set to 011, since superwideband audio is transmitted.

The H bit is set to 0, since the frame isa primary frame.
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- The FDL field is set to 80 (0101 0000), since the size of the encoded frame is 80 octets.
. The frame datais represented with d(0) to d(639).

The payload sizeis 83 octets.
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Figure B.10: Payload including one 10 ms frame encoded at 64 kbit/s

The RTP Time Stamp is set to represent the mediatime of the beginning of the 10 ms frame (first audio samplein the
input frame).

B.2.11.4 Single-Channel Payload Carrying Two Active Frames Encoded with
WB at Different Bitrates

The diagram below shows a payload with:
. FDLR set to 0010 1000 to request 40 octets (320 khit/s).
e 1 channel (mono) with wideband audio.

. Two 10 ms frames are encoded, the first encoded with 16 kbit/s generating 20 octets (160 bits), and the second
frame encoded with 24 kbit/s generating 30 octets (240 bits).

. The FTD for the first frame describes:

- The FC bits are set to 10, since another frame follow after the first frame and since there is one channel.
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The FDI bits are set to 10, since the frame duration is 10 ms.
The BWR bits are set to 001, since wideband audio is transmitted.
The H bit is set to 0, since the frame isa primary frame.

The FDL field is set to 20 (0010 0100) since the size is 20 octets.

° The FTD for the second frame describes:

The FC bits are set to 00, since there is no further frame in the payload.
The FDI bits are set to 10, since the frame duration is 10 ms.

The BWR bits are set to 001, since wideband audio is transmitted.

The H bit is set to 0, since the frame isa primary frame.

The FDL field is set to 30 (0001 1110) since the size is 30 octets.

e  The 160 hitsfor the first frame are represented with d(1,0) to d(1,159).

e  The 240 bitsfor the second frame are represented with d(2,0) to d(2,239).

The payload size is 1+2+2+20+30 = 55 octets.
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Figure B.11: Payload including two 10 ms frames, the first encoded
at 16 kbit/s and the second encoded at 24 kbit/s

The RTP Time Stamp is set to represent the media time of the beginning of the first 10 ms frame (first samplein the
first input frame). The receiver calculates the mediatime for the first frame from the RTP Time Stamp. To calculate the
mediatime of the second frame, the receiver adds the frame duration of the preceding frame, in this case 10 ms.

B.2.11.5 Multi-Channel Payload Carrying One Frame Block for Two Channels

The diagram below shows a payload with:

e  FDLR set to request NO_REQ (0000 0000).
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e 2 channels (stereo) with fullband audio.

e  Two 10 msframes are included, both are encoded with 96 kbit/s generating 120 octets (960 bits) per channel.

. The FTD for thefirst frame describes:

The FC bits are set to 01, since another frame for the next channel follows after the first frame and the
mediatimeis not to be incremented.

The FDI bits are set to 10, since the frame duration is 10 ms.
The BWR bits are set to 101, since fullband audio is transmitted.
The H bit is set to 0, since the frame isa primary frame.

The FDL field isset to 120 (0111 1000) since the audio is encoded with 120 octets.

° The FTD for the second frame describes:

The FC bits are set to 00, since there is no further frame in the payload.
The FDI bits are set to 10, since the frame duration is 10 ms.

The BWR bits are set to 101, since fullband audio is transmitted.

The H bit isset to 0, since the frameis a primary frame.

The FDL field is set to 120 (0111 1000) since the audio is encoded with 120.

. The 960 bits of each frame are represented with d(1, 0) to d(1, 959) and d(2, 0) to d(2, 959), respectively.

The payload sizeis 1 + 2 + 2 + 120 + 120 = 245 octets.

0 1 2 3
01234567890123456789012345678901
B T i S S S T Sl S S S S A
|/0O000000010:20:1012:0:0011211000/00:10:120 1:0:
B T T S e Tk T e
:01111000]d(1,0)
i S S e S T

+

+ -

B S i S SIS S SR S S S
d(1,959)|d(2,0) :
B T S S i i S S S S S ik o i S S

C o+

I s S S i i S T i
| d(2,959) |
R

Figure B.12: Payload including two 10 ms frames for 2 channels,
both encoded at 96 kbit/s

The RTP Time Stamp is used to determine the media time of the beginning of the frame period. The receiver then
determine that the second frames is for the second channel and thus has the same media time as the preceding frame.

B.2.12 Packetization

An implementation of this payload format shall support packetization of up to at least 20 ms (21,76 msfor FBCD),
more specificaly:

. 1 to 8 frames per packet for NB, WB, SSWB, SWB, FB, FBHR and UBHR when 2,5 ms frame duration is

used.

. 1 to 8 frames per packet for FBCD when 2,72 ms frame duration is used.

. 1to 4 frames per packet for NB, WB, SSWB, SWB, FB, FBHR and UBHR when 5 ms frame duration is used.

. 1to 4 frames per packet for FBCD when 5,44 ms frame duration is used.
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. 1 and 2 frames per packet for NB, WB, SSWB, SWB, FB, FBHR and UBHR when 10 ms frame duration is
used.
. 1 and 2 frames per packet for FBCD when 10,88 ms frame duration is used.

Thisisbecause it is common to transmit about 50 packets per second for Vol P services. Furthermore, this also reduces
the IPFUDP/RTP overhead that otherwise would become quite extensive when sending frequent small packets.

This does not mean that every packet will always include the maximum number of allowed frames, but also payloads
with fewer frames shall be supported, enabling applications with lower latency at the expense of higher packet rate.

The packetization in asession istypically decided by the ptime value negotiated at session setup. However, this does
not mean that the negotiated packetization is used for the entire session. The packetization may be both smaller and
larger than the ptime value but is limited to the maxptime value (if negotiated).

B.3  Payload format parameters

B.3.1 General

This clause defines parameters of the L C3plus payload format.

This media type registration covers real-time transfer via RTP and non-real-time transfers via stored files. All media
type parameters defined in this clause shall be supported. The receiver shall ignore any unspecified parameter.

The registrations are done following IETF RFC 4855 [5] and the mediaregistration rules IETF RFC 3264 [1].

B.3.2 LC3plus media type registration
Media type name: Audio.
Media subtype name:  LC3plus.
Required parameters.  Either bwr or both bwr-recv and bwr-send shall be included.
Either fdi or both fdi-recv and fdi-send shall be included.
Optional parameters.  All remaining parameters specified below are optional.
The parameters defined below apply to RTP transfer only.

ptime:
See |[ETF RFC 8866 [4].

maxptime:
See IETF RFC 8866 [4].

fdl:
Specifies the Frame Data Length (FDL) in integer number of octets, the set of FDLs or the FDL range allowed
in the session for the send and the received directions.
The parameter can either have a single value (fdl1), a comma-separated list (fdl1, fdl2, ..., fdIN) of valuesor a
hyphen-separated pair of two values (fdl1-fdl2).
When a single value isincluded, then this FDL isthe only allowed FDL.
When a comma-separated list isincluded, then al listed FDLs are allowed and FDLs that are not listed are not
allowed.
When a hyphen-separated pair of valuesis used, then fdl 1 defines the minimum FDL allowed and fdl2 defines
the maximum FDL allowed. Any FDLs in-between these values are also allowed. The fdl1 value shall be
smaller than fdl2 value.
If the fdl parameter is not present, and if neither fdl-recv nor fdl-send are present, then all integer sizes are
allowed.
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fdl-recv:
Specifiesthe FDL, the set of FDLs or the FDL range alowed in the session for the received direction,
otherwise the same as the fdl parameter.
If both fdl and fdl-recv are included, then fdl-recv takes precedence over fdl.

fdl-send:
Specifiesthe FDL, the set of FDLs or the FDL range alowed in the session for the send direction, otherwise
the same as the fdl parameter.
If both fdl and fdl-send are included, then fdl-send takes precedence over fdl.

bwr:
Specifies the audio BandWidth and Resolution (BWR) combination for the send and the receive direction.
During session setup, the parameter can either have a single value (bwrl) or comma-separated list (bwrl,
bwr2, ..., bwrN). When a comma-separated list is used, the bwr shall be listed with the lowest BWR value first
and the remaining BWRs in increasing order, for example "bwr=nb,wb,sswb,swb".
It is not permitted to indicate fbcd in combination with any of the other BWRs. Thisis because FBCD uses a
different RTP clock rate than the audio bandwidths. If it is desired to allow for FBCD and other audio
bandwidthsin a session, then a different RTP definition (different RTP payload type numbers) shall be used.

bwr-recv:
Specifies the audio bandwidth and resolution combinations for the receive direction, otherwise the same asthe
bwr parameter.
If both bwr and bwr-recv are included, the bwr-recv takes precedence over bwr.

bwr-send:
Specifies the audio bandwidth and resolution combinations allowed in the session for the send direction,
otherwise the same as the bwr parameter.
If both bwr and bwr-send are included, the bwr-send takes precedence over bwr.

channels:
The number of audio channels per frame data block. See IETF RFC 3551 [3]. This parameter isincluded on
the a=rtpmap line, for example "a=rtpmap: LC3plus/96000/1" where "/1" indicates the number of channels. If
the channels parameter is not present, its default valueis 1. If both ch-send and ch-recv are included (see
below) with different numbers of channels for sending and receiving directions, channelsis set to the larger of
the two values.

ch-recv:
Specifies the number of audio channels to be used in the session for the receive direction.
The ch-recv parameter can be a single value, which isa strictly positive integer, i.e. 1 to any larger integer.
If ch-recv is hot present, and if channels (see above) are not present, then ch-recv=1, mono, is used.

ch-send:
Specifies the number of audio channels to be used in the session for the send direction.
The ch-send parameter can be asingle value, which is a strictly positive integer, i.e. 1 to any larger integer.
If ch-send is not present, and if channels (see above) are not present, then ch-send=1, mono, is used.

fdi:
Specifies the Frame Duration Index (FDI) in decimal form from Table B.3 allowed in the session for the send
and the receive direction.
During session setup, the parameter can either have a single value (fdi1l) or acomma-separated list (fdil,
fdi2, ..., fdiN). When a comma-separated list is used, the FDIs shall be listed in increasing order.

fdi-recv:
Specifies the FDI in decimal form from Table B.3 allowed in the session for the receive direction, otherwise
the same as the fdi parameter.
If both fdi and fdi-recv are included, then fdi-recv takes precedence over fdi.

fdi-send:
Specifies the FDI in decimal form from Table B.3 allowed in the session for the send direction, otherwise the
same asthe fdi parameter.
If both fdi and fdi-send are included, then fdi-send takes precedence over fdi.

max-red:
See |ETF RFC 4867 [6].

ETSI



180 ETSI TS 103 634 V1.6.1 (2025-10)

rfdl:
Specifies the redundant FDL in integer number of octets, where the redundancy is created by the LC3plus
codec. The parameter can either be asingle value ("rfdl=prl"), acomma-separated list ("rfdl=rfdl1,rfdl2,...,
rfdIN") or arange ("pred=rfdl1-rfdi2").
Including the rfdl parameter in the SDP means that codec redundancy is supported but is not required to be
used.
Omitting the rfdl parameter in the SDP means that codec redundancy is not to be used.
This parameter does not control the packetization redundancy created by the LC3plus payload format.

rfdl-recv:
Specifies the redundant FDL, the set of redundant FDLSs or the redundant FDL range allowed in the session for
receiving direction, otherwise the same as the rfdl parameter.
If both rfdl and rfdl-recv are included, then rfdl-recv takes precedence over rfdl.

rfdl-send:
Specifies the redundant FDL, the set of redundant FDLSs or the redundant FDL range allowed in the session for
sending direction, otherwise the same as the rfdl parameter.
If both rfdl and rfdl-send are included, then rfdl-send takes precedence over rfdl.

B.3.3 Mapping media type parameters into SDP

Theinformation carried in the media type specification has a specific mapping to fields in the Session Description
Protocol (SDP) IETF RFC 8866 [4], which is commonly used to describe RTP sessions. When SDP is used to specify
sessions employing the L C3plus codec, the mapping is as follows:

e  Themediatype ("audio") goesin SDP "m=" asthe media name.

e  The media subtype (payload format hame) goesin SDP "a=rtpmap" as the encoding name. The RTP clock rate
in "a=rtpmap" shall be set according to clause B.2.2.4 and the encoding parameters (number of channels) shall
either be explicitly set to N or omitted, implying a default value of 1. The values of N that are allowed are
specified in section 4.1 in IETF RFC 3551 [3].

e  Theparameters"ptime" and "maxptime" go in the SDP "a=ptime" and "a=maxptime" attributes, respectively.

. Any remaining parameters go in the SDP "a=fmtp" attribute by copying them directly from the mediatype
parameter string as a semicolon-separated list of parameter=value pairs.

B.3.4 Offer-answer model considerations

The following considerations apply when using SDP Offer-Answer procedures to negotiate the use of L C3plus payload
inRTP:

fdl:
If the SDP offer included a FDL range, it is permissible to include a FDL range, a comma-separated list of
FDLsor asingle FDL in the SDP answer.
If the SDP offer included a comma-separated list of FDLS, it is permissible to include a comma-separated list
or asingle FDL in the SDP answer but not a FDL range.
If the SDP offer includes asingle FDL, the answerer shall either accept this or reject the payload type. The
answerer isin this case not alowed to change the value.
The value(s) in the fdl in the SDP answer shall be identical to or a subset of the value(s) in the fdl in the SDP
offer.

fdl-recv:
The value(s) for fdl-send or fdl shall be identical to or a subset of fdl-recv for the payload type in the SDP

offer.

fdl-send:
The value(s) for fdl-recv or fdl shall be identical to or a subset of fdl-send for the payload type in the SDP

offer.
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bwr:
The offerer may indicate several BWR values in the SDP offer but the answerer SHALL select one BWR from
the offered BWR values and include this in the SDP answer.
If the offerer wants to allow for switching between audio bandwidths and/or resolutions within a session, for
exampleto alow for switching between NB, WB and SWB, then the SDP offer needs to include one RTP
definition (one RTP payload type number) for each respective audio bandwidth and resolution combination.

bwr-recv:
When bwr-recv is offered for a payload type and the payload is accepted, the answerer shall select one of the
indicated BWR values and include thisin the bwr-send parameter in the SDP answer.

bwr-send:
When bwr-send is offered for a payload type and the payload is accepted, the answerer shall select one of the
indicated BWR values and include thisin the bwr-recv parameter in the SDP answer.

channels;
See <encoding parameters> of a=rtpmap attribute specified in IETF RFC 8866 [4] and clause B.3.2.

ch-recv:
When ch-recv is offered for a payload type and the payload type is accepted, the answerer shall include ch-
send in the SDP answer, and the ch-send shall be identical to the ch-recv parameter for the payload type in the
SDP offer.

ch-send:
When ch-send is offered for a payload type and the payload type is accepted, the answerer shall include ch-
recv in the SDP answer, and the ch-recv shall be identical to the ch-send parameter for the payload typein the
SDP offer.

fdi:
The offerer may indicate several FDI valuesin the SDP offer but the answerer shall select one FDI from the
offered FDI values and include this in the SDP answer.
If the offerer wants to allow for switching between frame durations, for example to alow both 5 msand 10 ms
frame durations, then the SDP offer needs to include one RTP definition (one RTP payload type number) for
each respective frame duration.

fdi-recv:
When fdi-recv is offered for a payload type and the payload is accepted, the answerer shall include fdi-send in
the SDP answer, and shall select one of the indicated FDI values.

fdi-send:
When fdi-send is offered for a payload type and the payload is accepted, the answerer shall include fdi-recv in
the SDP answer, and shall select one of the indicated FDI values.

rfdl:
If the SDP offer included a redundant FDL range, it is permissible to include a redundant FDL range, a
comma-separated list of redundant FDLs, a single redundant FDL or reject the redundant FDL in the SDP
answer.
If the SDP offer included a comma-separated list of redundant FDLs, it is permissible to include a
comma-separated list, a single redundant FDL or reject the redundant FDL in the SDP answer but not a
redundant FDL range.
If the SDP offer includes a single redundant FDL, the answerer shall either accept this or reject the redundant
FDL.

rfdl-recv:
When rfdl-recv is offered for a payload type and the payload type is accepted, the answerer may include
rfdl-send in the SDP answer, and the rfdl-send shall be identical to or a subset of rfdl-recv for the payload type
in the SDP offer.

rfdl-send:

When rfdl-send is offered for a payload type and the payload type is accepted, the answerer may include
rfdl-recv in the SDP answer, and the rfdl-recv shall be identical to or a subset of rfdl-send for the payload type
in the SDP offer.
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B.3.5 SDP examples

B.3.5.1 General

A number of SDP offer/answer examples are included below to describe different aspects of the session negotiation for
several session variants.

In these examples, long a=fmtp lines are folded to meet the column width constraints of the present document; the
backdash ("\") at the end of aline and the carriage return that follows it should be ignored.

B.3.5.2 SDP negotiation for WB

This example shows the negotiation when offering L C3plus for wideband audio. Recommendations ITU-T G.722 [i.12]
and G.726 [i.13] are dso included to ensure fallback to legacy used codecs would be possible in case the answerer does
not support the LC3plus codec.

The SDP offer includes: NB and WB; both 5 ms and 10 ms frame length; and an FDL range from 20 bytes to 40 bytes
(16 kbit/s to 32 kbit/s). The recommended packetization (ptime) is set to 20 ms with a maximum packetization limit of
240 ms.

The answerer accepts to use LC3plus for wideband audio and accepts to use SWB, 10 ms frame length. However,
instead of allowing an FDL range, the answerer limits the FDLsto four different sizes. The recommended packetization
is set to 20 ms but the maximum packetization is limited to 80 ms.

Table B.6: SDP example

Example SDP offer
nraudi o 49152 RTP/ AVP 96 97 98
a=rt pmap: 96 G726-32/ 8000/ 1
a=rt pmap: 97 G722/ 8000/ 1
a=rt pmap: 98 LC3pl us/ 96000/ 1
a=f nmt p: 98 bwr =nb, wb; fdl =20-40; fdi=1,2
a=ptine: 20
a=nmaxpti me: 240

Example SDP answer

mraudi o 49154 RTP/ AVP 98

a=rt pmap: 98 LC3pl us/ 96000/ 1

a=fmt p: 98 bw =wb; fdl =20, 26, 32, 36; fdi=2
a=ptine: 20

a=maxpti ne: 80

B.3.5.3 SDP negotiation for SWB

This example shows the negotiation when offering L C3plus for superwideband audio. Recommendations
ITU-T G.722[i.12] and G.726 [i.13] are aso included to ensure fallback to legacy used codecs would be possiblein
case the answerer does not support the LC3plus codec.

The SDP offer includes: NB-SWB; both 5 ms and 10 ms frame length; FDL range from 20 bytes to 80 bytes (16 kbit/s
to 64 kbit/s). The recommended packetization (ptime) is set to 20 ms with a maximum packetization limit of 240 ms.

The answerer accepts to use LC3plus for superwideband audio and accepts to use SWB, 10 ms frame length. However,
instead of allowing an FDL range, the answerer limits the FDLsto four different sizes. The recommended packetization
is set to 20 ms but the maximum packetization is limited to 80 ms.
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Table B.7: SDP example

Example SDP offer
nraudi o 49152 RTP/ AVP 96 97 98
a=rt pmap: 96 G726- 32/ 8000/ 1
a=rt pmap: 97 G722/ 8000/ 1
a=rt pmap: 98 LC3pl us/ 96000/ 1
a=f nmt p: 98 bwr =nb, wb, swb; fdl =20-80; fdi=1,2
a=ptine: 20
a=maxpti ne: 240

Example SDP answer

mraudi o 49154 RTP/ AVP 98

a=rt pmap: 98 LC3pl us/ 96000/ 1

a=fnmt p: 98 bwr =swb; fdl =20, 40, 60, 80; fdi =2
a=ptine: 20

a=maxpti ne: 80

B.4 IANA considerations

One media type (L C3plus/audio) has been updated, see clause B.3.
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Annex C (informative):
An example FEC control unit

C.1  Overview

The FEC control unit, as displayed in Figure A.1, is responsible for determining the optimal EP mode for the incoming
stream when operated as receiver, and to select the EP mode for the outgoing stream when operated as transmitter. For
bi-directional connections, both operations will be performed in each part. The determined optimal EP mode for the
incoming stream is sent back to the other part as EP Mode Request (EPMR) and the EP mode for the outgoing streamis
in turn set based on the EPMR received from the other part. In the following, the perspective of a bi-directional
connection is taken.

EP mode selection from received EPMR is rather straight forward and described in clause C.4. Finding the right EPMR
to be sent to the remote party, however, requires detailed analysis of the error statistics of the incoming stream. The
suggested method's objective isto maximize the perceptual quality of the decoded audio signal, which is estimated
using multiple frame error rate estimators. Note that thisis different from minimizing the frame error rate itself. If

e.g. the frame error rate was known to be 1 % in EP mode 1 and 0,5 % in EP mode 4, then an FER minimizing method
would prefer EP mode 4 over EP mode 1. However, considering a 32 kbit/s WB speech connection, the speech
deterioration caused by the lower net bitrate in EP mode 4 would be much higher than that one caused by 1 % FER in
EP mode 1, where the missing frames are extrapolated by the very performant PLC.

An implementation of the algorithm is provided in archive ts 103634v010601p0.zip (folder fec_control_unit) which
accompanies the present document.

C.2 Parameters

C.2.1 General

All frame based parameters are indexed with frame index k starting with value 0.

C.2.2 Setup Parameters

C.2.2.1 Minimal and maximal EP mode

Minimal and maximal EP Modes m, and m;, .

C.2.2.2 Perceptual quality table

A table Q (r,m) indicating the expected perceptual quality at aframe error rate of r in EP mode m, wherer €

{0,1, ..., hax} @A m € {my, my + 1, ...m, }. Such atable can, e.g. be generated by taking average MOS-LQO values
over arelevant database with uniformly distributed frame losses. The table Q (r, m) is subsequently extended to real
vauesr > 0 vialinear interpolation in the range (0, 13,4, ) @nd by setting Q(r, m) t0 Q (Tax, m) fOr r > 15,4, For a
payload size of 40 bytesand NB, WB and SSWB content as well as for a payload size of 80 bytes and SWB content
such tables are provided in the el ectronic attachment.

C.2.2.3 Initial FER reduction factors

FER reduction factors red (k, m), m = my + 1..m, express the expected reduction of the frame error rate when
switching from EP mode m — 1 to EP mode m. The initia values red (—1, m) are specified at setup time. A suggested
default setting isred (k, m) = 0,5 for al m.
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C.2.3 Input Parameters

C.2.3.1 General

All input parameters are given per frame.

C.2.3.2 EPOK flags

EPOK flags from incoming frame, denoted epok (k, m). The value epok (k, m) is derived from the value epok_flags
asdefined in clause A.1.6.1 via:

epok(k,m) = bitm_l(epokﬂags).

epok(k,m) = 1 isthen interpreted as 'frame k would have been decodable in EP mode m', whereas epok (k,m) = 0
assumes the opposite.

C.2.3.3 Other part's EPMR

Other part's decoded EPMR, i.e. the parameter VKNI as defined in clause A.1.6, which is here denoted epmr,,, (k).

C.2.3.4 Other part's detected EP mode

Thevalue ng,, fromclause A.1.3.1.

C.2.4 Output Parameters

C.2.4.1 This part's EPMR

The parameter epmry,, to be transmitted back to the other part. Only present when this part is receiving audio.

C.2.4.2 This part's EP mode

The parameter m,,, to be used as EP mode for encoding the next outgoing frame. Only present when this part is sending
audio.

C.2.5 Derived Quantities

C.2.5.1 Other part's assumed EP mode

The assumed EP mode of the other part is defined as:

L nfec, nfec > 0,
Mop (k) = {mop(k -1), else, ’

withm,,(=1): = m,,.
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C.2.5.2 Bad frame indicator estimates

Bad frame indicator estimates bfi(k, m) are calculated for every valid EP mode m based on the received EPOK flags
and last frame's FER reduction factors in the following way: if anon-zero EPOK flag exists (meaning the received
frame was decodable), bfi(k, m) issetto be 1 — epok(k,n). Otherwise, bfi(k, m) issetto 1 for m < m,(k),
assuming the EP mode equal s the EP mode from the last frame and the current frame was lost in this EP mode. The
potential frame loss for higher modes is then estimated by means of sampling. To this end, arandom number r is drawn
from auniform distribution on [0,1] and the FER reduction rates from mode m,,, (k) to mode m are calculated as:

m
T = 1_[ red_stab(k —1,n), (C.2)

n=mop(k)+1

with red_stab(k — 1,m) asdefined in clause C.2.5.6. For m > m,,, (k) the bad frame indicator estimate is then
calculated as:

Ty >,

else. (€.3)

bfi(k,m): = {(1)

For negative frameindices k, bfi(k, m) is defined to be 0.

C.2.5.3 Frame error rate estimates

The frame error rate is estimated by calculating mean values of bfi(k, m) over the most recent frames. Thisis done
over three different lengths Ng = 15, Ny, = 225 and N, = 3 375 with update intervals

us = 1,uy = 15 and u, = 225. Theresulting values are denoted FER;(k, m), FER,,(k,m), and FER, (k, m) and are
computed as.

1 k
— bfi(l,m), Uy divides k + 1,

FERy(k, m): = Nxzz:k_,w fidhmy, )
FERx(k — 1,m), else,

where FERy (k, m) is defined to be O at negative frame indices k and X ranges over symbols S, M, and L.

C.2.5.4 FER reduction factors

FER reduction factors are calculated on observed vaues of bfi(k, m), i.e. for m < m,, (k) and estimated by moving
average. To be precise, FER reduction from mode m — 1 to m is observed, when:

m < mg, (k) (C.5)
and
bfi(k,m—1)=1 (C.6)

For each mode m let N (k, m) denote the number of such framesand let k,,, ;, i = 0, ..., N(k,m) — 1 be an enumeration
of all for which these conditions hold. Furthermore, k,, ; is defined to be -1 for negative indicesi. Thenred(k,n) is
calculated as:

1 N(k,m)-1
—_— bfi(k,;,m), U,oq divides N(k,m) + 1,
red(k,m): = Nreq Zi=N(k,m)—1oo JiC m ) red ( ) (C.7)
red(k —1,m), else,

With Nyeg = 100 and e = 10.
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C.2.5.5 Mean value estimator consistency

For amoving average mean value estimator My (i) of length N and with update interval u dividing N on abinary
sequence a;, aconsistency value is calculated in the following way. Denote by M(,, ,,)(i) the corresponding mean value
estimator of length u and let p = My ,,(i). Then the estimator consistency at index i is defined by:

Np(1—p)
cons(i): = yu-l (up —uM,, (i - l))

1, else,

3 0<p<1],

(C.8)

Consistency is calculated for FER estimates FERy (k,m) (N = Ny, u = uy, a; = bfi(i,m)) and denoted
cons_FER(k,m), and for FER reduction factorsred (k,m) (N = Nyoq, U = Ureq, @; = bfi(km,;, m)) and denoted
cons_red(k,m). Note that cons_red (k, m) though indexed by k actually only depends on the index N (k, m), which
may grow considerably slower than k.

C.2.5.6 Stable reduction factors

Stable reduction factors red_stab(k, m) are caculated as follows. First, areference FER value red_ref _FER(k,m) is
assigned to every reduction factor estimate, which is defined to be FER, (kg5 (m), my), where k.5 (m) isthe last
frame index at which red (k, m) was updated. To be precise, k.5 (m) isthe smallest value < k, such that:

N(k,m) + 1J _1 (€.9)

N(kigse(m), m) = Upeq l
Ured
Then, red_stab(k, m) is set to red (k, m) if the following two conditions are met:
1) cons_red(k,m) > 0,2
2) FER_L(k,my)/1,5 <red_ref_FER(k,m) < FER_L(k,my)-1,5

The first condition ensures that the reduction factor estimate is consistent and the second one that the long-term FER
estimate did not change too much since the reduction estimate was last updated. If one of these conditionsis not met,
then the default value red (—1, m) is chosen for red_stab(k, m).

C.3 EPMR selection

C.3.1 FER estimator selection

For every valid EP mode one of three FER estimators labelled by the symbols S, M, and L is selected according to the

flow chart depicted in Figure C.1, where the condition 'FER_X stabl€' is defined by consggg, x,my > 0,2 and where the

congtants (&, b, ¢) are set to the values (30, 30, 4). This givesrise to atuple of selected symbols X (k, m) and with the

ordering S<M < L thefirst FER estimator selectionisset to X, (k) = . mnilnm X (k, m). Thisfirst selection phase ams
0SM=mq

at selecting the longest stable estimator but takes sudden FER increases seen by shorter and more frequently updated
estimators into account.

If asudden increasein FER,, is detected, the corresponding FE R, estimator is treated as not stable until itsvalueis
updated. Similarly, if asudden increase in FER; is detected, both the corresponding FER;, and the corresponding FER
estimators are treated as not stable until their values are updated.
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FER_L stable?

yes
FER_S>aFER_M? meamhtes

FER_M stable? FER_S> max(a FER_M, b FER_L) ?

-~ CFER_L?

no

v

Select FER_L

Select FER_S Select FER_M

Figure C.1: FER estimator selection

C.3.2 Optimal EPMR selection

For FER estimates FE Ry, () (k, m), FERy(k, m) and FER (k, m) the EP modes my are determined which maximize
the perceptual quality function Q (FE Ry (k, m), m). If no unique maximum exists, then my is set to the smallest mode
maximizing the perceptua quality function. The first selected EP mode is taken to be m,,, o = my,. Subsequently, two
posterior rules are applied, which implement a hangover mechanism for downswitching the EP mode.

mL - 1, mopt'o < 3 and mopt'o < mL - 1

Mopt,1 = { Moptor else (C 10)

my, Mope1 < 2 and Mepe 1 < My

Mopt,2 = {mopt‘b else (C 11)

If the connection is not bi-directional (in which case this part is the receiver) then epmr, (k) issetto m,,,, — 1.
Otherwise, athird posterior rule is applied, based on the received values epmr,, (k). To thisend, let L denote the
largest integer such that epmr,,,(k — 1) > 7 for 0 < [ < L, i.e. the number of consecutive recent frames for which no
high or medium confidence EPMR was received. Then this part's EPMR is set to:

L
epmry, (k) = min (mopt‘2 + IEJ ,ml) -1 (C.12)

C4 EP mode selection

The first selected EP mode m,, (k) is set to mod(epmr,, (k),4) + 1. If epmr,, (k) < 8, i.e. the received EPMR is of
high or medium confidence, the final EP mode m,,, (k) is taken to be m, (k). Otherwise, let L be defined asin
clause C.3.1. Then the final EP mode is selected as:

. L
My, = min (mtp_o + IEJ ,ml). (C.13)
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Annex D (informative):

Change history

Date Version Information about changes
2019-06-19 0.1.0 [First complete version for review and approval
Added terms and abbreviations for RTP payload format in Annex B
2019-06-26 011 Vytinor editorial updates
2019-08-01 1.1.1 |Publication of DTS/DECT-00338
Freeze automatic clause numbering
2020-02-19 112 Implemented CR on V1.1.1 (DECT(20)000011) -
o Software updated to V1.1.2; replaced kbps to kbit/s; integrated comments by DECT
delegates; uploaded as early draft
Implemented CR on V1.1.2 (DECT(20)000092r1)
2020-04-15 1.1.3 |Software updated to V1.1.3; integrated comments by DECT delegates; uploaded as
early draft
2020-07-29 1.1.4 |Editorial changes; software package identical as VV1.1.3; ready as final draft
2020-08-17 1.1.5 |Editorial changes to complete final draft
2020-10-05 1.2.1 |Publication of RTS/DECT-00350
2021-04-07 1.2.2 |Implemented CR on V1.2.1 (DECT(21)000055); software updated to V1.2.2
2021-06-14 1.2.3 |Implemented CR on V1.2.2 (DECT(21)000139); software updated to V1.2.3
2021-07-09 1.2.4 |Implemented CR on V1.2.3 (DECT(21)000179); software updated to V1.2.4
2021-08-05 125 Editorial changes to prepare final draft; cleaned up all CR defines in software and
updated to V1.2.5
2021-10 1.3.1 |Publication of RTS/DECT-00369
2022-07-01 1.3.2 |Implemented CR on V1.3.1 (DECT(22)000129); software updated to V1.3.2
2022-11-30 1.3.3 |Implemented CR on V1.3.2 (DECT(22)000245); software updated to V1.3.3
2022-12-21 1.3.4 |Editorial changes for final draft; software updated to V1.3.4 (all defines accepted)
2023-03 1.4.1 |Publication of RTS/DECT-00388
Implemented CR on V1.4.1 (DECT(23)000174, (23)000175, (23)000176); software
2023-09-25 142 updated to VV1.4.2
2024-02-13 143 Implemented CR on V1.4.2 (DECT(24)000043 corrected in DECT(24)000069); software
updated to V1.4.3
2024-02-13 1.4.4 |Updated attached software according to (DECT(24)000043r1)
2024-03-25 1.4.5 |Implemented CR on V1.4.4 (DECT(24)000066); software updated to V1.4.5
2024-04-15 1.4.6 |Editorial changes for final draft
2024-05 1.5.1 |Publication of RTS/DECT-00399
2024-12-10 1.5.2 |Implementation of CR on V1.5.1 (DECT(24)000320r1)
2025-03-10 1.5.3 |Implementation of CR on V1.5.2 (DECT(25)000056)
2025-06-05 1.5.4 |Version skipped due to technical issues in ETSI portal
2025-08-05 1.5.5 |Implementation of CR on V1.5.3 (DECT(25)000123), Software version still at 1.5.4
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