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Intellectual Property Rights

IPRs essential or potentially essential to the present document may have been declared to ETSI. The information
pertaining to these essential IPRs, if any, is publicly available for ETSI member s and non-member s, and can be found
in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETS in
respect of ETS standards', which is available from the ETS| Secretariat. Latest updates are available on the ETSI Web
server (http://webapp.etsi.org/| PR/home.asp).

All published ETSI deliverables shall include information which directs the reader to the above source of information.

Foreword

This Technical Specification (TS) has been produced by Joint Technical Committee (JTC) Broadcast of the European
Broadcasting Union (EBU), Comité Européen de Normalisation EL ECtrotechnique (CENELEC) and the European
Telecommunications Standards Institute (ETSI).

NOTE: The EBU/ETSI JTC Broadcast was established in 1990 to co-ordinate the drafting of standardsin the
specific field of broadcasting and related fields. Since 1995 the JTC Broadcast became a tripartite body
by including in the Memorandum of Understanding also CENELEC, which isresponsible for the
standardization of radio and television receivers. The EBU is a professional association of broadcasting
organizations whose work includes the co-ordination of its members' activities in the technical, legal,
programme-making and programme-exchange domains. The EBU has active membersin about 60
countries in the European broadcasting area; its headquartersisin Geneva.

European Broadcasting Union

CH-1218 GRAND SACONNEX (Geneva)
Switzerland

Tel: +41227172111

Fax: +4122717 2481

Founded in September 1993, the DVB Project is a market-led consortium of public and private sector organizationsin
thetelevision industry. Its aim is to establish the framework for the introduction of MPEG-2 based digital television
services. Now comprising over 200 organizations from more than 25 countries around the world, DVB fosters
market-led systems, which meet the real needs, and economic circumstances, of the consumer electronics and the
broadcast industry.
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1 Scope

The present document of DV B-Simulcrypt addresses the requirements for interoperability between two or more
conditional access systems at a head-end. It specifies the system architecture, timing relationships, messaging
structures, extended interoperability and control.

The components within the system architecture represent functional units. The boundaries between physical units are
not required to match the boundaries between functional units. It is possible that the SCS could be in the MUX or the
SCSand MUX could be built independently. Neither architecture is mandated.

1.1 Common scrambling algorithm

The DVB-Simulcrypt group has looked at issues relating to the concepts of the common scrambling algorithm, within
the DVB-Simulcrypt environment.

The DVB-Simulcrypt system is based on the concept of a shared scrambling and descrambling method. The group has
looked at the possible constraints, which the DVB-Simulcrypt architecture might impose on the use of such a shared
scrambling and descrambling method. No problems were noted.

1.2 Language

Theword "shall" is used in a normative statement that can be verified and is mandatory. The word "should" isused in
the context of arecommendation or a statement that cannot be verified or is not mandatory (it may be optional).

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present
document.

* References are either specific (identified by date of publication and/or edition number or version number) or
non-specific.

» For aspecific reference, subsequent revisions do not apply.
« For anon-specific reference, the latest version applies.

Referenced documents which are not found to be publicly available in the expected |ocation might be found at
http://docbox.etsi.org/Reference.

[1] ETSI EN 300 468: "Digital Video Broadcasting (DVB); Specification for Service Information (SI)
in DVB systems”.
[2] ETSI TR 101 154: "Digital Video Broadcasting (DVB); Implementation guidelines for the use of

MPEG-2 Systems, Video and Audio in satellite, cable and terrestrial broadcasting applications®.

[3] ETSI ETR 162: "Digital Video Broadcasting (DVB); Allocation of Service Information (SI) codes
for DVB systems'.

[4] ETSI TR 211: "Digital Video Broadcasting (DV B); Guidelines on implementation and usage of
Service Information (SI)".

[5] ETSI ETR 289: "Digital Video Broadcasting (DVB); Support for use of scrambling and
Conditional Access (CA) within digital broadcasting systems".

[6] RFC 1213 (1991): "Management I nformation Base for Network Management of TCP/IP-based
internets: MIB-11", K. McCloghrie, M. Rose.

[7] I SO/IEC 13818-1 (2000): "Information technology; Generic coding of moving pictures and
associated audio information: Systems".
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ITU-T Recommendation X.733 (1992)/I SO/IEC 10164-4 (1992): "Information technology; Open
Systems I nterconnection; Systems Management: Alarm reporting function".

ITU-T Recommendation X.734 (1992)/1SO/IEC 10164-5 (1993): "Information technology; Open
Systems I nterconnection; Systems management: Event Report Management Function”.

ITU-T Recommendation X.735 (1992)/I SO/IEC 10164-6 (1993): "Information technology; Open
Systems I nterconnection; Systems Management: Log control function”.

IETF RFC 768 (1980): "User Datagram Protocol”, J. Postel.
IETF RFC 791 (1981): "Internet Protocol”.
IETF RFC 793 (1981): "Transmission Control Protocol".

IETF RFC 1901 (1996): "Introduction to Community-based SNMPv2", J. Case, K. McCloghrie,
M. Rose, S. Waldbusser.

IETF RFC 1902 (1996): " Structure of Management Information for Version 2 of the Simple
Network Management Protocol (SNMPv2)", J. Case, K. McCloghrie, M. Rose, S. Waldbusser.

IETF RFC 1903 (1996): "Textual Conventionsfor Version 2 of the Simple Network Management
Protocol (SNMPv2)", J. Case, K. McCloghrie, M. Rose, S. Waldbusser.

IETF RFC 1904 (1996): " Conformance Statements for Version 2 of the Simple Network
Management Protocol (SNMPv2)", J. Case, K. McCloghrie, M. Rose, S. Waldbusser.

IETF RFC 1905 (1996): "Protocol Operations for Version 2 of the Simple Network Management
Protocol (SNMPv2)", J. Case, K. McCloghrie, M. Rosg, S. Waldbusser.

IETF RFC 1906 (1996): "Transport Mappings for Version 2 of the Simple Network Management
Protocol (SNMPv2)", J. Case, K. McCloghrie, M. Rose, S. Waldbusser.

IETF RFC 1907 (1996): "Management Information Base for Version 2 of the Simple Network
Management Protocol (SNMPv2)", J. Case, K. McCloghrie, M. Rose, S. Waldbusser.

IETF RFC 1908 (1996): " Coexistence between Version 1 and Version 2 of the Internet-standard
Network Management Framework™, J. Case, K. McCloghrie, M. Rose, S. Waldbusser.

FIPS 46-2: "Data Encryption Standard (DES)" (supersedes FIPS 46-1).

EN 50083-9: "Cable networks for television signals, sound signals and interactive services,
Part 9: Interfaces for CATV/SMATV headends and similar professional equipment for
DVB/MPEG-2 transport streams'; Annex B: "Asynchronous Serial Interface”.

ETSI TR 101 891: "Digital Video Broadcasting (DVB); Professional Interfaces: Guidelines for the
implementation and usage of the DVB Asynchronous Serial Interface (ASI)".

ETSI TS101 197 (V1.2.1): "Digital Video Broadcasting (DVB); DVB Simulcrypt - Head-end
architecture and synchronization”.

ETSI TS103 197 (V1.2.1): "Digital Video Broadcasting (DVB); Head-End Implementation of
DVB Simulcrypt”.

ETSI TR 102 035: "Digital Video Broadcasting (DVB); Implementation Guidelines of the DVB
Simulcrypt Standard".

ETSI



13 ETSI TS 103 197 V1.3.1 (2003-01)

3 Definitions and abbreviations

3.1 Definitions

For the purposes of the present document, the following terms and definitions apply:
Access Criteria: CA system specific information needed by the ECMG to build an ECM
Access Criteria Generator (ACG): Seeclause 4.2.14.

broadcaster (service provider): organization which assembles a sequence of events or services to be delivered to the
viewer based upon a schedule

CA_subsystem_id: system which handles multiple connections to ECM Gs with the same CA_system_id value
NOTE: The combination of CA_system id and CA_subsystem id is called Super_CAS id.

CA_system_id: See ETR 162, table 3.

CA components. components brought by a CA provider for integration into a host head-end system

channel: application specific representation of an open TCP connection, allowing the association of application specific
parameters with such a connection

NOTE: Channels correspond on a one to one basisto TCP connections.
client: software entity on a host making use of one or more resources offered by a server
Conditional Access (CA) system: system to control subscriber access to broadcast services and events
Control Word (CW): data object used for scrambling
Control Word Generator (CWG): component which receives a CW request from the SCS and returns a CW
Crypto Period (CP): period when a particular Control Word is being used by the scrambler

Entitlement Control M essage (ECM): private Conditional Access information, which carries the control word in a
secure manner and private entitlement information

Entitlement Control M essage Generator (ECMG): generator which produces the ECM messages but does not
support ECM repetition

NOTE: Seeclause4.2.3.

Entitlement Management M essage (EMM): private Conditional Access information which, for example, specifies the
authorization levels of subscribers or groups of subscribers for services or events

Entitlement M anagement M essage Generator (EMM G): generator which produces the EMM messages and
repeatedly plays them out at the appropriate times

NOTE: Seeclause4.2.4.

forbidden: indicates that the value shall never be used

gener ator: component producing data

host: computer system uniquely identified by its |P address, and as such addressable in a computer network
NOTE: It may take both client and server roles.

host head-end: system which is composed of those components required before a CA provider can be introduced into
the head-end

M PEG-2: Refersto the standard | SO/IEC 13818-1. Systems coding is defined in ISO/IEC 13818-1. Video coding is
defined in ISO/IEC 13818-2. Audio coding is defined in |SO/IEC 13818-3.
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multiplex: stream of all the digital data within asingle physical channel carrying one or more services or events
Multiplexer (MUX): See clause 4.2.9.

Private Data Generator (PDG): See clause 4.2.5.

proprietary: fact that the interface will be specified by the head-end provider, or by the CA provider

NOTE: Theinterface can be commercialy open but is not open within the present document. Its availability will
be via commercial /technical agreement.

reserved: in the clause defining the coded bit stream, indicates that the value may be used in the future for 1SO defined
extensions

NOTE:  Unless otherwise specified within the present document all "reserved" bits shall be set to "1".

reserved future use: in the clause defining the coded bit stream, indicates that the value may be used in the future for
ETSI defined extensions

NOTE: Unless otherwise specified within the present document all "reserved future_use" bits shall be set to "1".
resour ce: set of coherent functions, accessible through a server

NOTE: More than one resource can reside on asingle host.
Scrambler (SCR): See clause 4.2.10.

Scrambling Control Group (SCG): data structure gathering together in one same logical set the list of A/V streams
scrambled at the same time with the same control word and the list of ECM s that are going to be generated with the
identifier of their CA system and with their respective Access Criteria

server: software entity exporting a resource

NOTE: Morethan one server may reside on asingle host. A server isuniquely identified by an |P address and
TCP port number.

service: sequence of events under the control of a broadcaster, which can be broadcast as part of a schedule
Service Information (SI): information that is transmitted in the transport stream to aid navigation and event selection
Sl generator: See clause 4.2.8.

Simulcrypt Integrated M anagement Framework (SIM F): addresses the requirements for interoperability between
management components of multiple conditional access systems (CASs) at a head-end

NOTE: Seeclause?.

Simulcrypt Synchronizer (SCS): logical component that acquires Control Words, ECMs and synchronizes their
playout for al the Conditional Access Systems connected

stream: independent bi-directional data flow across a channel

NOTE: Multiple streams may flow on asingle channel. Stream _ids (e.g. ECM_stream _id, data_stream id, etc.)
are used to tag messages belonging to a particular stream.

Super CAS id: 32-hit identifier formed by the concatenation of the CA_system id and the CA_subsystem id
Transport Stream: data structure

NOTE: Itisthebasisof the ETSI Digital Video Broadcasting (DVB) standards, defined in ISO/IEC 13818-1 [7].
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For the purposes of the present document, the following abbreviations apply:

AC
ACG
AS
ASN.1
bslbf
CA
CAS
CAT
CiM
CIM
CiP
CORBA
cP
C(P)SIG
cw
CWG
DAVIC
DVB
EBU
ECM
ECMG
EFD
EGP
EIS
BT
EMM
EMMG
Id
IDL
IP
1SO
IMAPI
LSB
MIB
MJD
MPEG
MUX
NIT
NM
NMS
oSl
PAT
PD
PDG
PID
PMT
PS|
SCG
SCR
scs
SDT
S|
SIG
SIM
SIMF
SMI
SMIB
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Abbreviations

Access Criteria

Access Criteria Generator
Asynchronous Serial Interface
Abstract Syntax Notation One

bit string, left bit first

Conditional Access

Conditional Access System

Conditional Access Table

Carousdl inthe MUX

Common Information Model

Carousel inthe (P)SIG

Common Object Request Broker Architecture
Crypto Period

Custom PSI/SI Generator

Control Word

Control Word Generator

Digital Audio-VIsual Council

Digital Video Broadcasting

European Broadcasting Union
Entitlement Control Message
Entitlement Control Message Generator
Event Forwarding Discriminator
Exterior Gateway Protocol

Event Information Scheduler

Event Information Table

Entitlement Management Message
Entitlement M anagement M essage Generator
Identifier

Interface Definition Language

Internet Protocol

International Organization for Standardization
Java Management API

Least Significant Bit

Management Information Base
Modified Julian Date

Moving Pictures Expert Group
MUItipleXer

Network Information Table

Network Management

Network Management System

Open Systems I nterconnection

Program Association Table

Private Data

Private Data Generator

Packet |Dentifier

Program Map Table

Program Specific Information
Scrambling Control Group

DVB Compliant Scrambler

Simul Crypt Synchronizer

Service Description Table

Service Information

Service Information Generator
Simulcrypt Identification Module
Simulcrypt Integrated Management Framework
Structure of Management Information
Simulcrypt Management |nformation Base

ETSI
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SNMP Simple Network Management Protocol
SPI Synchronous Parallel Interface
SSl Synchronous Serial Interface
STB Set Top Box
tcimsbf two's complement integer msb (sign) bit first
TCP Transport Control Protocol
TLV Type, Length, Value
TMN Telecommuni cations Management Network
TS Transport Stream
UDP User Datagram Protocol
uimsbf unsigned integer most significant bit first
uTC Universal Time, Co-ordinated
4 Architecture

4.1 System architecture

Figure 1 showsthe logical relationships between the components and which component-to-component interfaces are defined
in the present document. Other components exist in a head-end, which are not illustrated in figure 1 (for example: SMS
or Subscriber Management System, etc.).

The DVB-Simulcrypt system architecture illustrated above is divided into 3 areas. No assumption is made that different
components belonging to the same area are to be provided by the same manufacturer.

4.1.1 Host Head-end components

Host head-end components are those that will need to exist before Simulcrypt CA components can be introduced into a
DVB-Simulcrypt head-end.

4.1.2 Simulcrypt CA components

Simulcrypt CA components are typically those, which are brought by anew CA provider to introduce his CA into a
DVB-Simulcrypt head-end. Note that the EMMGs, PDGs and Custom S| generators are not necessarily requiredin a
DVB-Simulcrypt system.

4.1.3 Simulcrypt Integrated Management Framework (SIMF)

The components of multiple conditional access systems (CASs) involved in a Simulcrypt architecture can be supported
by a network management function existing in a head-end.

For ECMG, EMMG, PDG, C(P)SIG and (P)SIG, a Simulcrypt Integrated Management Framework (SIMF) is defined to
address the requirements for interoperability between management components at a head-end. This framework does not
address al of the issues relevant for a complete integrated Simulcrypt Management System, it specifies only the
minimum set of components necessary to enable integration. SIMF is described in clause 7.
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Figure 1. System architecture

4.2 Description of Components

4.2.1 Event Info Scheduler (EIS)

In the DVB-Simulcrypt system architecture diagram (see clause 4.1), the EIS is the functional unit in charge of holding
the entire schedule information, al the configurations and CA specific information required for the complete system. It
isthe overall database store for the whole head-end system. For instance, it isin charge of providing to the ECMGs (via
the SCS) any information they need to generate their ECMs.

In redlity this function might be distributed over several physical units, storage locations, and/or input terminals, and it
may communicate with any other functional unit of the architecture diagram.

Concerning the CA provider components, the connectionsto the EIS and the data they carry will be agreed through the
commercia arrangements made with the broadcaster. They are not defined in the present document.
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4.2.2 Simulcrypt Synchronizer (SCS)
Therole of the Simulcrypt Synchronizer isto:
- establish TCP connections with ECM Gs and setup one channel per connection;
- setup streams within channels as needed and allocate ECM_stream_id values;
- get the control words from the CWG;
- supply the CWsto the relevant ECM Gs on the relevant streams, as well as any CA specific information;
- acquire ECMs from the ECMGs,
- synchronize the ECMs with their associated Crypto periods according to channel parameters;
- submit these ECM s to the MUX and request their repetition according to the channel parameters;

- supply the CW to the scrambler for use in the specified Crypto Period.

4.2.3 ECM Generator (ECMG)

The ECMG shall receive CWsin a CW provision message as Well as access criteria and shall reply with an ECM or an
error message. The ECMG does not support ECM repetition.

4.2.4 EMM Generator (EMMG)

This component, supplied by the CA provider shall interface over a DVB-Simulcrypt specified interface to the MUX.
The EMMG initiates connections to the MUX.

4.2.5 Private Data Generator (PDG)

This component is shown in the DV B-Simulcrypt System Architecture diagram to highlight the fact that the EMMG to
MUX interface can be used for EMMs and other CA related private data. The PDG initiates connections to the MUX.

4.2.6 Custom (P)SI Generator (C(P)SIG)

This component is responsible for generating private PSI descriptors and/or private Sl descriptors. It interfaces to the
(P)SI Generator.

The generic term C(P)SI G refers to a head-end process that serves asa CPSIG, a CSIG, or both (CPSISIG).

Custom PSI Generator (CPSIG): the CA System (CAYS) process(es) responsible for generating CAS-specific private
datafor insertion in selected MPEG-2 PS] tables.

Custom Sl Generator (CSIG): the CAS process(es) responsible for generating CAS-specific private data for insertion
in selected DVB Sl tables.

Each CAS may (optionally) include one or more C(P)SIG.

4.2.7 MUX Config

This component is responsible for configuring the MUX and providing alink to the PSI generator for PSI construction
and playout. The interfaces"MUX Config and MUX" and "MUX Config and PSI Generator" are not defined by the
present document.
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4.2.8 (P)SI Generator ((P)SIG)

This component is responsible for generating the PSI (see ISO/IEC 13818-1 [7]) and/or the SI (see EN 300 468 [1]) for
the system. The PS| Generator and/or the Sl Generator take their primary data from the EIS and supplementary data
from the Custom (P)SI Generators supplied by the CA providers. The interfaces between the EIS and the (P)S
Generator or between the MUX Config and the (P)SIG are not specified in the present document.

The generic term (P)SI G refers to a head-end process that serves asa PSIG, an SIG, or both PSISIG.

PSI Generator (PSIG): the head-end process(es) responsible for generating MPEG-2 PSI (Program Specific
Information) tables.

Sl Generator (SIG): the head-end process(es) responsible for generating DVB Sl (Service Information) tables.
NOTE: TheNIT (Network Information Table) is considered aDVB Sl table.
If the head-end supportsthe C(P)SIG = (P)SIG interface, it shall include at least one (P)SIG.

If the head-end supports the (P)SIG = MUX interface, it shall include at least either one PSISIG or apair (PSIG, SIG).

4.2.9 Multiplexer (MUX)

Therole of this head-end component is to perform time multiplexing of input data, and to output an MPEG-2 transport
stream. The input data can be transport packets, MPEG sections or raw data. The exact functionality of aMUX is
implementer specific. For the purpose of the present document, the MUX shall be able to communicate with the SCS,
the (P)SIG and to accept connections with EMM Gs with the interface defined.

4.2.10 Scrambler (SCR)

This component is responsible for scrambling datain the MPEG2 Transport Stream. The exact functionality of the
Scrambler isimplementer specific. For the purpose of the present document, the Scrambler shall be able to receive
Control Words from the SCS.

4.2.11 Control Word Generator (CWG)

This component is responsible for generating control words used in scrambler initialization stream. The exact
functionality of the Scrambler isimplementer specific. For the purpose of the present document, the Control Word
Generator shall be able to provide the SCS with control words.

4.2.12 Network Management System (NMS)

This component is responsible for monitoring and control of SIMF agents. The exact nature of this function depends on
the type of host component the agent is situated in, i.e. ECMG, EMMG, PDG, etc, and the type of management function
the NM S component is performing, i.e. fault, configuration, accounting, performance and security management.

4.2.13 SIMF agent

This component supports network management protocol transactions on the Simulcrypt Management Information Base
(SMIB), which it implements. It instruments the SMIB with monitoring and control functionality of the host
component, i.e. ECMG, EMMG, PDG, etc.

4.2.14 Access Criteria Generator (ACG)

This component, supplied by the CA provider isresponsible for generating CAS related information, e.g. access criteria,
related to each event managed by the EIS when this event involves its associated CAS.
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4.3 Description of interfaces

43.1 ECMG - SCS

The interface allowing a CAS to provide a SCS with ECMs under the control of this SCS. Thisinterface is mandatory
and shall be implemented as described in clause 5.

4.3.2 EMMG « MUX

The interface allowing a CAS to provide aMUX with EMM under the control of the CAS. This interface is mandatory
and shall be implemented as described in clause 6.

4.3.3 PDG -~ MUX

The interface used isthe EMMG = MUX interface.

4.3.4  Custom (P)SI Generator = (P)SI Generator

Theinterface allowing a CAS to provide a (P)SIG with private data descriptors for the head-end to insert in (P)S| tables.
Thisinterface is mandatory and shall be implemented as described in clause 8.

4.3.5 EIS = (P)SI Generator

Proprietary, not defined by the present document.

4.3.6 (P)SI Generator = MUX

The interface used to provide the MUX with the adequate PSI/SI tables of the transport stream it generates. This
interface is mandatory and shall be implemented as described in clause 9.

4.3.7 EIS = MUX Config

Proprietary, not defined by the present document.

4.3.8 MUX Config = (P)SI Generator

Proprietary, not defined by the present document.

4.3.9 MUX Config = SCS

Proprietary, not defined by the present document.

4.3.10 MUX - SCR

Proprietary, not defined by the present document.

4.3.11 SCR onward

Proprietary, not defined by the present document.

4.3.12 SCS - MUX

Proprietary, not defined by the present document.
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4.3.13 SCS - SCR

Proprietary, not defined by the present document.

4.3.14 SCS -« CWG

Proprietary, not defined by the present document.

4.3.15 EIS « SCS

The interface providing the SCS with the Scrambling Control Groups. An SCG actually identifies the service(s) and/or
elementary stream(s) in one particular Transport Stream

. which are to be scrambled at each moment using a common Control Word (CW) key;
. which are associated to the same ECM streams.

Thisinterface is mandatory and shall be implemented as described in clause 10.

43.16 ACG < EIS

Proprietary, not defined by the present document.

4.3.17 NMS Component - SIMF Agent

Thisinterface allows a network management function existing in a head-end to support Simulcrypt CA components. It
is defined by the Simulcrypt MIB and the NM protocol used in the system.

Thisinterface isoptional; if used it shall be implemented as described in clause 7.

4.3.18 Mandatory or optional characteristics of the interfaces

The clauses 4.3.1 to 4.3.16 give the global mandatory or optional characteristic of each interface described in the
present document. Table 1a sums up these characteristics.
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Interfaces Global Particular points See clauses
characteristic
ECMG = SCS mandatory |only TCP based implementation 5.1.7
Security of control words:
e CW security shall be supported; the means or methods
to support this security are chosen by commercial
agreement; one of them is the CW encryption in the
protocol;
¢« CW encryption in the protocol is optional if CWs are
encrypted in the protocol, the method given in annex D
is recommended.
EMMG = MUX mandatory |a real implementation is chosen by the head-end operator 6.1
among:
e TCP based implementation for data provision and
control;
¢ UDP based implementation for data provision and TCP
based implementation for control;
¢ UDP based implementation for data provision and SIMF
based implementation for control.
C(P)SIG = (P)SIG mandatory |according to the same application protocol model, a real 8.2
implementation is defined by commercial agreement among:
¢ TCP based implementation;
e SIMF based implementation.
NMS Component optional the Simulcrypt Network Management function implementation is 7.1
= SIMF Agent optional and is defined by the head-end operator among:
*  SNMP v2 for agents and manager; this implementation
is fully defined in the present document;
*  SNMP v2 for agents and CORBA for manager; in this
case only the SNMP v2 compliant SMIB is described in
the present document.
(P)SIG - MUX mandatory |a real implementation shall include 9.1
e PSI/SI table carouselling performed by the PSIG;
¢ PSI/SI table carouselling performed by the Mux.
In case of PSI/SI table carrouselling performed by the PSIG, a
real implementation is defined by a commercial agreement
among:
e TCP based implementation for data and control.
ASI based implementation for data and TCP based
implementation for control
EIS< SCS mandatory |only TCP based implementation 10.1
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4.4 Protocol types

4.4.1 Connection-oriented protocols

For the connection-oriented protocols defined in the present document, the messages shall have the following generic
structure:

Table 1b: Message-type values for command/response-based protocols

generi c_nmessage
{
prot ocol _version 1 byte
nessage_type 2 bytes
nmessage_l ength 2 bytes
for (i=0; i < n; i++)
{
paranmeter _type 2 bytes

paraneter_| ength 2 bytes
par anet er _val ue <paraneter_| engt h> bytes

NOTE 1: For parameters with a size two or more bytes the first byte to be transmitted will be the most significant
byte.

NOTE 2: Parameters do not need to be ordered within the generic message.
protocol_version: An 8 bit field identifying the protocol version. It shall have the value 0x03.
NOTE 3: Compliance between protocol version 2 and protocol version 3 is described in annex I.

message_type: A 16- bit field identifying the type of the message. The list of message type valuesis defined in table 2.
Unknown message types shall be ignored by the receiving entity.

message length: 16-bit field specifies the number of bytes in the message immediately following the message |length
field.

parameter_type: 16-bit field specifies the type of the following parameter. The list of parameter type valuesis defined
in the interface specific clauses of the present document. Unknown parameters shall be ignored by the receiving entity.
The data associated with that parameter will be discarded and the remaining message processed.

parameter _length: 16-bit field specifies the number of bytes of the following parameter_value field.

parameter_value: variable length field specifies the actual value of the parameter. Its semanticsis specific to the
parameter type value.
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Table 2: Message-type values for command/response-based protocols

Relevant interface

Message_type value

Message type

DVB reserved 0x0000 DVB reserved
ECMG <= SCS 0x0001 channel_setup
0x0002 channel_test
0x0003 channel_status
0x0004 channel_close
0x0005 channel_error
DVB reserved 0x0006 to 0x0010 DVB reserved
EMMG = MUX 0x0011 channel_setup
0x0012 channel_test
0x0013 channel_status
0x0014 channel_close
0x0015 channel_error
DVB reserved 0x0016 to 0x0100 DVB reserved
ECMG < SCS 0x0101 stream_setup
0x0102 stream_test
0x0103 stream_status
0x0104 stream_close_request
0x0105 stream_close_response
0x0106 stream_error
DVB reserved 0x107 to 0x110 DVB reserved
EMMG < MUX 0x0111 stream_setup
0x0112 stream_test
0x0113 stream_status
0x0114 stream_close_request
0x0115 stream_close_response
0x0116 stream_error
0x0117 stream_BW_request
0x0118 stream_BW _allocation
DVB reserved 0x0119 to 0x0200 DVB reserved
ECMG < SCS 0x0201 CW_provision
0x0202 ECM_response
DVB reserved 0x0203 to 0x0210 DVB reserved
EMMG = MUX 0x0211 data_provision
DVB reserved 0x0212 to 0x0300 DVB reserved
C(P)SIG = (P)SIG 0x0301 channel_setup
0x0302 channel_status
0x0303 channel_test
0x0304 channel_close
0x0305 channel_error
DVB reserved 0x0306 to 0x0310 DVB reserved
C(P)SIG = (P)SIG 0x0311 stream_setup
0x0312 stream_status
0x0313 stream_test
0x0314 stream_close
0x0315 stream_close_request
0x0316 stream_close_response
0x0317 stream_error
0x0318 stream_service_change
0x0319 stream_trigger_enable_request
0x031A stream_trigger_enable_response
0x031B trigger
0x031C table_request
0x031D table_response
0x031E descriptor_insert_request
0x031F descriptor_insert_response
0x0320 PID_provision_request
0x0321 PID_provision_response
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Relevant interface Message_type value Message type
DVB reserved 0x0322 to 0x0400 DVB reserved
EIS = SCS 0x0401 channel_set-up
0x0402 channel_test
0x0403 channel_status
0x0404 channel_close
0x0405 channel_error
0x0406 channel reset
0x0408 SCG_ provision
0x0409 SCG_test
0x040A SCG_status
0x040B SCG_error
0x040C SCG_list_request
0x040D SCG_list_response
DVB reserved 0x040E to 0x410 DVB reserved
(P)SIGE®MUX 0x0411 channel_set_up
0x0412 channel_test
0x0413 channel_status
0x0414 channel_close
0x0415 channel_error
0x0416 to 0x0420 Reserved
0x0421 stream_setup
0x0422 stream_test
0x0423 stream_status
0x0424 stream_close_request
0x0425 stream_close_response
0x0426 stream_error
0x0427 to 0x0430 DVB Reserved
(Carousel in the MUX — CiM) 0x0431 CiM_stream_section_provision
0x0432 CiM_channel_reset
0x0433 to 0x040 DVB Reserved
(Carousel in the (P)SIG — CiP) 0x0441 CiP_stream_BW_request
0x0442 CiP_stream BW allocation
0x0443 CiP_stream_data_provision
DVB reserved 0x0444 to OX7FFF DVB reserved
User defined 0x8000 to OXFFFF User defined

SIMF-based protocols

All Simulcrypt CAS/Head-end interface specifications such as ECMG < SCS, EMMG = Mux, PDG = Mux,
C(P)SIG = (P)SIG, (PSIG®MUX and EIS& SCS are based on a connection-oriented communications paradigm
(i.e. channel/streams). Alternatively, some of these interfaces can be implemented using a transaction-based
communications paradigm using the SIMF. In the current Simulcrypt specification this alternative is only available:

for the C(P)SIG = (P)SIG interface;

for the control of UDP-based protocol on EMMG/PDG = Mux interface.
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5 ECMG < SCS interface

5.1 Interface principles

5.1.1 Channel and Stream specific messages
Thisinterface shall carry the following channel messages defined further in clause 5.4:
e Channe_setup
¢ Channel_test
¢ Channel_status
e Channel_close
e Channel_error
and the following stream messages defined further in clause 5.5:
e Stream_setup
e Stream_test
e Stream_status
e Stream close_request
e Stream close response
e Stream error
e CW_provision
e ECM_response

For thisinterface, the SCSisthe client and the ECMG isthe server. The SCS has a prior knowledge of the mapping
between Super_CAS ids and the IP addresses and port numbers of the ECMGs. When anew ECM stream is requested
by the EIS for agiven Super_CAS id value, the SCS will open a new stream with the appropriate ECMG. This might
require the opening of a new channel (which involves the opening of a new TCP connection).

When anew ECM stream is created in a transport stream, a new ECM _id shall be assigned to it by the head-end,
according to the operationa context (ECM stream creation or ECM G replacement). The value of the ECM _id parameter
remains unmodified as long as the ECM stream exists. The combination { « ECM » type + Super_CAS id + ECM _id}
identifies uniquely this new ECM stream in the whole system.

NOTE: There can be several ECMGs associated with the same Super_CAS id value (e.g. for performance or
redundancy reasons). In such a case the SCS should be able to choose with which ECMG the connection
will be opened, based on either a redundancy policy or resource available.

51.2 Channel establishment

Thereis aways one (and only one) channel per TCP connection. Once the TCP connection is established, the SCS
sends a channel_setup message to the ECMG. In case of successthe ECMG replies by sending back a channel_status

message.

In case of argection or afailure during channel setup the ECMG replies with a channel_error message. This means that
the channel has not been opened by the ECM G and the SCS shall close the TCP connection.
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513 Stream establishment

The SCS sends a stream_setup message to the ECMG. In case of success the ECMG replies by sending back a
stream_status message. |n case of argjection or afailure the ECMG replies with a stream_error message.

Once the connection, channel and stream have been correctly established the ECM will be transferred. It can be
transferred as sections or as TS packets. The ECM G indicates at channel setup which kind of data object will be used.

Once the connection, channel and stream have been correctly established, ECMs will be transferred to the SCSas a
response to the CW_provision message.
5.1.4 Stream closure

Stream closure is aways initiated by the SCS. This can occur when an ECM stream is no longer needed or in the case
of an error. Thisis done by means of astream_close request message. A stream_close _response message indicates the
stream has been closed.

515 Channel closure

Channel closure can occur when the channel is no longer needed or in case of error (detected by SCS or reported by
ECMG). Thisis done by means of a channel_close message sent by the SCS. Subsequently, the connection shall be
closed by both sides.

5.1.6 Channel/Stream testing and status

At any moment either component can send a channel _test/stream_test message to check the integrity of a
channel/stream. In response to this message the receiving component shall reply with either a channel/stream status
message or a channel/stream error message.

5.1.7 Unexpected communication loss

Both SCS and ECMG shall be able to handle an unexpected communication loss (either on the connection, channel or
stream level).

Each component, when suspecting a possible communication loss (e.g. a 10 second silent period), should check the
communication status by sending atest message and expecting to receive a status message. If the status message is not
received in a given time (implementation specific) the communication path should be re-established.

5.1.8 Handling data inconsistencies

If the ECMG detects an inconsistency it shall send an error message to the SCS. If the SCS receives such a message or
detects an inconsistency it may close the connection. The SCS (as the client) will then (re-)establish the connection,
channel and (if applicable) streams.

NOTE: The occurrence of a user defined or unknown parameter_type or message_type shall not be considered as
an inconsistency.
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Table 3: ECMG protocol parameter_type values

Parameter_type Value Parameter type Typelunits Length (bytes)
0x0000 DVB Reserved - -
0x0001 Super_CAS_id uimsbf 4
0x0002 section_TSpkt_flag Boolean 1
0x0003 delay_start tcimsbf/ms 2
0x0004 delay_stop tcimsbf/ms 2
0x0005 transition_delay_start tcimsbf/ms 2
0x0006 transition_delay_stop tcimsbf/ms 2
0x0007 ECM_rep_period uimsbf/ims 2
0x0008 max_streams uimsbf 2
0x0009 min_CP_duration uimsbf/n x 100ms 2
0x000A lead_CW uimsbf 1
0x000B CW_per_msg uimsbf 1
0x000C max_comp_time uimsbf/ms 2
0x000D access_criteria user defined variable
0x000E ECM_channel_id uimsbf 2
0x000F ECM_stream_id uimsbf 2
0x0010 nominal_CP_duration uimsbf/n x 100ms 2
0x0011 access_criteria_transfer_mode Boolean 1
0x0012 CP_number uimsbf 2
0x0013 CP_duration uimsbf/n x 100ms 2
0x0014 CP_CW_Combination --- variable
CP uimsbf 2

Cw uimsbf variable

0x0015 ECM_datagram user defined variable
0x0016 AC_delay_start tcimsbf/ms 2
0x0017 AC_delay_stop tcimsbf/ms 2

0x0018 CW_encryption user defined variable
0x0019 ECM_id uimsbf 2
0x001A to Ox6FFF DVB reserved - -
0x7000 Error_status see clause 5.6 2

0x7001 Error_information user defined variable
0x7002 to OX7FFF DVB reserved - -
0x8000 to OXFFFF User defined - -

53 Parameter semantics

AC_delay_start: this parameter shall be used in place of the delay start parameter for the first Crypto period following
achangein AC.

AC_delay_stop: this parameter shall be used in place of the delay stop parameter for the last Crypto period preceding a
changein AC.

access _criteria: this parameter contains CA system specific information of undefined length and format, needed by the
ECMG to build an ECM. It can be, for example, a pointer to an access criterion in an ECMG database, or alist of
relevant access criteriaitemsin an encapsulated TLV format. This parameter contains the information related to the CP
indicated in the CW_provision message. The presence and contents of the access criteria parameter are the result of CA
system supplier requirements.

access _criteria_transfer_mode: this 1-byte parameter isaflag. If it equals O, it indicates that the access criteria
parameter isrequired in the CW_provision message only when the contents of this parameter change. If it equals 1, it
indicates that the ECM G requires the access_criteria parameter be present in each CW_provision message.

CP_CW _combination: this parameter is the concatenation of the Crypto period number the control word is attached to
and the control word itself. The parity (odd or even) of the Crypto Period number is equal to the parity of the
corresponding control word (see ETR 289 [5]). This parameter istypically 10 byte long.

CP_duration: this parameter indicates the actual duration of aparticular Crypto period for a particular stream when it
differs from the nominal_CP_duration value (see definition below).
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CP_number: an identifier to a Crypto period. This parameter indicates the Crypto period number a message is attached
to. Thisisrelevant for the following messages. CW_provision, and ECM _response.

CW _encryption: this parameter enables encrypting of control words over the SCS = ECMG interface. If the
parameter isincluded in the CW_provision message, control word scrambling isinvoked; if omitted, CWs are being
issued in the clear. This parameter may include sub-parameters according to the used encrypting method. It may be used
by the CW security method described in annex D or by an equivalent method.

CW _per_msg: the number of control words needed by the ECMG per control word provision message. If thisvalueis
"y" and lead CW is"X", each control word provision message attached to Crypto period "n" will contain all control
words from period (n+1+x-y) to period (n+x). Control words are carried with their Crypto period number by means of
the CP_CW_combination parameter. In most existing CA systems CW_per_msgis1or 2. See also lead CW.

For example, if an ECM G requires the current and next control word to generate an ECM, it shall by definition specify
at least one lead_CW. However, since it may buffer its own control words, it can set CW_per_msg to one. By doing
this, it always receives the control word for the next Crypto Period and accessing the control word for the current
Crypto Period from memory (a previous provision message). Alternatively, it may specify 2 CW_per_msg and have
both control words available at ECM generation time. This eliminates the need for ECM G buffering and can be
advantageous for a hot backup to take over, since each provision message includes all control words required.

An SCS shall minimally support CW_per_msg values 1 and 2.

delay_start: thissigned integer represents the amount of time between the start of a Crypto Period, and the start of the
broadcasting of the ECM attached to this period. If it is positive, it means that the ECM shall be delayed with respect to
the start of the Crypto Period. If negative, it means that the ECM shall be broadcast ahead of thistime. This parameter is
communicated by the ECMG to the SCS during the channel setup.

delay_stop: thissigned integer represents the amount of time between the end of a Crypto Period, and the end of the
broadcasting of the ECM attached to this period. If it is positive, it means that the end of the ECM broadcast shall be
delayed with respect to the end of the Crypto Period. If negative, it means that the ECM broadcast shall be ended ahead
of time. This parameter is communicated by the ECMG to the SCS during the channel setup.

ECM _channel_id: the ECM_channel_id is alocated by the SCS and uniquely identifies an ECM channel across all
connected ECMGs.

ECM _id: the ECM _id is alocated by the head-end and uniquely identifies an ECM stream for a Super_CAS id. The
combination of the « ECM » type, the Super_CAS id and the ECM _id identifies uniquely an ECM stream in the whole
system. The unique identifier principle is described in clause 8.2.7.

ECM _datagram: the actual ECM message to be passed by the SCS to the MUX. It can be either a series of transport
packets (of 188 byte length) or an MPEG-2 section, according to the value of section_TSpkt_flag. The ECM datagram
can have a zero length meaning that thereis no ECM to be broadcast for the crypto period. The ECM datagram shall
comply with ETR 289 [5].

ECM_rep_period: thisinteger represents the period in milliseconds for the repetition of data (e.g. ECMSs).

ECM _stream_id: thisidentifier uniquely identifies an ECM stream within achannel. It is allocated by the SCS prior to
stream setup.

error_status: seeclause 5.6.

error_information: thisoptional parameter contains user defined data completing the information provided by
error_status. It can be an ASCI| text or the parameter 1D value of afaulty parameter for example.

lead_CW: the number of control words required in advance to build an ECM. If thisvalueis"x" the ECMG requires
control words up to Crypto Period number "n+x" to build the ECM attached to Crypto period "n". In most existing CA
systemslead CW isOor 1. See also CW_per_msg.

For example, if the ECMG requires the current and next control word to generate an ECM, lead CW would be 1. In
other words, it defines the most future control word required for ECM generation.

An SCS shall minimally support lead CW values 0 and 1.
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max_comp_time: this parameter is communicated by the ECMG to the SCS during channel setup. It is the worst case
time needed by an ECMG to compute an ECM when all the streams in a channel are being used. Thistimeistypically
used by the SCS to decide when to time-out on the ECM _response message. This value shall be lower than the
min_CP_duration parameter of the same channel_status message.

max_streams. maximum number of simultaneous opened streams supported by an ECMG on a channel. This
parameter is communicated from the ECMG to the SCS during the channel setup. A value of 0 means that this
maximum is not known.

min_CP_duration: this parameter is communicated at channel setup by the ECMG to the SCSto indicate the minimum
supported amount of time a control word shall be active before it can be changed. This value shall be greater than the
max_comp_time parameter of the same channel _status message.

nominal_CP_duration: this parameter indicates the nominal duration of Crypto periods for the particular stream. It
means that all the Crypto periods related to this stream will have this duration, except for the purpose of event
alignments and error handling. This parameter is set up by the SCS (see annex H).

In addition, the nominal Crypto period duration (Nominal_CP_duration) and the actual Crypto-period (CP_duration)
shall in any case be greater than or equa to:

- all the min_CP_duration specified by the ECM Gs during Channel _set-up;

- al the max_comp_time values specified by the ECM Gs during channel set-up, plus typical network latencies.
section_T Spkt_flag: this parameter defines the format of the ECM carried on this interface:

- 0x00: the ECMs carried on the interface are in MPEG-2 section format;

- 0x01: the ECMs carried on the interface are in MPEG-2 transport stream packet format, all TS packets shall be
188 byte long, any other payload length being considered as an error; it is the head-end's responsibility to fill
the PID field in TS packet header;

- other values: DV B reserved.

Super_CAS id: the Super_CAS id isa 32-hit identifier formed by the concatenation of the CA_system id (16 bit) and
the CA_subsystem _id (16 bit). It shall identify uniquely a (set of) ECMG(s) for agiven SCS, see clause 4.3.1. The
CA_subsystem id is defined by the user, it is private.

transition_delay_start: this parameter shall be used in place of the delay start parameter for the first crypto period
following a clear to scrambled transition.

transition_delay_stop: this parameter shall be used in place of the delay stop parameter for the last crypto period
preceding a scrambled to clear transition.

54 Channel specific Messages

54.1 Channel_setup message: ECMG O SCS

Parameter Number of instances in message
ECM_channel_id 1
Super_CAS id 1

The channel _setup message (message _type = 0x0001) is sent by the SCS to setup a channel once the TCP connection
has been established, as described in clause 5.1.2. It shall contain the Super CAS id parameter, to indicate to the
ECMG to which CA system and subsystem the channel isintended (indeed, there could be several Super_CAS ids
handled by asingle ECMG host).

ETSI



31 ETSI TS 103 197 V1.3.1 (2003-01)

54.2 Channel_test message: ECMG < SCS

Parameter Number of instances in message
ECM channel id 1

The channel_test message (message_type = 0x0002) can be sent at any moment by either side to check:
- the channel isin an error free situation;
- the TCP connection is till alive.

The peer shall reply with a channel _status message if the channel is free of errors, or a channel _error message if errors
occurred.

5.4.3 Channel_status message: ECMG = SCS

Parameter Number of instances in message
ECM_channel_id 1
section_TSpkt_flag 1
AC_delay_start 0/1
AC_delay_stop 0/1
delay_start 1
delay_stop 1
transition_delay_start 0/1
transition_delay_stop 0/1
ECM_rep_period 1
max_streams 1
min_CP_duration 1
lead_CW 1
CW_per_msg 1
max_comp_time 1

The channel_status message (message _type = 0x0003) is areply to the channel _setup message or the channel_test
message (see clauses 5.1.2 and 5.1.6).

When the message is a response to a setup, the values of the parameters are those requested by the ECMG. All these
parameter values will be valid during the whole lifetime of the channel, for all the streams running on it.

When the message is aresponse to atest, the values of the parameters shall be those currently valid in the channel.

5.4.4  Channel_close message: ECMG [0 SCS

Parameter Number of instances in message
ECM channel id 1

The channel_close message (message_type = 0x0004) is sent by the SCSto indicate the channel is to be closed.

54.5 Channel_error message: ECMG < SCS

Parameter Number of instances in message
ECM_channel_id 1
error_status lton
error_information Oton

A channel_error message (message type = 0x0005) is sent by the recipient of a channel_test message or by the ECMG
at any time to indicate that an unrecoverable channel level error occurred. A table of possible error conditions can be
found in clause 5.6.
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5.5 Stream specific messages

5.5.1 Stream_setup message: ECMG O SCS

Parameter Number of instances in message
ECM_channel_id 1
ECM_stream_id 1
ECM_id 1
nominal_CP_duration 1

The stream_setup message (message type = 0x0101) is sent by the SCSto setup a stream once the channel has been
established, as described in clause 5.1.3.

55.2 Stream_test message: ECMG < SCS

Parameter Number of instances in message
ECM_channel_id 1
ECM stream id 1

The stream_test message (message_type = 0x0102) is used to request a stream_status message for the given
ECM_channel_id and ECM _stream id. The stream_test message can be sent at any moment by either entity. The peer
shall reply with a stream_status message if the stream is free of errors, or astream_error message if errors occurred.

5.5.3 Stream_status message: ECMG < SCS

Parameter Number of instances in message
ECM_channel_id 1
ECM_stream_id 1
ECM _id 1
access_criteria_transfer_mode 1

The stream_status message (message _type = 0x0103) is areply to the stream_setup message or the stream_test
message.

When the message is a response to a setup, the value of the access criteria_transfer_mode parameter is the one
requested by the ECMG.

When the message is aresponse to a test, the values of the parameters shall be those currently valid in the stream.

554 Stream_close_request message: ECMG [ SCS

Parameter Number of instances in message
ECM_channel_id 1
ECM stream id 1

The ECM_stream _id is sent by the SCSin the stream _close request message (message type = 0x0104) to indicate
which of the streamsin a channel is due for closure.
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555 Stream_close_response message: ECMG = SCS
Parameter Number of instances in message
ECM_channel_id 1
ECM stream id 1

The ECM_stream id is sent by the ECMG in the stream_close_response message (message type = 0x0105) to indicate
which of the streamsin achannel is closing.

5.5.6 Stream_error message: ECMG < SCS
Parameter Number of instances in message
ECM_channel_id 1
ECM_stream_id 1
error_status lton
error_information Oton

A stream_error message (message type = 0x0106) is sent by the recipient of a stream_test message or by the ECMG at
any time to indicate that an unrecoverable stream level error occurred. A table of possible error conditions can be found

in clause 5.6.
5.5.7 CW _provision message: ECMG [0 SCS
Parameter Number of instances in message

ECM_channel_id 1
ECM_stream_id 1
CP_number 1
CW_encryption Oto1l
CP_CW_combination CW_per_msg
CP_duration Oto1l
access_criteria Otol

CW_provision message (message_type 0x201) is sent by the SCS to the ECM G and serves as a request to compute an
ECM. The value of the CP_number parameter is the Crypto period number of the requested ECM. The control words
are carried by this message with their associated Crypto period numbersin the CP_CW_combination parameter,
according to the value of lead CW and CW_per_msg as defined during the channel setup. For instance, if leead CW =1
and CW_per_msg = 2, the CW_provision message for Crypto period N shall contain control words for Crypto periods
N and N+1.

The SCSis not alowed to send a CW_provision message before having received the ECM _response message for the
previous Crypto periods, except if there has been atime-out expiration, or an error message (in which case the way this
error is handled is left to the discretion of the SCS manufacturer).

The specific CWsthat are passed in the CP_CW_combination to the ECM G viathe CW_provision message are derived
from the values of lead_CW and CW_per_msg. The following table shows a number of different values these
parameters can take to achieve different ECMG requirements.

Example Requirements lead CW CW _per_msg
1 1 CW per ECM per CP 0 1
2 the CWs for the current and next CP per ECM and the 1 1

ECMG buffers the current CW from the previous CW
Provision message
3 the CWs for the current and next CP per ECM and the 1 2
ECMG receives both CWs from the SCS in each CW
Provision message
4 3 CWs per ECM per CP 1 3
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These graphs depict which CWs has to be passed for a specific CP, based on the different methods listed above. For any
given CP, X-axis, the corresponding CW is portrayed on the Y-axis. In the CW_provision message, the boxed CWs are
the set of CP_CW_combination that has to be passed.

5.5.8

cw

Example 1

cw

Example 3

cw

cw

Example 2

T \ T T \ T cp

Example 4

Figure 2: Lead_CW to CW_per_msg relationship

ECM_response message: ECMG = SCS

Parameter

Number of instances in message

ECM_channel_id
ECM_stream_id
CP_number
ECM_datagram

1

1
1
1

ETSI



35 ETSI TS 103 197 V1.3.1 (2003-01)

The ECM_response message (message_type 0x202) isareply to the CW_provision message. It carries the ECM
datagram, computed by the ECMG, from the information provided by the CW_provision message (and possibly from
other CA specific information). The value of the CP_number parameter shall be the same in the replied ECM _response
message as in the previous incoming CW_provision message (on that stream).

The time-out for the ECM _response message shall be computed by the SCS from the max_comp_time value defined
during channel setup, and the typical network delays.

5.6 Error status

NOTE: TCP connection level errors are beyond the scope of the present document. Only channel, stream and
application level errors are dealt with. These errors occur during the lifetime of a TCP connection.

There are two different error messages on these interfaces. The channel _error message for channel wide errors and the
stream_error message for stream specific errors. These messages are sent by the ECMG to the SCS. When the ECMG
reports an error to the SCS, it is up to the SCSto decide the most appropriate step to be taken. However "unrecoverable
error" explicitly means that the channel or stream (depending on the message used) has to be closed. Most of the error
status listed in the table 4 cannot occur in normal operation. They are mainly provided to facilitate the integration and
debugging phase.

Table 4: ECMG protocol error values

error_status value Error type
0x0000 DVB Reserved
0x0001 invalid message
0x0002 unsupported protocol version
0x0003 unknown message_type value
0x0004 message too long
0x0005 unknown Super_CAS_id value
0x0006 unknown ECM_channel_id value
0x0007 unknown ECM_stream_id value
0x0008 too many channels on this ECMG
0x0009 too many ECM streams on this channel
0x000A too many ECM streams on this ECMG
0x000B not enough control words to compute ECM
0x000C ECMG out of storage capacity
0x000D ECMG out of computational resources
0x000E unknown parameter_type value
0x000F inconsistent length for DVB parameter
0x0010 missing mandatory DVB parameter
0x0011 invalid value for DVB parameter
0x0012 unknown ECM_id value
0x0013 ECM_channel_id value already in use
0x0014 ECM_stream_id value already in use
0x0015 ECM_id value already in use

0x0016 to OX6FFF DVB Reserved
0x7000 unknown error
0x7001 unrecoverable error

0x7002 to Ox7FFF DVB Reserved

0x8000 to OXFFFF ECMG specific/CA system specific/User defined

5.7 Security in ECMG < SCS protocol

The control words conveyed in the CP_CW_combination parameter within the CW_provision message congtitute the
clear cryptographic keysthat are used to directly scramble content. Knowledge of these keys by unauthorized agents
can result in the compromise of the security of the broadcast service. Thereforeit isincumbent upon al Simulcrypt
participants to employ effective and appropriate methods to preserve the confidentiality of the control words traversing
thisinterface. One approach is to use only an inherently secure network for the ECMG = SCSinterface. Another isto
use a control word encryption scheme such as the one recommended in annex D of the present document to deliver the
CW to the ECMG in a secure manner. In any case, the security of the CW on this interface shall be maintained so that
unauthorized interception is prevented.
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6 EMMG < MUX and PDG < MUX interfaces

6.1 Transport layer protocols for EMMG/PDG = MUX
interfaces

To facilitate co-existence the DVB Simulcrypt Specification provides both TCP and UDP protocols for the
EMMG/PDG = MUX interface. This co-existence is not required within the same head-end. In certain head-ends the
UDP protocol may be more suitable (e.g. for network performance reasons) and in other head-ends the TCP protocol
may be more suitable (e.g. for network reliability reasons). Therefore it is the head-end operator that decides which
protocol is more appropriate and should be followed.

6.2 TCP-based protocol

6.2.1 Interface principles

6.2.1.1 Channel and Stream specific messages
The interface shall carry the following channel messages defined further in clause 6.2.4:
. Channel_setup
. Channel_test
. Channel_status
. Channel_close
. Channel_error
and the following stream messages defined further in clause 6.2.5:
. Stream_setup
. Stream_test
. Stream_status
. Stream_close_request
. Stream_close _response
. Stream_error
. Data provision
For thisinterface, the EMMG/PDG isthe client and the MUX isthe server. In this TCP-based protocol, all messages are
sent using TCP.
6.2.1.2 Channel establishment

The EMMG/PDG sends a channel_setup message to the MUX. In case of successthe MUX replies by sending back a
channel _status message.

In case of arejection or afailure during channel setup the MUX replies with a channel _error message. This means that
the channel has not been opened by the MUX and the EMM G/PDG shall close the TCP connection.
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6.2.1.3 Stream establishment

The EMMG/PDG sends a stream_setup message to the MUX. In case of success the MUX replies by sending back a
stream_status message. In case of arejection or afailure the MUX replies with a stream_error message.

When anew EMM/private data stream is created in atransport stream, a new data _id shall be assigned to it by the CAS,
according to the operational context (EMM/private data stream creation or EMMG/PDG replacement). The value of the
data id parameter remains unmodified as long as the EMM/private data stream exists. The combination { stream

type + client_id + data_id} identifies uniquely this new EMM/private data stream in the whole system.

Once the connection, channel and stream have been correctly established the EMMs/private data will be transferred.
They can be transferred as sections or as TS packets. The EMMG/PDG indicates at channel setup which kind of data
object will be used. The EMMg/private data shall be inserted in the transport stream in the same order asthey are
provided by the EMMG/PDG.

6.2.1.4 Bandwidth allocation

The interface alows bandwidth negotiation between the EMMG/PDG and the MUX. Thisis not mandatory. During
stream setup the EMMG/PDG will request the optimal bandwidth for that stream. The MUX will then respond with the
bandwidth that has been allocated for that stream. The EMMG/PDG can, at alater time, request an adjustment in the
bandwidth allocation. The MUX could also initiate an allocation change, without any request from the EMMG/PDG.

6.2.1.5 Stream closure

Stream closure is aways initiated by the EMMG/PDG. This can occur when an EMM/private data stream is no longer
needed. Thisis done by means of astream_close_request message. A stream_close_response message indicates the
stream has been closed.

6.2.1.6 Channel closure

Channel closure can occur when the channel is no longer needed or in case of error (detected by EMMG/PDG or
reported by MUX). Thisis done by means of a channel_close message sent by the EMMG/PDG. Subsequently, the
connection shall be closed by both sides.

6.2.1.7 Channel/Stream testing and status

At any moment either component can send a channel_test/stream_test message to check the integrity of a
channel/stream. In response to this message the receiving component shall reply with either a channel/stream status
message or a channel/stream error message.

6.2.1.8 Unexpected connection loss

Both EMMG/PDG and MUX shall be able to handle an unexpected communication loss (either on the connection,
channel or stream level).

Each component, when suspecting a possible communication loss (e.g. a 10 second silent period), should check the
communication status by sending atest message and expecting to receive a status message. If the status message is not
received in a given time (implementation specific) the communication path should be re-established.

6.2.1.9 Handling data inconsistencies

If the MUX detects an inconsistency it shall send an error message to the EMMG/PDG. If the EMMG/PDG receives
such a message or detects an inconsistency it should close the connection. The EMMG/PDG (as the client) will then
(re-) establish the connection, channel and (if applicable) streams.

NOTE: The occurrence of a user defined or unknown parameter_type or message_type shall not be considered as
an inconsistency.
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6.2.2 Parameter Type Values

Table 5: EMMG/PDG protocol parameter_type values

Parameter_type value Parameter type Type/Units Length (bytes)
0x0000 DVB Reserved - -
0x0001 client_id uimsbf 4
0x0002 section_TSpkt_flag boolean 1
0x0003 data_channel_id uimsbf 2
0x0004 data_stream_id uimsbf 2
0x0005 datagram user defined variable
0x0006 bandwidth uimsbf/kbit/s 2
0x0007 data_type uimsbf 1
0x0008 data_id uimsbf 2

0x0009 to Ox6FFF DVB Reserved - -
0x7000 error_status see clause 6.2.6 2
0x7001 error_information user defined variable

0x7002 to Ox7FFF DVB reserved - -

0x8000 to OXFFFF user defined - -

6.2.3 Parameter semantics

bandwidth: this parameter is used in stream_BW _request and stream BW _allocation messages to indicate the
requested bit rate or the allocated bit rate respectively. It is the responsibility of the EMMG/PDG to maintain the bit rate
generated within the limits specified by the MUX when the bandwidth allocation method is used (optional). It should be
noted that the EMMG/PDG will operate from O kbit/s to the negotiated rate. The EMMG/PDG will not exceed the
negotiated rate. If the bandwidth allocation method is not used the responsibility of bit rate control is not defined in the
present document.

client_id: theclient_id isa 32-bit identifier. It shall identify uniquely an EMMG/PDG across al the EMMGS/PDGs
connected to a given MUX. To facilitate uniqueness of this value, the following rules apply:

- in the case of EMMs or other CA related data, the two first bytes of the client_id should be equal to the two
bytes of the corresponding CA_system id;

- in other cases avalue alocated by DV B for this purpose should be used.
data_stream_id: thisidentifier uniquely identifies an EMM/private data stream within a channel.
data_channel_id: thisidentifier uniquely identifies an EMM/private data channel within aclient_id.

data_id: the data id is alocated by the CAS and uniquely identifies an EMM/private data stream of aclient_id. The
combination of the client_id and the data_id identifies uniquely an EMM/private data stream in the whole system. The
unique identifier principle is described in clause 8.2.7.

data_type: type of data carried in the datagram in the stream:
- 0x00: EMM;
- 0x01: private data;
- 0x02: DVB reserved (ECM);
- other values: DVB reserved.

datagram: thisisthe EMM/private data. The Datagram can be transferred in either section or TS packet format
according to the value of section_TSpkt_flag.

error_status: see clause 6.2.6.

error_information: this optional parameter contains user defined data completing the information provided by
error_status. It can be an ASCI|I text or the parameter ID value of afaulty parameter for example.
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section_T Spkt_flag: this parameter defines the format of the EMMs or of the private datagrams carried on this
interface:

- 0x00: the EMMs or private datagrams are in MPEG-2 section format;

- 0x01: the EMMs or private datagrams are in MPEG-2 transport stream packet format; all TS packets shall be
188 byte long, any other payload length being considered as an error; it is the head-end's responsibility to fill
the PID field in TS packet header;

- other values: DVB reserved.

6.2.4  Channel specific messages

6.24.1 Channel_setup message: EMMG/PDG = MUX
Parameter Number of instances in message
client_id 1
data_channel_id 1
section_TSpkt_flag 1

The channel _setup message (message_type = 0x0011) is sent by the EMMG/PDG to the MUX to setup a channel once
the TCP connection has been established, as described in clause 6.2.1.2. It shall contain the client_id parameter
indicating to the MUX the EMMG/PDG that is opening the channel.

6.2.4.2 Channel_test message: EMMG/PDG = MUX
Parameter Number of instances in message
client_id 1
data_channel id 1

The channel_test message (message_type = 0x0012) can be sent at any moment by either side to check:
- the channel isin an error free situation;
- the TCP connection is alive.

The peer shall reply with a channel _status message if the channel is free of errors, or achannel_error message if errors
occurred.

6.2.4.3 Channel_status message: EMMG/PDG = MUX
Parameter Number of instances in message
client_id 1
data_channel_id 1
section_TSpkt_flag 1

The channel_status message (message_type = 0x0013) is areply to the channel _setup message or the channel _test
message (see clauses 6.2.1.2 and 6.2.1.7). All the parameters listed above are mandatory.

When the message is a response to a set-up, the values of the parameters are those requested by the EMM G/PDG and
currently stored in the MUX. All these parameter values will be valid during the whole life time of the channel, for all
the streams running on it.

When the message is aresponse to a test, the values of the parameters shall be those currently valid in the channel.
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6.2.4.4 Channel_close message: EMMG/PDG = MUX
Parameter Number of instances in message
client_id 1
data_channel id 1

The channel_close message (message_type = 0x0014) is sent by the EMMG/PDG to indicate the channel isto be
closed.

6.2.4.5 Channel_error message: EMMG/PDG = MUX
Parameter Number of instances in message
client_id 1
data_channel_id 1
error_status lton
error_information Oton

A channel_error message (message type = 0x0015) is sent by the recipient of a channel_test message or by the MUX at
any time to indicate that an unrecoverable channel level error occurred. A table of possible error conditions can be
found in clause 6.2.6.

6.2.5  Stream specific messages

6.2.5.1 Stream_setup message: EMMG/PDG = MUX
Parameter Number of instances in message
client_id 1

data_channel_id
data_stream_id
data_id
data_type

PR R

The stream_setup message (message _type = 0x0111) is sent by the EMMG/PDG to setup a stream once the channel has
been established, as described in clause 6.2.1.3.

6.2.5.2 Stream_test message: EMMG/PDG < MUX
Parameter Number of instances in message

client_id 1

data_channel_id 1

data_stream id 1

The stream_test message (message_type = 0x0112) is used to request a stream_status message for the given client_id,
data_channel_id and data_stream_id. The stream_test message can be sent at any moment by either entity. The peer
shall reply with a stream_status message if the stream is free of errors, or astream_error message if errors occurred.

6.2.5.3 Stream_status message: EMMG/PDG < MUX
Parameter Number of instances in message
client_id 1
data_channel_id 1
data_stream_id 1
data_id 1
data_type 1

The stream_status message (message _type = 0x0113) is areply to the stream_setup message or the stream_test
message.
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The values of the parameters shall be those currently valid in the stream.

6.2.5.4 Stream_close_request message: EMMG/PDG = MUX
Parameter Number of instances in message
client_id 1
data_channel_id 1
data_stream_id 1

The stream_close _request message (message_type = 0x0114) is sent by the EMMG/PDG to indicate the stream isto be
closed.

6.2.5.5 Stream_close_response message: EMMG/PDG [0 MUX
Parameter Number of instances in message

client_id 1

data_channel_id 1

data_stream id 1

The stream_close_response message (message_type = 0x0115) is sent by the MUX indicating the stream that is being
closed.

6.2.5.6 Stream_error message: EMMG/PDG = MUX
Parameter Number of instances in message
client_id 1
data_channel_id 1
data_stream_id 1
error_status lton
error_information Oton

A stream_error message (message type = 0x0116) is sent by the recipient of a stream_test message or by the MUX at
any time to indicate that an unrecoverable stream level error occurred. A table of possible error conditions can be found
in clause 6.2.6.

6.2.5.7 Stream_BW _request message: EMMG/PDG = MUX
Parameter Number of instances in message
client_id 1
data_channel_id 1
data_stream_id 1
bandwidth Oto1l

The stream_BW _request message (message type = 0x0117) is always sent by the EMMG/PDG and can be used in two
ways.

If the bandwidth parameter is present the message is a request for the indicated amount of bandwidth.

If the bandwidth parameter is not present the message is just a request for information about the currently allocated
bandwidth. The MUX shall always reply to this message with a stream BW _allocation message.

6.2.5.8 Stream_BW _allocation message: EMMG/PDG [0 MUX
Parameter Number of instances in message
client_id 1
data_channel_id 1
data_stream_id 1
bandwidth Otol
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The stream_BW _allocation message (message type = 0x0118) is used to inform the EMMG/PDG about the bandwidth
alocated. This can be aresponseto astream BW_request message or as a hotification of a change in bandwidth
initiated by the MUX. The message is aways sent by the MUX.

If the bandwidth parameter is not present it means that the allocated bandwidth is not known.

NOTE: The bandwidth allocation message may indicate a different bandwidth than was requested (this could be

less).
6.2.5.9 Data_provision message: EMMG/PDG = MUX
Parameter Number of instances in message
client_id 1
data_channel_id Otol
data_stream_id Otol
data_id 1
datagram lton

The data_provision message is used by the EMM G/PDG to send, on agiven data_stream_id, the datagram (in the case
of EMMG thisisEMM data).

In the TCP-based protocol, the data_provision message shall include the data_channel_id and data_stream_id
parameters. In the UDP-based protocol (see clause 6.3), the data_provision message shall not include the
data_channel_id and data_stream_id parameters.

6.2.6 Error status

NOTE: TCP connection level errors are beyond the scope of the present document. Only channel, stream and
application level errors are dealt with. These errors occur during the lifetime of a TCP connection.

There are two different error messages on that interface. The channel_error message for channel wide errors, and the
stream_error message for stream specific errors. These messages are sent by the MUX to the EMMG/PDG. When the
MUX reports an error to the EMMG/PDG, it is up to the EMMG/PDG to decide the most appropriate step to be taken.
However "unrecoverable error” explicitly means that the channel or stream (depending on the message used) has to be
closed. Most error status listed in table 6 cannot occur in normal operation. They are mainly provided to facilitate the
integration and debugging phase.
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error_status value Error type
0x0000 DVB Reserved
0x0001 invalid message
0x0002 unsupported protocol version
0x0003 unknown message_type value
0x0004 message too long
0x0005 unknown data_stream_id value
0x0006 unknown data_channel_id value
0x0007 too many channels on this MUX
0x0008 too many data streams on this channel
0x0009 too many data streams on this MUX
0x000A unknown parameter_type
0x000B inconsistent length for DVB parameter
0x000C missing mandatory DVB parameter
0x000D invalid value for DVB parameter
0x000E unknown client_id value
0x000F exceeded bandwidth
0x0010 unknown data_id value
0x0011 data_channel_id value already in use
0x0012 data_stream_id value already in use
0x0013 data_id value already in use
0x0014 client_id value already in use

0x0015 to OX6FFF DVB Reserved
0x7000 unknown error
0x7001 unrecoverable error

0x7002 to Ox7FFF DVB Reserved

0x8000 to OXFFFF MUX specific/CA system specific/User defined

6.3

UDP-based protocol

The EMMG/PDG UDP-based protocol is using the same message format as described in clause 6.2. Thanksto UDP
functionality, it offers the unique advantage of broadcasting packets over a network and requires less network overhead;
however, the EMM G/PDG UDP-based protocol does not provide additional feature to increase the intrinsic reliability

of UDP.

6.3.1

Interface principles

In this protocol, only the data_provision message is sent using UDP/IP; it is the same message as the one used in the
TCP-based protocol described in clause 6.2.5.9.

For the control part of this protocol, two methods can be used. The implementation of at least one of them is mandatory:

- the first method consists of using a TCP/IP connection supporting channel and stream management, as
described in clause 6.2.1. This connection carries also test, status, error and bandwidth negotiation messages.
When UDP/IP broadcast is used to send EMMs or Private Data, it is the responsibility of the EMMG/PDG to
open a TCP/IP connection with each multiplexer that needs to receive the UDP packets produced by the

EMMG/PDG;

- the second method consists of using the Simulcrypt Management Framework described in clause 7. With this
method, the Network Management System (NMS) is responsible for ensuring that the head-end components
are configured properly to receive and process the EMM/Private data produced by the EMMG/PDG.
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Figure 3 illustrates the TCP-based version and the UDP-based version of the EMMG/PDG protocol.

TCP connection

channel

ctrl and data [€— —» MUX 1
stream

data-id allocation
bandwidth negotiation
data provision

EMMG/PDG
MUX 2
ctrl and data [ same >
TCP-based protocol
TCP connection
ctrl channel OR| SIMF
nl data-id allocation P
stream bandwidth negotiation MUX 1
data-id allocation
bandwidth negotiation —— P
EMMG/PDG
data ubP .
data provision
EEE—
MUX 2
<« | TCP OR SIMF (same) | ]
ctrl
(same)
UDP-based protocol
Figure 3: TCP-based and UDP-based EMMG/PDG protocols
6.3.1.1 Data_provision message: EMMG/PDG = MUX
Parameter Number of instances in message
client_id 1
data_channel_id Otol
data_stream_id Otol
data-id 1
datagram lton
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The data provision message is used by the EMM G/PDG to send, on agiven data_id the datagram (in the case of EMMG
thisisEMM data). Data_channel_id and data_stream_id are optional parameters. The client_id/data_id pair shall
identify in a unique manner an EMM/private data stream across the system. For example, if two EMMGs send an EMM
stream with the same data_id to the same multiplexer port, the multiplexer shall be able to distinguish between the two
streams by looking at the client_id field in the data_provision message.

This message is the only message sent over UDP/IP and can be broadcast to several multiplexers.

6.3.1.2 Channel and stream configuration messages

Except for the data_provision message, all messages described in clauses 6.2.4 and 6.2.5 can be used on a separate
TCP/IP connection to manage channels and streams. If a broadcast mechanism is used to send data_provision messages,
the client_id, data_stream_id and data_id parameters will be the same for all the Multiplexers processing the
EMM/Private data stream.

For thisinterface, the EMMG isthe client, and the MUX isthe server. Please refer to clause 6.2 (TCP-based protocol)
for syntax details.

6.3.2 Bandwidth management

When using channel and stream configuration messages with UDP/IP broadcast data_provision messages, the same
bandwidth negotiation messages need to be sent to all Multiplexers processing the EMM/private data stream:

- where TCP connections are used to manage configurations, it is the responsibility of the EMMG/PDG to
ensure that all Multiplexers accept a new bandwidth configuration before changing the actual EMM/private
data bandwidth. Multiplexers cannot be held responsible for overflow conditions on UDP/IP sockets;

- where SIMF is being used to manage configurations, it is the responsibility of the Network Management
System (NMS) to ensure that all configuration changes are synchronized properly among the network
components. For example, bandwidth increases shall first occur on the Multiplexers, while bandwidth
decreases shall first occur on the EMMG/PDG to avoid loss of data.

7 Network management

7.1 SIMF overview

The Simulcrypt Integrated Management Framework (SIMF) addresses the requirements for interoperability between
management components of multiple conditional access systems (CASs) at a head-end. The framework does not
address al of the issues relevant for a complete integrated Simulcrypt Management System. It specifies only the
minimum set of components necessary to enable integration.

All Simulcrypt CAS/head-end interface specifications such as ECMG = SCS, EMMG < Mux, PDG = Mux, and
C(P)SIG < (P)SIG are defined based on a connection-oriented communications paradigm (i.e. channel/streams).
Alternatively, all these interfaces can be implemented using a transaction-based communications paradigm using the
SIMF. In the current Simulcrypt specification this alternative is only available for the C(P)SIG = (P)SIG interface.

The basic specification principle of the SIMF is:

- to define a common information model for management of all Simulcrypt conditional access components
within the head-end, which are directly related to the Simulcrypt protocol. Based on the Simulcrypt Common
Information Model (CIM) the Simulcrypt Management Information Base (SMIB) is defined. The CIM defines
management information specific to Simulcrypt conditional access components of a head-end such as the
EMM Generators (EMMGs), ECM Generators (ECM Gs), Custom Service Information Generators (CSIG) and
Custom Program Specific Information Generators (CPSIG). The CIM also defines generic information
enabling management facilitating functions such as event and alarm specification and logging;

- to define a management protocol for manager/agent communication.
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7.1.1 Introduction to the Common Information Model (CIM)

The CIM provides a sufficiently large common denominator to ease the integration of basic management functions
fault, configuration, and performance management into a head-end network manager or a conditional access system
manager. Specifically, the CIM consists of the following information:

1) configuration and status information of the following Simulcrypt conditional access components:

- EMM Generators (EMMG);

Private Data Generators (PDG);

- ECM Generators (ECMG);

(P)SI Generator ((P)SIG);
- C(P)SI Generator (C(P)SIG).
2)  generic event reporting information including:
- event specification information;
- aarm, state change, and value change notifications;
- event forwarding information.
3) generic log control mechanism including:
- log specification information;
- aarm, state change, value change logs;
- log filtering information.

The CIM isimplemented in the Simulcrypt Management Information Base (SMIB), which within the framework is
realized in an open-ended fashion. Thisis necessary to not constrain a particular head-end in the choice of
implementation technol ogies but to also simultaneously enable integration by providing a standard MIB.

The management functions themselves are not mandated but are only enabled.

Thus, the DVB Simulcrypt Integrated Management Framework (SIMF) standardizes management information access
viaa management protocol but does not specify how the management information is to be used. The framework
consists of the following.

1) TheDVB Simulcrypt Management Information Base (SMIB) - using the basic concepts and vocabulary of the
ITU-T TMN Information Model and the standard Internet SNMPv2 SMI, the SMIB consists of four modules:

- MIB Il asdefined in RFC 1213 [6];
- the Simulcrypt I dentification Module (SIM);
- the Simulcrypt Events Module (SEM);
- the Simulcrypt Logs Module (SLM).
2)  The management protocol to be used.

A CIM descriptionisgivenin clauses 7.2 and 7.3.
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7.1.2 SIMF specialization options

The framework enables the design and implementation of a compl ete integrated management system by specifying the
common management information in the SMIB and a management protocol. To enable maximum flexibility in
choosing the most appropriate technology for individual head-ends and facilitate open-endedness the following two
specializations of the SIMF are defined of which one shall be chosen if a management system is to be supported by a
head-end (it is the head-end operator who decides which options are more appropriate):

Option 1 - SNMP:

- the SMIB isredlized asan SNMPv2 SMI;

- the management protocol is SNMPv2.
Option 2 - CORBA (not available for agents) (see note):

- the SMIB isrealized as an IDL trandation of the Option 1 SMI SMIB using the Joint X/Open/NMF
(JIDM) specification;

- the management protocol is defined as the SNMPv2 equivalent based on the JIDM specification.

NOTE: Thereisno obligation on a head-end management system to support CORBA agents. Only SNMP agents
are always supported if the Simulcrypt Integrated Management Framework is implemented.

The two options facilitate a variety of possible DVB Simulcrypt Management Systems including all current major
approaches as follows:

1) CORBA, TMN, TINA-C - see the OMG White Paper "CORBA-BASED Telecommunication Network
Management Systems' which relies on the JIDM specification;

2)  IMAPI - IMAPI supports both SNMP and CORBA,;
3) WBEM - WBEM builds on top of existing frameworks.
The present document fully defines only the SNMPv2 and SNMPv2 SMI based SMIB.

The Simulcrypt Identification Module (SIM), the Simulcrypt Events Module (SEM) and the Simulcrypt Logs Module
(SLM) can be used to support configuration, performance, and fault management of Simulcrypt components such as
EMMG, ECMG, etc. While SIM is Simulcrypt specific, SEM and SLM also support generic notifications and logs and
are applicable to any proprietary information modules. As such they can extend management functionality to the
proprietary componentsif so desired by the component provider and the head-end facilitator.

7.2 The Common Information Model

The Common Information Model (CIM) definition is closely tied to SNMPv2 and SNMPv2 SMI, asthisisthe first
option for a network management system realization, which can be transformed into the second one by means of the
J DM process. The Common Information Model specification maps directly into an SNMPv2 SMI MIB and therefore
aso includes the Internet Assigned Numbers Authority (IANA) Simulcrypt object number assignments.

The Common Information Model consists of four modules:
- MIB Il asdefined in RFC 1213 [6];
- the Simulcrypt Identification Module (SIM);
- the Simulcrypt Events Module (SEM);
- the Simulcrypt Logs Module (SLM).

The Simulcrypt Identification Module (SIM) reflects the Simulcrypt interfaces specified (e.g. ECMG/SCS). Therefore it
is specified after these interfaces have been specified. The other three modules are used in all systems and are the
pre-requisite for management of any Simulcrypt interface or the implementation of a Simulcrypt interface using the
transaction based approach, i.e. C(P)SI/(P)SI interface.
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Theindividual MIB Il and SIM modules shall be implemented by Simulcrypt CA componentsif an integrated network
management system is desired at the head-end and if a component is to be managed or monitored or if the interfaceisto
be implemented using the transaction based transport. The individual SEM and SLM modules are optional and are the
recommended solutions for event management and log management respectively. The technology underlying the
module implementation can be different from component to component provided a JJIDM based trandator is provided to
the common denominator platform of the head-end. For example, if the common denominator platformis CORBA and
the module isimplemented in an ECM generator as an SNMP MIB then a IDM gateway needs to be provided between
CORBA/IIOP and SNMP. Not all network elements will have the need for al information groups defined in the
modules.

7.2.1 Object Containment Hierarchy

Objects are unambiguously identified (or named) by assigning them an object identifier (OID). OIDs are globally
unique for the entire Internet and are defined as a sequence of non-negative integers organized hierarchically similar to
UNIX or DOS file system names. Each sequence element is also associated a textual name for ease of use. The last
sequence name is commonly used by itself as a shorthand way of naming an object. Although there is no uniqueness
requirement for shorthand names within the Internet-standard framework, by convention, an attempt is made to make
those names unique by using a different prefix for objects in each new MIB. Figure 4 illustrates the Internet OID tree.

root

ccitt (0) iso (1) joint-iso-ccitt (2)

org (3)

dod (6)

internet (1)

mgmt (2) experimental (3) private (4)
mib (1) enterprises (1)
|
[ |
system (1) | interfaces (2) DVB (2696)
at (3) 1 ip (4) |
Simulcrypt (1)
icmp (5) — tcp (6)
udp (7) |1 e9p (8)
snmp (11) |

Figure 4: The Standard Internet OID Tree

Different OID formats can be used by interchanging the component names and numbers. For example:
- {iso org(3) dod(6) internet(1)} and 1.3.6.1 define the same object which is the Internet;
- {internet 4} and 1.3.6.1.4 define the same aobject which is the Private branch of the Internet subtree;

- {tcp 4} and 1.3.6.1.1.2.1.6.4 define the same object which isthe TCP MIB module of the standard Internet
management MIB.
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For SNMP MIBsthe following OID prefixes are important:
- internet defined as{iso(1) org(3) dod(6) 1};
- mgmt defined as {internet 2} ;
- experimental defined as{internet 3};
- private defined as {internet 4} ;
- mib, mib-1, and mib-2 which are defined as { mgmt 1};
- enterprises which is defined as { private 1} .

Objects for standard SNMP MIBs are defined under the "mib" branch of the hierarchy. "mib-1" has been superseded by
"mib-2". Experimental MIBs being developed by IETF working groups define objects under the "experimental” branch.
Proprietary M1Bs define objects within an organization's subtree located under the "enterprises’ branch (assigned by the
Internet Assigned Numbers Authority - lANA).

The number assigned to DVB by IANA is 2696. DVB Simulcrypt is assigned the first branch under DVB, whichis
{enterprises 2696 1} that correspondsto 1.3.6.1.4.1.2696.1.

The DVB Simulcrypt MIB Modules are located as follows:
- {smMIB} whichis1.3.6.1.4.1.2696.1.1;
- {semMIB} whichis1.3.6.1.4.1.2696.1.2;
- {dmMIB} whichis1.3.6.1.4.1.2696.1.3.

Figure 5 illustrates the Simulcrypt MIB tree.

Simulcrypt MIB
1.3.6.1.4.1.2696.1

simMIB semMIB simMIB
1.3.6.1.4.1.2696.1.1 1.3.6.1.4.1.2696.1.2 1.3.6.1.4.1.2696.1.3
simMIBObjects semMIBObjects sImMIBObijects
] *1 ] *1 B *1
simMIBConformance semMIBConformance simMIBConformance
N *2 ] *2 N *2
|_| semMIBNotificationPrefix

*3

Figure 5: DVB Simulcrypt MIB Tree
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71.2.2 MIB Il

MIB Il isastandard Internet MIB (see RFC 1213 [6]). Every SNMP agent is assumed to support MIB I1. MIB-I1, like
its predecessor, the Internet-standard M1B, contains only essential elements. Thereis no need to alow individual
objectsto be optional. Rather, the objects are arranged into groups which are implemented by a system depending on
whether the semantics of the group is applicable to an implementation. For example, an implementation hasto
implement the EGP group if and only if it implements the EGP. Following Groups are defined:

- System - Implementation of the System group is mandatory for all systems. The System group specifies things
like system up time, system contact, system location, etc. If an agent is not configured to have a value for any
of these variables, a string of length O is returned.

- Interfaces - Implementation of the Interfaces group is mandatory for al systems. This group defines the
different subnetwork interfaces from this entity, i.e. Ethernet, FDDI, etc.

- Address Trand ation (obsolete).

- IP - Implementation of the IP Group is mandatory for all systems. This group specifiesinformation related to
IP like routing tables, address mappings, statistics, etc.

- ICMP - Implementation of the ICMP group is mandatory for all systems. This group specifies a number of
different type of statisticsrelated to ICMP.

- TCP - Implementation of the TCP group is mandatory for all systems that implement the TCP. This group
contains TCP configuration information and information about the existing TCP connections. Note that
instances of object types that represent information about a particular TCP connection are transient; they
persist only as long as the connection in question.

- UDP - Implementation of the UDP group is mandatory for al systems, which implement the UDP. This group
contains UDP related statistics as well asinformation of all current UDP listeners.

- EGP - Implementation of the EGP group is mandatory for al systems, which implement the EGP.

- Transmission - Based on the transmission media underlying each on a system, the corresponding portion of the
Transmission group is mandatory for that system. When Internet-standard definitions for managing
transmission media are defined, the transmission group used to provide a prefix for the names of those.
Typically, such definitions reside in the portion of the MIB until they are "proven", then as a part of the
Internet standardization process, definitions are accordingly elevated and a new identifier, under the
transmission group is defined. By convention, the name assigned is. type OBJECT IDENTIFIER:
= {transmission number}, where "type" is the symbolic value used for the mediain the if Type column of the
ifTable object, and "number" is the actual integer value corresponding to the symbol.

- SNMP - Implementation of the SNMP group is mandatory for al systems which support an SNMP protocol
entity. Some of the objects defined will be zero-valued in those SNM P implementations that are optimized to
support only those functions specific to either a management agent or a management station.

7.2.3 Concurrency Control

Concurrency control of simultaneous updates of an agent's MIB variables by multiple managers is accomplished by
using the SMIB SIM module's administrative state variables (as defined in the ITU-T Recommendation X.731 [8]
standard used in TMN) and the SNMP administrative framework. An administrative state of a group of objectsis either
locked, unlocked, or shutting down. These states and the corresponding state transitions are defined in

ITU-T Recommendation X.731 [8].

A manager can only lock avariable group if it is part of the agent's, module's, etc. management community and if the
agent, module, etc. is not already locked. Once an agent islocked it is protected from access by other managers as any
manager wanting to access the concurrency-controlled agent, module, etc. will first attempt to lock it and will fail if that
is not possible (i.e. managers are trusted). If a manager should crash leaving the agent, module, etc. locked, the
designated back-up managers within the same community can unlock the agent.
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7.2.4  The Simulcrypt Events Module (SEM)

SEM enables managers to configure the types of events that can be generated by an agent and when those events should
be transformed into asynchronous notifications (SNMP Traps) to be sent to different managers. The mechanism and
information model used are based on the ITU-T Recommendations X.733 [9] and X.734 [10] standards defining event
management and alarm reporting. SEM defines the following object groups:

- Events Group - This group consists of event configuration information defining the types of events that the
agent shall generate.

- Event Forwarding Discriminator (EFD) Group - This group consists of EFD configuration information
defining what types of events an EFD will transform into notifications, at what times of day it will do so, and
to which managers it will send the notifications to.

- Event Notifications - This group defines three types of notifications, which an agent can send to a manager.
These are an alarm, a state change notification, and a value change notification. Each EFD specifies what type
of notification is to be sent for an event that has occurred in the agent. The EFD also specifies the conditions
under which such a notification is to be sent and the I P address of the manager to which the notification is to
be sent. All standard SNMP traps are sent to the managers UDP port 162. Most management platforms support
this mechanism.

The Events Group stores event descriptions in atable. Each row in the table corresponds to an event that the agent isto
generate. The event description in that table specifies when the agent isto generate the event, i.e. because aMIB
variable has crossed a specified threshold, because a state has been changed, etc.

Once the agent generates an event as specified in the Event table it checks the EFD Table to find an EFD that matches
that event and specifies what kind of notification isto be generated and to which manager that notification is to be sent.
The match is performed based on event characteristics such as event type, etc.

The EFDsin the EFD Table are controlled by three state/status variables, the administrative state, the operational state,
and the availability status. If the administrative state is not unlocked or the operational state is not enabled or the
availability statusis not available, the EFD isinactive (that meansit isignored by the agent). The manager sets the
administrative and operational states. The availability statusis set as aresult of an automatic scheduling function that is
also associated with the EFD and specified in the EFD table. This scheduling function includes specifications of adaily
start and stop time and a weekly mask specifying when the EFD changes availability status from off-duty to available.

Figure 6 illustrates the MIB tree of the Simulcrypt Events Module (SEM).
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semMIB

1.3.6.1.4.1.2696.1.2

semMIBObjects
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*1.1 *1.2 *2.1 *2.2 *3.0

semEventTable semEfdTable semECMGCompliance semMandatoryNotifications | | | semOptionalNotifications semEventAlarm
*1.1.1 *1.2.1 *2.1.1 *2.2.1 *2.2.2 *3.0.1
semEmOrPdCompliance semThresholdEventGroup | | semThresholdEventOptGroup semEventStateChange

*2.1.2 *2.2.3 *2.24 *3.0.2

semCpsigCompliance
*2.1.3

semStateChangeEventGroup | | semStateChangeEventOptGroup
*2.25 *2.2.6

semEventObjectValueChange
*3.0.3

semCsigCompliance
*2.1.4

semValueChangeEventGroup | | semValueChangeEventOptGroup
*2.2.7 *2.2.8

semThresholdEfdGroup semThresholdEfdOptGroup
*2.2.9 *2.2.10

semStateChangeEfdGroup
*2.2.11

semStateChangeEfdOptGroup
*2.2.12

semValueChangeEfdGroup
*2.2.13

semValueChangeEfdOptGroup
*2.2.14

Figure 6: Simulcrypt Events Module SEM
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This group consists of event configuration information defining the types of events that the agent shall generate.

Table 7: CIM - SEM (P)SIG Group - Event Table

Object Size/Description Object Justification Head-end/CA
Manager
Maximum
Access Right
semEventName  |bslbf/the unique name of the target event, provides a unique read-create

EntryName (SNMP)

identification of an event

semEventAdmin
State

enumerated/administrative state of a table row,
enumerated type (ITU-T Recommendation X.731 [8])

enables concurrency control
between multiple
management entities

read-create

semEventAlarm enumerated/alarm status of an event, enumerated |enables event monitoring and | read-create
Status type (ITU-T Recommendation X.731 [8]) clearing
semEventType enumerated/indicates the type of event, enumerated [enables differentiation read-create
type (ITU-T Recommendation X.734 [10]) between distinct event types
semEventText bslbf/a description of an event's function and use, enables textual description of | read-create
ASCII string of maximum 256 characters an event for human readers
semEventChanged |bslbf/the object identifier of the MIB object to check |enables association of MIB read-create
Objectld and see if the event should fire, OBJECT objects with events
IDENTIFIER (SNMP)
semEventToState |4 uimsbf/if semEventChangedObijectld is a enables association of events | read-create
Change state/status variable this variable identifies the state |with state/status variables

that causes the event to be generated

semEventRising
Threshold

4 uimsbf/if semEventChangedObijectld is a threshold
variable this variable indicates the threshold value to
check against; if the value of
semEventChangedObijectld is greater than or equal
an event is generated; 32-bit unsigned integer

enables association of events
with threshold variables

read-create

semEventFalling
Threshold

4 uimsbf/if semEventChangedObijectld is a threshold
variable this variable indicates the threshold value to
check against; if the value of
semEventChangedObijectld is less than or equal an
event is generated

enables association of events
with threshold variables

read-create

semEventProbable [enumerated/defines further probable cause for the |enables differentiation read
Cause last event of this type, enumerated type (ITU-T between event causes

Recommendation X.734 [10])
semEvent enumerated/defines the perceived severity of the last[enables differentiation of read
PerceivedSeverity |event of this type, enumerated type (ITU-T event severity level

Recommendation X.734 [10])
SemEventTrend |enumerated/indicates the trend of the last event of  [enables the indication of the read
Indication this type, enumerated type (ITU-T event trend, i.e. more/less

Recommendation X.734 [10]) severe
semEventBacked |enumerated/indicates the backed up status of the enables identification of read-create
UpStatus object causing the event, enumerated type (ITU-T backed up objects

Recommendation X.731 [8])
semEventBacked [bslbf/if the backed up status is backedUp this enables specification of back | read-create
UpObject variable contains the object identifier of the back up |up objects

object, OBJECT IDENTIFIER (SNMP)

semEventSpecific

bslbf/identifies the object responsible for the

enables specification of

read-create

Problems problem, OBJECT IDENTIFIER (SNMP) specific problems
semEvent 4 uimsbf/identifies the number of seconds to wait enables event throttling read-create
Frequency between event frequency checks, 32-bit unsigned
integer

semEvent enumerated/identifies whether the event is level or  |enables two different types of | read-create
Sensitivity edge sensitive, Enumerated event generation

mechanisms: whenever a

threshold is crossed and

periodically as long as a

threshold has been crossed
semEventStatus  [enumerated/status variable for synchronizing row enables synchronization of read-create

creation/deletion between management entities,
RowsStatus (SNMP)

row creation/deletion
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Event Forwarding Discriminator (EFD) Group

This group consists of EFD configuration information defining what types of events an EFD will transform into
notifications, at what times of day it will do so, and to which managersit will send the notificationsto. An EFD
generates anotification if it is unlocked (administrative state), enabled (operational state) and available (availability
status) and if al of the specified discriminators are true, i.e. if semEfdDiscriminatedTypes is specified then the type
indicated has to match the type of the event for a notification to be generated. If multiple discriminators are specified by
asingle EFD then all have to be matched (i.e. logical AND) before anotification is generated. A not specified
discriminator in an EFD isaways TRUE. A single event can match multiple EFDs and generate multiple notifications
if so specified by the semEfdOr variable.

Table 8 isindexed by the event name (semEfdName) and the target address of the management entity, which isto
receive the notification (semEfdTarget).

Table 8: CIM - SEM (P)SIG Group -

EFD Table

Object Size/Description Object Justification Head-end/CA
Manager
Maximum
Access Right
semEfdName bslbf/the unique name of the EFD, EntryName provides a unique read-create

(SNMP)

identification of an EFD

semEfdAdminState

enumerated/administrative state of a table row,
enumerated type (ITU-T Recommendation X.731 [8])

enables concurrency control
between multiple
management entities

read-create

semEfdOperState

enumerated/operational state of an EFD,
enumerated type (ITU-T Recommendation X.731 [8])

enables the indication of the
current operation state

read-create

semEfdAvailStatus

enumerated/reflects the scheduling of the EFD,
enumerated type (ITU-T Recommendation X.731 [8])

enables scheduling

read

semEfdStartTime

bslbf/defines the date and time at which an unlocked
and enabled EFD starts functioning, i.e. changes the
availability status from offDuty to available,
DateAndTime (SNMP)

enables the scheduling of
EFDs

read-create

semEfdStopTime

bslbf/defines the date and time at which an unlocked
and enabled EFD stops functioning, i.e. changes its
availability status from available to offDuty,
DateAndTime (SNMP)

same

read-create

semEfdDailyStart
Time

bslbf/defines the daily start time at which an
unlocked and enabled EFD starts functioning, i.e.
changes its availability status from offDuty to
available, TimeTicks (SNMP)

enables daily scheduling of
EFDs

read-create

semEfdDailyStop
Time

bslbf/defines the daily stop time at which an unlocked
and enabled EFD stops functioning, i.e. changes its
availability status from available to offDuty,
TimeTicks (SNMP)

same

read-create

semEfdWeekly 1 uimsbf/defines the weekly schedule at which an enables weekly scheduling read-create
Mask unlocked and enabled EFD starts functioning, an
octet string of 1 octet
semEfdTypes enumerated/the event type that this EFD may enables an EFD to be read-create
generate notifications for, enumerated type (ITU-T  [specialized for a particular
Recommendation X.734 [10]) event type
semEfdCause enumerated/the probable cause that this EFD may |enables an EFD to be read-create
generate notifications for, enumerated type (ITU-T  |specialized by probable cause
Recommendation X.734 [10])
semEfdSeverity enumerated/the perceived severity that this EFD may|enables an EFD to be read-create
generate notifications for, enumerated type (ITU-T  [specialized by severity
Recommendation X.734 [10])
semEfdSpecific bslbf/the identifier of the object that may cause the |enables an EFD to be read-create
Problems generation of a notification by this EFD, OBJECT specialized by event causing
IDENTIFIER (SNMP) Object
semEfdTrend enumerated/identifies the event trend that will cause |enables an EFD to be read-create
Indication a notification to be generated, enumerated type specialized by event trend

(ITU-T Recommendation X.734 [10])
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Object Size/Description Object Justification Head-end/CA
Manager
Maximum
Access Right
semEfdChanged |bslbf/identifies the object whose value change shall |enables an EFD to be read-create
Objectld cause the generation of a notification, OBJECT specialized by value change
IDENTIFIER (SNMP) of an object
semEfdToState 4 uimsbf/the to state of the object that may cause the|enables an EFD to be read-create
Change generation of a notification by this EFD specialized by a state value
semEfdNotification |bslbf/identifies the notification object identifier to be [enables the association of a read-create
generated if conditions are met, OBJECT notification type with an EFD
IDENTIFIER (SNMP)
semEfdOr enumerated/identifies whether the EFD table shall be|enables multiple notifications read-create
searched further for other possible matches and to be generated by an event
further possible notification generation, enumerated
semEfdTarget bslbf/the IP address of the management entity to enables the specification of read-create
receive the notification if generated, IpAddress the target management entity
(SNMP) for the notifications generated
by the EFD
semEfdText bslbf/a description of an event's function and use, enables textual description of | read-create
ASCII string of maximum 256 characters an EFD for human readers
semEfdStatus enumerated/status variable for synchronizing row enables synchronization of read-create
creation/deletion between management entities, row creation/deletion
RowsStatus (SNMP)

7.24.3 Event Notification Group

This group defines three types of notifications which an agent can send to a manager. These are an alarm, a state change
notification, and a value change notification. Each EFD specifies what type of notification is to be sent for an event that
has occurred in the agent. The EFD also specifies the conditions under which such a notification isto be sent and the IP
address of the manager to which the notification isto be sent. All standard SNMP traps are sent to the managers UDP
port 162. Most management platforms support this mechanism.

The first notification type that can be generated is a semEventAlarm, which carries in addition to the standard SNMPv2
notification parameters the following objects from the events table:

- semEventName;

- semEventType;

- semEventProbableCause;

- semEventSpecificProblems;
- semEventPerceivedSeverity;
- semEventTrendl ndication;

- semEventText.

The second notification type that can be generated is a semEventStateChange, which carries in addition to the standard
SNMPv2 notification parameters the following objects from the events table:

- semEventName;
- semEventStateChange;
- semEventChangedObjectid.

The third notification type that can be generated is a semEventObjectVaueChange, which carriesin addition to the
standard SNMPv2 notification parameters the following objects from the events table:

- semEventName;

- semEventChangedObjectlid.
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7.24.4 Conformance Requirements

The Simulcrypt Events Module (SEM) is optional. However if this module isimplemented, table 9 summarizes the
conformance requirements for management entities implementing the Simulcrypt Events Module (SEM).
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Table 9: CIM - SEM Conformance Requirements

Common Management Entity Hosting | Management Entity Hosting | Management Entity Hosting | Management Entity Hosting Management Entity
Information or Representing an ECMG or Representing an EMMG or Representing a PDG or Representing a CPSIG |Hosting or Representing a
Model- CsSIG
Simulcrypt
Events Module
Group
mandatory optional mandatory optional mandatory optional mandatory optional mandatory optional
Events Group - name, type, backed up, name, type, backed up, name, type, backed up, name, type, backed up, name, type, backed up,
threshold events [text, object-id, |back up-id, text, object-id, |back up-id, text, object-id, |back up-id, text, object-id, |back up-id, text, object-id, |back up-id,
thresholds, specific thresholds, specific thresholds, specific thresholds, specific thresholds, specific
cause, problems, cause, problems, cause, problems, cause, problems, cause, problems,
severity, trend, |sensitivity, severity, trend, |sensitivity, severity, trend, |sensitivity, severity, trend, |sensitivity, severity, trend, |sensitivity,
frequency, alarm status  |frequency, alarm status  |frequency, alarm status  |frequency, alarm status  |frequency, alarm
status, admin status, admin status, admin status, admin status, admin |status
state state state state state
Events Group - name, type, cause, name, type, cause, name, type, cause, name, type, cause, name, type, cause,
state change text, object-id, |severity, trend, |text, object-id, |severity, trend, [text, object-id, [severity, trend, [text, object-id, |severity, trend, |text, object-id, |severity,
events to state, backed up, to state, backed up, to state, backed up, to state, backed up, to state, trend,
frequency, back up-id, frequency, back up-id, frequency, back up-id, frequency, back up-id, frequency, backed up,
status, admin |specific status, admin |specific status, admin |specific status, admin |specific status, admin |back up-id,
state problems, state problems, state problems, state problems, state specific
sensitivity, sensitivity, sensitivity, sensitivity, problems,
alarm status alarm status alarm status alarm status sensitivity,
alarm
status
Events Group - name, type, cause, name, type, cause, name, type, cause, name, type, cause, name, type, cause,
value change text, object-id, |severity, trend, |text, object-id, |severity, trend, [text, object-id, [severity, trend, [text, object-id, |severity, trend, |text, object-id, |severity,
events frequency, backed up, frequency, backed up, frequency, backed up, frequency, backed up, frequency, trend,
status, admin |back up-id, status, admin |back up-id, status, admin |back up-id, status, admin |back up-id, status, admin |backed up,
state specific state specific state specific state specific state back up-id,
problems, problems, problems, problems, specific
sensitivity, sensitivity, sensitivity, sensitivity, problems,
alarm status alarm status alarm status alarm status sensitivity,
alarm
status
EFD Group - name, admin (start, stop, name, admin |start, stop, name, admin (start, stop, name, admin (start, stop, name, admin |start, stop,
threshold events |state, oper dstart, dstop, |state, oper dstart, dstop, |state, oper dstart, dstop, |state, oper dstart, dstop, |state, oper dstart,
state, avail week, specific [state, avail week, specific |[state, avall week, specific |state, avalil week, specific [state, avail dstop,
status, types, |problems, text, |status, types, [problems, text, |status, types, |problems, text, |status, types, |problems, text, |status, types, [week,
cause, notification cause, notification cause, notification cause, notification cause, specific
severity, trend, |type severity, trend, |type severity, trend, |type severity, trend, |type severity, trend, |problems,
object-id, object-id, object-id, object-id, object-id, text,
notification, notification, notification, notification, notification, notification
target, status target, status target, status target, status target, status  [type
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Common Management Entity Hosting | Management Entity Hosting | Management Entity Hosting | Management Entity Hosting Management Entity
Information or Representing an ECMG or Representing an EMMG or Representing a PDG or Representing a CPSIG |Hosting or Representing a
Model- CsSIG
Simulcrypt
Events Module
Group
mandatory optional mandatory optional mandatory optional mandatory optional mandatory optional
EFD Group - state [name, admin |start, stop, name, admin |start, stop, name, admin (start, stop, name, admin (start, stop, name, admin |start, stop,
change events state, oper dstart, dstop, |state, oper dstart, dstop, |state, oper dstart, dstop, |state, oper dstart, dstop, |state, oper dstart,
state, avail week, specific [state, avail week, specific |[state, avall week, specific |state, avalil week, specific [state, avail dstop,
status, types, |problems, text, |status, types, [problems, text, |status, types, |problems, text, |status, types, |problems, text, |status, types, [week,
object-id, to notification object-id, to notification object-id, to notification object-id, to notification object-id, to specific
state, type state, type state, type state, type state, problems,
notification, notification, notification, notification, notification, text,
target, status target, status target, status target, status target, status  |notification
type
Events Group - name, admin (start, stop, name, admin |start, stop, name, admin (start, stop, name, admin (start, stop, name, admin |start, stop,
value change state, oper dstart, dstop, |state, oper dstart, dstop, |state, oper dstart, dstop, |state, oper dstart, dstop, |state, oper dstart,
events state, avail week, cause, |[state, avalil week, cause, |state, avail week, cause, |state, avail week, cause, |[state, avalil dstop,
status, types, |severity, trend, |status, types, [severity, trend, [status, types, |severity, trend, |status, types, |severity, trend, |status, types, [week,
object-id, specific object-id, specific object-id, specific object-id, specific object-id, cause,
notification, problems, text, [notification, problems, text, [notification, problems, text, [notification, problems, text, |notification, severity,
target, status  |notification target, status |natification target, status |notification target, status  |notification target, status |trend,
type type type type specific
problems,
text,
notification
type
Notifications alarm state change, |alarm state change, |alarm state change, |alarm state change, |alarm state
Group value change value change Value change Value change change,
Value
change
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7.2.5  The Simulcrypt Logs Module (SLM)

SLM enables managers to configure the types of logs that can be generated by an agent. The mechanism and
information model used are based on the ITU-T Recommendation X.735 [11] Log Model.

Thelog in addition to conceptually storing the logged information determines which information isto be logged. Each
log contains a discriminator construct, which specifies the characteristics an event shall have in order to be selected for
logging. SLM consists of the following object groups:

- Log Control Group: This group defines the types of logs tables the agent is maintaining, their discriminators,
the log scheduling, etc.;

- The Logs Group: This group defines three logs: the alarm logs, the state change logs, and the object value
change logs.

Logs are controlled by the Log Control Table as specified in the ITU-T Recommendation X.735 [11]. Each entry in that
table associates events with logs and specifies when the event isto be logged in that log. The event islogged if thelog
discriminator holds. That isif the event is of acertain type, if it has been generated by a certain object, if it exceedsa
certain threshold, etc. The log control entries themselves are controlled by state/status variables, the administrative state,
the operationa state, and the availability status. The manager can set the administrative and operational states. The
availability statusis set by the agent itself based on an automatic log control scheduling mechanism, which specifies the
times during which the logs are to be made.

Log Control Table entries also specify log control information and log statistics.

The three logs defined are defined as tables in which each event is stored asarow. Thelogsin the alarm log table are
logs of alarm events that have passed the log control discriminator in the Log Control Table. Similarly the logsin the
state change log table are logs of state changes. And logs in the object value change table are logs of object value
changes.

Figure 7 illustrates the Simulcrypt Logs Module MIB tree.
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Figure 7: Simulcrypt Logs Module SLM
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This group defines the types of 1ogs tables the agent is maintaining, their discriminators, the log scheduling, etc. The
group consists of two tables, the Log Definition Table and the Log Control Table.

The Log Definition Table (table 10) is used to define al logs in the system. Each entry consists of an
smLogDefinitionld, which is the Log identifier, variables defining the log state, and a specification of the log full
action. Table 10 isindexed by the logDefinitionName.

Table 10: CIM - SLM Log Definition Table

Object

Size/Description

Object Justification

Head-end/CA
Manager
Maximum

Access Right

simLogDefinitionName

bslbf/the unique name of the Log
Definition Entry, EntryName
(SNMP)

provides a unique identification
of a Log Definition Entry

read-create

slmLogDefinitionld

bslbf/the unique log table identifier,
OBJECT IDENTIFIER (SNMP)

provides a unique identification
of Log Tables

read-create

slmLogDefinitionAdminState

enumerated/administrative state of
a table row, enumerated (ITU-T
Recommendation X.731 [8])

enables concurrency control
between multiple management
entities

read-create

slmLogDefinitionOperState

enumerated/operational state of an
EFD, enumerated (ITU-T
Recommendation X.731 [8])

enables the indication of the
current operation state

read-create

slmLogDefinitionAvailStatus

enumerated/reflects the scheduling
of the Log Control entry,
enumerated (ITU-T
Recommendation X.731 [8])

enables scheduling

read

simLogDefinitionFullAction

enumerated/defines what action to
take when the maximum log table
size has been reached,
enumerated (ITU-T
Recommendation X.735 [11])

enables control of log full
action

read-create

simLogDefinitionMaxLogSize

4 uimsbf/defines the maximum size
of a log table in number of octets

enables control of the
maximum log table size

read-create

slimLogDefinitionCurrentLogSize |4 uimsbf/defines the current log enables monitoring of log table read
table size size
simLogDefinitionNumberOfRecords |4 uimsbf/specifies the number of  |enables monitoring of the log read

log records in the log table

table size

The Log Control Table (table 11) defines possibly multiple Log Controls for the different Logs. Each Log isidentified
by the Log Definition name. Each Log Control isidentified by a Log Control name. Table 11 isindexed by the
LogDefinitionName and the LogControlName. Each log control consists of scheduling and log filtering information.

ETSI




62

ETSI TS 103 197 V1.3.1 (2003-01)

Table 11: CIM - SLM Log Control Table

Object

Size/Description

Object Justification

Head-end/CA
Manager
Maximum

Access Right

slmLogDefinitionName

bslbf/the unique name of the Log
Definition Entry, EntryName
(SNMP)

provides a unique identification
of a Log Definition Entry

read-create

simLogControlName

bslbf/the unique name of the Log
Control Entry, EntryName (SNMP)

provides a unique identification
of a Log Control Entry

read-create

slmLogControlStartTime

bslbf/defines the date and time at
which an unlocked and enabled
Log Control entry starts
functioning, i.e. changes the
availability status from offDuty to
available, DateAndTime (SNMP)

enables the scheduling of Log
Controls

read-create

slmLogControlStopTime

bslbf/defines the date and time at
which an unlocked and enabled
Log Control entry stops
functioning, i.e. changes its
availability status from available to
offDuty, DateAndTime (SNMP)

same

read-create

slmLogControlDailyStartTime

bslbf/defines the daily start time at
which an unlocked and enabled
Log Control entry starts
functioning, i.e. changes its
availability status from offDuty to
available, TimeTicks (SNMP)

enables daily scheduling of log
control entries

read-create

slmLogControlDailyStopTime

bslbf/defines the daily stop time at
which an unlocked and enabled
Log Control entry stops
functioning, i.e. changes its
availability status from available to
offDuty, TimeTicks (SNMP)

same

read-create

simLogControlWeeklyMask

bslbf/defines the weekly schedule
at which an unlocked and enabled
Log Control entry starts

functioning, octet string of length 1

enables weekly scheduling

read-create

slmLogControlTypes

enumerated/the event type that
this Log Control entry may
generate logs for, enumerated
(ITU-T

Recommendation X.734 [10])

enables a Log Control entry to
be specialized for a particular
event type

read-create

slmLogControlCause

enumerated/the probable cause
that this Log Control entry may
generate logs for, enumerated
(ITU-T

Recommendation X.734 [10])

enables an Log Control entry
to be specialized by probable
cause

read-create

slmLogControlSeverity

enumerated/the perceived severity
that this Log Control entry may
generate logs for, enumerated
(ITU-T

Recommendation X.734 [10])

enables an Log Control entry
to be specialized by severity

read-create

slmLogControlSpecificProblems

bslbf/the identifier of the object that
may cause the generation of a log
entry by this Log Control entry,
OBJECT IDENTIFIER (SNMP)

enables an Log Control entry
to be specialized by Object

read-create

slmLogControlToStateChange

bslbf/the to state of the object that
may cause the generation of a log
entry by this Log Control entry,
32-bit unsigned integer

enables an Log Control entry
to be specialized by a state
value

read-create

simLogControlTrendIndication

enumerated/identifies the trend
that will cause a log entry to be
made, enumerated (ITU-T
Recommendation X.734 [10])

enables specialization of log
control based on event trends

read-create
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Object

Size/Description

Object Justification

Head-end/CA
Manager
Maximum

Access Right

slmLogControlChangedObijectld

bslbf/identifies the object that
changed value and should be
logged, OBJECT IDENTIFIER
(SNMP)

enables specialization of log
control based on objects
causing the event

read-create

simLogControlStatus

enumerated/status variable for
synchronizing row creation/deletion
between management entities,
RowsStatus (SNMP)

enables synchronization of row
creation/deletion

read-create

7.2.5.2 Logs Group

The three logs defined are defined as tables in which each event is stored asarow. Thelogsin the alarm log table are
logs of alarm events that have passed the log control discriminator in the Log Control Table. Similarly thelogsin the
state change log table are logs of state changes. Logs in the object value change table are logs of object value changes.
Table 12 definesogs of alarm events as follows.

Table 12: CIM - SLM Alarm Log Table

changed value and caused the
logged event, OBJECT
IDENTIFIER (SNMP)

causing the event

Object Size/Description Object Justification Head-end/CA
Maximum
Access Right
simAlarmLogName bslbf/the unique name of the  |provides a unique identification read
Log Control Entry, EntryName |of the alarm log entry; it is
(SNMP) identical to the event name
simAlarmLogTime 4 uimsbf/the time at which the [provides a unique identification read
alarm has been logged, of Log Tables
TimeTicks (SNMP)
slmAlarmLogText bslbf/a textual description of  |records the event description read
the event being logged, ASCII
string of maximum
256 characters
slmAlarmLogType enumerated/the event type of |records alarm type read
this log entry, enumerated
(ITU-T
Recommendation X.734 [10])
simAlarmLogCause enumerated/the event cause of [records event cause read
this log entry, enumerated
(ITU-T
Recommendation X.734 [10])
slmAlarmLogSeverity enumerated/the alarm severity |records event severity read
of the logged event,
enumerated (ITU-T
Recommendation X.734 [10])
slmAlarmLogSpecificProblems bslbf/the identifier of the object [records the id of objects read
that caused the logged event, |causing the event
OBJECT IDENTIFIER (SNMP)
simAlarmLogTrendIndication enumerated/the trend of the  |records event trend read
event that has been logged,
enumerated (ITU-T
Recommendation X.734 [10])
simAlarmLogChangedObijectid bslbf/identifies the object that [records the id of the object read

ETSI




64

Table 13 defines logs of state change events as follows.
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Table 13: CIM - SLM State Change Log Table

changed value and caused the
logged event, OBJECT
IDENTIFIER (SNMP)

causing the event

Object Size/Description Object Justification Head-end/CA
Manager
Maximum
Access Right
simStateChangeLogName bslbf/the unique name of the  |provides a unique identification read
Log Control Entry, EntryName |of the log entry; it is identical to
(SNMP) the event name
simStateChangeLogTime 4 uimsbf/the time at which the [provides a unique identification read
alarm has been logged, of Log Tables
TimeTicks (SNMP)
simStateChangelLogText bslbf/a textual description of  |records the event description read
the event being logged, ASCII
string of maximum
256 characters
simStateChangelLogToStateChange |bslbf/the to state change of the |records event to state change read
event being logged,
enumerated (ITU-T
Recommendation X.734 [10])
simStateChangelLogChangedObijectld |bsIbf/identifies the object that |records the id of the object read

Table 14 defines logs of value change events as follows.

Table 14: CIM - SLM Value Change Log Table

Object Size/Description Object Justification Head-end/CA
Manager
Maximum
Access Right
slmValueChangeLogName bslbf/the unique name of the |provides a unique identification read
Log Control Entry, EntryName |of the log entry; it is identical to
(SNMP) the event name
slmValueChangeLogTime 4 uimsbf/the time at which the [provides a unique identification read
alarm has been logged, of Log Tables
TimeTicks (SNMP)
slmValueChangeLogText bslbf/a textual description of |records the event description read
the event being logged, ASCII
string of maximum
256 characters
slimValueChangeLogChangedObijectld [bslbf/identifies the object that [records the id of the object read

changed value and caused
the logged event, OBJECT
IDENTIFIER (SNMP)

causing the event

7.25.3

Conformance Requirements

The Simulcrypt Logs Module (SLM) is optional. However if log management is implemented the following

conformance requirements hold.
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Table 15: CIM - SLM Conformance Requirements
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Common Management Entity Management Entity Management Entity Hosting or| Management Entity Hosting or [Management Entity Hosting or
Information | Hosting or Representing | Hosting or Representing Representing a PDG Representing a CPSIG Representing a CSIG
Model - CIM an ECMG an EMMG/

Simulcrypt - - - - -
Logs mandatory optional mandatory optional mandatory optional mandatory optional mandatory optional
Module
Group
Log Control [name, log-id, start, stop, |name, log-id, start, name, log-id, admin |start, stop,(name, log-id, admin start, stop,|name, log-id, admin |start, stop,
Group - admin state, dstart, admin state, oper |stop, state, oper state, dstart, state, oper state, avail |dstart, state, oper state, dstart,
threshold oper state, avail |dstop, state, avail status,|dstart, |avail status, full dstop, status, full action, max |dstop, avail status, full dstop,
events status, full week, full action, max [dstop, |action, max log, week, log, number of recs,  |week, action, max log, week,
action, max log, [specific log, number of week, number of recs, specific  |current log size, types, |specific  |number of recs, specific
number of recs, |problems |recs, currentlog |specific |current log size, problems [cause, severity, trend, |problems |current log size, problems
current log size, size, types, problems|types, cause, object-id, status types, cause,
types, cause, cause, severity, severity, trend, severity, trend,
severity, trend, trend, object-id, object-id, status object-id, status
object-id, status status
Log Control [name, log-id, start, stop, |name, log-id, start, admin state, oper start, stop,|name, log-id, admin start, stop,|name, log-id, admin |start, stop,
Group - admin state, dstart, admin state, oper |stop, state, avail status, full|dstart, state, oper state, avail |dstart, state, oper state, dstart,
state change|oper state, avail |dstop, state, avail status,|dstart, |action, max log, dstop, status, full action, max |dstop, avail status, full dstop,
events status, full week, full action, max  [dstop, number of recs, week, log, number of recs, week, action, max log, week,
action, max log, [specific log, number of week, current log size, specific  |current log size, types, [specific  |number of recs, specific
number of recs, |problems |recs, currentlog [specific |types, object-id, to problems |object-id, to state, problems [current log size, problems
current log size, size, types, problems|state, status status types, object-id, to
types, object-id, object-id, to state, state, status
to state, status status
Log Control [name, log-id, name, log- |admin state, oper |start, name, log-id, admin |start, stop,(name, log-id, admin start, stop,|name, log-id, admin |start, stop,
Group - admin state, id, start, state, avail status, [stop, state, oper state, dstart, state, oper state, avail |dstart, state, oper state, dstart,
value oper state, avail [stop, dstart, |full action, max |dstart, avail status, full dstop, status, full action, max |dstop, avail status, full dstop,
change status, full dstop, log, number of dstop, action, max log, week, log, number of recs, week, action, max log, week,
events action, max log, |week, recs, current log |week, number of recs, cause, current log size, types, |cause, number of recs, cause,
number of recs, |cause, size, types, cause, |currentlog size, severity, |object-id, status severity, |current log size, severity,
current log size, [severity, object-id, status [severity, |types, object-id, trend, trend, types, object-id, trend,
types, object-id, |trend, trend, status specific specific  |status specific
status specific specific problems problems problems
problems problems
Logs Group [name, time, text, [severity, name, time, text, |severity, [name, time, text, severity, |name, time, text, type, [severity, |name, time, text, severity,
- alarm logs |type, object-id [problems, |type, object-id problems|type, object-id problems, |object-id problems, [type, object-id problems,
trend , trend trend trend trend
Logs Group |name, time, text, name, time, text, name, time, text, name, time, text, name, time, text,
- state object-id, to object-id, to state object-id, to state object-id, to state object-id, to state
change logs |state
Logs Group [name, time, text, name, time, text, name, time, text, name, time, text, name, time, text,
- state object-id object-id object-id object-id object-id
change logs
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7.3 CAS component monitoring and configuration

Monitoring and configuration of CAS components is accomplished through the Simulcrypt I dentification Module
(SIM). SIM contains version information of the management software as well as Simulcrypt component identification,
configuration, and statusinformation. Its primary purpose is to provide uniform Simulcrypt component configuration
and status information across all Simulcrypt elements of a Conditional Access System (note that thisis not the only
purpose of SIM asit also facilitates the transaction based C(P)SI/(P)SI interface).

If a management system isimplemented, a Simulcrypt CA component needs to implement only those SIM objects,
which are required for that component type by the SIMF. If a particular object is not supported by the management
entity of the Simulcrypt CA component (i.e. the SNMP agent) the standard SNMP error code noSuchName isto be
returned.

Several totals listed below, mostly concerning number of errors, refer to the total since the agent has started; other
totals, mostly concerning number of streams, channels, etc., refer to current values. All bslbf and uimsbf units referred
to below are in byte units.

The module can be extended by proprietary objects and groups as needed for specific DVB Simulcrypt Integrated
Management Systems. SIM consists of the following object groups. All access rights can be further restricted by
individual MIB viewsif so desired in particular implementations. In particular, a CAS device may restrict accessto all
its parameters to read-only mode, for allowing the NM S to access to the current status of the CAS device.
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simMIBObjects

simMIBConformance

*1 *2
[ [
[ [ [ [ ] [ ]
simldent SINECMG SIMEMMG simCPSI simPSI simCompliances simGroups
*1.1 *1.2 *1.3 *1.4 *1.5 *2.1 *2.2
simEcmgTable simEmOrPdTable simCpsigTable simPsigTable simEcmgCompliance simldentGroup
*1.21 *1.3.1 *1.4.1 *1.5.1 *2.1.1 *2.2.1
simEcmgCTable simEmOrPdLapTable simCpsigCTable simPsigConfigTable simEmOrPdCompliance simEcmgGroup
*1.2.2 *1.3.2 *1.4.2 *1.5.2 *2.1.2 *2.2.2
simEcmgSTable sinEmOrPdLapGTable simCpsigStreamTable simPsigEcmTrTable simCpsigCompliance simEmOrPdGroup
*1.2.3 *1.3.3 *1.4.3 *1.5.3 *2.1.3 *2.2.3
sinEmOrPdCTable simPsigFlowTrTable simPsigCompliance simEmOrPdLapGroup
*1.3.4 *15.4 *2.1.4 *2.2.4
sinEmOrPdSTable simPsigEvntTrTable simCpsigGroup
*1.3.5 *1.5.5 *2.25
| |simPsigDesclnsDescTable simPsigGroup
*1.5.7 *2.2.6

simPsigDesclnsTable
*1.5.6

simPsigTbIProvTable
*1.5.8

simPsigPIDProvTable
*1.5.9

simPsigPdTrTable
*1.5.10

Figure 8: Simulcrypt Information Module SIM
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7.3.1 Ident Group

This group is used for software configuration management of all Simulcrypt components and includes the following
objects.

Table 16: CIM - Simulcrypt Identification Module

Object Size/Description Object Justification Maximum
Access Right

simSoftwareVersion 80 bslbf/ASCII string of to facilitate software read
software version configuration management

simMibVersion 80 bslbf/ASCII string of MIB same read
version

simMibPrivateVersion 80 bsIbf/ASCII string of private [same read
MIB version

simAgentVersion 80 bsIbf/ASCII string of agent [same read
version

7.3.2 ECM Generator Group

Thisgroup is used for configuration management and status monitoring of ECM Generators. It identifies each one of
the ECM Generators by the IP Address and TCP Port Number. It associates Super_ CAS ids, ECM_channel_ids, and
ECM_stream_ids with ECM Generators. It also associates status information and statistics with channels and streams.
The ECM Generator Group consists of three conceptual tables.

Table 17 isthe interconnection table and is used for the Head-end Network Manager to query the | P addresses and the
port number to be used by an SCSto create a channel. It isindexed by a unique Ecmglndex which is an integer assigned
by the ECM G agent.

Table 17: CIM - SIM ECMG Group - Interconnection Table

Object Size/Description Object Justification Maximum
Access Right
simEcmglindex 2 uimsbf/unique index of the table row |allows interconnection read
management

simEcmglpAddress octet string of 4 octets/ same read
IP address of the ECMG

simEcmgTcpPort 2 uimsbf/TCP port number of the ECMG|same read

simEcmgSuCasld 4 uimsbf/Super_Cas _id same read

simEcmgChannels 2 uimsbf/total number of channels this [same read
ECMG is currently maintaining

simEcmgCwPrs 4 uimsbf/total number of CW statistic read
Provisioning requests received by this
ECMG

simEcmgErrs 4 uimsbf/total number of same read
communications errors for this ECMG

simEcmgTargetCpsig 4 uimsbf/index into the C(P)SIG table |interconnection management read
identifying the C(P)SIG associated with
this ECMG

simEcmgCaMib blsb/pointer to a provider proprietary enables extension of ECMG read
Ecmg MIB (like ifSpecific in the MIB by proprietary modules
interfaces group of MIB II)
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The second ECMG table (table 18) is used for monitoring channel information. It isindexed by the Ecmglndex and the

Channelld.
Table 18: CIM - SIM ECMG Group - Channel Table
Object Size/Description Object Justification Maximum
Access Right
simEcmgIndex 2 uimsbf/unique index of the table row enables head-end or CAS read
network manager to monitor
the status of individual
channels and streams
simEcmgChannelld 2 uimsbf/identifier of a channel same read
simEcmgScsIpAddress  |octet string of 4 octets/IP address of the same read
SCS
simEcmgScsTcpPort 2 uimsbf/TCP port number of the SCS same read
simEcmgCStreams 2 uimsbf/total number of streams this same read
ECMG is currently maintaining on this
channel
simEcmgCCwPrs 4 vimsbf/total number of CW Provisioning [same read
requests this ECM has received on this
channel
simEcmgCErrs 4 uimsbf/total number of error messages on|same read
this channel
simEcmgCSuCaslid 4 uimsbf/Super_Cas_ID defines the CAS system and read
sub-system
simSection_TSpkt_flag |enumerated Section or TSPacket defines the format of read
datagrams
simAC_delay_start 2 tcimsbf/AC_delay_start in ms gives the AC_delay_start read
parameter value
simAC_delay_stop 2 tcimsbf/AC_delay_stop in ms gives the AC_delay_stop read
parameter value
simDelay_start 2 tcimsbf/Delay_start in ms gives the Delay_start read
parameter value
simDelay_stop 2 tcimsbf/Delay_stopin ms gives the Delay_stop read
parameter value
simTransition_delay_start|2 tcimsbf/Transition_delay_start in ms gives the read
Transition_delay_start
parameter value
simTransition_delay_stop (2 tcimsbf/Transition_delay_stop in ms gives the read
Transition_delay_stop
parameter value
SIimECM_rep_period 2 uimsbf/ECM_rep_period in ms gives the repeatition period for read
ECM
simMax_streams 2 uimsbf/max_streams gives the max number of read
streams supported by ECMG
simMin_CP_duration 2 uimsbf/min_CP_duration in n x 100 ms  [gives the min cryptoperiod read
duration needed by ECMG
simLead_CW 1 uimsbf/lead_CW gives the number of CW the read
ECMG needs in advance
simCW_per_msg 1 uimsbf/CW_per_msg gives the number of CW the read
ECMG needs at each ECM
request
simMax_comp_time 2 uimsbf max_comp_time in ms gives the max delay neede by read

ECMG when computing an
ECM
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Table 19 is used for monitoring stream information. It isindexed by the Ecmglndex, the Channelld, and the Streamid.

Table 19: CIM - SIM ECMG Group - Stream Table

this ECMG on this Stream

Object Size/Description Object Justification Maximum
Access Right
simEcmgIndex 2 uimsbf/unique index of the table row enables head-end or CAS read
network manager to monitor
the status of individual
channels and streams
simEcmgChannelld |2 uimsbf/identifier of a channel same read
simEcmgStreamld 2 uimsbf/identifier of a stream same read
simEcmgEcmlid 2 uimsbf/identifier of ECM stream assigned by the head-end to
uniquely identify each ECM
stream
simEcmgSLastCp 4 uimsbf/last crypto period processed for this |enables head-end or CAS read
stream network manager to monitor
the status of individual
channels and streams
simEcmgSCwPrs 4 uimsbf/total number of CW Provisioning same read
requests this ECMG has received on this
stream
simEcmgSErrs 4 uimsbf/total number of error messages for  [same read

7.3.3 EMMG/PDG Group

This group is used for management of EMM/PD Generators. It identifies each one of the EMM/PD Generators by the IP
Address and TCP/UDP Port Number. It also associates client_ids, data_channel_ids, and data_stream_ids with
EMM/PD Generators. It also associates status information and statistics with streams. The EMMG/PDG Generator

Group consists of five conceptual tables.

Table 20 is used for information relevant to EMMG/PDG and is indexed by a unique EmOrPdindex, which is assigned

by the EMMG/PDG agent.

Table 20: CIM - SIM EMMG/PDG Group - Channel Table

monitoring of it

Object Size/Description Object Justification Head-end/CA
Manager
Maximum
Access Right
simEmOrPdIndex 2 uimsbf/unigue index of the EMMG/PDG identifies the EMMG/PDG read
simEmOrPdLapindex |2 uimsbf/logical global unique identifier enables the association of a read
global logical identifier with a
mux IP address and port
simEmOrPdChannelld |2 uimsbf/identifier of a channel identifies channel and enables read

simEmOrPdCommType |enumerated/TCP or UDP

defines the communications
type for the channel (TCP or
UDP)

read-create

datagrams

simEmOrPdClpAddress |octet string of 4 octets/IP address used with mux Ip address and read
port number to identify the
TCP connection used for
access of MIB Il
simEmOrPdCPort 2 uimsbf/TCP/UDP port number same read
SIMEmOrPdCErrs 2 uimsbf/total number of communications statistic read
errors on this channel
SImEmOrPdFormat Enumerated Section or TSPacket defines the format of read/create
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Table 21 is used for configuration of EMMG/PDG. It is uniquely indexed by the EmOrPdLaplndex, which is a globally

assigned quantity (with respect to the head-end) and associates globally assigned Logical Access Points (LAPS) with

mux ports.

Table 21: CIM - SIM EMMG/PDG Group - Logical Access Point Table

Object

Size/Description

Object Justification

Head-end/CA
Manager
Maximum

Access Right

simEmOrPdLapindex

2 uimsbf/global unique Logical Access
Point (LAP) identifier

enables the association of a
global logical identifier with a
mux IP address and port

read-create

SimEmOrPdAdminState

enumerated (ITU-T
Recommendation X.734 [10])/the
administrative state of a table row

used to control concurrent
access to writeable objects as
defined in ITU-T
Recommendation X.734 [10]

read-create

simEmOrPdLapCommType

enumerated/TCP or UDP

defines communications type

read-create

simEmOrPdLapMuxIpAddress

octet string of 4 octets/IP address of
the Mux

identifies the mux's IP address

read-create

simEmOrPdLapMuxPort

2 uimsbf/TCP/UDP port of the Mux

identifies the mux's port

read-create

simEmOrPdLapStatus

enumerated/row status of the entry,
RowsStatus (SNMP)

used to manage the
creation/deletion of rows in a
table

read-create

SimEmOrPdLapMuxUlp
Address

string of 4 octets/IP address

identifies the mux's UDP IP
address

read-create

simEmOrPdLapMuxUPort

2 uimsbf/UDP port number

identifies the mux's UDP port

read-create

Table 22 is aso used for configuration of EMMG/PDG. It associates LAP Groups and LAPs and is uniquely indexed by
the EmOrPdLapGroup, and EmOrPdLaplndex. This association permits a manager to configure an EMMG/PDG to
service multiple multiplexers and/or multiple multiplexer ports.

Table 22: CIM - SIM EMMG/PDG Group - Logical Access Point Group Table

associating EMMGs to EMM
populations

multiple channels by the
EMMG based on LapGroup

Object Size/Description Object Justification Head-end/CA
Manager
Maximum
Access Right
simEmOrPdLapGroup 2 uimsbf/not-unique identifier enables the establishment of read-create

simEmOrPdLapindex

2 uimsbf/global unique Logical Access
Point (LAP) identifier

enables the association of a
global logical identifier with a
mux IP address and port

read-create

simEmOrPdLapGAdminState

enumerated (ITU-T
Recommendation X.734 [10])/the
administrative state of a table row

used to control concurrent
access to writeable objects as
defined in ITU-T
Recommendation X.734 [10]

read-create

simEmOrPdLapGStatus

enumerated/row status of the entry,
RowsStatus (SNMP)

used to manage the
creation/deletion of rows in a
table

read-create
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Table 23: CIM - SIM EMMG/PDG Group - Channel Table

Object Size/Description Object Justification Head-end/CA
Manager
Maximum
Access Right
simEmOrPdIndex 2 uimsbf/unigue index of the EMMG/PDG identifies the EMMG/PDG read
simEmOrPdLapindex |2 uimsbf/logical global unique identifier enables the association of a read
global logical identifier with a
mux IP address and port
simEmOrPdChannelld |2 uimsbf/identifier of a channel identifies channel and enables read

monitoring of it

simEmOrPdCommType

enumerated/TCP or UDP

defines the communications
type for the channel (TCP or
UDP)

read-create

simEmOrPdClpAddress |octet string of 4 octets/IP address used with mux TCP/IP address read
and port number to identify the
TCP connection used for
access of MIB II.
SimEmOrPdCPort 2 uimsbf/TCP/UDP port number same read
SIMEmOrPdCErrs 2 uimsbf/total number of communications statistic read
errors on this channel
SimEmOrPdFormat Enumerated Section or TSPacket defines the format of read/create
datagrams
SimEmOrPdFormat Enumerated Section or TSPacket defines the format of read
datagrams
SimEmOrPdCUdplp string of 4 octets/IP address used with Mux UDP Ip address read
Address and port number to identify the
UDP link
simEmOrPdCUdpPort |2 uimsbf/UDP port number same read
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Table 24 contains stream related information. It isindexed by the ssmEmOrPdindex, ssimEmOrPDL aplndex, and

simEmOrPdDatald.
Table 24: CIM - SIM EMMG/PDG Group - Stream Table
Object Size/Description Object Justification Head-end/CA
Manager
Maximum
Access Right
simEmOrPdIndex 2 uimsbf/unigue index of the EMMG/PDG identifies the EMMG/PDG read

simEmOrPdLaplndex

2 uimsbf/logical global unique identifier

enables the association of a
global logical identifier with a
mux IP address and port

read-create

simEmOrPdDatald

2 uimsbf/unigue EMM or PD stream identifier

assigned by the head-end to
uniquely identify the EMM or
PD stream

read-create

SimEmOrPdChannelld

2 uimsbf/identifier of a channel

enables head-end or CAS
network manager to monitor
the status

read

SimEmOrPdBwidth

4 uimsbf/bandwidth

maximum bandwidth allocated
for this EMM/Private Data
stream

read-create

SimEmOrPdStreamld |2 uimsbf/identifier of a stream enables head-end or CAS read
network manager to monitor
the status
SIMEmOrPdSErrs 4 uimsbf/total number of communications statistic read
errors on this stream
SimEmOrPdSBytes 4 uimsbf/total number of bytes sent by the statistic Read
EMMG/PDG on this stream
sSimEmOrPdSReq 4 vimsf/bandwidth bandwidth requested by the read-create
Bwidth EMMG/PDG for this stream
7.3.4  C(P)SIG Group

Thisgroup isused if the (P)SIG Group is not implemented and the stream/channel based protocol between the Custom
(P)SIG and (P)SIG isimplemented.

The C(P)SIG Group enables management of some aspects of the interaction between the Custom (P)SI Generators
(C(P)SIG) and the (P)SI generator. It identifies each one of the C(P)SI Generators by the IP Address and TCP Port
Number. It also associates Super_CAS ids, Custom_channel_ids, Custom_stream_ids with C(P)SI Generators. It also
associates status information and statistics with streams. The C(P)SI Generator Group consists of three conceptual

tables.
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Table 25 specifies C(P)SIG related information, which is posted by the entity hosting or representing the C(P)SIG. A
CA/Head-end manager can read this table to communicate TCP/IP information to the (P)SIG, which will establish the
TCP connection with the C(P)SIG. Table 25 isindexed by a unique Cpsiglndex, which is assigned by the CPSIG agent.

Table 25: CIM - SIM C(P)SIG Group - C(P)SIG Table

Object Size/Description Object Justification Maximum
Access Right
simCpsigIndex 2 uimsbf/unique index of the table row provides a unique identification read
of a row
simCpsigSuperCasld 4 uimsbf/Super_CAS_id client ID read
simCpsigErrs 4 uimsbf/total number of communications |statistic read
errors for this C(P)SIG
simCpsigChannels 4 uimsbf/total number of channels statistic read
currently maintained by this C(P)SIG
simCpsigCpsiglpAddress |octet string of 4 octets/IP address of the [the IP address of the C(P)SIG read
C(P)SIG
simCpsigCpsigPort 4 uimsbf/TCP port of the C(P)SIG the port number of the read
C(P)SIG
simCpsigCaMib bslbf/pointer to CA provider proprietary  |enables custom MIB read
MIB, OBJECT IDENTIFIER (SNMP) extensions

Table 26 is used for channel related monitoring information. The table isindexed by the Cpsiglndex and

custom_channel_id.

Table 26: CIM - SIM C(P)SIG Group - Channel Table

on this channel

Object Size/Description Object Justification Head-end/CA
Manager
Maximum
Access Right
simCpsigindex 2 uimsbf/unique index of the C(P)SIG refers to the index in the first read
table and identifies the
C(P)SIG
simCpsigChannelld 2 uimsbf/identifier of a channel identifies channel and enables read
monitoring of it
simCpsigPsiglpAddress |octet string of 4 octets/IP address of the used with the port number and read
(P)SIG C(P)SIG IP address and port
number can identify the TCP
connection used for access of
MIB Il
simCpsigPsigPort 2 uimsbf/TCP port number of the (P)SIG  |same read
simCpsigCErrs 4 uimsbf/total number of communications |statistic read
errors on this channel
simCpsigCTstrms 4 uimsbf/total number of "transport" statistic read
streams on this channel
simCpsigCSstrms 4 vimsbf/total number of "service" streams |statistic read

Table 27 contains "transport” stream related information. It isindexed by the Cpsiglndex, custom_channel_id, and

custom_stream _id.

Table 27: CIM - SIM C(P)SIG Group - Stream Table

Object Size/Description Object Justification Head-end/CA
Manager
Maximum
Access Right
simCpsigindex 2 uimsbf/unique index of the refers to the index in the first read
C(P)SIG table and identifies the C(P)SIG
simCpsigChannelid 2 uimsbf/identifier of a channel enables head-end or CAS read
network manager to monitor the
status of streams on a channel
simCpsigStreamld 2 uimsbf/identifier of a stream same read
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Object Size/Description Object Justification Head-end/CA
Manager
Maximum
Access Right
simCpsigStreamTStreamlid 2 uimsbf/identifier of a stream associates a transport stream read
with the stream
simCpsigStreamNid 2 uimsbf/network identifier associates a network with this read
stream
simCpsigStreamOnid 2 uimsbf/original network identifier |associates an original network read
of this stream id with the stream
simCpsigStreamMaxCompTime |2 uimsbf/maximum time needed to [enables (P)SIG to estimate the read
process trigger by C(P)SIG time between its triggering and
descriptor insertion by the
C(P)SIG
simCpsigStreamTriggerEnable |2 uimsbf/trigger type definition identifies which trigger types the read
C(P)SIG wants
simCpsigStreamLastTrigger 2 uimsbf/trigger type identifies the type of the last read
trigger processed
simCpsigStreamLastEventld 2 uimsbf/event identifier identifies the last event for read
which a trigger has been
processed
simCpsigStreamLastServiceld |2 uimsbf/the service identifier identifies the service related to read
the last ECM related trigger
simCpsigStreamLastEsld 2 uimsbf/the elementary stream identifies the elementary stream read
identifier of the last trigger if the ECMs
are to be applied component
wide only and not service wide
simCsigStreamLastEcmPid 2 uimsbf/ithe ECM PID identifies the ECM PID of the read
last ECM related trigger
simCpsigStreamErrs 4 vimsbf/total number of statistic read
communications errors on this
stream
simCpsigStreamBytes 4 uimsbf/total number of bytes sent [statistic read
by the CPSIG on this stream
7.3.5 Conformance Requirements

Table 28 summarizes the conformance requirements for management entities implementing the Simulcrypt
Identification Module (SIM), by group.

Table 28: CIM - SIM Conformance Requirements

Common Information Management Management Management Management Management
Model - CIM Simulcrypt | Entity Hosting | Entity Hosting | Entity Hosting | Entity Hosting | Entity Hosting
Identification Module |or Representing|or Representing|or Representing|or Representing|or Representing
Group an ECMG an EMMG a PDG a (P)SIG a C(P)SIG
mndt | optnl | mndt | optnl | mndt | optnl | mndt | optnl | mndt | optnl

Ident Group X X X X X

ECMG Group X

EMMG/PDG Group (without X X

LAPG table)

EMMG/PDG Group (LAPG X X

Table)

PSIG Group X

CPSI Group X
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8 C(P)SIG = (P)SIG interface

8.1 Overview and Scope

This clause defines the interface that allows one or more CA Systems (CASS) to insert private data into standard
MPEG-2 PSl and DVB Sl tablesthat are generated by the head-end system.

The following clauses detail an application protocol model for the C(P)SIG < (P)SIG interface and two
implementation-oriented protocols (connection-oriented protocol and SIMF-based protocol) based on this model.

Clause 8.2 presents the model of application protocol defined to support the C(P)SIG = (P)SIG interface.

Clause 8.3 specifiesthe C(P)SIG = (P)SIG protocol defined on the basis of command/response messages; it includes
the state machines definition and the messages description.

Clause 8.4 specifiesthe C(P)SIG < (P)SIG protocol defined in the network management environment; it includes the
description of dedicated data structure (MIB) and the definition of rules of operation.

The head-end and each CAS shall comply with the requirements presented in clauses E.1 and E.2 respectively, as well
as all specifications documented in the above-described clauses.

Asdefined in the clause 4 and shown in figure 9, the logical components involved are as follows:

- PSI Generator (PSIG): the head-end process(es) responsible for generating MPEG-2 PSI (Program Specific
Information) tables;

- S| Generator (SIG): the head-end process(es) responsible for generating DVB Sl (Service Information)
tables;

NOTE: TheNIT (Network Information Table) is considered aDVB Sl table.

- Custom PSI Generator (CPSIG): the CA System (CAS) process(es) responsible for generating CA S-specific
private data for insertion in selected MPEG-2 PSI tables;

- Custom S| Generator (CSIG): the CAS process(es) responsible for generating CA S-specific private data for
insertion in selected DVB Sl tables;

- the generic term (P)SI G refersto a head-end process that serves as a PSIG, an SIG, or both (PSISIG). If the
head-end supports the C(P)SIG = (P)SIG interface, it shall include one or more (P)SIG;

- the generic term C(P)SI G refers to a head-end process that serves as a CPSIG, a CSIG, or both (CPSISIG).
Each CAS may (optionally) include one or more C(P)SIG.

This clause defines the interface between the C(P)SIG and the (P)SIG.

Table 29: Values of (P)SIG_type parameter

(P)SIG_type values C(P)SIG or (P)SIG processes

0x01 PSIG

0x02 SIG

0x03 PSISIG

0x04 CPSIG

0x08 CSIG

0x0C CPSISIG

other values DVB reserved
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C(P)SG (CASside) (P)S G (Head-end side)
CPSISIG H
PG H PSISIG
CSIG H
RN PSIG
CPSIG H
e
CSIG H

Figure 9: Possible logical architectures of C(P)SIG and (P)SIG

8.1.1 Note on commercial agreements

Certain aspects of the C(P)SIG = (P)SIG interface fall outside the scope of the present document, and shall be decided
by commercial agreements. One such example is the set of non-mandatory PS| and Sl tables generated by a (P)SIG. All
such aspects of thisinterface are indicated in the text.

8.1.2 Note on the PDG =« MUX Interface

A CAS may also create private datain the form of private sections that comply with MPEG-2 and DV B section syntax.
The PDG = MUX interface in clause 6 should be used to insert such private sections.

8.2 Application protocol model

8.2.1 Overview of the C(P)SIG = (P)SIG Application Protocol

The C(P)SIG = (P)SIG Application Protocol includes and defines the following five transaction types:

- Trigger Transactions: Triggers are asynchronous events from the (P)SIG to the C(P)SIG. The (P)SIG first
informs the C(P)SIG about the types of triggers it supports. The C(P)SIG then informs the (P)SIG which types
of triggersit wishesto receive. The (P)SIG then communicates these triggers to the C(P)SIG as the
corresponding events occur;

- (P)SI Table Provisioning Transactions. The C(P)SIG requests (P)SI tables from the (P)SIG and the (P)SIG
communicates those to the C(P)SIG;

- C(P)SIG Descriptor Insert Transactions: The C(P)SIG requests that the (P)SIG inserts (P)SI descriptorsinto
the transport stream. The (P)SIG informs the C(P)SI G about the success of the insertion;

- Service Change Transactions: The (P)SIG informs the C(P)SIG about a modification in service existencein a
transport stream (addition of a serviceto a TS or deletion of aservice fromaTS);

- PID Provisioning Transactions. The C(P)SIG requests from the (P)SIG the PID value assigned by the
head-end to a stream (ECM, EMM or private data) identified by a unique identifier which includes the type of
the stream, the identifier of the CA system and the CA sub-system the stream belongs to, and an unigue stream
number.
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In the following clauses configurations, topologies and the five different transaction types are defined. The transaction
type specifications include only the definitions of the data exchanged by the components. The actual data exchange
mechanisms are transport dependent and are fully defined in the following two clauses.

8.2.2 Configurations and Topologies

Figure 10 illustrates the relevant components in a head-end system with asingle CA System (CAS) and in a head-end
system with multiple CASs. In both diagrams, the M-to-N and 1-to-N notation reflects logical associations, not process
interconnections.

CAS HEAD-END SYSTEM
M N N
C(P)SIG (s) PSIG (s) 1 Transport
CAS1
M,
CP)SIG(5) N
N
\ HEAD-END SYSTEM
N
1 N
PSIG (s) Transport

CASk "
/

cPsicE) Ty,

Figure 10: Head-end system with single CAS (top) and with multiple CASs (bottom)

The head-end includes the foll owing components:

- one or more transport streams (T Ss) that conform to MPEG-2 and DV B specifications. The
C(P)SIG = (P)SIG Interface views each TS, and its data streams, as logical entities. As such, each TSis
uniquely identified, per DVB S, by the triple { original_network_id, network_id, transport_stream_id}. The
C(P)SIG = (P)SIG interface does not deal with physical components (namely MUXes) that generate TSs;

- one or more (P)SIG components. Each (P)SIG isuniquely identified by its IP address and TCP port number;

- connections between the (P)SIGs and the TSs. The relationship between (P)SIG and TS is 1-to-N: each (P)SIG
generates standard PSI and/or Sl tables for one or more TSs and no TSis served by more than one (P)SIG.

The head-end shall supply either aPSISIG or a{PSIG+SIG} to serveeach TS.

The present document does not define the physical connection between (P)SIG and TS; it is a matter of head-end
implementation.

Each CAS that supportsthe C(P)SIG = (P)SIG Interface includes the following components:

- one or more C(P)SIG components. Each C(P)SIG is uniquely identified by acustom_CAS id, aswell asitsIP
address and TCP port number.
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The relationship between the C(P)SIG(s) of a CAS, and the (P)SIG(s) of the head-end, is M-to-N. Given aso the 1-to-N
relationship of (P)SIG to TS, this means.

- each C(P)SIG may generate CAS-specific private data for zero or more TSs;

- any TS may be served by zero or more C(P)SIGs, aslong as said C(P)SIGs and TS are connected to the same
(P)SIG.

The components of each CAS are logically independent of each other. Any TS may be served by zero or more
C(P)SIGs from one or more CASs, aslong as said C(P)SIGs and TS are connected to the same (P)SIG.
8.2.3  Trigger Transaction Type

The trigger is the means by which a (P)SIG component indicates to a C(P)SIG that a particular event is going to take
place.

DVB Simulcrypt hasidentified the following trigger types:
- Following DV B-event;
- Future DV B-event;
- ECM stream setup;
- Access criteria change;
- ECM stream closure;
- Flow PID change.
- PD stream event.
The Following DVB-event trigger indicates that a new event is going to be broadcast on a given service.

The Future DVB-event trigger indicates that the head-end has at its disposal some information concerning a future
event. The moment at which this message is sent is not specified by DVB.

The ECM stream setup trigger indicates that anew ECM stream is going to be opened.
The Access criteria change trigger indicates that the access criteria of an existing ECM stream is going to be changed.
The ECM stream closur e trigger indicates that an ECM stream is due for closure.

The Flow PID change trigger indicates that the PID value of an existing ECM, EMM or private data stream is going to
be changed.

The PD stream event trigger indicates that an event (creation of the stream, addition of an already existing PD stream
to anew service, modification of the possibly associated CAS private data, etc.) is going to occur for one particular PD
stream.

With the exception of the Future DV B-event trigger, the time at which the trigger message is sent with respect to the
corresponding event is computed by the (P)SIG, by subtracting the max_comp_time value from the time at which the
corresponding event takes place. This lets time for the C(P)SIG to reply with descriptor_insert messages if needed, and
control the precise timing of the insertion of descriptors.

For the head-end, the support of the Future DVB-Event is optional.

During the channel setup, the (P)SIG indicates what kind of triggersit is able to generate. The C(P)SIG has the
possibility to subscribe to some trigger types per service. A trigger subscription is on a service basis, meaning, that a
C(P)SIG can subscribe to different triggers depending on the services. such atrigger subscription can be modified at
any time.
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The (P)SIG communicates to the C(P)SIG the types of triggers its supports as an octet string of length 4 (trigger _list)
encoded as bit mask with the meaning givenin table 30 if set:

Table 30: Trigger types

trigger cause trigger_list bit # trigger type
DVB reserved none 0x00000000
following event 0 (Isb) 0x00000001
future event 1 0x00000002
ECM stream setup 2 0x00000004
access criteria change 3 0x00000008
ECM stream closure 4 0x00000010
flow PID change 5 0x00000020
PD stream event 6 0x00000040
DVB reserved 71015 0x00000080 to 0x00008000 (powers of 2 only)
user defined 16 to 31 (msb) 0x00010000 to 0x80000000 (powers of 2 only)
combination of any previous any combination any value from 0x00000000 to OXFFFFFFFF

The C(P)SIG communicates to the (P)SIG which triggers it wishes to receive using the same mask.

The trigger information communicated by the (P)SIG to the C(P)SIG includes the following:

original network identifier as defined by DVB Sl (original_network_id);

network identifier as defined by DVB Sl (network_id);

transport identifier as defined by DVB Sl (transport_stream_id);

service identifier as defined by DVB Sl or the MPEG PAT program_number (service_id);
trigger type coded the same way as the trigger mask defined above;

either event related data, ECM related data, flow PID change related data or PD related data depending on the
trigger type.

Event related data is defined as follows:

event identifier asdefined in EN 300 468 [1] (event_id);
event duration in hours, minutes, seconds coded as six 4-bit BCD digits;

start time of the event in Modified Julian Date (MJD) and Universal Time, Coordinated (UTC) formats. Itis
contained in an octet string of length 5. The MJD is coded in the 16 LSBs followed by six 4-bit BCD digits
representing UTC;

private data which correspond to the event private data.

ECM related datais coded as follows:

elementary stream identifier of the elementary stream to which the ECM stream is attached,

ECM PID;

ECM Identifier which corresponds to the ECM channel identifier, the ECM stream identifier, and the

Super_CAS identifier;

access criteria.
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Flow-PID change related datais coded as follows:

- flow-type;

flow-super-CAS-id;
- flow-id;
- flow-PID.
PD related datais coded as follows:
- elementary stream identifier of the PD stream inthe PMT of the related service;
- PID allocated to the PD stream;

- Private Data stream identifier which corresponds to the Private Data client_id, the Private Data channel
identifier and the PD stream identifier;

- PD stream type in the PMT;

- possible CAS proprietary data.

8.2.4  Table Provisioning Transaction Type

The C(P)SIG communicates to the (P)SIG the following information uniquely identifying in a given transport-stream
the table the C(P)SIG is requesting, according to table 31.

Original network identifier and transport identifier (origina_network_id and transport_stream _id as defined by DVB
Sl) identifying the transport stream carrying the requested table

Tableidentifier:
- origina network identifier as defined by DVB Sl (original_network_id);
- network identifier as defined by DVB Sl (network_id);
- transport identifier as defined by DVB Sl (transport_stream_id);
- service identifier as defined by DVB Sl (service id) or the MPEG PAT program_number;
- bouquet identifier as defined by DVB Sl (bouquet_id);
- event identifier as defined by DVB Sl (event_id);

- segment number in an EIT schedule as defined by DVB SI.
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Table 31: Table Identifier coding and required parameters

Table Table_id Required parameters
all tables: identification of the transport stream - original_network_id
carrying the requested table transport_stream id
PAT 0x00 -

CAT 0x01 -

PMT 0x02 service_id (MPEG-2 program number)

NIT actual network 0x40 -

NIT other network 0x41 network_id e

BAT Ox4A bouquet id

SDT actual TS 0x42 -

SDT other TS 0x46 original_network_id e,
transport_stream_id o,

EIT p/f actual TS Ox4E service_id

EIT p/f other TS Ox4F original_network_id .
transport_stream_id o,
service id

EIT schedule actual TS (whole sub-table) 0x50 - Ox5F service id

EIT schedule actual TS (single segment) 0x50 - Ox5F service_id
segment_number

EIT schedule actual TS (single event only) 0x50 service_id
event id

EIT schedule other TS (whole sub-table) 0x60 - Ox6F original_network_id e,
transport_stream_id o,
service id

EIT schedule other TS (single segment) 0x60 - Ox6F original_network_id e,
transport_stream_id o,
service_id
segment_number

EIT schedule other TS (single event only) 0x60 original_network_id .,
transport_stream_id o,
service_id
event id

The C(P)SIG requests either complete PS| tables or S| sub-tables (see EN 300 468 [1]). ASEIT Schedule sub-tables

may be very large, the protocol optionally allows the C(P)SIG to request only the part of the EIT Schedule sub-table
that concerns a specific event or a specific segment. In case the request concerns a specific event_id, the value of the
table_id field shall be set to 0x50 for the events pertaining to the current TS and Ox60 for the events pertaining to an

EIT other.

The table requested is supplied by the (P)SIG to the C(P)SIG if available. The communications mechanism is transport
dependent and specified in the next two clauses.
8.2.5 Descriptor Insertion Transaction Type

The C(P)SIG communicates to the (P)SIG the descriptors that the C(P)SIG wants to be inserted in the PSI/S| tables of a
given transport stream. Thisincludes al the information that the (P)SIG needs to know where and when to insert the
descriptors. The information depends on the type of descriptor inserted and is specified below:

- original network identifier and transport stream identifier (original_network_id and transport_stream id as
defined by DVB Sl) identifying the transport stream carrying the table where descriptors are to be inserted;

- trigger identifier if related to a previously transmitted trigger;

- insertion delay type which can be either immediate (i.e. no delay) or synchronized with the cause of atrigger if
the trigger isidentified;
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insertion delay: this parameter is significant only if insertion delay type is synchronized in seconds; the delay
value can be positive in which case it indicates that the synchronization is to happen the delay time after the
trigger cause, or negative in which case it indicates that the synchronization is to happen the delay time before
the cause;

location identifier, which identifies the table and descriptor, loop if applicable in which the (P)SIG isto insert
the set of descriptors;

original network identifier as defined by DVB Sl (original_network_id);

network identifier as defined by DVB Sl (network_id);

transport identifier as defined by DVB Sl (transport_stream_id);

service identifier as defined by DVB Sl or the MPEG PAT program_number (service_id);
bouquet identifier as defined by DVB Sl (bouquet_id);

event identifier as defined by DVB Sl (event_id);

elementary stream identifier either of the elementary stream to which the ECM stream is attached or of the PD
stream in the PMT;

private data specifier as specified by EN 300 468 [1] and ETR 162 [3];

descriptor to be inserted.

The private_data_specifier parameter enables the C(P)SIG to request the insertion of the set of descriptors within the
scope of aprivate_data_specifier descriptor (as defined in EN 300 468 [1]), if supported by the head-end.

Theinsertion_delay_type and insertion_delay parameters provide synchronization information. They indicate to the
(P)SIG when to insert the set of descriptors with respect to the ECM stream modification time or the event start time.
Theinsertion_delay parameter indicates the amount of time between the insertion of the table and the insertion of the
ECMsin the transport stream. If it is positive, it means that the insertion of the table in the transport stream shall occur
after the start of the ECM broadcast. If negative, it means that the modified PSI/SI table shall be broadcast ahead of the
ECM modification time in the transport stream.
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Table 32 indicates, for each MPEG-2 PSI and DVB Sl table, which parameters are needed.

Table 32: Location Identifiers and Required Parameters

Table Location_id Required location parameters
value

all tables: identification of the transport - original_network_id

stream carrying the targeted table transport_stream_id

CAT 0x01 —

PMT 15t loop 0x02 service_id (MPEG-2 program number)

PMT 2"d |oop 0x03 service_id (MPEG-2 program number)
ES id

NIT 15! loop - actual network 0x04 —

NIT 219 |oop - actual network 0x05 original_network_id q 5op)
transport_s’[ream_id(2nd loop)

NIT 15t loop - other network 0x06 network_id .

NIT 29 joop - other network 0x07 network_id .

original_ne’[work_id(2nd loop)
transport_s’[ream_id(2nd loop)
BAT 15tloop 0x08 bouquet_id
BAT 2" |oop 0x09 bouquet_id
original_ne’[work_id(2nd loop)
transport_stream_id(2nd loop)

SDT (actual TS) 0x0A service_id

SDT (other TS) 0x0B original_network_id .,
transport_stream_id
service_id

EIT present/following (actual TS) 0x0C service_id

event id

EIT present/following (other TS) 0x0D original_network_id .,
transport_stream_id
service_id

event id

EIT schedule (actual TS) OxOE service_id

event_id

EIT schedule (other TS) OxOF original_network_id .,
transport_stream_id
service_id

event_id

other

other

other

The descriptor insertion "location” (PSI/SI table and descriptor loop, if applicable) is unambiguously qualified by the
location_id and the location parameters given above. When a given C(P)SIG provides a set of descriptors for insertion,
that set replaces the previous set at the same location (in the same private data_specifier context).

The C(P)SIG can associate the descriptor insertion with atrigger by supplying atrigger_id parameter.

8.2.6 Service Change Transaction Type

The (P)SIG informs the C(P)SI G about a modification in service existence in atransport stream (addition of a serviceto
atransport stream or deletion of a service from atransport stream). More sophisticated functions such as service id
change or the move of a service from one transport stream to another transport stream can be achieved by combining
these two basic addition and deletion functions. The (P)SIG can give as well the scheduled day and time of the service
change in the transport stream.

ETSI



85 ETSI TS 103 197 V1.3.1 (2003-01)

8.2.7 Flow PID Provisioning Transaction Type

The PID provision functionality is available only in the C(P)SIG = (P)SIG protocol. As used in this clause, the word
"flow" concerns an ECM stream, an EMM stream or a private data stream in a particular transport stream. A (P)SIG can
provide a C(P)SIG with the PID of aflow by one of these four ways:

- by explicit request from the C(P)SIG to the (P)SIG: the flow PID provisioning functionality described in this
clause;

- by triggering the C(P)SIG when a change of PID occursin aflow;
- for an ECM stream, by triggering the C(P)SIG when anew ECM stream is created;
- for PD stream by triggering the C(P)SIG when a new event occurs for this stream.

A flow is unambiguously known by the head-end and by the CAS by using its unique identifier defined asthe
combination of:

- the type of the flow: flow_type = ECM, EMM or private data;
- the Super CAS id thisflow belongsto: flow_super CAS id;
- an individua number: flow_id; for aflow_super_CAS id and aflow_type, the flow_id shall be unique.

Such a combination identifies uniquely a flow across all the Simulcrypt protocols used in areal configuration and
across all the transport streams generated by the head-end.

Depending on the type of the flow, its unique identifier is assigned by the head-end (ECM) or by the CAS (EMM,
private data) when the flow is created.

When a unique identifier existsin the system, the head-end is assumed to know which flow_PID valueis associated
with.

The consequences are that:

- the unique identifier of an ECM flow (absolute reference) is carried in the ECM G protocol in addition to the
channel_id and stream_id parameters (references relative to the current ECM G-SCS connection); it shall be
assigned by the head-end and provided to the ECMG at stream setup;

- the unique identifier of an EMM/private data flow (absolute reference) is carried in the EMMG/PDG protocol
in addition to the channel_id and stream _id parameters (references relative to the current EMMG/PDG-MUX
connection); it shall be assigned by the EMM G/PDG and provided to the head-end at stream setup;

- in the C(P)SIG protocol, the PID provisioning functionality allows the C(P)SIG to get the flow_PID value of a
particular flow identified by its unique identifier;

- in the C(P)SIG protocol, the flow-PID-change trigger functionality allows the (P)SIG to trigger the C(P)SIG
when a change occurs for the flow_PID value of a particular flow identified by its unique identifier;

- in the C(P)SIG protocoal, the flow-PID of an ECM stream (i.e. ECM-PID) is given among other ECM related
parameters by the (P)SIG when the ECM stream is created;

- in the C(P)SIG protocoal, the flow-PID of a PD stream (i.e., data-PID) is given by the (P)SIG among other PD
related parameters when a PD stream event occurs being signaled by a PD stream event trigger message;

- it isassumed that a CAS can support internal links between ECMG and C(P)SIG or between EMMG/PDG and
C(P)SIG to manage consistently the unique identifiersit is concerned by.
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Figure 11 depicts this mechanism:

for ECM stream (in this case ECM_id and flow_id are homonym);

for EMM/private data stream (in this case data_id and flow_id are homonym, data_PID and flow_PID as
well);

for for PD stream, in particular on PD stream event trigger: in this case data id and flow_id are homonym,
data PID and flow_PID aswell.

In the ECMG protocol, the type of the flow isimplicitly ECM; the flow_super_CAS id isthe Super_CAS id, whichis
implicitly in the channel_id. Hence in this protocol only the flow_id shall be given explicitly.

In the EMMG/PDG protocol, the type of the flow is given in the data_type parameter (EMM or PDG); the
flow_super_CAS idistheclient_id, which isimplicitly in the channel_id. Hence in this protocol only the flow_id shall
be given explicitly.

In the C(P)SIG protocol:

in the PID-provision function, the three parameters flow_type, flow_super CAS id, flow_id shall be given
explicitly; in particular, the flow_super_ CAS id is not aways the custom_CAS id;

in the ECM-setup trigger function, the flow_typeisimplicitly ECM; so both parameters flow_super_CAS id
and flow_id shall be given explicitly; in particular, the flow_super_CAS id it not always the custom_CAS id;

in the flow-PI D-change trigger function, the three parameters flow_type, flow_super CAS id and flow_id
shall be given explicitly;

in the PD stream event trigger function, the flow_type isimplicitly PD, so both parameters

flow_super CAS id and flow_id shall be given explicitly; in particular the flow_super_CAS id is nhot aways
the custom_CAS id.
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The flow PID provisioning transaction allows a CAS to receive PID values for particular streams. The CA
System is responsible for the (possibly undesirable) consequences, when using these PIDs. In particular,
inserting these PIDs in private data can cause problems when re-multiplexing occurs.

Figure 11: PID provision mechanism for ECM and EMM/private data streams

ETSI



88 ETSI TS 103 197 V1.3.1 (2003-01)

8.2.8 Implementation of the C(P)SIG < (P)SIG protocol

The generic C(P)SIG = (P)SIG interface defined in the clauses above shall be implemented in one of the two following
ways:

- in a connection-oriented protocol: in this case the implementation shall be compliant with the clause 8.3;

- in a SIMF-based protocol: in this case, the implementation shall be compliant with the clause 8.4.

8.3 Connection-oriented protocol

This clause specifies the connection-oriented instance of the generic C(P)SIG = (P)SIG protocol defined in the
clause 8.2.

In such an implementation the C(P)SIG and (P)SIG processes communicate with each other via a connection-oriented
protocol.

8.3.1 Overview of the C(P)SIG = (P)SIG connection-oriented protocol

8.3.1.1 Principles

In this connection-oriented protocol, the (P)SIG isthe client and the C(P)SIG is the server. The (P)SIG has aprior
knowledge of the mapping between Custom CAS id and the | P addresses and port numbers of the C(P)SIG. Once the
(P)SIG has established a TCP connection with the C(P)SIG, it opens a channel (see clause 8.3.1.2) dedicated to the
Custom_CAS id. Then it opens as many streams (see clause 8.3.1.3) as transport streams it manages. When a stream is
open, the C(P)SIG may, for the relevant transport stream, regquest for PS| and Sl tables, be triggered on particular
conditions and insert private descriptors.

To achieve this, this connection-oriented protocol offers a set of messages at channel level and stream level, which can
be used according to a specific state machine. Messages and state machine are described in the following clauses.

The general format of the messagesis defined in clause 4.4.1. The following points also apply to al C(P)SIG = (P)SIG
messages specified by this connection-oriented protocol:

- depending on their type or their use in the state machine, certain messages may be sent by a (P)SIG only
(noted "C(P)SIG O (P)SIG"), others may be sent by a C(P)SIG only (noted "C(P)SIG = (P)SIG"), the
remainder may be sent by either (noted "C(P)SIG = (P)SIG"). Thisisclearly indicated in the descriptions that
follow;

- amessage whose name ends with"_request” shall be answered by the receiver, using the corresponding
message whose name ends with "_response”;

- all messages include a 16-bit transaction _id, which is used to match messages with their responses. The
transaction _id is assigned cyclically by the originator of the message (C(P)SIG or (P)SIG), and is unique per
channel. Values of 0 through 32 767 are reserved for C(P)SIG use; the (P)SIG shall use values 32 768 through
65 535;

- though areal implementation will include time_out management, the present document does not specify a
time-out for aresponse, nor the actions (e.g. failure or retry) to be taken if a message is not received within a
given time. The present document also does not define any specific mechanisms to ensure message delivery
other than TCP itself.
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8.3.1.2 Channels

8.3.1.2.1 Definition and types

Thelogical connection between a C(P)SIG and a (P)SIG is comprised of one and only one channel per CAS. Thereis
only one channel per TCP connection.

Since a channel interconnects a single C(P)SIG with asingle (P)SIG, any of seven types of channelsis possible; refer to
the leftmost diagram in figure 12. The channel types that can actually be established depend on the respective
configurations of the CAS and head-end processes. For example, a CPSISIG may be interconnected with a
{PSIG+SIG} with either or both of the connections depicted in the rightmost diagram in figure 12.

CPSISIG E i PSISIG
PSIG

CPSIG

SIG

CSIG

Figure 12: All types of C(P)SIG < (P)SIG channels

Each channel isidentified by a 2-byte custom_channel_id. Thisvalue is unique per C(P)SIG (custom_CAS id).

8.3.1.2.2 Channel establishment

The head-end is responsible for establishing all channels at system initialization time, or when a CASis newly
interfaced to the head-end. Accordingly, the head-end (and possibly the CAS) shall have prior information of the
channelsto be established, as well as all parameters required for connection.

This channel information is determined by commercia agreement, per business and technical requirements. The manner
in which thisinformation is maintained and used is beyond the scope of the present document.

8.3.1.3 Streams

8.3.1.3.1 Definition

Asdescribed in clause 8.3.1.2, a channel connects a C(P)SIG with a (P)SIG. A channel logically connects a C(P)SIG
with one or more TSs.

A stream isalogical connection between a C(P)SIG and a (P)SIG, which servesasingle TS. As such, a stream
"belongs" to a channel. Within a channel, the relationship between stream and TSis 1-to-1 (or O-to-1: a TS need not
have any stream associated with it). Figure 13 illustrates this relationship.

The primary purpose of a stream isto serve asthelogica conduit from a C(P)SIG to a (P)SIG, for the transmission of
CAS-specific private datain agiven TS. At least one stream shall be established, and operational, for a C(P)SIG to
generate private datain any TS.

Asastream "belongs' to a channel, and a channel "belongs' to a CAS, a stream cannot convey information pertaining
to more than one CAS.

Each stream isidentified by a 2-byte custom_stream id. Thisvalue is unique per channel.

The value of custom_stream_id uniquely identifiesa TS. The present document is identified by the same value of
custom_stream id across all channels.
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CAS Head-end System

Stream S1

4 } TS1

EEE CHANNEL

Stream S2

4 } TS2

(P)SIG
TS3

Figure 13: Stream interconnections (simple example)

Multiple streams shall be established per channel when the C(P)SIG needs to generate CA S-specific private datain
more than one TS. Multiple streams corresponding to one TS cannot be configured for other reasons, e.g. performance,
capacity or redundancy.

Refer also to annex F for a sample channel and stream configuration for a head-end with two CASs.

8.3.1.3.2 Stream establishment

The head-end is responsible for establishing all streams at system initialization time, or when a CASisinserted to the
head-end. Accordingly, the head-end (and possibly the CAS) shall have prior information of the streams to be
established, as well asall parameters required for connection.

This stream information is determined by commercial agreement, per business and technical requirements. The manner
in which thisinformation is maintained and used is beyond the scope of the present document.

8.3.14 C(P)SIG < (P)SIG message lists
There are two general classes of messages:

- Channel-level messages pertain to the configuration or status of a channel. Their semantic scopeis a channel,
and they do not reference streams or DV B services,

channel_setup 0x0301 C(P)SIG ad P)SIG
channel_status 0x0302 C(P)SIG - (P)SIG
channel_test 0x0303 C(P)SIG - (P)SIG
channel_close 0x0304 C(P)SIG ad (P)SIG
channel_error 0x0305 C(P)SIG - (P)SIG

- Stream-level messages pertain to the configuration or status of a stream, the supply of currently transmitted
PSI/SI, and to the transmission of CAS-specific private data for insertion in MPEG-2/DV B tables. These
messages require a channel that is established and operational. Their semantic scope is a stream, a transport
stream (TS) or aDVB (or MPEG-2) service, depending on the message.
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stream_setup 0x0311 C(P)SIG O (P)SIG
stream_status 0x0312 C(P)SIG - (P)SIG
stream_test 0x0313 C(P)SIG - (P)SIG
stream_close 0x0314 C(P)SIG O (P)SIG
stream_close_request 0x0315 C(P)SIG = (P)SIG
stream_close_response 0x0316 C(P)SIG O (P)SIG
stream_error 0x0317 C(P)SIG - (P)SIG
stream_service_change 0x0318 C(P)SIG O (P)SIG
stream_trigger_enable_request 0x0319 C(P)SIG = (P)SIG
stream_trigger_enable_response O0x031A C(P)SIG O (P)SIG
trigger 0x031B C(P)SIG ad (P)SIG
table_request 0x031C C(P)SIG = (P)SIG
table_response 0x031D C(P)SIG ad (P)SIG
descriptor_insert_request Ox031E C(P)SIG = (P)SIG
descriptor_insert_response Ox031F C(P)SIG ad (P)SIG
PID_provision_request 0x0320 C(P)SIG = (P)SIG
PID_provision_response 0x0321 C(P)SIG ad (P)SIG

All channel-level and stream-level messages shall be supported by all C(P)SIG and (P)SIG processes, with any
semantic exceptions noted in the present document.
8.3.1.5 Protocol state machines definition

This protocol is based on two state machines. The first state machine defines the transitions associated with each
channel. The second state machine defines the transitions associated with each stream; this state machineis valid only
for achannel in the Channel Open state.

The state machines defines:

- States: atotal of eleven states is defined, four for the channel state machine, and seven for the stream state
machine;

- Transitions: the set of messages that cause changes of state in the state machine.

The basic functionality of each message is presented in order to understand state machine operation. Precise and
detailed syntax and semantics of each message are presented in clause 8.3.2.

Independence and scalability: all channelsin a complete system are mutually independent; the same is true of streams.
Therefore, both state machines are scalable: concurrent state machines can be launched for each channel and stream in
the system, whether the head-end is hosting one or multiple CASs.

8.3.1.6 Channel state machine

Asdescribed in clause 8.3.1.2.2, the head-end establishes and maintains one or more channels between (P)SIG and
C(P)SIG processes. This clause presents the channel state machine, which defines the sequence of channel-level
messages that shall be used to establish and maintain asingle channel.

Channels may be established in any order. In addition, a (P)SIG needs not wait for the establishment of one channel to
be complete, before commencing the establishment of another channel. Such considerations are out of the scope of the
present document.

The channel state machine isfound in figure 14. Each state found in this state machineis defined in clauses 8.3.1.6.1 to
8.3.1.6.4.
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Figure 14: C(P)SIG = (P)SIG channel state machine
8.3.1.6.1 Channel Not Open

This state represents the initiaization of the channel state machine. At this point, a TCP connection is assumed to be
established and the channel has either not been initialized, or has been closed.

- The (P)SIG initializes achannel by sending achannel_setup message to the C(P)SIG on the other end of the
channel. Channel_setup is the only permissible message in the Channel Not Open state. Parameters of
channel_setup identify the (P)SIG type (PSISIG, PSIG or SIG) and the kinds of triggers supported by the
(P)SIG for the new channel. Transmission and receipt of channel_setup move the state machine to the Channel
Setting Up state.

8.3.1.6.2 Channel Setting Up

From this state, the C(P)SIG shall respond with either achannel_status or a channel_error message:

- The channel_status message acknowledges successful channel establishment, and that the channel is open.
The C(P)SIG aso indicates, viathis message, the maximum number of streams that can be supported on the
new channel. Transmission and receipt of channel _status move the state machine to the Channel Open state.

- The channel_error message acknowledges that the C(P)SIG could not open the channel, and that the channel
shall be closed by the (P)SIG. One or more error codes explain the failure. Transmission and receipt of
Channel_error move the state machine to the Channel In Error state.

8.3.1.6.3 Channel Open

This state represents the steady-state operation of the channel state machine. Aslong as the channel is open and
error-free, streams may be opened, used and closed, per the stream state machine defined in clause 8.3.1.7: the stream
state machine defines the stream-level and data-level messages that can be sent on a stream within the channel, per the
state of that stream.
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Four kinds of channel-level messages can be sent while in Channel Open state:

- either the C(P)SIG or the (P)SIG can send a channel _test message, in order to verify the error-free operation
of the channel. This does not change the state of the channel state machine;

- if the channel isin an error-free situation, the receiver of the channel _test message shall reply with a
channel_status message. This does not change the state of the channel state machine. Channel_status may be
sent only in response to channel_test;

- if the C(P)SIG encounters an unrecoverable channel error at any other time, it shall send the (P)SIG a
channel_error message. If the stream has unrecoverable errors, the receiver of the channel_test message shall
reply with achannel_error message. One or more error codes explain the failure. Transmission and receipt of
channel_error move the state machine to the Channel In Error state. Channel_error may be sent at any time
from the Channel Open state;

- if the (P)SIG wants to close the channel for any reason, it shall send the C(P)SIG a channel_close message.
Receipt of channel_close moves the state machine to the Channel Not Open state. Channel_close may be sent
at any time from this state.

Channel_close al so causes the immediate closure of all streams open in the channel.

8.3.1.6.4 Channel In Error

Thistemporary and short-lived state is used only to represent the fact that the C(P)SIG has encountered and reported an
unrecoverable channel error. The (P)SIG shall close the channel:

- The (P)SIG sends a channel_close message to the C(P)SIG. Transmission and receipt of channel_close move
the state machine to the Channel Not Open state.

Channel_close also causes the immediate closure of all streams open in the channel.

8.3.1.7 Stream state machine

Asdescribed in clause 8.3.1.3.2, the head-end establishes one or more streams within a channel. This clause presents
the stream state machine, which defines the sequence of stream-level messages that shall be used to establish, maintain
and use asingle stream within a channel.

Streams may be established in any order (within a given channel, or globally). In addition, a (P)SIG needs not wait for
the establishment of one stream to be complete, before commencing the establishment of another stream. Such
considerations are out of the scope of the present document.

The channel shall be in the Channel Open state (see clause 8.3.1.6.3) for a (P)SIG to initiate a stream state machine. The
channel state machine, as defined in clause 8.3.1.6, continues to operate in Channel Open state during the operation of
the stream state machine. Accordingly, both C(P)SIG and (P)SI G processes shall properly handle any and all
channel-level messages valid in Channel Open state (these messages are not shown in the stream state machine).

Closure of achannel (Channel Not Open state) causes the immediate closure of all streams open in the channel (reset of
the stream state machine to Stream Not Open state).

The stream state machine is found in figure 15. Each state found in this state machine is defined in clauses 8.3.1.7.1 to
8.3.1.7.7.
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Figure 15: C(P)SIG = (P)SIG stream state machine
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8.3.1.7.1 Stream Not Open

This state represents the initialization of the stream state machine. At this point, the stream has either not been
initialized, or has been closed. The channel in which the stream is found shall be in the Channel Open state in order to
proceed.

The (P)SIG initializes a stream by sending astream_setup message to the C(P)SIG on the other end of the stream.
stream_setup is the only permissible message in the Stream Not Open state. Parameters of stream_setup identify the
transport stream (TS) associated with the stream, and list every service in the TS at the time the stream_setup is sent.
Transmission and receipt of stream_setup move the state machine to the Stream Setting Up state.

8.3.1.7.2 Stream Setting Up

From this temporary and short-lived state, the C(P)SIG shall respond with either a stream_status or a stream_error
message:

- the stream_status message acknowledges successful stream establishment, and that the stream is open.
Transmission and receipt of stream_status move the state machine to the Stream Open state;

- the stream_error message acknowledges that the C(P)SIG could not open the stream, and that the stream shall
be closed by the (P)SIG. One or more error codes explain the failure. Transmission and receipt of stream_error
move the state machine to the Stream In Error state.

8.3.1.7.3 Stream Open

The stream is open and operational, and capable of performing all operations with exception of action triggering by the
(P)SIG. Thirteen kinds of stream-level messages can be sent while in Stream Open state:

- the C(P)SIG sends a stream_trigger _enable request message to enable the receipt of (P)SIG action triggers
in the stream. Parameters of stream_trigger_enable_request indicate, for any or all servicesinthe TS, which
kinds of triggers the C(P)SIG wants to receive, and how long in advance of the action the C(P)SIG wants to be
triggered. Transmission and receipt of stream _trigger_enable request move the state machine to the Stream
Trigger Enabling state;

- the C(P)SIG sends atable _request message to request data from any PSI, S or private table currently
transmitted. This does not change the state of the stream state machine. The (P)SIG shall respond to each
table_request message with atable_response message;

- the (P)SIG sends atable_response message to supply data from any PSI, Sl or private table currently
transmitted, as regquested by the C(P)SIG in atable_request message. This does not change the state of the
stream state machine. However, for a given stream, the (P)SIG shall respond to table_request messagesin the
order received. Table_response may be sent only in response to table_request;

- the C(P)SIG sends adescriptor_insert_request message to request the insertion of CAS-specific private data
inthe TS. The private dataisalist (possibly empty) of (a) private descriptors, and/or (b) private_data bytes
for aPAT or PMT CA_descriptor. Other parametersindicate the precise location within the TS in which to
insert the data, and, optionally, with which triggered action the data insertion should be synchronized. The
(P)SIG shall respond to each descriptor_insert_request message with a descriptor_insert_response message.
The descriptor_insert_request message may be sent at any time from this state. This message does not change
the state of the stream state machine;

- the (P)SIG sends adescriptor_insert_response message in response to the descriptor_insert_request message.
Parameters indicate either successful datainsertion in the TS or reasons for failure. The
descriptor_insert_response message does not change the state of the stream state machine. However, for a
given stream, the (P)SI G shall respond to descriptor_insert_request messages in the order received.
Descriptor_insert_response may be sent only in response to descriptor_insert_request;

- the C(P)SIG sendsaPID_provision_request message to request from the (P)SIG the PID value the head-end
has assigned to a particular stream; this stream isidentified by a unique identifier. The (P)SIG shall respond to
each PID_provision_request message with a PID_provision_response message. The PID_provision_request
message may be sent at any time from this state. This message does not change the state of the stream state
machine;
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- the (P)SIG sendsa PID_provision_response message to provide the C(P)SIG with the PID value requested by
the C(P)SIG inaPID_provision_request message. The PID_provision_response message does not change the
state of the stream state machine. PID_provision_response may be sent only in response to
PID_provision request;

- the (P)SIG sends a stream_service_change message to signal the addition, deletion or move (TS and/or
service reassignment) of aservice. This message is not acknowledged by the C(P)SIG, and does not change
the state of the stream state machine. Note that the head-end (any (P)SIG) shall send this message to all
C(P)SIG processes operating in the Stream Open or Stream Trigger-Enabled state;

- if the (P)SIG wants to close the stream for any reason, it sends a stream_close message. Transmission and
receipt of stream_close move the state machine directly to the Stream Not Open state. Stream_close may be
sent at any time from this state. This message is not acknowledged by the C(P)SIG;

- if the C(P)SIG wants to close the stream for any reason, it sends a stream_close_request message.
Transmission and receipt of stream_close_request move the state machine to the Stream Closing state.
Stream_close_request may be sent at any time from this state;

- either the C(P)SIG or the (P)SIG can send astream_test message, in order to verify the error-free operation of
the stream. This does not change the state of the stream state machine. Stream_test may be sent at any time
from this state;

- if the stream isin an error-free situation, the receiver of the stream_test message shall reply with a
stream_status message. This does not change the state of the stream state machine. Stream_status may be sent
only in response to stream_test;

- if the stream has unrecoverable errors, the receiver of the stream_test message shall reply with astream_error
message. One or more error codes explain the failure. Transmission and receipt of stream_error move the state
machine to the Stream In Error state.

8.3.1.7.4 Stream Trigger Enabling

Thistemporary and short-lived state is entered only after the C(P)SIG sends a stream_trigger_enable request message
while in the Stream Open state or in Stream Trigger Enabled state. One kind of stream-level messages can be sent while
in Stream Trigger Enabling state:

- The (P)SIG sendsastream_trigger_enable response message in reply to the C(P)SIG. Parameters of
stream _trigger_enable _response indicate, for any or all servicesin the TS, which kinds of triggersthe C(P)SIG
can actually receive, and approximately how long in advance of the action the C(P)SIG will actually be
triggered. Transmission and receipt of stream_trigger_enable response move the state machine to the Stream
Trigger-Enabled state (whether or not any triggers are really enabled). Stream_trigger_enable _response may
be sent only in response to stream_trigger_enable_request.

8.3.1.7.5 Stream Trigger-Enabled

This state represents the normal steady-state operation of the stream state machine. The stream is open and operational,
and capable of performing all operations, including (a) action triggering by the (P)SIG, and (b) requests for
CAS-specific private data insertion by the C(P)SIG.

Fourteen kinds of stream-level messages can be sent whilein Stream Trigger-Enabled state. The first thirteen are the
same as for the Stream Open state; see clause 8.3.1.7.3. The additional type of stream-level messagesis as follows:

. the (P)SIG sends atrigger message to signal an action of one of the following types:
- new DVB Sl EIT Following event;
- new head-end information about afuture DVB S| EIT event;
- creation, modification or closure of an ECM stream;
- modification of an ECM, EMM or private data PID;

- user-defined (per commercia agreement).
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Parameters indicate the trigger type, and all information required to precisely qualify the action that caused the trigger.

The trigger message is not explicitly acknowledged by the C(P)SIG. However, the trigger shall be referenced by a
subsequent descriptor_insert_request message (see below) if the C(P)SIG wants to synchronize private data
transmission with the triggering action.

The trigger message may be sent at any time from this state. This message does not change the state of the stream state
machine.

8.3.1.7.6 Stream In Error

Thistemporary and short-lived state is used only to represent the fact that the C(P)SIG has encountered and reported an
unrecoverable stream error:

- The (P)SIG sends astream_close message to the C(P)SIG. Transmission and receipt of stream_close move the
state machine to the Stream Not Open state.

8.3.1.7.7 Stream Closing

Thistemporary and short-lived state is used only to represent the fact that the C(P)SIG has requested closure of the
stream:

- The (P)SIG sends astream_close_response message to the C(P)SIG, to confirm closure of the stream.
Transmission and receipt of stream_close response move the state machine to the Stream Not Open state.

8.3.1.8 Summary of messages permissible in each state

Table 33 provides alisting of the channel-level and stream-level messages that may be generated in each of the states of
both state machines.
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Table 33: Message/state cross-reference for the C(P)SIG = (P)SIG state machines

ETSI TS 103 197 V1.3.1 (2003-01)

State
Message Channel (assumes Stream Not Open) Stream (assumes Channel Open)
Not Open | Setting Up | In Error | Open | Not Open | Setting Up | In Error | Closing | Open Trigger | Trigger
Enabling | Enabled
channel_setup X
channel_status X X X X X X X X X
channel _test X X X X X X X X
channel close X X X X X X X X X
channel error X X X X X X X X X
stream_setup X
stream_status X X X
stream test X X
stream_close X X X
stream_close_request X X
stream_close_response X
stream_error X X X
stream_trigger_enable_request X X
stream_trigger_enable response X
stream_service_change X X
trigger X
table_request X X
table_response X X
descriptor_insert_request X X
descriptor_insert_response X X
PID_provision_request X X
PID_provision_response X X
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C(P)SIG = (P)SIG message syntax and semantics

This clause provides precise syntax and semantics for each of the messagesin the C(P)SIG = (P)SIG

connection-oriented protocol.

8.3.2.1

List of message parameters for the C(P)SIG = (P)SIG protocol

Table 34: Parameter syntax in C(P)SIG = (P)SIG messaged-based protocol

Parameter_type Parameter Type (/Units) Length (bytes)
0x000D access_criteria user defined variable
0x0100 bouquet_id uimsbf 2
0x0101 CA_descriptor_insertion_mode uimsbf 1
0x0102 custom_CAS _id uimsbf 4
0x0103 custom_channel_id uimsbf 2
0x0104 custom_stream_id uimsbf 2
0x0105 descriptor Per MPEG/DVB; see variable

ISO/IEC 13818-1 [7]
and EN 300 468 [1]
0x0106 descriptor_insert_status uimsbf 1
0x0107 duration uimsbf 3
0x0108 ECM_related_data - variable
ES id
flow_super_CAS_id
flow_id
flow_PID
access_criteria
0x0109 DVB reserved - -
0x010A DVB reserved - -
0x010B ES id uimsbf 2
0x010C event_id uimsbf 2
0x010D event_related_data - variable
event_id
duration
start_time
private_data
0x010E flow_id uimsbf 2
0x010F flow_PID uimsbf 2
0x0110 flow_PID_change_related_data - 9
flow_type
flow_super_CAS_id
flow_id
flow_PID
0x0111 flow_super_CAS _id uimsbf 4
0x0112 flow_type uimsbf 1
0x0113 insertion_delay tcimsbf (/ms) 2
0x0114 insertion_delay_type uimsbf 1
0x0115 last_section_indicator boolean 1
0x0116 location_id uimsbf 1
0x0117 max_comp_time uimsbf (/sec) 2
0x0118 max_streams uimsbf 2
0x0119 MPEG_section Per MPEG/DVB; see variable
ISO/IEC 13818-1 [7]
and EN 300 468 [1]
O0x011A network_id uimsbf 2
0x011B original_network_id uimsbf 2
0x011C private_data user-defined variable
0x011D private_data_specifier uimsbf 4
Ox011E (P)SIG_type uimsbf 1
Ox011F segment_number uimsbf 1
0x0120 service_id uimsbf 2
0x0121 service_parameters - 8
service_id
trigger_list
max_comp_time
0x0122 start_time bslbf 5
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Parameter_type Parameter Type (/Units) Length (bytes)
0x0123 stream_change_timestamp bslbf 5
0x0124 stream_change_type uimsbf 1
0x0125 table_id uimsbf 1
0x0126 transaction_id uimsbf 2
0x0127 transport_stream_id uimsbf 2
0x0128 trigger_id uimsbf 2
0x0129 trigger_list bslbf 4
0x012A trigger_type uimsbf 4
0x012B PD_related_data - variable
ES_id
flow_super_CAS_id
flow_id
flow_PID
flow_stream_type
private_data
0x012C flow_stream_type uimsbf 1
0x012D to Ox6FFF DVB reserved - -
0x7000 error_status TBD 2
0x7001 error_information user defined variable
0x7002 to OX7FFF DVB reserved - -
0x8000 to OXFFFF user defined - -

8.3.2.2 Parameter semantics

This clause gives the semantic of the parameters and fields used in this protocol. When depending on the message
context, some parameters can be completed in each message description in further clauses.

. access criteria: this parameter carries the access criteria concerning an ECM stream;
. bouquet_id: this parameter is the value of the bouquet_id field as defined by EN 300 468 [1];

. CA_descriptor_insertion_mode: this parameter is provided by a CPSIG/CPSISIG and indicates whether a
PSIG/PSISIG hasto insert the skeleton of CA_descriptors; such a skeleton corresponds to the CA_descriptor
as defined in table 2.51 of 1SO/IEC 13818-1 [7] with an empty private data byte part; it can have the
following values:

- 0x01: the skeleton of the CA_descriptor is always inserted by the PSIG/PSISIG;

- 0x02: no CA_descriptor skeleton isinserted by the PSIG/PSISIG; the CPSIG/CPSISIG is aways
responsible for the generation of this descriptor;

- other values: DVB reserved.
. custom_CAS id: this parameter isthe unique identifier of a C(P)SIG sharing a channel with a (P)SIG;

. custom_channel_id: this parameter isthe identifier of achannel established by a (P)SIG withaC(P)SIG. Itis
unique per custom CAS id;

. custom_stream_id: this parameter is the identifier of a stream established by a (P)SIG with a C(P)SIG for a
transport stream. It is unique per channel;

. descriptor: thisfield represents an instance of a descriptor provided by a C(P)SIG and to be inserted by the
(P)SIG;

. descriptor_insert_status: this parameter indicates if a descriptor insertion requested by a C(P)SIG to a
(P)SIG has been done correctly or has failed, according to the following values:

- 0x00: insertion has been done correctly; this valueis significant after the actual insertion;

- 0x01: insertion failed because of the request was inconsistent (e.g. bad value for location id, lack of
some parameters for agiven location_id); thisvalue is significant immediately after the descriptor
insertion request and prior the actual insertion;
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- 0x02: insertion has failed because the target table is not generated by the (P)SIG; this value is significant
immediately after the descriptor insertion request and prior the actual insertion;

- 0x03: insertion has failed because an error occurred at the moment of insertion of the descriptorsin the
table (e.g., missing space); thisvalue is significant after the actual insertion attempt;

- other values; DVB reserved.

duration: this parameter contains the duration of the event in hours, minutes and seconds. The format is six
4-bit BCD digits. Example: 01:45:30 is coded as 0x014530;

ECM _related_data: thisfield provides the C(P)SIG with the necessary information concerning an ECM
stream that is going to be opened, closed or modified, whose PID is about to change, or that is attached to an
event. It includes the following subfields:

- ES id;

- flow_id: the identifier of the ECM stream;

- flow_super_CAS id: the Super_CAS_id the ECM belongs to;

- flow_PID: the PID value of the concerned ECM stream;

- access _criteria.

error_information: this parameter describes an error reason; its values are given in clause 8.3.4.16;
error_status: this parameter describes an error reason; its values are given in clause 8.3.4.16;

ES id: this parameter is the identifier either of an Elementary Stream to which the ECM stream is attached or
of the PD streaminthe PMT. It is equal to the rank of the description of the Elementary Stream, respectively
of the PD stream, in the PMT. The value 0 identifies the whole service;

event_id: this parameter isthe value of the event_id field as defined by EN 300 468 [1];

event_related_data: thisfield describes a DV B-event. The trigger message does hot contain this parameter
when the value of trigger type is different from "following event" and "future event”. It comprises the
following subfields:

- event_id;

- duration;

- start_time;

- private data.

flow_id: this parameter uniquely identifies a stream for a given stream type and a given flow_super CAS id;
flow_PID: this parameter is the PID value of a stream. It is|eft-padded with zeroesto fill 2 bytes;

flow_PID_change related data: thisfield provides the C(P)SIG with the necessary information concerning
an ECM, EMM or private data stream whose PID is about to change. It includes the following subfields:

- flow_type;

- flow_super_CAS id;
- flow_id;

- flow_PID.

flow_super_ CAS id: this parameter identifies the CA system and the CA subsystem a stream belongs to;
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flow_type: this parameter identifies the type of a stream:

- 0x00: EMM;

- 0x01: private data;

- 0x02: ECM;

- other values: DVB reserved.

flow_stream_type: Stream type value of the PD stream as described in the PMT;

insertion_delay: this parameter gives the amount of time between the time of atrigger cause and the time at
which the descriptors associated to thistrigger cause should be inserted. If insertion_delay is negative, the
descriptor insertion shall be done before the trigger cause;

insertion_delay_type: this parameter indicates to the (P)SIG timing requirements for transmission of the
updated table, with respect to the event start time or ECM modification (as determined by the trigger_type
parameter). This parameter can have either of these values:

- 0x01 ="immediate": the (P)SIG shall immediately insert the set of descriptorsin thetable;

- 0x02 = "synchronized": the (P)SIG shall synchronize the insertion of the set of descriptors with the cause
identified by trigger_id. Aninsertion_delay parameter indicates the amount of time between this cause
and the time of the insertion of the descriptorsin the table;

- other values; DVB reserved.

last_section_indicator: this parameter is a boolean used in a set of messages carrying table sections to
C(P)SIG; when true in a message, it indicates that this message is the last one in the sequence of responses;

location_id: this parameter identifies the table and descriptor loop (if applicable) in which a (P)SIG isto insert
a set of descriptors. See table 32 for values;

max_comp_time: this parameter defines the delay for which atrigger precedes the corresponding scheduled
action; depending on message context this delay is the one estimated by a (P)SIG or the one wanted by a
C(P)SIG;

max_streams: this parameter gives the maximum number of streams supported for a channel by a C(P)SIG or
a (P)SIG, depending on message context;

MPEG_section: this parameter includes one and only one MPEG-2 PS| or DVB-SI section;
network _id: this parameter is the value of the network_id field as defined by EN 300 468 [1];

original_network_id: this parameter is the value of the original_network_id field as defined by
EN 300 468 [1];

private data: this parameter corresponds to the event related private data. Its contents are private;

private data_specifier: this parameter contains the value of a private_data_specifier as defined by
EN 300 468[1] and ETR 162 [3];

PD_related_data: thisfield provides the C(P)SIG with the necessary information concerning a Private Data
stream that is going to be opened, closed or modified. It includes the following subfields:

- ES id;

- flow_id: the identifier of the PD stream;

- flow_super_CAS id: the Super_CAS id the PD belongs to;
- flow_PID: the PID value of the concerned PD stream;

- flow_stream_type;
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- possible private data.

(P)SIG_type: depending on the message context this parameter identifies a (P)SIG asaPSISIG, PSIG or SIG
or aC(P)SIG asa CPSISIG, CPSIG or CSIG. Seetable 29 for values;

segment_number: thisfield represents the number of the segment of an EIT schedule. Refer to
TR 101 211 [4] for the definition of a segment;

service_id: this parameter isthe value of the service_id field as defined by EN 300 468 [1] for aDVB service,
or the PAT program_number of an MPEG-2 program,; this parameter allows to refer to an MPEG2 program,
whichisnot aDVB service;

service_parameters: thisfield includes a set of the following subfields:
- service id;

- trigger_list;

- max_comp_time.

start_time: this parameter contains the start time of the event in Modified Julian Date (MJD) and Universal
Time, Coordinated (UTC) formats. This 5-byte field is coded as 40 bits: the 16 LSBs of MJD, followed by six
4-hit Binary Coded Decimal (BCD) digits representing UTC. Example: 93/10/13 12:45:00 is coded as
0xC079124500;

stream_change_timestamp: thisfield signals the scheduled date and time of a stream change. The format is
the same as the one of start-time field;

stream_change_type: this parameter signals the type of stream change being made:

- 0x01: service creation;

- 0x02: service deletion;

- other values: DVB reserved.

table id: this parameter isthe value of the table id field as defined by ISO/IEC 13818-1[7];

transaction_id: this parameter is the unique identifier of a command; depending on message context, this
parameter may allow to identify a corresponding response;

transport_stream_id: this parameter isthe value of the transport_stream id as defined by
ISO/IEC 13818-1[7];

trigger_id: this parameter uniquely identifies atrigger occurrence. Such atrigger_id defined in a message may
be referred to later on by another message;

trigger_list: this parameter is a 32-bit vector, each bit of which corresponds to atrigger type, according to
table 30. A bit set to 1 means that the corresponding trigger type is concerned. Depending on message context
this vector gives:

- either theintrinsic trigger possibilities of a (P)SIG (at channel setup);
- or the trigger types a C(P)SIG wants to receive (at trigger enable request);

- or the effective trigger types a (P)SIG can generate according to itsintrinsic possibilities and to the
C(P)SIG reguests.

trigger _type: this parameter identifies the type of trigger. See table 30 for values.

Channel-level messages

This clause defines the syntax and semantics of each channel-level message. It refers to the syntax and semantic of
parameters given in clause 8.3.2; however for some parameters according to a particular message context,
complementary descriptions can be given to complete or to replace descriptions given in clause 8.3.2.
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8.3.3.1 Channel_setup message: C(P)SIG O (P)SIG

The channel _setup message is sent by a (P)SIG from the Channel Not Open state, to establish a channel with a
C(P)SIG.

Parameter Number of instances in message

transaction_id 1
custom_CAS _id 1
custom_channel_id 1
(P)SIG_type 1
trigger_list 1

1

max_streams

transaction_id: isthe unique identifier of an instance of this command, allowing to identify the corresponding
response.

(P)SIG_type: identifiesthe (P)SIG asaPSIG, SIG or PSISIG.
trigger_list: givesthetrigger typesthe (P)SIG can actually generate.

max_streams:. informs the C(P)SI G as to the maximum number of streams supported by the (P)SIG for this channel.

8.3.3.2 Channel_status message: C(P)SIG = (P)SIG
The channel_status message is used either:
- by a C(P)SIG from the Channel Setting Up state, to indicate successful channel setup;

- by either a C(P)SIG or a (P)SIG from the Channel Open state, to indicate the status of a channel. This message
follows a channel_test message issued by the process that shares the channel in question when no error has

been detected.
Parameter Number of instances in message
transaction_id 1
custom_channel_id 1
(P)SIG_type 1
trigger_list 1
max_streams 1
CA_descriptor_insertion_mode Oto 1l

transaction_id: is set to the transaction_id of the message to which channel _status refers. Thisisthe transaction id of
the previous channel _setup or a channel _test message.

(P)SIG_type: identifies the type of the message sender asa PSISIG, PSIG or SIG if (P)SIG or asa CPSISIG, CPSIG or
CSIGif C(P)SIG.

trigger_list: liststhe kinds of action triggers supported by the (P)SIG for this channel. When channel_statusisissued
by the C(P)SIG (as aresult of achannel_setup or a channel_test issued by the (P)SIG), this parameter shall be ignored
by the (P)SIG.
max_streams: is used in one of two ways:
- when channel_statusis a response to channel _setup, the C(P)SIG imposes its max_streams limitation on the
(P)SIG. This shall be less than or equal to the value of max_streams supplied by the (P)SIG during
channel_setup;

- when channel_statusis a response to channel_test, max_streams defines the maximum number of streams
supported on this channel. Thisis the value of max_streams returned by the C(P)SIG after channel _setup.
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CA_descriptor_insertion_mode: this parameter is provided by the CPSIG/CPSISIG and indicates whether the
PSIG/PSISIG hasto insert the skeleton of the CA_descriptor; this skeleton corresponds to the CA_descriptor as defined
intable 2.51 of ISO/IEC 13818-1 [7] with an empty private data byte part; this parameter is mandatory and significant
only when channel_statusis issued by the CPSIG as response to a channel _setup command, otherwise it shall be
ignored or can be omitted; it can have the following values:

- 0x01: the skeleton of the CA_descriptor is always inserted by the PSIG;

- 0x02: no CA_descriptor skeleton isinserted by the PSIG; the CPSIG is always responsible for the generation
of this descriptor;

- other values: DVB reserved.

8.3.3.3 Channel_test message: C(P)SIG = (P)SIG

The channel_test message is sent by either a C(P)SIG or a (P)SIG from the channel Open state, to verify that:
- the TCP connection is still aive;
- the channel isin an error-free condition.

The receiver of the channel_test message shall reply with a channel_status message if the channel is free of errors, or a
channel_error message if errors occurred.

Parameter Number of instances in message
transaction_id 1
custom_channel_id 1

transaction_id: isthe unique identifier of an instance of this command, allowing to identify the corresponding
response.

8.3.34 Channel_close message: C(P)SIG O (P)SIG

The channel _close message is sent by the (P)SIG to indicate that the channel isto be closed. This message is not
acknowledged.

Parameter Number of instances in message
transaction_id 1
custom_channel_id 1

transaction_id: isthe unique identifier of an instance of this command.

8.3.35 Channel_error message: C(P)SIG = (P)SIG

The channel_error message is sent by the recipient of a channel_test message or by the C(P)SIG at any time to indicate
that an unrecoverable channel error occurred.

Parameter Number of instances in message
transaction_id 1
custom_channel_id 1
error_status lton
error_information Oton

If this message is generated by the C(P)SIG on unrecoverable error, transaction_id is the unique identifier of an
instance of this command,; if this message is a response to a previous channel_test message, transaction_id is set to the
transaction _id of this channel _test message.
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8.3.4

This clause defines the syntax and semantics of each stream-level message. It refers to the syntax and semantic of
parameters given in clause 8.3.2; however for some parameters according to a particular message context,
complementary descriptions can be given to complete descriptions given in that clause.

Stream-level messages

8.34.1 stream_setup message: C(P)SIG O (P)SIG

The stream_setup message is sent by a (P)SIG from the Stream Not Open state, to establish a new stream with a
C(P)SIG. This message carries the values of service id of all the services broadcast in that transport stream.

Parameter Number of instances in
message
transaction_id 1
custom_channel_id 1
custom_stream_id 1
network_id 1
original_network_id 1
transport_stream_id 1
service id Oton

transaction_id: isthe unique identifier of an instance of this command, allowing to identify the corresponding
response.

The transport stream associated with this custom_stream_id isidentified by network_id, original_network_id and
transport_stream_id.

Each service (DVB service or MPEG2 program, see service_id parameter description in clause 8.3.2.2) present in the
TS shall be described by a service_id parameter. The (P)SIG isrequired to signal NVOD reference servicesin this
manner, even if it does not support private data insertion synchronized with NV OD reference events. The
stream_service_change message is used to signal the addition or deletion of a service.

8.3.4.2 Stream_status message: C(P)SIG < (P)SIG
The stream_status message is used either:
- by a C(P)SIG from the Stream Setting Up state, to indicate successful stream setup;

- by either a C(P)SIG or a (P)SIG from the Stream Open, Stream Trigger Enabling, or Stream Trigger-Enabled
state, to indicate the status of a stream. This message follows a stream_test message issued by the process that
shares the stream in question.

Parameter Number of instances in message
transaction_id 1
custom_channel_id 1
custom_stream_id 1
service id Oton

transaction_id: is set to the transaction_id of the message to which stream_status refers. Thisisthe transaction id of
the previous stream_setup or astream_test message.

All service_id parameters concerning the TS shall be supplied, in a same way as for the stream_setup message, when
stream_statusisissued by a (P)SIG. When stream_statusisissued by the C(P)SIG (as aresult of a stream_setup or a
stream_test issued by the (P)SIG), this parameter is not used.

8.3.4.3 Stream_test message: C(P)SIG = (P)SIG

The stream_test message is sent by either a C(P)SIG or a (P)SIG from the Stream Open state, to verify that the stream is
in an error-free condition.

The receiver of the stream_test message shall reply with a stream_status message if the stream is free of errors, or a
stream_error message if unrecoverable errors have occurred.

ETSI



107 ETSI TS 103 197 V1.3.1 (2003-01)

Parameter

Number of instances in message

transaction_id
custom_channel_id
custom_stream _id

1
1
1

transaction_id: isthe unique identifier of an instance of this command, allowing to identify the corresponding
response.

8.34.4 Stream_close message: C(P)SIG O (P)SIG

The stream_close message is sent by the (P)SIG to indicate that the stream is to be closed. This message is not
acknowledged by the C(P)SIG.

Parameter

Number of instances in message

transaction_id
custom_channel_id
custom_stream id

1
1
1

transaction_id: isthe unique identifier of an instance of this command.

Stream_close_request message: C(P)SIG = (P)SIG

The stream_close _request message is sent by the C(P)SIG to request the (P)SIG to close a stream.

Parameter Number of instances in message
transaction_id 1
custom_channel_id 1
custom_stream id 1

transaction_id: isthe unique identifier of an instance of this command, allowing to identify the corresponding
response.

8.3.4.6 Stream_close_response message: C(P)SIG O (P)SIG

The stream_close response message is sent by the (P)SIG in response to a stream_close _request message.

Parameter

Number of instances in message

transaction_id
custom_channel_id
custom_stream_id

1
1
1

transaction_id: is set to the transaction_id of the message to which stream_close response refers. Thisisthe
transaction_id of the previous stream_close_request message.

8.3.4.7 Stream_error message: C(P)SIG < (P)SIG

The stream_error message is sent by the recipient of a stream_test message or by the C(P)SIG at any time to indicate
that an unrecoverable stream error had occurred.

Parameter

Number of instances in message

transaction_id
custom_channel_id
custom_stream_id
error_status
error_information

1

1

1
lton
Oton
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If this message is generated by the C(P)SIG on unrecoverable error, transaction_id is the unique identifier of an
instance of this command; if this message is a response to a previous stream_test message, transaction_id is set to the
transaction _id of this stream_test message.

8.3.4.8 Stream_service_change message: C(P)SIG O (P)SIG

The stream_service _change message is sent by the (P)SIG to signal a modification in service existencein a TS (addition
of aserviceto aTSor deletion of aservicefromaTs).

M ore sophisticated functions such as service_id change or the move of a service from one TS to another TS can be
achieved by combining these two basic addition and del etion functions.

The head-end (any (P)SIG) shall send astream_service _change messageto all C(P)SIG processes operating in the
Stream Open or Stream Trigger-Enabled state.

This message should be issued by the (P)SIG no later than the scheduled service change. The advance notification time
for this message is not defined by the present document.

This message is not acknowledged by the C(P)SIG.

Parameter Number of instances in message
transaction_id 1
custom_channel_id 1
custom_stream_id 1
service_id 1
stream_change_type 1
stream_change_timestamp Oor1l

transaction_id: isthe unique identifier of an instance of this message.

8.3.4.9 Stream_trigger_enable_request message: C(P)SIG = (P)SIG
The C(P)SIG sends this message to the (P)SIG for one of these reasons:

Notify the (P)SIG that it is ready to receive action triggers, which ones it wantsto receive, and (if possible)
how long before the scheduled action it would like to receive the trigger. This happens after stream setup,
when the stream state machine isin the stream_open state. Transmission of this message, and its receipt by the
(P)SIG, move the stream state machine to the stream_trigger_enabling state. The (P)SIG is required to
response with astream_trigger_enable_response message, whose transmission and receipt move the stream
state machine to the stream_trigger-enabled state.

Change the information supplied to the (P)SIG in the most recent stream_trigger_enable_request message.
This happens when the stream state machine isin the stream_trigger _enabled state. Transmission of this
message and its receipt by the (P)SIG move the stream state machine to the stream _trigger_enabling state. The
(P)SIG isrequired to response with a stream_trigger_enable_response message, whose transmission and
receipt move the stream state machine to the stream _trigger_enabled state back.

Parameter Number of instances in message
transaction_id 1
custom_channel_id 1
custom_stream_id 1
service_parameters Oton

transaction_id: isthe unique identifier of an instance of this command, allowing to identify the corresponding
response.
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The C(P)SIG may define for any servicein the TS the trigger conditions it wants. For such each service, the C(P)SIG
has to supply aservice parametersfield including:
- aservice id parameter to identify the service;
- atrigger_list parameter to identify by which causes the C(P)SIG wants to be triggered;
- amax_comp_time parameter to define how far in advance of a scheduled action the C(P)SIG wants to receive
the corresponding trigger.
8.3.4.10 Stream_trigger_enable_response message: C(P)SIG O (P)SIG

The (P)SIG shall send this message in reply to a stream_trigger_enable_request message from the C(P)SIG. This
message describes the types action triggers it can actually send to the C(P)SIG, on a per-service basis.

Parameter Number of instances in message
transaction_id 1
custom_channel_id 1
custom_stream_id 1
service_parameters Oton

transaction_id: is set to the transaction _id of the stream_trigger_enable request message to which this message refers.

For each service specified by the C(P)SIG in the preceding stream_trigger_enable request message, the (P)SIG hasto
supply aservice_parametersfield including:

. aservice id parameter to identify the service;

. atrigger_list parameter to identify for which causes the (P)SIG can generate triggers. Thistrigger_list isthe
logical AND of the following:

- the trigger_list from the preceding stream trigger_enable_request message, which represents the triggers
that the C(P)SIG would like to receive;

- asimilar vector of the (P)SIG's capabilities for the current channel. This latter vector is supplied as the
trigger_list in the channel _setup message;

- alogical vector where "0" bits represent the impossibility of generating certain trigger types for certain
kinds of services.

. amax_comp_time parameter to define how far in advance of a scheduled action the (P)SIG might possibly,
given sufficient advance notification, send the corresponding trigger. The actual advance notification is
estimated by the (P)SIG; the present document does not provide any mechanisms to guarantee the accuracy of
this value.

8.3.4.11 Trigger message: C(P)SIG O (P)SIG

The trigger message is sent by the (P)SIG to the C(P)SIGs under any of the circumstances, identified by the value for
the trigger_type parameter: it is generated according to the trigger types allowed in the relevant
stream_trigger_enable_response message.

This message is not acknowledged.

The content of the trigger message depends on the trigger_type value, as shown in the following table:
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Parameter Number of Number of Number of Number of | Number of
instances in instances in instances in instances in | instances in
message message message message message
Following event Future event ECM related PID change | PD related
event event
(all cases)

transaction_id 1 1 1 1 1
custom_channel_id 1 1 1 1 1
custom_stream_id 1 1 1 1 1
service_id 1 1 1 0/1 1
trigger_id 1 1 1 1 1
trigger_type 1 1 1 1 1
event_related_data 1 1 0 0 0
ECM_related_data OtoN 0 1 0 0
flow_PID_change_related_data 0 0 0 1 0
PD related data 0 0 0 0 1

When the trigger message pertains to following event, it shall contain as many ECM_related data fields as there are
ECM stream references (i.e. CA-descriptors) pertaining to the relevant CAS in the whole service description

(i.e.inPMT).

InaPID changetrigger for an EMM stream, the service-id parameter shall be omitted; for other stream types, this
parameter shall be included.

transaction_id: isthe unique identifier of an instance of this message.

trigger_id: uniquely identifiesthistrigger occurrence: thistrigger_id may be referred to later on by the
descriptor_insert_request message.

8.3.4.12

Table_request message: C(P)SIG = (P)SIG

The table_request message is sent by the C(P)SIG to request MPEG-2 PSI or DVB Sl table data from the (P)SIG. The
value of the custom_stream_id parameter identifies the transport_stream on which the table is broadcast.

Parameter

Number of instances in message

transaction_id
custom_channel_id
custom_stream_id
table_id

network_id
transport_stream_id
original_network_id
service_id
bouquet_id
event_id
segment_number

1

1

1

1
Oor1l
Oorl
Oorl
Oorl
Oorl
Oor1l
Oorl

transaction_id: isthe unique identifier of an instance of this command, allowing to identify the corresponding

response.

table id: isthe value of the table id field as defined by ISO/IEC 13818-1 [7]. It identifies the subtable requested by the

CPSIG.

The C(P)SIG requests either complete PSI tables or S| sub-tables (see EN 300 468 [1]). AsEIT Schedule sub-tables
may be very large, the protocol optionally allows the C(P)SIG to request only the part of the EIT Schedule sub-table
that concerns a specific event or a specific segment. In case the request concerns a specific event_id, the value of the
table id field shall be arbitrarily set to 0x50 for the events pertaining to the current TS, and 0x60 for the events

pertaining to an EIT other.

Table 31 indicates which parameters (network_id, original_network_id, transport_stream_id, service_id,
bouquet_id, event_id, segment_number) shall be present in the message, depending on the type of PSI/SI table data
requested by the C(P)SIG. According to thistable, the transport_stream id and original_network_id parameters
identifying the transport stream carrying the requested table are implicitly included in the custom_stream_id parameter.
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8.3.4.13 Table_response message: C(P)SIG [0 (P)SIG
The table_response message is sent by the (P)SIG as aresponse to the table_request message.

If the table does not fit into asingle table_response message, the (P)SIG shall split the requested sub-table into several
table_response messages with the same transaction_id. In every case the last table_response message for atableis
indicated with the last_section_indicator set to "true".

When this message is a response to arequest for EIT data pertaining to a single event, the sections that are returned with
this message are limited to the sections containing data pertaining to that event. Likewise, when this messageisa
response to arequest for EIT data pertaining to a single segment, the sections that are returned with this message are
limited to the sections containing data pertaining to that segment, i.e. 8 sections are returned.

A single instance of atable response may carry several MPEG_sections.

If thereisno MPEG_section, this means that the table that is requested is not generated by the (P)SIG.

Parameter Number of instances in message
transaction_id 1
custom_channel_id 1
custom_stream_id 1
last_section_indicator 1
MPEG _section Oton

transaction_id: is set to the transaction_id of the table request to which this message refers.

8.3.4.14 Descriptor_insert_request message: C(P)SIG = (P)SIG

The descriptor_insert_request message is sent by the C(P)SIG. It indicates to the (P)SI G the descriptors that the
C(P)SIG wants to be inserted in the PSI/S| tables.

The descriptors in this message cancel and replace all the existing descriptors in the same location, uniquely associated
to the same custom _CAS id and for the same private_data specifier if given in the message. In particular, using an
empty list removes all descriptors of the custom _CAS id in that location.

This message carries all the information that the (P)SIG needs to know where and when to insert the descriptors. The
table below describes the parameters that need to be present in the message, depending on the PSI/S| table which is
addressed.

Depending on the needs of the C(P)SIG, this message can be sent asynchronoudly or as a consequence of a previous
trigger message. In the latter case, it containsthetrigger_id parameter.

Parameter Number of instances in message
transaction_id 1
custom_channel_id 1
custom_stream_id 1
trigger_id Oor1l
insertion_delay_type 1
insertion_delay Oorl
location_id 1
bouquet_id 0 or 1 (see table 32)
network_id 0 or 1 (see table 32)
original_network_id 0 or 1 (see table 32)
transport_stream_id 0 or 1 (see table 32)
service_id 0 or 1 (see table 32)
event_id 0 or 1 (see table 32)
ES id 0 or 1 (see table 32)
private_data_specifier Oorl
descriptor Oton

transaction_id: isthe unique identifier of an instance of this command, allowing to identify the corresponding
response.

custom_stream_id: identifies the transport stream on which the table that has to be updated, is broadcast.
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trigger_id: refersto a previoustrigger message. Thisfield is optional. When not in the message the request for
insertion is asynchronous.

The value of insertion_delay_type can be " synchronized" only when the descriptor_insert_request message isrelated
to atrigger message, viathetrigger_id value.

private data_specifier: This parameter contains the value of aprivate data specifier (see EN 300 468 [1] and
ETR 162 [3]); when this optional parameter is supplied, one of two cases applies:

- if the (P)SIG is able to generate a private data specifier_descriptor, the (P)SIG shall insert the following set of
descriptorsin the scope of aprivate data specifier_descriptor it generates with the value given by the
private data specifier parameter;

- if the (P)SIG cannot generate a private_data_specifier_descriptor, the private_data_specifier parameter is
ignored.

Table 32 indicates, for each MPEG-2 PS| and DVB Sl table, which parameters (location_id, bouquet_id, network_id,
original_network_id, transport_stream_id, service_id, event_id, ES_id) are needed to define where the descriptor
given in the descriptor parameter shall be inserted. According to this table, the transport_stream_id and
origina_network_id parameters identifying the transport stream carrying the targetted table are implicitly included in
the custom_stream_id parameter.

8.3.4.15 Descriptor_insert_response message: C(P)SIG O (P)SIG

The (P)SIG shall send this message in reply to a descriptor_insert_request message from the C(P)SIG. This message
describes the status of the descriptor insertion.

This message can be sent immediately after the reception of the corresponding request, or after the actual insertion has
been attempted or completed.

Parameter Number of instances in message
transaction_id 1
custom_channel_id 1
custom_stream_id 1
descriptor_insert_status 1

transaction_id: is set to the transaction_id of the descriptor_insert_request message to which this message refers.

8.3.4.16 PID_provision_request message: C(P)SIG = (P)SIG

The PID_provision_request message is sent by the C(P)SIG to receive from the (P)SIG the current PID value of a
stream identified by the combination { flow_type, flow_super_CAS id, flow_id}.

Parameter Number of instances in message
transaction_id 1
custom_channel_id
custom_stream_id
flow_type
flow_super_CAS_id
flow _id

PR RPRER

transaction_id: isthe unique identifier of an instance of this command, allowing to identify the corresponding
response.
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8.3.4.17 PID_provision_response message: C(P)SIG O (P)SIG

The (P)SIG shall send this message in reply to aPID_provision request message from the C(P)SIG. This message gives
the current PID value of aflow identified by the combination {flow_type, flow_super CAS id, flow_id}.

Parameter

Number of instances in message

flow_id

transaction_id
custom_channel_id
custom_stream_id
flow_type
flow_super_CAS_id

flow PID

1

RPRREPRRPRE

transaction_id: is set to the transaction_id of the PID_provision_request message to which this message refers.
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TCP connection level errors are beyond the scope of the present document. Only channel, stream and
application level errors are dealt with. These errors occur during the lifetime of a TCP connection.

Table 35: C(P)SIG connection-oriented protocol error values

error_status value Error type
0x0000 DVB Reserved
0x0001 invalid message
0x0002 unsupported protocol version
0x0003 unknown message_type value
0x0004 message too long
0x0005 unknown custom_stream_id value
0x0006 unknown custom_channel_id value
0x0007 too many channels on this C(P)SIG
0x0008 too many data streams on this channel
0x0009 too many data streams on this C(P)SIG
0x000A unknown parameter_type
0x000B unknown transaction_id value in response message
0x000C not compliant C(P)SIG- and (P)SIG-types
0x000D invalid value for DVB parameter
0x000E unknown custom_CAS_id value
0x000F unknown bouquet_id value
0x0010 invalid CA_descriptor_insertion_mode value
0x0011 invalid descriptor_insert_status
0x0012 inconsistent ES _id value
0x0013 unknown event_id value
0x0014 unknown flow_id value
0x0015 unknown flow_super_CAS_id
0x0016 invalid flow_type
0x0017 invalid insertion_delay_type value
0x0018 invalid location_id value
0x0019 unknown network_id value
0x001A unknown original_network_id value
0x001B invalid (P)SIG or C(P)SIG value
0x001C invalid stream_change_type value
0x001D invalid table_id value
0x001E unknown transport_stream_id value
0x001F invalid trigger_type value
0x0020 unknown service_id
0x0021 missing_service_id
0x0022 inconsistent length for DVB parameter
0x0023 missing mandatory DVB parameter
0x0024 invalid PID value
0x0025 unexpected trigger message
0x0026 unknown segment_number
0x0027 unknown trigger_id value
0x0028 unknown private_data_specifier value
0x0029 unknown descriptor_insert_status value
0x002A custom_channel_id value already in use
0x002B custom_stream_id value already in use
0x002C flow_id value already in use

0x002D to Ox6FFF DVB Reserved
0x7000 unknown error
0x7001 unrecoverable error

0x7002 to OX7FFF DVB Reserved

0x8000 to OXxFFFF head-end specific/CA system specific/User defined
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8.4 SIMF-based protocol

This clause specifies the SIMF-based implementation of the C(P)SIG = (P)SIG interface. Thisimplementation is based
on the (P)SI Object Information Group of the Simulcrypt Identification Module (SIM) and the Operations Reference
Point (ORP) operations paradigm that can be used between any components within Simulcrypt (see clause 7):

- this operations paradigm is introduced in clause 8.4.1;

- its application to the C(P)SIG < (P)SIG interface and the conceptualization of the (P)SI object information
group are introduced in clause 8.4.2;

- the (P)SI object information group is defined in clause 8.4.2.4.

8.4.1 Operations Reference Points (ORPS)

The information exchange and synchronization between any number components is accomplished through the SIMF as
follows:

. the component advertises information such as SI/PSI information through a Management Information Base
(examples SNMPv2 SMI MIB); that is done through a software agent (e.g. SNMPv2 agent) or through an
object server (e.g. CORBA object server or RMI object server) or aweb server;

. the component implements the SIMF events and logs modul es which enables the asynchronous notification
capability of the management system;

. the CAS Manager reads the Head-end/Uplink MIBs on a periodic basis, updates its custom information and
registersitself as arecipient of events caused by updatesin the Head-end/Uplink MIB;

. the CAS Manager updates the Head-end/Uplink with CA information on a periodic basis or upon receiving an
event from the Head-end/Uplink or another CAS component through one of the following means:

- sets the Uplink MIBs through the network management protocol;

- updates its own MIBs, which causes events that result in notifications to be sent to the Head-end/Uplink
manager.

Figure 16 illustrates this synchronization and information exchange mechanism within the Uplink/Head-end.

An Operation Reference Point (ORP) defines the interface between two Head-end/Uplink components. It replaces a
custom communications protocol, which would need to be designed for that particular interface by a generic
information exchange and event notification mechanism.

The four basic ingredients, which enable ORP, based information exchange and synchronization are:

- information access through a standardized management protocol such as SNMP or CMIP or through a
standardized OO protocol such as CORBA I10OP or Java RMI;

- information advertisement through a management information base or an object broker;
- event trigger configuration, event forwarding configuration, and event notifications;

- event logging.
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Figure 16: Operations Reference Points

8.4.2  Application of ORPs to the C(P)SIG = (P)SIG Interface

Information exchange and synchronization between C(P)SI and (P)SI generators is accomplished as follows using
ORPs:

. the (P)SIG implements three SNMPv2 SMI modules:
- events module as specified in Common Information Modules Section;
- logs module as specified in Common Information Modules Section;
- (P)SI/C(P)SI information within the (P)SIG which is defined in a group consisting of 9 tables as follows:

. (P)SIG Information - thistable is used to identify the different (P)SIG communications profiles;
thereis one entry in this table for each transport stream supported by the (P)SIG; if different (P)SIG
configurations are supported for the same transport stream, there is one entry in thistable for each
of these configurations;

" (P)SIG Configuration - this table is used by the C(P)SIG to configure the (P)SIG with information
defining triggering parameters for ECM, EMM, and Event triggers;

" ECM Trigger Table - thistable contains al currently active ECM triggers,
. Flow PID Change Trigger Table - thistable contains all currently active Flow PID change triggers;
" Event Trigger Table - thistable contains all currently active event triggers;

. Descriptor Insert Table - thisis the table used by the C(P)SIG to communicate descriptor insertion
information to the (P)SIG;

" Descriptor Insert Descriptor Table - thisis a sub-table of the Descriptor Insert Table containing the
actual descriptorsto be inserted;
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. Table Provisioning Request Table - thisis the table used by the C(P)SIG to request table
provisioning by the (P)SIG;

" PID Provisioning Table - thisis the table used by the C(P)SIG to request Flow PID provisioning by
the (P)SIG.

The five transaction types across the C(P)SIG = (P)SIG ORP are:

1) ECM/Event/Flow Change Triggering - An event occurs within the (P)SIG which causes asynchronous
information (e.g. (P)S! tables) to be communicated to the C(P)SIG and which may be followed up by the
C(P)SIG inserting descriptorsinto the (P)SIG's (P)SI information;

2) (P)SlI Table Provisioning - The C(P)SIG requests and obtains (P)SI information from the (P)SIG;
3) (P)SI Descriptor Insertion - The C(P)SI G requests that a descriptor be inserted into the (P)SIG's (P)SI tables;

4)  Transport Stream Service Changes - A transport stream service change is signalled by the (P)SIG by changing
avariablein its static configuration table. All interested C(P)SI Gs can receive value change notifications by
configuring the (P)SIGs EFD table;

5) PID Provisioning - The C(P)SIG requests and gets the current PID value of a particular stream identified by its
unique identifier.
8.42.1 ECM/Event/Flow Change Triggering
The (P)SI/C(P)SI ORP facilitates ECM/Event/Flow Change Triggering as follows:

1) the(P)SIG'sEvent Tableis configured from start-up to generate events whenever there is anew entry in any of
the three Trigger tables (i.e. the ECM, and Event Trigger tables); for each type of Trigger thereis a different
type of event;

2) the (P)SIG advertises which types of triggersit supports through a SIM variable;

3) the C(P)SIG configuresthe (P)SIG's Configuration Table with triggering parameters such as the types of
triggersit wishesto receive, delay, etc;

4)  the C(P)SIG configuresthe (P)SIG's Event Forwarding Discriminator (EFD) table with event forwarding
information such as | P address, notification type (confirmed/unconfirmed), filtering (i.e. CAS id);

5) the (P)SIG generates atrigger and populates the Trigger table as configured;
6) thegeneration of atrigger causes an event to be generated, which is forwarded as defined in the EFD table;
7)  the C(P)SIG receives the event and reads the trigger from the (P)SIG.
If thetrigger causes the C(P)SIG to insert descriptors the C(P)SIG writes descriptors into the (P)SIG's descriptor insert
table.
8.4.2.2 (P)SI Table Provisioning

The C(P)SIG requests (P)SI through the (P)SIG's Provisioning table. Thistable isjust an interface to the (P)S|
information within the (P)SIG or a proxy function to such information. The reply to the provisioning request contains
the desired table or a part of the desired table if the table istoo large to be sent in one reply. If the part number returned
is 0 the table part returned is the last or only table part. Otherwise, it is the sequence number of the next table part that
should be retrieved by the C(P)SIG and the C(P)SIG has to continue requesting table parts until it receives one with the
sequence number O.

8.4.2.3 (P)SI Descriptor Insertion

The C(P)SIG requests (P)SI descriptor insertion through the (P)SIG's Descriptor Insert table. That table may also be just
an interface to (P)SIG's descriptor insert application. The reply to the descriptor insert request informs the C(P)SIG
whether the descriptor insertion was successful.
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Transport Stream Service Changes

The (P)SIG announces changes in services on the transport stream by changing a variable in the (P)SIG Configuration
Table that contains the service identifiers of al services on the transport stream.

Each C(P)SIG configuresthe (P)SIG's event and EFD tables so that it will receive anotification if the (P)SIG transport
stream service list variable changes.

8.4.2.5

PID Provisioning

The C(P)SIG requests from the (P)SIG the PID value assigned by the head-end to a stream (ECM, EMM or private
data) through the PID Provisioning table. That table may be also just an interface to (P)SIG's database. The streamis
identified by its type, the identifier of the CA system and the CA sub-system the stream belongs to, and a unique stream

number. The reply to this request contains the PID value.

8.4.3

This group consists of ninetables:

- (P)SIG Information Table;

- (P)SIG Configuration Table;

- ECM Trigger Table;

- Event Trigger Table;

- Flow PID Change Trigger Table;

- Descriptor Insert Table,

- Descriptor Insert Descriptor Table;

- Table Request Table;

- PID Provisioning Table.

8.43.1

Information Table

SIM (P)SIG Group Specification

Thefirst table isthe (P)SIG information table. It is used by the (P)SIG to advertise its configuration, the transport
streams it handles, and the services contained in all the transport streams. The table is indexed by simPsigindex. The
information consists of the following.

Table 36: CIM - SIM (P)SIG Group - (P)SIG Information Table

Object

Size/Description

Object Justification

Head-end/CAS
Manager Maximum
Access Right

simPsigindex 2 uimsbf/unique index of the identifies the (P)SIG read
(P)SIG Table communications profile
simPsigType 1 uimsbf/(P)SIG type definition |identifies whether the (P)SIG is a read
PSIG, a SIG or a PSISIG
simPsigTriggerSupport |4 uimsbf/trigger type definition  |identifies which trigger types the read
(P)SIG supports
simPsigNetworkld 2 uimsbf/the network identifier  |identifies the network read
(see EN 300 468 [1])
simPsigONetworkld 2 uimsbf/the original network identifies the original network read
identifier (see EN 300 468 [1])
simPsigTransStreamld |2 uimsbf/transport stream identifies the transport stream read
identifier (see EN 300 468 [1])
simPsigTSServices bslbf/list of services identifiers  |identifies all services on the read

transport stream
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8.4.3.2 Configuration Table

The second table is the configuration table. It is used to configure (P)SIG/C(P)SIG interaction. Each table row accessis
controlled by the administrative state variable and the row status variables as defined in the corresponding ITU-T and
|ETF standards. The tableisindexed by the smPsigConfigCustCasld, the simPsigConfiglndex and the simPsigl ndex.
Each C(P)SIG enters one or more entries (rows) into this table. Each row defines one (P)SIG/C(P)SIG communications
profile.

Each communications profile isidentified by the unique index. There may be multiple entries for the same Custom
Conditional Access System Identifier (ssmPsigConfigCustCasld). Each entry defines the types of triggers that the
C(P)SIG enables and the amount of time the C(P)SIG needs after receiving atrigger to insert descriptors into the
(P)SIG'stable (smPsigConfigMaxCompTime). The enabling is also characterized by any combination of the following
parameters: service identifier and CA_descriptor insertion mode.

Table 37 summarizes this information.

Table 37: CIM - SIM (P)SIG Group - Configuration Table

Object Size/Description Object Justification Head-end/CA
Manager Maximum
Access Right
simPsigConfigindex 2 uimsbf/unique index of the  [identifies the C(P)SIG read-create
(P)SIG Configuration Table communications profile.
simPsigindex 2 uimsbf/unique index of the |identifies the (P)SIG read-create
(P)SIG Table communications profile
simPsigConfigAdminState enumerated/administrative enables locking for read-create
state of the table row (as in synchronized access of
ITU-T multiple head-end or CAS
Recommendation X.731[8])  |network managers
simPsigConfigCpsigType 1 uimsbf/C(P)SIG type identifies whether the C(P)SIG read-create
definition is a CPSIG, a CSIG or
CPSISIG
simPsigConfigCustCasld 4 uimsbf/Custom CAS enables identification of read-create
Identifier C(P)SIGs
simPsigConfigMaxCompTime |2 uimsbf/maximum time enables (P)SIG to estimate the read-create
needed to process trigger by |time between its triggering and
C(P)SIG descriptor insertion by the
C(P)SIG
simPsigConfigServiceld 2 uimsbf/service identifier (see |identifies the service read-create
EN 300 468 [1])
simPsigConfigTriggerEnable 2 uimsbf/trigger type definition |identifies which trigger types read-create
the C(P)SIG wants
simPsigConfigCADInsMode enumerated/defines identifies whether the (P)SIG read-create
CA_descriptor insertion mode |has to insert the skeleton of
the CA_descriptor
simPsigConfigEntryStatus enumerated/row creation enables row creation control read-create
status as defined in the
RFC 1901 [15] to
RFC 1908 [22]

8.4.3.3 ECM Trigger Table

The third table isthe ECM Trigger table. It is used for the (P)SIG to enter ECM Triggers and for the C(P)SIG to read
them. Upon entering a new entry (ECM Trigger) into thistable an event is automatically generated by the (P)SIG as
specified in the Events Configuration Table of the Simulcrypt Events Module (SEM). This event is an object value
change event and carries the instance identifier of ECM Trigger Table Index as changed object identifier and the
Custom CAS identifier as specific problems. This alows EFD filtering in the SEM on the Custom CAS identifier and
communicates the event type (through the event name) and the ECM Trigger index to the C(P)SIG through the EFD and
through a value change notification. The value change notification can be either confirmed or unconfirmed.

Each trigger isidentified by the unique index (ssimPsigecmTrindex) and announces asingle ECM stream creation or
ECM stream deletion. The ECM stream created/deleted can be DVB Service wide or just component wide. If itis
component wide a head-end wide Elementary Stream identifier isincluded in the table.
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There may be multiple table rows per trigger depending on whether there are multiple components attached or not. Each
table row is uniquely indexed by the simPsigEcmTrlndex.

Each table row consists of a network identifier (ssmPsigecmTrNetworkld), the original network identifier
(smPsigecmTrONetworkld), the transport stream identifier (SmPsigecmTrTransStreamld), the service identifier
(simPsigeEcmTrServiceld), possibly the elementary stream identifier if the ECM stream is to be component level only
(simPsigecmTrEsld), the ECM trigger type which could be ECM stream open, close or access_criteria change
(smPsigeEcmTrType), the Super CAS Identifier (SsmPsigecmTrSuCasld), the ECM unique identifier
(smPsigecmTrEcmid), the ECM PID (simPsigecmTrEcmPid), the access criteria (S mPsigecmTrAccessCriteria).

Table 38 summarizes this information.

Table 38: CIM - SIM (P)SIG Group - ECM Trigger Table

Object Size/Description Object Justification Head-end/CA Manager
Maximum Access
Right

simPsigEcmTrindex 2 uimsbf/unique identifier of identifies the (P)SIG ECM read-create
the ECM Trigger Trigger

simPsigEcmTrNetworkld 2 uimsbf/the network identifier [identifies the network read
(see EN 300 468 [1])

simPsigeEcmTrONetworkld 2 uimsbf/the original network |identifies the original network read
identifier
(see EN 300 468 [1])

simPsigEcmTrTransStreamld |2 uimsbf/transport stream identifies the transport stream read
identifier
(see EN 300 468 [1])

simPsigEcmTrServiceld 2 uimsbfithe service identifier |identifies the service read
(see EN 300 468 [1])

simPsigEcmTrEsld 2 uimsbf/the elementary identifies the elementary read
stream identifier stream if the ECMs are to be

applied component wide only
and not service wide

simPsigEcmTrType enumerated/identifies the distinguishes between ECM read
trigger type stream open, close, and
access criteria change triggers
simPsigEcmTrSuCasld 4 uimsbf/the Super CAS identifies the CAS read
identifier
simPsigeEcmTrEcmid 2 uimsbf/the ECM stream identifies uniquely the ECM read
identifier stream
simPsigEcmTrEcmPid 2 uimsbf/ithe ECM PID identifies the ECM PID read
simPsigEcmTrAccessCriteria  |bslbf/the access criteria specifies the access criteria read
8.4.3.4 Flow PID Change Trigger Table

The fourth table is the Flow PID Change Trigger table. It is used for the (P)SIG to enter Flow PID Change Triggers and
for the C(P)SIG to read them. Upon entering a new entry (Flow PID ChangeTrigger) into thistable an event is
automatically generated by the (P)SIG as specified in the Events Configuration Table of the Simulcrypt Events Module
(SEM). Thisevent is an object value change event and carries the instance identifier of Flow PID Change Trigger Table
Index as changed object identifier and the Custom CAS identifier as specific problems. This allows EFD filtering in the
SEM on the Custom CAS identifier and communicates the event type (through the event name) and the Flow PID
Change Trigger index to the C(P)SIG through the EFD and through a value change notification. The value change
notification can be either confirmed or unconfirmed.

Each trigger isidentified by the unique index (simPsigFlowTrlndex) and announces a single Flow PID change. Each
table row consists of the trigger index (smPsigFlowTrIndex), the flow type (smPsigFlowTrType), the super CAS
identifier (simPsigFlowTrSuCasld), the flow identifier (smPsigFlowTrFlowld), and the flow PID
(smPsigFlowTrFlowPID). The table isindexed by the trigger index.
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Table 39 summarizes this information.

Table 39: CIM - SIM (P)SIG Group - Flow PID Change Trigger Table

Object Size/Description Object Justification Head-end/CA Manager
Maximum Access Right
simPsigFlowTrIindex 2 uimsbf/unique identifier of the identifies the (P)SIG Flow read-create
Flow Trigger Trigger
simPsigFlowTrType enumerated/specifies the flow type [the flow type can be ECM, read
EMM or private data
simPsigFlowTrSuCasld |4 uimsbf/the Super CAS identifier  |identifies the CAS read
simPsigFlowTrFlowld 2 uimsbf/flow identifier uniquely identifies the flow read
for a given flow type and
CAS identifier
simPsigFlowTrFlowPID |2 uimsbf/flow PID identifies the flow PID read
8.4.3.5 Event Trigger Table

Thefifth table isthe Event Trigger table. It is used for the (P)SIG to enter Event Triggers and for the C(P)SIG to read
them. Upon entering a new entry (Event Trigger) into thistable an event is automatically generated by the (P)SIG as
specified in the Events Configuration Table of the Simulcrypt Events Module (SEM). This event is an object value
change event and carries the instance identifier of the Event Trigger Table Index as changed object identifier and the
Custom CAS identifier as specific problems. This alows EFD filtering in the SEM on the Custom CAS identifier and
communicates the event type (through the event name) and the Event Trigger index to the C(P)SIG through the EFD
and through a value change notification. The value change notification can be either confirmed or unconfirmed.

The Event Trigger table isindexed by the unique Event Trigger Index (smPsigEvntTrindex).

Each trigger is identified by the unique index (SimPsigEvntTrindex). Each table row consists of a network identifier
(smPsigevntTrNetworkld), the original network identifier (simPsigEvntTrONetworkld), the transport stream identifier
(smPsigevntTrTransStreamld), the identifier of the service (SmPsigEvntTrServiceld), the event identifier
(smPsigevntTrEventld), the start time (smPsigEvntTrStartTime), the duration of the event (ssmPsigEvntTrDuration),
and the event related private data (S mPsigEvntTrPrivateData).
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Table 40 summarizes this information.

Table 40: CIM - SIM (P)SIG Group - Event Trigger Table

Object Size/Description Object Justification Head-end/CA
Manager Maximum
Access Right

simPsigEvntTrindex 2 uimsbf/unique index of the  |identifies the (P)SIG Event read
(P)SIG EVENT TriggerTable |Trigger

simPsigEvntTrNetworkld 2 uimsbf/the network identifier [identifies the network read
(see EN 300 468 [1])

simPsigEvntTrONetworkld 2 uimsbf/the original network |identifies the original network read
identifier
(see EN 300 468 [1])

simPsigEvntTrTransStreamld |2 uimsbf/transport stream identifies the transport stream read
identifier
(see EN 300 468 [1])

simPsigEvntTrServiceld 2 uimsbf/service identifier (see [identifies the service read
EN 300 468 [1])

simPsigEvntTrEventld 2 uimsbf/event identifier (see |identifies the event read
EN 300 468 [1])

simPsigEvntTrStartTime 5 bslbf/the start time in Indicates the start time read

Modified Julian Date (MJD)
and Universal Time,
Coordinated (UTC) formats.
The Field is coded as 16 bits of
LSBs of MJD, followed by six
4-bit (BCD) digits representing
UTC.

simPsigEvntTrDuration 3 uimsbf/the event duration in [indicates the duration of the read
hours, minutes, and seconds |event
as six 4-bit BCD digits
simPsigEvntTrPrivateData bslbf/variable length event event related user private data read
related user private data

8.4.3.6 PD Trigger Table

The sixth table isthe PD Trigger table. It is used for the (P)SIG to enter PD Stream Event Triggers and for the C(P)SIG
to read them. Upon entering a new entry (PD Trigger) into this table an event is automatically generated by the (P)SIG
as specified in the Events Configuration Table of the Simulcrypt Events Module (SEM). This event is a object value
change event and carries the instance identifier of PD Trigger Table Index as changed object identifier and the Custom
CAS identifier as specific problems. This allows EFD filtering in the SEM on the Custom CAS identifier and
communicates the event type (through the event name) and the PD Trigger index to the C(P)SIG through the EFD and
through a value change notification. The value change notification can be either confirmed or unconfirmed.

Each trigger isidentified by the unique index (simPsigPdTrIndex) and announces the creation, the deletion, thein PMT
location modification or the content modification of a single PD stream. The concerned PD stream can be DVB Service
wide or just component wide. If it is component wide a head-end wide Elementary Stream identifier isincluded in the
table.

There may be multiple table rows per trigger depending on whether there are multiple components attached or not. Each
table row is uniquely indexed by the smPsigPdTrIndex.

Each table row consists of a network identifier (ssmPsigPdTrNetworkld), the original network identifier
(simPsigPdTrONetworkld), the transport stream identifier (ssimPsigPdTrTransStreamld), the service identifier
(ssmPsigPdTrServiceld), possibly the elementary stream identifier if the PD stream isto be component level only
(smPsigPdTrEsld), the PD trigger type which could be PD stream open, close, in PMT location change or content
change (ssmPsigPdTrType), the Super CAS Identifier (smPsigPdTrSuCasld), the PD unique identifier
(smPsigPdTrEcmid), the PD PID (simPsigPdTrEcmPid), the private data (SSmPsigPdTrPrivateData).
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Table 40a summarizes this information.

Table 40a: CIM - SIM (P)SIG Group - PD Trigger Table

Object Size/Description Object Justification Head-end/CA Manager
Maximum Access
Right

simPsigPdTrIndex 2 uimsbf/unique identifier of identifies the (P)SIG PD read-create
the PD Trigger Trigger

simPsigPdTrNetworkld 2 uimsbf/the network identifier |identifies the network read
(see EN 300 468 [1]])

simPsigPdTrONetworkld 2 uimsbf/the original network |identifies the original network read
identifier
(see EN 300 468 [1])

simPsigPdTrTransStreamid 2 uimsbf/transport stream identifies the transport stream read
identifier
(see EN 300 468 [1])

simPsigPdTrServiceld 2 uimsbf/the service identifier |identifies the service read
(see EN 300 468 [1])

simPsigPdTrEsld 2 uimsbf/the elementary identifies the PD stream in the read
stream identifier PMT

simPsigPdTrType enumerated/identifies the distinguishes between PD read
trigger type stream open, close, in PMT

location change or content
change change triggers

simPsigPdTrSuCasld 4 uimsbf/the Super CAS identifies the CAS read
identifier

simPsigPdTrPdld 2 uimsbf/the PD stream identifies uniquely the PD read
identifier stream

simPsigPdTrPdPid 2 uimsbf/the PD PID identifies the PD PID read

simPsigPdTrPdStreamType uimsbf/the PD PID identifies the PD stream type read

simPsigPdTrPrivateData bslbf/the private data specifies the private data read

8.4.3.7 Descriptor Insert Table

The sixth table is the Descriptor Insert table. It is used for the C(P)SIG to enter (P)SI descriptors and for the (P)SIG to
read them. Entering of a descriptor completes the cycle which was started by EMM/ECM/Event triggering. The actual
descriptors to be inserted are written into the descriptor table. The descriptor insert status is communicated back in the
descriptor insert reply message (i.e. each set is confirmed by a get-response in SNMP) or as a val ue change notification
(i.e. the C(P)SIG configures events and EFDs to monitor the status object identifier instance of the descriptor table
entry). Each table row access is controlled by the administrative state variable and the row status variables as defined in
the corresponding ITU-T and |IETF standards.

Each descriptor isidentified by the unique index (s mPsigDesclnsl ndex). Each table row consists of the index and type
of the trigger that caused the descriptor insertion (SsmPsigDescInsTrindex, simPsigDesclnsTrType), of a descriptor
insert location designator (s mPsigDesclnsLocationld), of a number of parameters specifying the descriptor, and also
the descriptor insertion delay (ssmPsigDescinsDelay) and the descriptor insertion delay type

(smPsigDesclnsDelay Type).

ETSI



124

Table 41 summarizes this information.
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Table 41: CIM - SIM (P)SIG Group - Descriptor Insert Table

Object

Size/Description

Object Justification

Head-end/CA
Manager
Maximum

Access Right

simPsigDesclnsindex

2 uimsbf/unique index of the
(P)SIG Descriptor Insert Table

identifies the (P)SIG Descriptor
Insert

read-create

simPsigDesclnsAdminState

enumerated/administrative
state of the table row (as in
ITU-T Recommendation X.731

[8])

enables locking for synchronized
access of multiple head-end or
CAS network managers

read-create

simPsigDescInsTrindex

2 uimsbf/unique index of the
(P)SIG Trigger Table

identifies the (P)SIG Trigger
associated with this descriptor
insertion

read-create

simPsigDescInsTrType

enumerated/identifies the type
of the trigger

indicates whether the trigger index
is an ECM, or Event index

read-create

simPsigDesclnsLocationld

enumerated/location identifier
of the descriptor destination

identifies the table and position
where the descriptor is to be
inserted

read-create

simPsigDesclnsNetworklid

2 uimsbf/the network identifier
(see EN 300 468 [1])

identifies the network

read-create

simPsigDesclnsONetworkld

2 uimsbf/the original network
identifier (see EN 300 468 [1])

identifies the original network

read-create

simPsigDesclInsTransStreamld

2 uimsbf/transport stream
identifier (see EN 300 468 [1])

identifies the transport stream

read-create

simPsigDesclnsServiceld

2 uimsbf/service identifier (see
EN 300 468 [1])

identifies the service

read-create

simPsigDescInsElmStreamid

2 uimsbf/elementary stream
identifier (see EN 300 468 [1])

identifies the elementary stream

read-create

simPsigDescInsBouquetld

2 uimsbf/bouquet identifier (see
EN 300 468 [1])

identifies the bouquet

read-create

simPsigDesclnsEventld

2 uimsbf/event identifier (see
EN 300 468 [1])

identifies the event

read-create

simPsigDescIinsONetworkld2loop

2 uimsbf/original network
identifier (see EN 300 468 [1])

identifies the original network in
the 2" |oop

read-create

simPsigDesclnsNetworkldOther

2 uimsbf/network identifier (see
EN 300 468 [1])

identifies the other network

read-create

simPsigDesclnsTransStreamid20
rO

2 uimsbf/transport stream
identifier (see EN 300 468 [1])

identifies the transport stream in
2nd |oop or other

read-create

simPsigDesclInsDelayType

enumerated/immediate or
synchronized

indicates whether the (P)SIG shall
immediately insert the set of
descriptors in the table or shall
synchronize the insertion with a
triggered event start or ECM
stream modification

read-create

simPsigDesclnsDelay

tcimsbf/ms

if the delay insertion type is
synchronized this indicates the
amount of time between the time
the event is supposed to occur
and the time at which the
descriptors are to be inserted; a
negative time indicates that the
tables should be broadcast before
the ECM stream modification or
event start

read-create

simPsigDescPrivDataSpfier

2uimsbf (see EN 300 468 [1]
and ETR 162 [3])

Private data specifier which is
inserted into the TS by (P)SIG if
possible.

read-create

simPsigDesclInsEntryStatus

enumerated/row creation status
as defined in the RFC 1901
[15] to RFC 1908 [22]

enables row creation control

read-create
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8.4.3.8 Descriptor Insert Descriptor Table

The seventh table is an extension to the descriptor insert table. It consists of alist of descriptors

(simPsigDescl nsDescriptor) to be inserted and their insertion return status (simPsigDescl nsDescriptorStatus). The table
isindexed by the index of the descriptor insert table and by its own unique index. This allows multiple descriptors to be
associated with the same insertion and thus also with the same trigger. Each table row access is controlled by the
administrative state variable and the row status variables as defined in the corresponding ITU-T and IETF standards.

Table 42 summarizes this information.

Table 42: CIM - SIM (P)SIG Group - Descriptor Insert Descriptor Table

Object Size/Description Object Justification Head-end/CA
Manager Maximum
Access Right
simPsigDesclInsDesclndex 2 uimsbf/unique index of the |identifies the (P)SIG read-create
(P)SIG Descriptor Insert Descriptor Insert Descriptor
Descriptor Table
simPsigDesclnsDescAdminState |enumerated/administrative  |enables locking for read-create
state of the table row (as in  [synchronized access of
ITU-T multiple head-end or CAS
Recommendation X.731 [8]) [network managers
simPsigDesclnsDescriptor bslbf/the descriptor the descriptor to be inserted read-create
simPsigDesclInsDescriptorStatus [enumerated/the descriptor  [indicates whether the read-create
insertion status descriptor has been inserted
or not
simPsigDescInsDescEntryStatus |enumerated/row creation enables row creation control read-create
status as defined in the RFC
1901 [15] to RFC 1908 [22]

8.4.3.9 Table Request Table

The eighth table isthe Table Request table. It is used for the C(P)SIG to request and retrieve (P)SI tables from the
(P)SIG. Thetableisused as an interface to the (P)SI database. Since tables retrieved may exceed the maximum message
size supported by the underlying transport (i.e. SNMP) a mechanism is provided to support arbitrary length tables. The
reply to the provisioning request contains the desired table or a part of the desired table if the tableis too large to be sent
in one reply. If the part number returned is O this table part returned is the last or only table part. Otherwise, it isthe
sequence number of the next table part that should be retrieved by the C(P)SIG and the C(P)SIG has to continue
requesting table parts until it receives one with the sequence number 0.

Each provisioning request is identified by the unique index (ssimPsigTblProvindex). Each table row consists of atable
identifier (smPsigTblProvTableld), of a network identifier (simPsigTblNetworkld), of a original network identifier
(simPsigTblONetworkld), the transport stream identifier (ssimPsigThl TransStreamld), the service identifier
(simPsigTblServiceld), the bouquet identifier (ssmPsigTblBouquetld), the event identifier (ssmPsigTblEventid), the
segment number (simPsigTblSegmentNr), the table part requested (simPsigTblProvPart), and the table part number
(simPsigTblProvPartNumber). The initial request always has a part number 0. Each subsequent request of the same
table has the part number requested.
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Table 43 summarizes this information.

Table 43: CIM - SIM (P)SIG Group - Table Request Table

ETSI TS 103 197 V1.3.1 (2003-01)

Object

Size/Description

Object Justification

Head-end/CA Manager
Maximum Access Right

simPsigTblProvindex

2 uimsbf/unique index of the
(P)SIG Table Request Table

identifies the (P)SIG Table
Request

read-create

simPsigTblProvTableld

enumerated/table identifier

identifies the table requested

read-create

simPsigTbINetworkld

2 uimsbf/the network
identifier (see
EN 300 468 [1])

identifies the network

read-create

simPsigThlONetworkld

2 uimsbf/the original network
identifier (see
EN 300 468 [1])

identifies the original network

read-create

simPsigTbITransStreamld

2 uimsbf/transport stream
identifier (see
EN 300 468 [1])

identifies the transport stream

read-create

simPsigTblServiceld

2 uimsbf/service identifier
(see EN 300 468 [1])

identifies the service

read-create

simPsigTblBouquetld

2 uimsbf/bouquet identifier
(see EN 300 468 [1])

identifies the bouquet

read-create

simPsigTblEventld

2 uimsbf/event identifier
(see EN 300 468 [1])

identifies the event

read-create

simPsigTblIONetworkld2loop

2 uimsbf/original network
identifier (see
EN 300 468 [1])

identifies the original network
in the 2" loop

read-create

simPsigTbINetworkldOther

2 uimsbf/network identifier
(see EN 300 468 [1])

identifies the other network

read-create

simPsigTblTransStreamld20rO

2 uimsbf/transport stream
identifier (see
EN 300 468 [1])

identifies the transport stream
in 2" loop or other

read-create

simPsigTbhlSegmentNr

2 uimsbf/segment
number(see TR 101 211 [4])

number of the segment

read-create

simPsigThlProvPart

bslbf/the table part

the table part

read

simPsigTblProvPartNumber

2 uimsbf/the table part
number

the table part number

read-create
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8.4.3.10 PID Provisioning Table

The ninth table isthe PID Provisioning table. It is used for the C(P)SIG to request from the (P)SIG the PID value
assigned by the head-end to a stream (ECM, EMM, or private data). The stream isidentified by its type, the identifier of
the CA system and the CA sub-system the stream belongs to, and a unique stream number. The reply to this request
contains the PID value.

The PID Provisioning table is indexed by the Super CASidentifier (SsmPsigProvSuCasld), and the flow identifier
(smPsigProvFlowld). A PID provisioning request is made by the C(P)SIG by simply reading the corresponding PID
variablein the table, i.e. an SNMP get on simPsigProvFlowPID indexed by the right flow type, Super CAS identifier,
and flow identifier. The actual implementation of the table may be just an interface to an appropriate database or
application.

Table 44 summarizes this information.

Table 44: CIM - SIM (P)SIG Group - PID Provisioning Table

Object Size/Description Object Justification Head-end/CA
Manager Maximum
Access Right

simPsigPIDProvFlowType |enumerated/flow type specification [identifies whether the PID read-create
provisioning request is for an
ECM, EMM, or private data

flow
simPsigPIDProvSuCasld 4 uimsbf/Super CAS identifier identifies the CAS read
simPsigPIDProvFlowld 2 uimsbf/flow identifier uniquely identifies the flow read

for a given flow type and
CAS identifier
simPsigPIDProvFlowPID 2 uimsbf/flow PID identifies the flow PID read

8.4.4  Conformance Requirements

Table 45 summarizes the conformance requirements for management entities implementing the Simulcrypt
Identification Module (SIM), by group.

Table 45: CIM - SIM (P)SIG Group - Conformance Requirements

Common Information Management Management Management Management Management
Model - CIM Simulcrypt | Entity Hosting | Entity Hosting | Entity Hosting | Entity Hosting | Entity Hosting
Identification Module |or Representing|or Representing|or Representing|or Representing|or Representing
Group an ECMG an EMMG a PDG a (P)SIG a C(P)SIG
mndt | optnl | mndt | optnl | mndt | optnl | mndt | optnl | mndt | optnl

Ident Group X X X X X

ECMG Group X

EMMG/PDG Group (without X X

LAPG table)

EMMG/PDG Group (LAPG X X

Table)

PSIG Group X

CPSI Group X
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9 (P)SIG = MUX interface

9.1 Overview

Thediagram in figure 17, illustrates the exact role of the (P)SIG&®MUX interface in the context of a Simulcrypt
head-end system.

In this clause, the acronym (P)SIG stands either for a PSISIG, a unique logical component generating both PS| and S
tables, or for apair (PSIG, SIG) i.e. two distinct unique logical components generating respectively PSI and Sl tables.

Content Data, ECMs, EMMs, Private Data...

Transport
Stream

Events, PIDs,
Service Plan, Configurations...

Multiplexer

(P)SIG

Private Descriptors

Figure 17: Role of the (P)SIG and the MUX along with their mutual relations

The main function of the (P)SIG is to provide MUXes of the head-end with the appropriate PSI/SI tables for their
respective transport streams. Additionaly, private sections may possibly come with the PSI/SI tables so asto be
broadcast with the same PID(s).

The (P)SIG may have to deal with more than one MUX and so may have to generate specific tables for more than one
transport stream. Nonetheless, each MUX getsits PSI/SI from only one unique (P)SIG.

.

e ot Mo
(P)SIG | { PSIy I |psysiprivate data | | { PSIy | q
1 Carougel!  [------------—1 -p Garousel!
e e Transport
Stream
K MUX
.~ Two different models of the
" interface

NOTE: The location of the PSI Carousel is shown, in a logical manner, as possibly in the (P)SIG or the MUX. For
each link (P)SIG = MUX of the head end, it shall be present in one of both.

Figure 18: The role of the PSI carousel logical component
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These tables have to be inserted cyclically in the transport stream with respect to a specific period. The component
responsible for this data carousel may be either the (P)SIG or the MUX. Two models are specified for thisinterface
depending on which component isin charge of this data carousel (see figure 18). The choice between these models may
for example be motivated according to the respective type of the different tables which are to be broadcast.

9.2 Interface principles

9.2.1 Description

Thisinterface is based on a Channel/Stream model as used by the other connection-based protocols defined in the
present document.

The (P)SIG, as aclient, connectsto one MUX, the server, in establishing a channel associated to one particular pair
(transport_stream ID,network_ID. The (P)SIG is alowed to open with the MUX as many channels for the same
Transport Stream as it wants, associated to the same pair (transport_stream_1D,network_ID).

Each channel is dedicated to either of the two models of the interface: a parameter indicates at channel level if the
PSI/SI tables transmitted on this channel are expected to be carouseled in the MUX or in the (P)SIG.

After the channel is open between the (P)SIG and the MUX, the (P)SIG can open streams on this channel. Each of them
shall actually address one and only one PID in the TS. It is forbidden to have two different open streams dedicated to
the same PID value of the same transport stream at the same time. If the (P)SIG tries to set up a stream with aPID value
of thistransport stream already in use by a stream of the same or another channel, it shall be answered by an error

message.

From this point, the principles of the interface and the nature of the stream messages depend on which model of the
interface was selected at the channel level. For this reason, the two cases are described separately in the two following
clauses.

9.211 Model of the interface (P)SIG <~ MUX with the carousel built in the MUX

This model of the interface is used to transmit, from the (P)SIG to the MUX and for each needed PID, the list of
sections (PSI and/or Sl tables associated to possible private tables) that the MUX will have to insert cyclically in the
transport stream it generates.

Accordingly, when needed, the collection of sections which have to be inserted cyclically in the TS on aparticular PID
is sent once on the appropriate stream (i.e. addressing this PID value) along with their respective periods of repetition
and an activation time. Later, if one or more sections shall be either updated, removed or added to those currently
broadcast, a new complete collection of sectionsis built and transmitted to the MUX so as to replace the previous one.

A specia case occurs with the management of the two DVB Sl tables in charge of carrying the time and date
information in the transport streami.e. the TDT and the TOT (see[1]).

Actually, the TDT roleis merely to convey the current UTC-time and date information. It is thus a single short section
constituted of one single parameter called UTC-time. In particular, according to [1], it is not possible to insert any other
descriptor in thistable.

The TOT carries exactly the same information plus possible local_time_offset_descriptors, each indicating the local
time offset of a particular zone with respect to the UTC time.

Now, the accuracy requirements in the management of these two specific tables, mainly in the population of the
UTC time field, impose distinct requirement for them compared with the other more static kinds of PSI/S| tables. In
particular, it is preferable to leave the responsibility of populating the UTC time field to the MUX, which is better able
to respect these precision constraints.

For this reason, the MUX is given the role of generating on its own the TDT table and of inserting it in the transport
stream. Actually, the operation isto update its UTC _time field. The insertion period shall however respect requirement
givenin[1] and not be greater than 30s.
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Regarding the TOT, instead of sending the whole table, the interface between the (P)SIG and the MUX will only be
used to transmit its template, that isto say a complete version of the table but with the UTC_time field set to an arbitrary
value. Using thistemplate, the MUX shall generate the table in merely filling its UTC_time field synchronously (and in
an accessory manner the CRC) before sending it out.

Each time the template of the TOT changes, in particular regarding the local _time_offset_descriptorsit contains, the
(P)SIG will transmit to the MUX anew version of the template taking into account these modifications.

9.21.2 Model of the interface (P)SIG < MUX with the carousel built in the (P)SIG

In this model the carousdl is performed in the (P)SIG and the interface is only used to transmit the datato the MUX (in
aMPEG section or transport packet format) so as to be directly inserted in the transport stream. The role of the (P)SIG
in this model is very akin to the role of a Private Data Generator (PDG). The stream messages related to this model of
the interface are thus based on those specified for the TCP-connection-based version of the EMMG/PDG&MUX
interface (see clause 6) but with the following modifications:

. The data to transmit being only PSI/SI tables possibly associated with private data, the data_type parameter is
removed

. The data_ID parameter being no longer useful, it is replaced in the stream messages where it occurs by the
packet_|D value of the PID with which the PSI/SI packets are to beinserted inthe TS.

. Asthereisonly onelogical (P)SIG per particular transport stream, with the acronym (P)SIG standing either
for PSISIG or for one pair (PSIG, SIG), the notion of client_ID is removed.

. Two streams open by the (P)SIG are not allowed to use at the same time the same packet_ID value.

. The bandwidth negotiation is mandatory for each stream and isinitiated in the stream_setup/stream_status
messages.

. The only authorized format for the datagram is the MPEG-2 packet format,

. An alternative is proposed, when transmitting the PSI/SI/Private data streams in a transport packet format, to
use the DVB ASI interface (as specified in [24] and [25]) for the data provisioning. The selection of the
provisioning mode is made in the channel _setup message. In this case, the TCP/IP connection is preserved and
all the TCP/IP messages except the data_provision, are still used for control purposes. This control layer isin
particular used to send to the MUX the PID value of the PSI/SI section in the incoming ASI stream. (The use
of the ASI provisioning mode isinformatively described in annex J)

9.2.2 Channel and Stream specific messages
Theinterface shall carry the following channel messages:

For both models

. channel_setup

. channel_test

. channel_status

. channel_close

. channel_error

For the first model when the carousel is performed in the MUX only

. CIM_channel_reset
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Theinterface shall carry the following stream messages:
For both models
e stream_setup
s stream_status
e stream test
e stream_error
. stream_close_request
. stream_close_response
For the first model with the carousel in the MUX only
. CiM_stream_section_provision
For the second model with the carousel in the (P)SIG only
. CiP_stream BW _request
. CiP_stream BW_allocation
. CiP_data_provision
These messages are defined further in clauses 9.5, 9.6, 9.7 and 9.8.

9.2.3 Channel establishment

The (P)SIG is assumed to have a prior knowledge of the mapping between the pairs (Transport_Stream |d,
network_|D) (each identifying one particular transport stream), and the respective pairs (IP Address, Port Number) of
the MUXes.

Once the TCP connection is established, the (P)SIG sends a channel _setup message to the MUX containing the
transport_stream |ID and the network_ID of the expected TS and an indication of which model of the interface is used
by this channel.

When the selected model is the one with the carousel performed in the (P)SIG, the message specifies also which of
either the ASI or TCP/IP provisioning mode is going to be used.

In case of success of the channel setup, the MUX replies by sending back a channel_status message.

In case of arejection or afailure during channel set-up, the MUX replies with achannel_error message. This means
that the channel has not been opened by the MUX and the (P)SIG shall close the TCP connection.

The (P)SIG can open with the same MUX as many channel for the same transport stream as it wants, and each channel
is allowed to use either of the two models of the interface.

9.2.4  Stream level protocol for the model with the carousel in the MUX

9.24.1 Stream establishment

The (P)SIG sends a stream_setup message to the MUX. This message contains in particular the value of the PID with
which the sections provisioned on this stream will have to be inserted in the targeted transport stream. Two different
streams are not allowed to manage the same PID value at the same time.

In case of successthe MUX replies by sending back a stream_status message.

In case of arejection or afailurethe MUX replies with astream _error message. One particular case of failure may be
the fact that the PID value requested is already currently used by the (P)SIG.
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9.24.2 Provision of the PSI/SI or private sections

Once the connection, channel and stream have been correctly established, the (P)SIG can send to the MUX the sections
it wants to be broadcast on the particular PID associated to this stream. The sections are transmitted in
CiM_stream_section_provision messages and they replace the possible previous sections broadcast on this PID by the
MUX.

If no section is provisioned in the CiM_stream_section_provision message then the MUX shall stop sending out any
sectionson this PID.

When the PID value associated with the stream is 0x0014, the message may then be used to send a TOT template
section to the MUX in order to request of the MUX to generate the TOT. If a new template is transmitted then the MUX
shall replace any possible previous version. If the CiM_stream_section_provision message is sent with no template then
the MUX shall cease broadcasting the TOT.

9.24.3 Stream closure

Stream closure is always initiated by the (P)SIG. Thisis done by means of astream close request message. A
stream_close_response message indicates the stream has been closed.

However, a stream closure does not mean that the broadcasting of the associated sectionsisinterrupted. The last
previously transmitted collection of MPEG sections shall still be carouseled by the MUX so asto avoid missing (P)SI
tables in the transport stream.

Nevertheless, the PID previously managed by this stream is now released. Therefore, when the (P)SIG connectsto the
MUX, it shall be authorized to open a stream in charge of this PID. Two situations can then occur, either the (P)SIG is
still using the same model of the interface with the carousel performed in the MUX, then the MUX shall keep on
sending out the previous list of tables until a new one istransmitted by the (P)SIG, or the (P)SIG now uses the other
model, then the MUX shall stop the broadcast of the previous list of tables as soon as the new stream is open.

These rules apply as well in case of connection losses, channel/stream closures or channel/stream losses between the
two components.

Furthermore, the (P)SIG is offered a simple way to force the MUX to stop playing out al collections of sections which
are till broadcast on non-locked PIDs, namely on PIDs which are not associated to active Streams anymore. For that
purpose, the (P)SIG only hasto send a CiM_channel_reset message with an optional activation time.

9.2.5 Stream level protocol for the model with the carousel in the (P)SIG

9.25.1 Stream establishment

For this model, the (P)SIG aso sends astream_setup message to the MUX. In case of success the MUX replies by
sending back a stream_status message. In case of arejection or afailure the MUX replies with a stream_error message.

The stream_setup message contains in particular the value of the PID, called packet_ID, with which the PSI/SI
provisioned on this stream will have to be inserted in the final transport stream. Two different streams opened by the
(P)SIG are not alowed to manage the same PID value at the sametime.

If the value of the packet ID is 0x0014, the MUX shall cease generating the TDT and inserting it in the transport
stream. Aslong asthe stream is open, the (P)SIG is responsible for managing the TDT.

Once the connection, channel and stream have been correctly established the PSI/S| data will be transferred. They shall
be transferred as TS packets. The (P)SIG indicates at channel_setup which of the two different data provisioning modes
is selected for this channel between ASI or TCP/IP. Inthe ASI case, the MUX is assumed to have a prior knowledge of
the physical location of the ASI stream.

In both cases, the PSI/SI shall be inserted in the transport stream in the same order as they are provided by the (P)SIG.
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9252 Bandwidth allocation

During stream set-up the (P)SI G shall request the bandwidth needed for that stream in the stream_setup message. The
MUX will then respond with the bandwidth that has been allocated for that stream. The (P)SIG can, at alater time,
request an adjustment in the bandwidth allocation.

The (P)SIG/Mux protocol bandwidth is defined as the bandwidth occupied in the transport stream by tables provided
upon the PSIG/Mux protocol, considering 188 byte TS packets (ie. including header, = 1 504 bits per packet).

The (P)SIG/Mux protocol bandwidth is actually evaluated in a X second window applied to the transport stream. The
origin of these "bandwidth windows" is arbitrary The window length X shall be proposed by the Mux vendor and
accepted by PSIG vendor.

—ur g

X seconds

v

The exceeded bandwidth error may thus be generated according to a diding average over some bandwidth windows.

9.25.3 Stream closure

Stream closure is always initiated by the (P)SIG. This can occur when a PSI/SI stream is no longer needed. Thisis done
by means of a stream close request message. A stream close response message indicates the stream has been closed.
9.2.6 Channel closure

Channel closure can occur when the Channel is no longer needed or in case of error (detected by (P)SIG or reported by
MUX). Thisis done by means of a channel_close message sent by the (P)SIG. Subsequently, the connection shall be
closed by both sides.

9.2.7 Channel/Stream testing and status

At any moment either component can send a channel_test/stream test message to check the integrity of a
channel/stream. I n response to this message the receiving component shall reply with either a channel/stream status
message or a channel/stream error message.

9.2.8 Unexpected communication loss

Both (P)SIG and MUX shall be able to handle an unexpected communication loss (either on the connection, channel or
stream level).

Each component, when suspecting a possible communication loss (e.g. a 10 second silent period), should check the
communication status by sending a test message and expecting to receive a status message. If the status message is not
received in a given time (implementation specific) the communication path should be re-established.

9.2.9 Handling data inconsistencies

If the MUX detects an inconsistency it shall send an error message to the (P)SIG. If the (P)SIG receives such a message
or detects an inconsistency it may close the connection. The (P)SIG (as the client) will then (re-)establish the
connection, channel and (if applicable) streams.

NOTE: The occurrence of auser defined or unknown parameter_type or message_type shall not be considered as
an inconsistency.
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9.2.10 Error management

Error processing in PSIG/Mux protocol shall be performed in asimilar way as described in TR 102 035 [28] for all
other connection-based protocols.

9.3 Parameter_type values

Table 46 defines the paramater_type values used by the interface (P)SIG <= MUX. The nature of each parameter is
described in the following section.

Table 46: Parameter_type values for (P)SIG = MUX interface

Parameter_type Value |Parameter type Units Length (bytes)
0x0000 DVB Reserved
0x0001 (P)SIG_type uimsbf 1
0x0002 channel _ID uimsbf 2
0x0003 stream_ID uimsbf 2
0x0004 transport_stream_ID uismbf 2
0x0005 network ID uismbf 2
0x0006 packet ID uimsbf 2
0x0007 interface_mode_configuration uimsbf 1
0x0008 max_stream uimsbf 2
0x0009 table_period_pair CompoundTLV variable
0x000A MPEG _section user defined variable
0x000B repetition_rate uimsbf 4
0x000C activation time 8
Year uimsbf 2
Month uimsbf 1
Day uimsbf 1
Hour uimsbf 1
Minute uimsbf 1
Second uimsbf 1
Hundredth_second uimsbf 1
0x000D datagram user defined variable
0x000E bandwidth uimsbf/kbits/s 2
0x000F initial_bandwidth uimsbf/kbits/s 2
0x0010 max_comp_time uimsbf/ms 2
0x0011 ASI_input_packet ID uimsbf 2
0x0012 to OX6FFF Reserved - -
0x7000 error_status uimsbf 2
0x7001 error_information user defined variable
0x7003 to OX7FFF Reserved - -
0x8000 to OxFFFF User defined - -

9.4 Parameter semantics

activation_time: Thisinteger specifies the exact time when the message shall be executed by the MUX. Thisvalueis
in coordinated universal time (UTC) format i.e.:

Year . Hundredth
VISB SB Month Day Hour Minute Second of seconds
lbyte lbyte 1 byte 1 byte 1 byte 1 byte 1 byte 1 byte
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ASl_input_packet_ID: This optional parameter isonly used when the PSI/SI/Private data streams are transmitting to
the MUX viathe ASI interfacei.e. when the interface_mode_configuration parameter in the channel _setup message
was previously set to 0x82. In this case, this parameter indicates to the MUX the PID value of the input PSI/SlI/data
streams that has to be remultiplexed in the final transport stream with the PID value given by the packet _ID parameter.

bandwidth: This parameter is used in stream BW _request and Stream BW _allocation messages to indicate the
requested bit rate or the allocated bit rate respectively. It is the responsibility of the (P)SIG to maintain the bit rate
generated within the limits negociated pwith the MUX. It should be noted that the (P)SIG may operate from 0 kbits/s up
to the negotiated rate. The (P)SIG shall not exceed the negotiated rate.

channel_ID: Thisidentifier uniquely identifies a channel between the (P)SIG and aMUX.

datagram: Thisisthe PSI/SI data. The Datagram shall be transferred in TS packet format only.
error_information: This parameter shall provide additional information to indicate the error condition.
error_status: This parameter shall provide a unique identifier to indicate the error condition.

initial_bandwidth: This parameter indicates for a particular stream, depending if it comes from the (P)SIG or from the
MUX, theinitia value in the Transport Stream either of the maximum bandwidth needed by the (P)SIG or of the
bandwidth allocated by the MUX for the insertion of the PSI/SI tables which are going to be transmitted on this stream.
Afterwards, the (P)SIG may request an adjustment of this value in sending anew CiP_Sream BW _request message.

interface_mode_configuration: This parameter provides configuration information to the MUX. It specifiesin
particular which model of the interface is used by the channel. If the selected model is the one with the carousdl in the
(P)SIG, it also signalsif the ASI provisioning mode is going to be used or not. Accordingly, the following table
summarizes the possible values of this parameter.

Interface_mode_configuration| Model of the interface Datagram provisioning
values mode
0x00 Carousel of the RSI/SI/data in TCP/IP data_provision
tables performed in the MUX messages.
0x01 to Ox07F Reserved
Carousel of the PSI/Sl/data | in TCP/IP data_provision
0x80 -
tables performed in the messages.
0x81 (P)SIG via an ASI connection.
0x82 to OxFF Reserved

max_comp_time: This parameter is communicated by the MUX to the (P)SIG during channel set-up. It isthe worst
case time needed by an MUX to take into account anew CiM_stream section_provision message. Thistimeistypically
used by the (P)SIG to decide how long in advance the message shall be transmitted to the MUX so as to meet the
expected activation_time.

max_stream: Thisinteger gives the maximum number of streamsaMUX is able to treat in the same time for this
model of the interface.

MPEG_section: MPEG-2 section (PSI, SI and/or private section) that has to be broadcast in the transport stream
addressed by the Channel with the PID value assigned to this Stream.

network_1D: This parameter with the transport_stream |ID parameter shall uniquely identify the MPEG transport
stream within the network. Refer to DVB Sl specification [1] for more information.

packet |D: This parameter indicatesin the final transport stream the value of the MPEG packet identifier which will
carry the sections provisioned on this stream.

(P)SIG_type: This parameter identifiesif the channel is open by a PSISIG, a PSIG or a SIG according to the following
table:

(P)SIG_type values (P)SIG processes
0x01 PSIG
0x02 SIG
0x03 PSISIG
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repetition_rate: Thisvalue givesin milliseconds the period of the cyclic insertion of the list of sections associated with
itinatable period pair item.
stream_| D: Thisidentifier uniquely identifies a stream within a channel.

table period_pair: This parameter associates together the list of sections making up atable that isto be cyclically
broadcast with the repetition rate at which the MUX shall achieve this cyclic insertion.

transport_stream_|D: This parameter associated to the network _|ID parameter shall uniquely identify the MPEG
transport stream within the network. Refer to DVB Sl specification [1] for more information.

9.5 Channel specific Messages

9.5.1 Channel_setup message: (P)SIG = MUX

Parameter Number of instances in message
channel_ID 1
transport_stream_ID 1
network_ID 1
(P)SIG_type 1
interface_mode_configuration 1

The channel_setup message (message_type = 0x0411) is sent by the (P)SIG to set-up a channel once the TCP
connection has been established. It shall contain the (P)S G _type to identify the client, the Transport_stream ID and
network_id parameters to confirm to the MUX to which Transport stream the channel isintended. It shall also indicate
with the appropriate value of the interface_mode_configuration what model of the interface is used by this channel,
possibly which format is used by the datagrams and which provisioning mode is sel ected.

9.5.2 channel_test message: (P)SIG = MUX

Parameter Number of instances in message
channel_ID 1

A channel_test message (0x0412) may be sent by either the (P)SIG or the MUX to check if the connection is still alive
and error free.

The peer shall respond with a channel_status message if the Channel is free of errors, or achannel_error message if
not. If the peer does not respond within a reasonable amount of time, the sender may assume the connection is no longer
valid and it may close the connection.

9.5.3 channel_status message: (P)SIG = MUX

Parameter Number of instances in message
channel_ID 1
(P)SIG_type 1
interface_mode_configuration 1
max_stream 1
max_comp_time 0/1

The channel_status message (message_type = 0x 0413) is sent in response to a channel_setup message or channel _test
message.

When the message is a response to a set-up, the value of the parameter max_streamis the one requested by the MUX. It
will be valid during the whole life time of the channel. The values of the other parameters are those of the parameters
provided in the related channel_setup message.

When the message is aresponse to a test, the values of al the parameters shall be those currently valid in the channel.
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9.5.4  channel_close message: (P)SIG = MUX

Parameter

Number of instances in message

channel ID

1

A channel _close message (message_type = 0x 0414) shall be sent by the (P)SIG to indicate that the channel isto be

closed.

No more messages shall be exchanged between the MUX and the (P)SIG.

9.5.5 channel_error message: (P)SIG =« MUX

Parameter Number of instances in message
channel_ID 1
error_status lton
error_information Oton

A channel_error message (message_type = 0x 0415) is sent by the recipient of a channel_setup message or by the
MUX at any time to indicate that an unrecoverable channel level error occurred. A table of possible error conditions can

be found in clause 9.9.

9.6 Stream specific messages for both models

9.6.1 stream_setup message: (P)SIG = MUX

Parameter Number of instances in message
channel_ID 1
stream_ID 1
packet_ID 1
ASI_input_packet_ID 0/1
initial_bandwidth 0/1

The stream_setup message (message_type = 0x 0421) is sent by the (P)SIG to set-up a stream once the Channel has
been established.

The AS_input_packet ID parameter shall be used and is mandatory only if the interface_mode_configuration
parameter in the channel_setup message was set to Ox81.

Theinitial_bandwidth parameter shall be used only if the interface_mode_configuration parameter in the channel _setup
message was set to 0x80 or 0x81. In this case, it is mandatory.

9.6.2 Stream_test message: (P)SIG = MUX

Parameter Number of instances in message
channel_ID 1
stream_|D 1

The stream_test message (message_type = 0x 0422) is used to request a stream_status message.

The stream_test message can be sent at any moment by either entity. The peer shall reply with astream_status message
if the stream is free of errors, or astream error message if errors have occurred.
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9.6.3 Stream_status message: (P)SIG = MUX

Parameter Number of instances in message
channel_ID 1
stream_ID 1
packet_ID 1
ASI_input_packet_ID 0/1
initial_bandwidth 0/1

The stream_status message (message _type = 0x 0423) isareply to the stream_setup message or the stream_test
message.

The value of the packet_ID parameter shall be the one sent initially by the (P)SIG in the stream_setup message.

The values of the parameters shall be those currently valid in the stream. The AS_input_packet _I1D parameter is
provided only if the interface_mode_configuration parameter in the channel_setup message was set to Ox81.

Theinitial_bandwidth parameter shall be used only if the interface_mode_configuration parameter in the channel _setup
message was set to 0x80, or 0x81. In this case, it is mandatory. When this message is areply to astream test message,
the returned value is the last negotiated bandwidth value currently used.

9.6.4  Stream_close_request message: (P)SIG = MUX

Parameter Number of instances in message
channel_ID 1
stream_|D 1

The stream_close_request message (message_type = 0x 0424) is sent by the (P)SIG to indicate that the stream isto be

closed.

9.6.5  Stream_close_response message: (P)SIG O MUX

Parameter Number of instances in message
channel_ID 1
stream_|D 1

The stream_close_response message (message_type = 0x 0425) is sent by the MUX indicating the stream that is being

closed.

9.6.6 Stream_error message: (P)SIG < MUX

Parameter Number of instances in message
channel_ID 1
stream_ID 1
error_status lton
error_information Oton

A stream_error message (message_type = Ox 0426) is sent by the recipient of a stream_test message or by the MUX at
any time to indicate that an unrecoverable stream level error occurred. A table of possible error conditions can be found

below in clause 9.9.
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9.7 Specific messages for the model with the carousel in the

MUX

The use of the following messagesis allowed only if the interface_mode_configuration parameter in the channel _setup

message was previously set to 0x00.
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9.7.1 CiM_stream_section_provision: (P)SIG = MUX

Parameter

Number of instances in message

channel_ID
stream_ID
activation_time
table_period_pair

1

1

1
Oton

A CiM_stream_section_provision message (message_type = Ox 0431) is sent by the (P)SIG to transmit the list of tables
that the MUX shall broadcast in the transport stream it manages. The MUX will have to insert cyclically and
simultaneously, on the PID associated to this stream, each list of sections given in each Table period_pair item with the
period specified for each by the repetition_rate value.

The MUX shall respond with a stream_status or stream_error message. It is recommended the MUX rapidly respond.

The format of the table period pair parameter is defined as follows:

Parameter

Number of instances in message

MPEG_section
repetition_rate

n
1

The activation_time parameter indicates when the MUX has to start the broadcast of these sections. If it indicates a
moment in the past, the broadcast is to be started immediately or as soon as possible.

The broadcast by the MUX of all these transmitted sections replaces the one of those possibly previously provisioned
on thisPID. If notable period pair itemis supplied, it means that no section has to be sent out on this PID anymore.

If the value of the packet ID associated with this stream is 0x0014, a TOT template may be supplied in the
MPEG_section parameter of one of the transmitted table period pair items. In that case the format of the template
shall comply with the one specified in [1] and the value of the table ID shall be 0x73. The MUX shall then use this
template to generate the TOT by overwriting synchronously its UTC _time field (and also the CRC). Afterward, it shall
insert it in the transport stream according to the repetition_rate parameter specified in the table_period_pair item.

9.7.2 CiM_channel_reset: (P)SIG = MUX

Parameter Number of instances in message
channel ID 1
activation_time 1

A CiM_channel_reset message (message_type = 0x0432) is sent by the (P)SIG to the MUX so asto force the latter to
stop playing out all the previoudly transmitted collection of PSI/Sl/private sections currently broadcast on PIDs not
locked anymore by a stream.

The activation_time parameter indicates when the MUX has to perform this reset. If it indicates atime in the past, the
broadcast is to be stopped immediately or as soon as possible.
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9.8 Specific messages for the model with the carousel in the
(P)SIG

The use of the following messagesis allowed only if the interface_mode_configuration parameter in the channel _setup
message was previously set to 0x80 or to 0x81.

9.8.1 CiP_Stream_BW _request message: (P)SIG = MUX

Parameter Number of instances in message
channel_ID 1
stream_ID 1
bandwidth 0/1

The CiP_stream BW request message (message_type = 0x 0441) is always sent by the (P)SIG and can be used in two
ways.

If the bandwidth parameter is present the message is a request for the indicated amount of bandwidth.

If the bandwidth parameter is not present the message is just arequest for information about the currently allocated
bandwidth.

The MUX shall always reply to this message with a stream BW_allocation message.

9.8.2 CiP_stream_BW _allocation message: (P)SIG 0 MUX

Parameter Number of instances in message
channel_ID 1
stream_ID 1
bandwidth 1

The CiP_stream BW _allocation message (message _type = 0x 0442) is used to inform the (P)SIG about the bandwidth
allocated. Thisis always aresponseto aCiP_stream BW request message. The message is aways sent by the MUX.

9.8.3 CiP_stream_data_provision message: (P)SIG = MUX

Parameter Number of instances in message
channel_ID Oto1l
stream_ID Oto1l
packet_ID 1
datagram lton

The CiP_stream data_provision message (message_type = 0x0443) is used by the (P)SIG to send, on agiven
stream_|D, the datagram containing the PSI/SI/Private data to insert in the Transport stream with a PID value given by
the packet_ID parameter.

This message is not used in case of ASI provisioning of the PSI/Sl/data streams.

9.9 Error status

NOTE: TCP connection level errors are beyond the scope of the present document. Only channel, stream and
application level errors are specified. These errors occur during the life time of a TCP connection.

There are two different error messages on these interfaces. The channel_error message for channel wide errors and the
stream_error message for stream specific errors. These messages are sent by the MUX to the (P)SIG.

ETSI



141 ETSI TS 103 197 V1.3.1 (2003-01)

When the (P)SIG reports an error to the MUX, it is up to the MUX to decide the most appropriate step to be taken.
However "unrecoverable error” explicitly means that the channel or stream (depending on the message used) has to be
closed. Most of the error status listed in the table below can not occur in normal operation. They are mainly provided to
facilitate the integration and debugging phase.

When the mention CiM error type (respectively CiP error type) appears in the description of an error type, the related
error_status value shall be employed only when the carousel is performed in the MUX (respectively in the (P)SIG).

Table 47: (P)SIG&®MUX protocol error values

Error_status value Error type
0x0000 Reserved
0x0001 Invalid message
0x0002 Unsupported protocol version
0x0003 Unknown message_type value
0x0004 Message too long
0x0005 Unknown stream_|D value
0x0006 Unknown channel_ID value
0x0007 Too many channels on this MUX
0x0008 Too many data streams on this channel
0x0009 Too many data streams on this MUX
0x000A Unknown parameter_type
0x000B Inconsistent length for parameter
0x000C Missing mandatory parameter
0x000D Invalid value for parameter
0x000E Inconsistent value of transport_stream_ID
0x000F Inconsistent value of packet_ID
0x0010 channel_ID value already in use
0x0011 stream_ID value already in use
0x0012 Stream already open for this pair
(transport_stream_ID, packet_ID)
0x0013 Overflow error when receiving the list of MPEG
sections
(CiM error type)
0x0014 Inconsistent format of TOT template
(CiM error type)
0x0015 Warning: Difficulties in respecting the requested
repetition_rates for the last 5 minutes
(CiM error type)
0x0016 Warning: Difficulties in respecting the requested
Bandwith for the last 5 minutes
(CiP error type)
0x0017 to Ox6FFF Reserved
0x7000 Unknown error
0x7001 Unrecoverable error
0x7002 to OX7FFF DVB Reserved
0x8000 to OXFFFF User Defined

10 EIS < SCS Interface

10.1 Overview

This clause defines how the Event Info Scheduler (EIS) shall communicate with the Simul crypt Synchronizer (SCS) to
provide Scrambling Control Group (SCG) definitions and access criteria transitions knowing that the SCGs of an SCS
shall be configured by one and only one EIS.

The EIS has many functions, one of which isto provide the SCS with the SCGs, each defining the service(s) and/or
elementary stream(s) to be scrambled using a common Control Word (CW) key. The EIS also manages each CA system
for each Entitlement Control Message (ECM) stream and schedul es access criteriatransition for each stream on the
SCS. The SCS combines the access criteria with each new CW and requests an ECM from Entitlement Control Message
Generator. For each Crypto Period (CP), the SCS sends the CW to the scrambler and the ECM(s) to the multiplexer for
broadcast.
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According to the interface between the ECM G and the SCS as specified in clause 5, ECM_ID is passed between the
SCS and the ECMG to uniquely identify an ECM stream within a Super CAS ID for the entire system. The ECM_ID
decouples the ECM stream from the actual ECM PID and allows the CAS to abstract itself from the MPEG-2 transport
level.

In addition to the ECM stream, the EIS must also provide the SCS with a definition of the content elementary streamsto
be scrambled within the SCG. The obvious solution isto use the service ID asdefined in[1]. But DVB does not restrict
all elementary stream within a program to be scrambled with the same CW key. To utilize this flexibility, it may be
necessary for the EIS to specify the logical identifier of one particular component instead of the service ID. For this
reason, the SCS may allow SCG definitions to contain component_ID (logical identifier referencing a particular
elementary stream i.e a particular component of a service) level definitionsin addition to Service ID.

Nethertheless it is not the scope of the present document to specify the exact mechanisms used by the SCS and/or the
MUX to get the information needed to perform the mapping between these logical identifiers such as the component_|ID
or the service id, and MPEG-2 transport level references, namely the PIDs of the related elementary streamsinthe TS.
Thisis deemed as being implementation dependant. As an example, the SCS and/or the MUX could get thisinformation
from the MUX Config knowing that the interface between the EI'S and the MUX Config would be used to make the link
from alogical service plan to the related physical resources. But, these different protocols are out of the scope of the
present document.

The SCS has a prior knowledge of the mapping between super_CAS |Ds and the IP addresses and port numbers of the
ECMGs. When anew ECM stream is requested by the EIS for a given super_CAS D value, the SCS will open a new

stream with the appropriate ECMG. This might require the opening of anew channel (which involves the opening of a
new TCP connection).

10.2 Interface principles

10.2.1 Channel specific messages
Thisinterface shall support the following channel messages:
. channel_setup
. channel_test
. channel_status
. channel_close
. channel_reset

. channel_error

10.2.2 Scrambling Control Group (SCG) specific messages
Thisinterface shall support the following SCG messages:

. SCG_provision

«  SCG. test

. SCG_status

. SCG_reset

. SCG_error

. SCG_list_request

. SCG _list_response
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For thisinterface, the EISisthe client and the SCSis the server.

The EIS has prior knowledge of the mapping between each SCS, its IP address and port number, and the transport(s)
controlled by the SCS.

There can be several SCSs within the network, each controlling a subset of the transport space in the system.
Additionally, more that one SCS may be configured for the same transport to provide redundancy.

10.2.3 Channel establishment

There is aways one (and only one) channel per TCP connection. Once the TCP connection is established, the EIS sends
achannel_setup message to the SCS.

In the case of success, the SCSreplies with a channel _status message.

In the case of arejection or failure during channel set-up the SCS replies with a channel_error message. This means
that the channel is not established and the EIS shall close the TCP connection.

10.2.4 Scrambling Control Group provisioning

Based on the channel _status message received from the Simulcrypt Synchronizer (SCS) during channel establishment,
the EIS can provision the SCS with the proper SCG definitions.

There are three modes supported by the SCS:
- service level definitions;
- elementary stream (component_ID) level definitions;
- mix of service level and ES level definitions.

If the SCS supports only service level definitions, the EIS shall only use the service_ID in the SCG_provision message
to define groups.

If the SCS supports only elementary stream level definitions, the EIS shall only use the component_ID in the
SCG_provision message to define groups.

If the SCS supports both service level definitions and ES level definitions, the EIS may use either service ID or
component_|D to define groups.

Inal cases, the EIS must ensure that the definition of an SCG active at a certain time does not conflict with the
definition of any other SCGs active at the same time.
10.2.5 Channel closure

Channel closure can occur when the channel is no longer needed or in case of error (detected by EIS or reported by
SCS). Thisis done by means of a channel_close message sent by the EIS. Subsequently, both sides shall close the
connection.

Now, if the connection is broken between the EIS and the SCS, the SCS shall consider the Channel as closed.
Nevertheless, even if the Channel is closed or in the case when the connection between the EIS and the SCSis broken,
the SCS shall keep on managing previoudy transmitted SCGs and preserve their respective scrambling statuses.
10.2.6 Channel testing and status

After achannel has been established, either the EIS or the SCS may send a channel_test message to check the integrity
of achanndl. In response to this message the receiving component shall reply with a channel_status message or
channel_error message.
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10.2.7 Scrambling Control Group testing and status

After achannel has been established, the EIS may send a SCG_test message to check the status of a SCG. In response to
this message the SCS shall reply with a SCG_status message or SCG_error message.

10.2.8 Unexpected communication loss

Both EIS and SCS shall be able to handle an unexpected communication loss (either on the connection or channel
level).

Each component, when suspecting a possible communication loss, should check the communication status by sending a
test message. If a status message is not received in a given time (implementation specific) the communication path
should be re-established.

10.2.9 Handling data inconsistencies

If the SCS detects an inconsistency it shall send an error message to the EIS. After receiving the error message, the EIS
may close the connection. The EIS (as the client) may then re-establish the connection.

10.2.10 Error management

Error processing in EIS/SCS protocol shall be performed in asimilar way as described in TR 102 035 [28] for all other
connection-based protocols.
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10.3  Parameter_type values
Table 48: EIS = SCS protocol parameter_type values
Parameter_type Value Parameter type Units Length
(bytes)
0x0000 DVB Reserved

0x0001 EIS_channel_ID uimsbf 2

0x0002 service_flag boolean 1

0x0003 component_flag boolean 1

0x0004 max_SCG uimsbf 2
0x0005 ECM_Group compoundTLV variable

0x0006 SCG_ID uimsbf 2

0x0007 SCG_reference_ID uimsbf 4

0x0008 Super_CAS_ID uimsbf 4

0x0009 ECM_ID uimsbf 2
0x000A access_criteria user defined variable

0x000B activation_time complexTLV 8

year uimsbf 2

month uimsbf 1

day uimsbf 1

hour uimsbf 1

minute uimsbf 1

second uimsbf 1

hundredth_second uimsbf 1

0x000C activation_pending_flag boolean 1

0x000D component_ID uimsbf 2

0x000E service_id uimsbf 2

0x000F transport_stream_ID uimsbf 2

0x0010 AC_changed_flag boolean 1

0x0011 SCG_current_reference_ID uimsbf 4

0x0012 SCG_pending_reference_ID uimsbf 4

0x0013 CP_duration_flag uimsbf 1

0x0014 recommended_CP_duration uimsbf/n x 100ms 2

0x0015 SCG_nominal_CP_duration uimsbf/n x 100ms 2

0x0016 network_ID uimsbf 2

0x0016 to Ox6FFF DVB Reserved - -

0x7000 error_status uimsbf 2
0x7001 error_information user defined variable
0x7002 error_description ASCII byte string variable

0x7003 to Ox7FFF Reserved - -

0x8000 to OXFFFF User defined - -

10.4

Parameter Semantics

AC_changed_flag: This parameter signals a change of the Access Criteria associated to one particular ECM stream. It
shall be used to indicate to the SCS to use the AC_delay values from an ECMG for the first CP.

access criteria: This parameter contains CA system specific information of variable length and format, needed by the
ECMG to build an ECM.

activation_pending_flag: This parameter shall indicate that the SCG_provision message was queued on the SCS until
the activation time.

activation_time: This parameter specifies the exact time a cryptoperiod transition shall take place in 10ms resolution. If
it is associated with a creation or deletion of a SCG, it specifically denotes the moment when the change of the
scrambling status occurs.

Year . Hundredth
VSB B Month Day Hour Minute Second of seconds
lbyte lbyte 1 byte 1 byte 1 byte 1 byte 1 byte 1 byte
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Thisvalueisin coordinated universal time (UTC) format. For example:
{ 00 0B 00 08 07 CF 03 1B OF 1E 00 3C} = March 27, 1999 15:30:00 600ms
The manner this parameter can be used isinformatively illustrated in annex G.

component_flag: This parameter shall indicate if the SCS supports SCG definitions based on component_IDs. If set to
TRUE, the EIS may send SCG_provision messages with Component_I Ds as content resources.

component_ID: This parameter uniquely identifies an elementary stream within the transport stream identified by the
transport_stream |D parameter. This abstracts the EIS from knowing the transport level details of the system.

CP_duration_flag: This parameter shall indicate if the SCS supports the recommended crypto period duration value
provisioning or not.

- "FALSE" indicates that the SCSis not able to process any crypto-period values it receives.

- "TRUE" indicates that the SCS s able to process the recommended crypto-period val ue associated to each
SCG.

ECM _Group: This parameter shall contain all the information to bind an ECM stream to a CA provider. This
information includes super_CAS ID, ECM_ID, and access criteria.

ECM_ID: This parameter shall uniquely identify an ECM stream within a CA system. This abstracts the CA system
from knowing the transport level details of the system.

EIS channel_ID: This parameter shall uniquely identify the TCP connection between the EIS and the SCS.
error_description: This parameter shall provide an ASCII text string to assist in the description of the error condition.
error_information: This parameter shall provide additional information to indicate the error condition.

error_status: This parameter shall provide a unique identifier to indicate the error condition.

max_SCG: This parameter shall identify the total number of SCG definitions supported on the SCS.

network_1D: This parameter with the transport_stream_|D parameter shall uniquely identify the MPEG transport
stream within the network. Refer to DVB Sl specification [1] for more information.

recommended_CP_duration: This parameter indicates the value of the crypto period duration desired by the EIS for
the associated SCG.

service_|D: This parameter shall uniquely identify the DV B service within the transport as specified in [1]

service flag: This parameter shall indicate if the SCS supports SCG definitions based on service IDs. If set to TRUE,
the EIS may send SCG_provision_messages with service |Ds as content resources.

SCG_ID: This parameter shall uniquely identify a Scrambling Control Group (SCG) within the system. Each SCG may
contain a collection of programs or elementary streams and one or more ECM group. The SCG_ID is used by both the
ElS and the SCSto reference the SCG.

SCG_reference_|D: This parameter shall provide the EIS with a mechanism to uniquely identify the provisioning for a
SCG group. Thisvaue shall not be modified by the SCS for any purpose. The exact semantic of thisidentifier isEIS
implementation dependant and can be ignored by the SCS.

SCG_current_reference ID: The SCG_reference_|D associated with the currently active SCG.

SCG_nominal_CP_duration: The SCG_nominal_CP_duration indicates the nominal Crypto_Period duration set by
the SCS for a particular SCG.

SCG_pending_reference ID: This SCG_reference |ID associated with the queued SCG.

super_CAS ID: This parameter shall consist of the CAS ID and asub-ID. It bindsan ECM_ID to a particular ECMG
on the SCS. Refer to [3] for more information.

transport_stream_|D: This parameter associated to the network ID parameter shall uniquely identify the MPEG
transport stream within the network. Refer to DVB S| specification [1] for more information.
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10.5 Channel specific messages
Each message denotes the direction the message may be passed:
. EIS=SCS - EIS may send this message to SCS only;
. EISO SCS - SCS may send this message to EIS only;

. ElIS= SCS - This message may be sent by either EIS or SCS.

10.5.1 channel_setup message: EIS = SCS

Parameter Number of instances in message
EIS channel ID 1

The channel_setup message (message_type = 0x0401) is sent from the EI'S to the SCS when the connection is first
opened. Once a channel has been established, this message shall not be sent.

The SCS shall respond with a channel_status message or, in the case of EIS Channel_ID already being in use, with a
channel_error message.

10.5.2 channel_test message: EIS < SCS

Parameter Number of instances in message
EIS_channel_ID 1

A channel_test message (message_type = 0x0402) may be sent by either the EIS or SCSto check if the connectionis
till alive and error free.

The peer shall respond with a channel_status message if the channel is free of errors, or achannel_error message. If the
peer does not respond within a reasonable amount of time, the sender may assume the connection is no longer valid and
it may close the connection.

10.5.3 channel_status message: EIS = SCS

Parameter Number of instances in message
EIS_channel_ID 1
service_flag 1
component_flag 1
max_SCG 1
CP_duration_flag 1

The channel_status message (message_type = 0x0403) is sent in response to a channel_setup message, channel _test
message or a channel_reset message.

This message defines the channel parameters between the EI'S and the SCS.

If the SCS supports service level SCG definitions, service flag shall be set to TRUE.

If the SCS supports Elementary Stream (ES) level SCG definitions, component_flag shall be set to TRUE.
The SCS may support both service level SCG definitions and ES level SCG definitions simultaneously.

The CP_duration _flag indicates if the SCSis able to process the recommended crypto-period valuesin the
SCG_provision message.
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10.5.4 channel_close message: EIS = SCS

Parameter

Number of instances in message

EIS channel ID

1

A channel_close message (message_type = 0x0404) shall be sent by the EIS to indicate the channel isto be closed.

No more messages shall be exchanged between the SCS and the EIS.

10.5.5 channel_reset message: EIS = SCS

Parameter

Number of instances in message

EIS_channel_ID
transport_stream_ID
activation _time

1
Oton
0/1

A channel_reset message (message_type = 0x0406) may be sent by the EIS to perform SCG-deprovisioning of all the
previous provisions sent to the SCS. SCS shall consider all the SCG deprovisioned and the SCS may remove them all
from itsinternal bookkeeping. In addition, all the components of these deprovisionned SCG shall not be scrambled
anymore.

If no tranport_stream ID parameter is present, this message concerns all the SCGs currently managed by the SCS.

If transport_stream |D values are provided, this message concerns only the SCGs related to one of the transport stream
identified by one of these values.

If activation_time is present, the deprovisioning shall be triggered at the activation_time. If no activation_timeis
provided the deprovisioning will be performed immediately.

Until anew SCG_provision message is sent to the SCS by the EIS, the SCS shall return no SCG_ID in the
SCG _list_response message responding to a possible SCG_list_request message.

The SCS shall respond with a channel_status message if the channel is free of errors, or a channel_error message.

10.5.6 channel_error message: EIS = SCS

Parameter Number of instances in message
EIS_channel_ID 1
error_status lton
error_information Oton
error_description Oton

A channel_error message (message_type = 0x0405) is sent by the recipient of a channel_test message or by the SCS at
any time to indicate that an unrecoverable channel level error occurred. A table to possible error conditions can be
found in clause 10.7.
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10.6  SCG specific messages

10.6.1 SCG_provision message: EIS = SCS

Parameter Number of instances in message
EIS_channel_ID 1
SCG_ID 1
transport_stream_ID 1
network_ID 1
SCG_reference_ID 0/1
activation_time 0/1
recommended_CP_duration 0/1
component_ID Oton
service_ID Oton
ECM_Group Oton

A SCG_provision message (message_type = 0x0408) is sent by the EIS to the SCSto create, modify or de-provisioned
aSCG:

. when the SCG identified in the message is created, the concerned services or components are scrambled and
associated ECM are generated and broadcast;

. when the SCG is modified, new services or components in this SCG are scrambled and associated to current
ECM(s); deleted services or components in this SCG are not scrambled anymore;

. when the SCG identified in the message is de-provisioned, the concerned services or components are not
scrambled anymore and generation and broadcast of associated ECM are stopped.

The SCS shall respond by a SCG_status message or a SCG_error message. The response is sent immediately by the
SCS even if the SCG_provision message refers to an activation_time.

When several SCG_provision messages refer to different SCG but at the same activation_time, the SCS shall decide for
an error occurring in the definition of the SCGs only after the activation time.

Each SCG provisioning message shall contain atransport_stream ID and a network |D to identify the reference of the
output transport stream for which the content resources are defined.

The SCG_reference_ID may contain an identifier used by the EIS to uniquely reference a provisioning group. This
value shall not be modified by the SCS for any purpose. The EIS may choose to use it as a unique identifier across the
whole system or within an SCG_ID. For instance, ausual utilization for the EIS of thisidentifier may be to make the
distinction between two different versions of the same SCG.

If activation_time is present, the SCS shall queue the provision message until the specified activation time. Only one
SCG provision message for a particular SCG_ID may be queued at atime. If another message is queued when a new
message is posted with or without activation_time parameter, the new message will replace the old message in the
queue.

The EIS shall send a provision message containing an activation_time to the SCS at least one CP duration before a
scheduled transition. This allows the SCS to regenerate some or all of the ECMs. In that case, the SCS may extend a
Crypto Period (CP) to achieve the desired activation time. But it shall never shorten a CP to hit an activation time.

If the EIS sends a provision message with an activation_time less than one CP duration, the SCS shall return an error
notifying the EIS that the requested activation_time could not be achieved. The SCS shall however accept the
provisioning message.

If the EIS sends a SCG_provision message with an activation_time less than one CP duration or with no activation time,
the SCS shall processit as soon as possible. And only in such a situation and in the case of access criteria change of
existing SCG, the SCSis allowed to shorten the duration of the current CP. However, it shall never shorten it to atime
lower than all the min_CP_duration values specified at Channel_setup by the ECM Gs connected to the SCS and
involved by this SCG.
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ECM_Group isdefined in clause 10.5.9.

If there are no content resource identifier, namely neither component_id nor service id parameter, and no ECM_Group
items specified in the message then the SCS shall consider the SCG deprovisioned and the SCS shall remove it fromiits
internal bookkeeping. If activation_time is present, the deprovision shall be triggered at the activation_time. If no
activation_time is provided the deprovisioning will performed immediately. When an SCG has been deprovisioned, the
SCS shall no longer return SCG_ID in response to an SCG_list_request message.

If the SCG contains one or more ECM_Group items and no content resource identifier, the SCS shall return an error and
discard the provisioning message. If there was an active SCG, it shall remain in effect.

If the SCG contains one or more content resource identifiers and no ECM_Group items then the SCS shall return an
error and discard the provisioning message. |f there was an active SCG, it shall remain in effect.

If aservice_ID isremoved from an SCG, all content streams within that service shall no longer be scrambled.
If acomponent_ID is removed from an SCG, that elementary stream shall no longer be scrambled.

If an ECM_Group is removed from the SCG, that ECM stream shall no longer be associated with the SCG and the
transition_delay_stop value shall be used to specify the end of that ECM broadcast.

If an ECM_Group is added to the SCG, that ECM stream shall use thetransition_delay_start to specify the beginning
of its ECM broadcast.

If ascrambled flag state transition occurs, then atransition_delay _stop or transition_delay_start shall be used for each
ECM Group within the SCG. Scrambled_flag state transitions include scrambled to clear or clear to scrambled.

The SCS shall respond with an SCG_status or SCG_error message. It is recommended the SCS rapidly responds. If the
SCS does not respond quickly enough to multiple messages the EIS requests, the TCP connection will eventually back
up and delay subsegquent messages from being transmitted.

A service_|D may only be sent from the EIS to the SCSif the SCS had set the service_flag in the channel_status
message to TRUE.

A component_ID may only be sent from the EIS to the SCS if the SCS had set the Component_flag in the
channel_status message to TRUE.

At the option of the SCS, both service 1D and Component_ID may be used in the same SCG_provision message.
Individual elementary streams may be used by more than one program. The method of coordination is not defined.

The recommended_CP_duration should always be considered by the SCS as a recommendation only when setting the
actua crypto-period duration of the related SCG and since the choice of this value depends eventually also on the
different min_CP_duration values returned by each involved ECMGs. The way the SCS shall manage thisvalueis
detailed in annex H.

If the CP_duration_flag was set to FALSE in the channel_status message. The SCS shall ignore this value if provided.

10.6.2 SCG_test message: EIS = SCS

Parameter Number of instances in message
EIS_channel_ID 1
SCG_ID 1

The SCG_test message (message_type = 0x0409) may be sent by the EIS to verify the status of a SCG.

The SCS shall respond with a SCG_status message, if the channel and SCG are error free. Otherwise an SCG_error
message is sent.
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10.6.3 SCG_status message: EIS 1 SCS

Parameter Number of instances in message
EIS_channel_ID 1
SCG_ID 1
SCG_current_reference_ID 0/1
SCG_ nominal_CP_duration 0/1
SCG_pending_reference_ID 0/1
activation_pending_flag 1

A SCG_status message (message_type = 0x040A) is sent by the SCSin response to a SCG _provision, or SCG_test
message from the EIS in which there was no error. If there were an error, the SCS would respond with a SCG_error
message defined in clause 10.6.6.

The SCG_nominal_CP_duration parameter shall be present only if an SCG_current_reference ID ispresent. The
SCG_nominal_CP_duration indicates the nominal Crypto Period duration used by the SCS for the SCG identified by
both the SCG_id and the SCG_current_reference ID i.e. the active version of the SCG.

If the SCS does not know yet the SCG_nominal _CP_duration value at the time when the SCG_status message must be
returned, the SCS may omit it.

10.6.3.1 Response to a provisioning message

The following conditions apply if the SCSis responding to a SCG _provision message:

- If SCG_reference ID and no activation_time were provided in the provision message, the
SCG_current_reference ID value shall be set to the value received by the provision. The
SCG_nominal_CP_duration value shall indicate the nominal CP duration allocated to this SCG.

- If both SCG_reference ID and activation_time were provided in the provision message,
SCG_pending_reference ID shall be set to the value received in the provision message.

- If the provision message results in the SCS pending the provision request until some activation_time in the
future, the activation_pending_flag shall be set to TRUE, otherwise it shall be set to FALSE.
10.6.3.2 Response to a test message
The following conditions apply if the SCSisresponding to a SCG_test message:

- If SCG_reference ID existsin the current SCG, SCG_current_reference |D shall be set to itsvalue. The
SCG_nominal_CP_duration value shall indicate the nominal CP duration allocated to this SCG.

- If thereisapending SCG and it hasan SCG_reference ID, SCG_pending_reference_ID shall be set to its
value.

- If thereis a SCG group queued then activation _pending_flag shall be set to TRUE, otherwise it shall be set to
FALSE.

10.6.3.3 Management of the SCG_nominal_CP_duration parameter

In the SCG_status message, viathe SCG_nominal_CP_duration parameter, the SCS provides the value of the nominal
crypto-period allocated to the currently valid SCG, namely the value of the crypto-period duration for the SCG whichis
active at the moment when either the SCG _provision message or the SCG_test message being replied by this
SCG_status message is received. If no SCG is active at this moment, SCG_nominal_CP_duration parameter shall be
missing.

Accordingly, in the case when the EIS sends an SCG_provision message containing an activation time, the value of the

CP duration which will be possibly provided in the SCG_status message replied by the SCS, will not be the one
allocated to the SCG given in this SCG_provision message but the one of the current active SCG if any.
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Now, if the EIS wishes to know the actual CP duration allocated to the SCG provisioned in this SCG provision
message, it shall first actually wait that this new SCG becomes active, that isto say that the activation time occurs.
After, it shall explicitly request to get this value of the SCSin sending anew SCG_test message being replied by a new
SCG_status message where the new SCG has now become active and as a consequence, for which the SCS may now
provide the requested CP duration value.

10.6.4 SCG_list_request message: EIS = SCS

Parameter Number of instances in message
EIS channel ID 1

The SCG_list_request message (message_type = 0x040C) may be sent by the EIS to request the list of SCG_lds active
on the SCS.

The SCS shall respond with a SCG_list_response message if the channel is error free. Otherwise a channel error
message is sent.

10.6.5 SCG_list _response message: EIS 0 SCS

Parameter Number of instances in message
EIS_channel_ID 1
SCG_ID Oton

A SCG _list_response message (message _type = 0x040D) is sent in response to a SCG_list_request message. This
message defines the stored SCG_ID values provisioned on the SCS.

Stored SCG_lds are defined as having one or more resources and are either active or pending based on the SCG
activation_time.

10.6.6 SCG_error message: EIS I SCS

Parameter Number of instances in message
EIS_channel_ID 1
SCG_ID 1
SCG_reference_ID 0/1
error_status lton
error_information Oton
error_description Oton

The SCG_error (message_type = 0x040B) message is sent by the SCSin responseto a SCG_ provision, or SCG_test
message from the EIS where the SCG isin an error state.

A table of possible error conditions can be found in clause 10.7.

10.6.7 ECM_Group: CompoundTLV

Parameter Number of instances in message
ECM_ID 1
Super_CAS_ID 1
access_criteria 1
ac_changed_flag 0/1

The ECM_Group contains al the necessary information to generate ECMs for a particular ECM stream.

ECM_ID isdefined by DVB [3] and uniquely identifies an ECM stream. The combination of ECM_ID and
Super_CAS ID uniquely identifies each ECM stream within the whole system.

The access _criteria parameter is required when the access criteria content changes. If the access criteria parameter isa
pointer to access criteria content, e.g. a database, this parameter is required when the referenced content changes.
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In an SCG_provision message providing a new version of an SCG, the EIS shall always set the ac_changed_flag of the
related ECM_groupsto TRUE if thisECM_group isanew one or if its access criteria have been changed.

If theac_changed flag is TRUE then the SCS shall apply the appropriate ac_delay values for this ECM stream for the
first CP. This shall disable the SCS ability to detect a change in the access criteria.

10.7 Error status

NOTE: TCP connection level errors are beyond the scope of the present document.

There are two different error messages on this interface; the channel_error message and the SCG_error message. The
channel_error message is used to communicate a channel-level error. The SCG_error message is returned specifically
for SCG provisioning and includes additional information to identify the SCG_ID.

It is up to the SCS to determine the most appropriate step to be taken for each error. However, "unrecoverable error"
explicitly means that the channel has to be closed. Most of the errors listed below can not occur in normal operation.
They are mainly provided to facilitate the integration and debugging phase.
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Table 49: SCS protocol error values

error_status value Error type
0x0000 DVB Reserved
0x0001 Invalid message
0x0002 Unsupported protocol version
0x0003 Unknown message_type value
0x0004 Message too long
0x0005 Inconsistent length for parameter
0x0006 Missing mandatory parameter
0x0007 Invalid value for parameter
0x0008 Unknown EIS_channel_ID value
0x0009 Unknown SCG_ID value
0x000A Max SCGs already defined
0x000B Service level SCG definitions not supported
0x000C Elementary Stream level SCG definitions not supported
0x000D Activation_time possibly too soon for SCS to be
accurate
0x000E SCG definition cannot span transport boundaries
0x000F A resource does not exist on this SCS
0x0010 A resource is already defined in an existing SCG
0x0011 SCG may not contain one or more content entries and
no ECM_Group entries
0x0012 SCG may not contain one or more ECM_Group entries
and no content entries
0x0013 EIS_channel_ID value already in use
0x0014 Unknown Super_CAS_Id.
0x0015 to OX6FFF Reserved
0x7000 Unknown error
0x7001 Unrecoverable error
0x7002 to OX7FFF Reserved
0x8000 to OXFFFF EIS specific/CA system specific/User defined

A resourceis defined as a service, an elementary stream or an ECM stream.

11 Timing and Playout Issues

11.1  Timing issues

In all systemsthereisa Crypto Period when datais scrambled with a particular Control Word. For STBsto regenerate
the CW in time, the ECM playout has to be correctly synchronized with this CP.

To accommodate different synchronization approaches, the SCS will be responsible for requesting enough CWs and
ECM packets in advance of their playout time. The timing diagram in figure 19 illustrates this relationship between
CW generation, ECM generation, ECM playout and Crypto Period.
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Figure 19: ECM timing diagram

At the beginning of CP(2), at t8, the scrambler begins using CW(2) to encrypt the signal. Each CA system shall ensure
that its STBs obtain this CW in advance of this point.

CA system A achieves this by producing its ECM for asingle CW only. As soon as ECM Gen. A receives CW(2), at t0,
it isableto produce ECM(2), at t1. This ECM(2) istransmitted sufficiently prior to the beginning of CP(2), to ensure
that the STB can obtain CW(2) before CP(2).

CA system B achieves the same result by producing its ECM for two CWs. As soon as ECM Gen. B receives CW(2), at
t0, it isable to produce ECM (1), at t1. ECM(1), which encompasses CW(1) and CW(2), is transmitted from the middle
of CP(1), at t4. This ensures that the STB can obtain CW(2) before CP(2) begins. After CP(2) begins, at t9, CW(2) and
CW(3) are availablein ECM(2).
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11.2  Delay Start

CW (2) CW (3)
CW Gen | |
ECM (2) ECM (3) —I——
ECM Gen A | | ®start<0
5 stop <0
tart = st
ECM (1) ECM (2) Start = stop
ECM Gen B I I
ECM b A ECM{(1) ECM ——L
| | S dtart > 0
5 stop >0
ECM (1 start = StOp
ECM tx B | 1) ECM (2)
Crypto CP (0) CP (1)
Period

Figure 20: Delay_start and Delay_stop

delay_start: Thissigned integer represents the amount of time between the start of a Crypto Period, and the start of the
broadcasting of the ECM attached to this period. If it is positive, it means that the ECM shall be delayed with respect to
the start of the Crypto Period. If negative, it means that the ECM shall be broadcast ahead of thistime. This parameter is
communicated by the ECMG to the SCS during the channel setup.

delay_stop: Thissigned integer represents the amount of time between the end of a Crypto Period, and the end of the
broadcasting of the ECM attached to this period. If it is positive, it means that the end of the ECM broadcast shall be
delayed with respect to the end of the Crypto Period. If negative, it means that the ECM broadcast shall be ended ahead
of time. This parameter is communicated by the ECM G to the SCS during the channel setup.
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Itisusual for delay start and delay _stop to be equal, but thisis not mandatory; thisisillustrated in figure 19. The figure
shows the case where ECM transmission is stopped around a CP boundary.

CW (2) CW (3) !
CW Gen | | O start > 0
ECM (1) ECM(2)
ECM Gen C | |
ECMtx C I
ECM (1)
Crypto CP (0) CP (1)
Period > | <

Figure 21: End of ECM transmission around cryptoperiod boundary

11.3  Playout Issues

11.3.1 ECMs

When an ECMG sends an ECM_datagram (in the ECM_response message) for a particular ECM stream it implicitly
means that:

the SCS shall trigger the playout of this ECM at the time cal culated with the delay start parameter;
the SCS shall stop the playout of the previous ECM of the same stream at the same time;
in other words the playout of two ECMss of the same stream can never overlap;

the playout of an ECM is a so stopped by the SCS when the time calculated with the delay stop parameter is
reached.

If an ECMG fails (i.e. the SCS times-out while waiting for an ECM_response message), the SCS has the option to
extend the duration of the current Crypto period (e.g. to attempt to reconnect or switch to a backup device). In such as
case the playout of ECMs is extended accordingly.

11.3.2 EMMSs and Private Data

The MUX should playout EMMs/Private Datagrams in the order in which they arrive.

11.4

Crypto Period Realignment

If anew event starts in the middle of a Crypto Period (either from a program or a change in Access Criteria), Crypto
Periods may need to be re-aligned.
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In the case when an activation time is provided in the SCG_provision message (as defined in EIS = SCS) initiating this
realignement, and if the delay between the time when this message is received by the SCS and its associated activation
time islonger than the Crypto Period, this latter can only be extended. For example, if 21:00:00 starts a new event and
the nominal crypto period durationis 20 s, and a crypto period starts at 20:59:30, then the SCSis not allowed to make a
10 second crypto period between 20:59:50 and 21:00:00 if it received the related SCG_provision message more than

20 second before activation_time. Instead, if it needs to align Crypto periods with the start of the events, it shall
lengthen the previous crypto period to 30 s, so that it ends exactly at 21:00:00.

New Event
21-00-00 21:00:20 21:00:40
20:59:10 20:59:30 20:59:50
Original € I B >
Re-aligned < >l >
v v v v v 4
CP CP CP CP

Figure 22: Event realignment

In the special case when the delay is shorter or if no activation timeis provided, the SCSis then allowed to shorten the
current CP but it is then the SCS's responsibility to make sure that, during this realignment, the Crypto Period duration
does not drop below:

- all the min_CP_duration specified by the ECM Gs during channel_set-up;

- all the max_comp_time values specified by the ECM Gs during channel set-up, plus typical network latencies.
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Annex A (normative):
System Layering

A.l Introduction

Each clause in this annex describes a single system layer as defined within the OSI model. The presentation layer is not
described in the context of the present document.

A.2  Physical Layer

The physical layer provides the physical facilities required to enable the linking together of hosts that need to exchange
data.

The physical layer interface shall be ethernet. 10 Base-T (or another fully compatible layer) shall be used on all the
interfaces defined by the present document.

A.3 Data Link Layer

The datalink layer provides the facilities that allow two hosts that are physically and directly connected (without a third
host separating the two) to exchange data. The functionality of the data link layer is covered by the ethernet protocols.

A.4  Network Layer

The network layer provides the facilities to allow two hosts to exchange data directly or indirectly in a network of
intervening hosts and gateways.

The network layer, providing point-to-point communication, shall be IP (Internet Protocol - RFC 791 [13]). Hosts
within IP are uniquely identified by their |P address.

A.5  Transport Layer

The transport layer provides the facilities to allow two hosts, either directly or indirectly connected, to exchange data
over one or severa interconnected networks. Additionally, the transport layer allows communication to take place based
on connections between an individually addressable end-point on one host and another individually addressable
end-point on the same host or on another host. The transport layer allows as well communication in broadcast mode.

The transport layer shall be TCP (RFC 793 [14]) or UDP (RFC 768 [12]), according to the application protocol.

A.6  Session Layer

The data exchange facility as provided by the session layer to the application layer has the following features:

- Connection Based or Broadcast (*): All communication takes place between two uniquely defined
communication end-points, or from one to several communication end-points;

- Sequenced (*): All data transmitted arrives at its destination in the order it was sent;
- Reliable (*): Dataintegrity is maintained, no dataislost;

- Two-way (*): Both communication end-points of a particular connection can send and receive data;
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- Unformatted: The session layer does not impose any structuring on the data it transports; the data presents
itself to the receiver as an unformatted data byte stream (data structuring into messages is a responsibility of
entitiesin the application layer).

The features (*) depend on the transport layer protocol (TCP or UDP) or on the session and presentation layers (specific
or SNMP).

The number of connections that can be concurrently open at any one time is determined by the operating system under
which the applications making use of the stream layer facilities execute. Additionally, in the event of an unexpected
connection closure or connection loss and in the event of dataread or write errors, the entity in the application layer that
opened the connection or performs the read or write operation is notified.

The session layer, providing these facilities, shall be a socket stream interface.

A.7  System Layering Overview/Communications Protocol
stack

Application Layer
Application 1 Application 2

Transport Layer

IP(Network Layer)

Ethernet (Physical / Data Link Layer)

Figure A.1: Systems Layering overview diagram

On the left of this diagram, the mappings between the entities ports, sockets, connections and sessions is depicted:

- "1 <->1" indicates adirect association between an instance of an entity of a given type and an instance of a
lower layer entity;

- "1 <-> N" indicates that potentially multiple instances of an entity of a given type map onto a single instance
of alower layer entity.
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A.8 TCP or UDP Connection Establishment

Connections between client and server are initiated by the client. After establishment of a connection, both client and
server have an open socket, identifying the connection, allowing them to exchange data. 1P address information required
by the client to open a connection is made available by the server in one of two ways:

- Statically: 1P address information is defined by static methods;

- Dynamically: This method may use a DNS (Domain Name Server). The DNS can be consulted by the client to
retrieve the required information;

- TCP port or UDP port information required by the client to open a connection is made available by the server.
Port number information is defined by static methods.
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Annex B (informative):
SCS Coexistence

B.1 Introduction

This annex describes how the ECMG = SCS message interfaces could be used to communicate with another SCS
(e.g. in ahot-standby configuration). In a Simulcrypt environment all the information that an SCS needs to
communicate with aMux, is encompassed by the Channel Status, Stream Status, CW Provision and ECM Response
messages. Thisinformation can be passed to another SCS, which can then use thisinformation to maintain itsinternal
status.

B.2 Example scenario

The EIS will trigger the beginning of a CA event by sending access conditions and start and stop timesto SCS,;. SCS;

will then determine which ECMGs are involved with this CA event. It will establish connections, channels and streams
with the appropriate ECMGs. During this establishment, each ECMG will pass, viathe Channel and Stream Status
messages, all ECMG specific data. SCS; will then begin passing CWs to the ECMGs, receiving ECM datagramsin

response and synchronize the ECM playout.

In the example givenin figure B.1, SCS; will additionally pass all messages received by each ECMG and the
information contained in the CW Provision message on to SCS,. This information can be transmitted to SCS, using the

same interface asthe SCS = ECMG. The main difference is that the CW Provision message, which is normally sent by
SCS, to the ECMG, will now be received by SCS, from SCS;.

This information will enable SCS, to reproduce the environment (connections, channel's and streams) running on SCS;.

Simulcrypt Synchroniser #2

ECMG
Vendor A \ Active Simulcrypt Synchroniser #1

ST /

Vendor B

Control Word Generatori

Figure B.1: Example of SCS redundancy
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Annex C (informative):
Control word generation and testing

C.1 Introduction

The control word generator is an integral part of the DVB Simulcrypt system, which generates low-level cryptographic
keysthat are used directly to scramble content. It should supply control words that meet certain statistical properties for
randomness. Using appropriate (preferably physical) generating techniques and applying statistical tests will reduceto
an acceptable level the probability of inadvertently generating control words with deterministic properties.

Since generating highly random control words and applying the appropriate tests for randomness imposes little
incremental technical complexity or cost, there is great motivation for implementing the methods described below or
their equivalent. Moreover, commercially available hardware and software solutions for this problem make it an easy
task to generate control words with high confidence in their randomness qualities.

C.2 Background

The generated control words should approach as nearly as practicable true random seguences. In general, the criteria for
producing cryptographically secure random sequences include:

- they have to appear random, that is they have to seem to an observer to possess the qualities of true random
sequences;

- an observer should not be able to predict the next bit in a sequence even if armed with complete knowledge of
the generating algorithm/hardware;

- a given sequence should not be reproducible by running a generator more than once using the same input;

Certifying sequences by applying the statistical tests described below can satisfy criteria 1l and 2, and seeded pseudo
random sequences can meet these requirements. However any pseudo random algorithm is just as subject to attack asis
an encryption algorithm.

Satisfying Criteria 1 to 3 produces sequences that approach true randomness (by most definitions) and are probably
random enough for use as cryptographic keys in most applications, but (3) cannot be achieved using pseudo random
techniques. Thisis not to imply that no pseudo random technique is acceptable for use in generating Simulcrypt control
words, only that great care has to be taken to avoid generating sequences that that appear random but that can be
successfully analysed by an attacker. Thisis not an easy task, but there are simple tests that can be applied to the
algorithm during development that will help insure it satisfies criteria 1 and 2. For instance, an acceptabl e sequence
should not be appreciably compressible (by more than about 1 % or 2 %) using commercial compression programs.

C.3 Generation

The best method to generate random sequences involves using physical phenomenato produce a Gaussian distributed
white noise source with a flat magnitude spectrum (+ 1 db, 100 Hz - 120 kHz). Physical methods typically use athermal
or radioactive noise source and are fed to a high-speed comparator to produce a digital output. Such sources are readily
available and are simple to construct, and their output cannot be replicated even though an attacker may possess an
exact copy of the generator hardware (i.e. they satisfy goal 3 above). This cannot be said of pseudo-random sequences
generated by LFSRs even when operated in combinatorial arrangements. V arious attacks can be successfully mounted
against such methods.

Recommendation:

Simulcrypt control word generators should preferably use a physical source such as thermal noise, diode noise, MISC or
the equivalent to generate random sequences. Pseudorandom techniques should be used advisedly and only after
exhaustive testing to insure at least criteria 1l and 2 are met.
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C.4  Control word randomness verification testing

There are numerous tests for randomness that can be applied to sequences, however in practical implementations there
are two fundamental tests that can be relied upon to detect any significant defect in both pseudo- and true random
sequences.

C.4.1 1/0 hias

The 1/0 biastest is usually performed on a sequence of convenient length and the comparator is trimmed to produce a
logical 0 probability, p(0), of 0,5.

p(0) = 0,5+ e+ 0,001
where e = bias factor
XORing bits together will exponentially converge to:
p(0) =05
A two-bit example:
p(0) = (05+€)2+(0,5-€)? =05+ 2¢€?
A four-bit example:
p(0) = 0,5 + 8¢*
Recommendation:

1/0 hias detection tests should be run on the generated sequences, and corrections should be made when needed.

C.4.2 Autocorrelation

Autocorrelation is defined as a discernible relationship in the variation of a variable over time. In order for arandom
seguence to be non-deterministic, its autocorrelation property has to be minimized. There are many algorithms available
to measure autocorrelation properties, and most specify the test to be run on small (100 kbit/s) blocks where actual
values should not vary more than three standard deviations from expected val ues for two consecutive blocks.
Depending on the required speed, the tests may be run continuously or at frequent intervals.

Recommendation:

Autocorrelation tests should be run on sequences at interval's sufficient to ensure with reasonable certainty that no
deterministic properties exist.

C.5 Testing locations

Although it is recommended that the above tests be conducted at the output of the control word generator, CA operators
should consider conducting similar tests at the input of their ECM Gs to confirm the randomness of the control words
they receive.
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Annex D (informative):
Security Method for the SCS <= ECMG Interface

The following is a recommended method for encrypting the clear control word data traversing non-secure networks
between the SCS and ECMG devices. For simplicity, it is performed at the application level within the Simulcrypt
protocol. Since the CW data consists of an 8-byte block transferred over the interface once per CP, it is quite
straightforward to encrypt using a standard block encryption algorithm. Key management as specified here is both
simple and effective, requiring minimal resources. This method is facilitated by using the CW_encryption parameter
and its sub-parameters as specified in the CW_provision message format.

D.1  Algorithm Selection

Although the Algorithm_type parameter in the CW_encryption parameter allows the selection of multiple encryption
algorithms, it is recommended that the head-end/uplink operator and the external CA provider(s) agree beforehand on
the algorithm to be used. The Algorithm_type parameter is also useful in specifying the key entropy (i.e. 40 bit vs.

56 bit) used with a particular algorithm where external CA systems are capable of both versions. Weakened key
strengths are sometimes necessary to satisfy the requirements of governmental authorities. In the 40 bit case,

two padding bytes of value 0x00 shall replace bytes 5 and 6 of the selected key as shown below.

If the selected key valueis: 9B F2 74 AOB1 9A E6
Then the 40 bit adjusted key is: 00 00 74 A0 B1 9A E6

It isthe responsibility of the Simulcrypting participants to select an algorithm that is strong enough, appropriate to this
application, and compliant with national restrictions. Examples of algorithms that may be suitable can be found in
FIPS 46-2 [23].

The encryption mode specified is Electronic Code Book and can be used with any 56 bit block cipher. Encryption and
decryption are shown in figures D.1 and D.2 respectively.

56 bit key

{

) 56 Bit Block Cipher )
Clear 64 bit CW —P{Encrypt —)  Encrypted 64 bit CW

Figure D.1: Control Word encryption (SCS head-end/uplink function)

56 bit key

d

. 56 Bit Block Cipher )
Encrypted 64 bit CW —) Decrypt —)p  Clear 64 bit CW

Figure D.2: Control Word decryption (External ECMG function)
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D.2  Control Word processing

Only the 8-byte control word datafield in the CP_CW_combination parameter is subject to encryption. The control
word datais parsed from the 2-byte CP data field prior to encryption and is re-concatenated with it following
encryption. This maintains an 8-byte plaintext field and requires only a single iteration of the encryption agorithm.
Moreover, additional processing steps such as padding are avoided. Figure D.3 illustrates the parsing operation.

CP CW
2 Bytes 8 Bytes
\_ Clear Fidd \_ Encrypted Field

Figure D.3: CP_CW_combination field parsing

SCS devices need only implement the encryption mode of the algorithm, while ECMG devices need only implement the
decryption mode.

D.3 Key Management

Under the present document, key management involves the generation, selection, and distribution of key data to be used
in the algorithm for CW encryption. This has to be done in a standardized way in order to insure interoperability
between SCS and ECM G devices.

D.3.1 Key Generation/Distribution

The encryption algorithm implementation in the present document uses key data generated by a good random source
(see annex C) and stored on mediafor use in both SCS and ECMG devices. Each SCS (head-end/uplink) operator is
responsible for securely generating the key data for his SCS < ECMG interface(s) and for securely distributing it upon
request to all external CA operators for use in their ECMGs. In the event akey list is suspected or known to be
compromised, the SCS operator is responsible for generating and distributing a replacement list as soon as possible.
Moreover, SCS operators may agree to generate and distribute new key lists on a periodic basis to insure key security.
The suggested size of the keyspace is 2 048 bytes. This provides 292 possible 7-byte keys per key list for use in the
algorithm.

Highly-cautious SCS operators may wish to detect and exclude weak and semi-weak keys when generating keylists,
however due to the nature of the application, the occasional use of these keys does not pose a security threat. Moreover,
if the random source is robust, neither weak nor semi-weak keys are likely to be generated with any significant
probability.

To facilitate seamless transition from one key list to another, two independent 2 048-bit lists are used. Both the active
list and the future list shall reside on both the SCS and all Simulcrypting ECM Gs before the head-end/uplink facility
performs the transition function. The list in current use shall be identified using the most significant bit in the
CW_encryption parameter; this bit is designated asKey list_sdl (key list select bit). When reset (0), the A key listisin
use; when set (1), the B list isin use. Transition from one key list to the other is accomplished by setting or resetting the
Key list_sd hit.

In order to avoid placing headersin the key lists, the SCS and ECMG software shall examinethe Key list_sel bit at the
time lists are loaded to determine whether the list being loaded is to be designated the A or B list. If the active list is A,
thelist isloaded as B; if the activelist is B, it isloaded as A. If no lists are active (during initialization) the software
shall allow the operator to manually enter the designator.
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D.3.2 Selection

Selection of the 56-bit key data for use in the algorithm is accomplished by using a randomly-generated 11-bit key
select vector. This vector is used as an index into the 2 048 key space as shown in figure D.4.

Only every seventh addressis lega as akey select vector (i.e. O, 7, 14, 21, etc.) through 2 037. This provides
292 possible completely independent keys.

|2K memory map |

Byte 2047

Seye ||

|Se|ected CW encryption key

CW_key ptr \ ) Byte 7 MS Byte | ‘

Bytel
ByteO |

Figure D.4: Example of Control Word encryption key selection
The CW_encryption parameter is represented as a two-byte field as shown below. Bits 0-10 comprise the

CW_key_pointer, and bits 11-13 are used to designate the cryptographic algorithm or key size in use. Bit 14 isused to
invoke fixed key mode, and bit 15 isthe A/B key list designator (Key_list_sdl).

Bit 14: Fixed_key_mode
Bit 15: Key_list_sel P LS Bit (0)

Algorithm_type CW_key_ptr
Bits 11-13 Bits 0-10

Figure D.5: CW_encryption Parameter (two bytes)

New keys are selected for each instance of the CW_provision message, and where more than one CW is conveyed in a
single CW_provision message, all CWs are encrypted using the same key. One key is required per each CW encryption
or decryption operation.

In the event 40 bit keys are in use, the padding method previously described is applied to the selected key data.
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D.3.3 Key Pointer Distribution

The present document uses a symmetric algorithm, which is the same key is used for both encryption and decryption.
Therefore both the SCS and ECM G shall use the same key as selected by the CW_key_ptr parameter within the
CW_encryption parameter. This parameter is generated in the SCS and shall be conveyed in the CW_provision message
immediately following the CP_CW_combination parameter. Clause 5.5.7 specifies the required CW_encryption
parameter. The entire table is reproduced below for convenience; it includes the sub-parameters specific to this security
method.

Parameter Number of instances in message
ECM_channel id 1
ECM_stream _id 1
CP_number 1
CW_encryption Oto1l
CW_key_ptr

Algorithm_type
Fixed_key_mode

Key list_sel
CP_CW_combination CW_per_msg.
CP_duration Otol
access_criteria Otol

CW_encryption: This parameter contains the four sub-parameters listed below that enable encrypting of control words
over the SCS = ECMG interface. If the parameter isincluded in the CW_provision message, control word scrambling
isinvoked; if omitted, CWSs are being issued in the clear.

CW_key ptr: This 11-bit field contains an index that points to the active CW encryption key contained on a 2 048 byte
(or smaller) key list. It isarandomized value (1 of 292) generated within the SCS which points to the MS byte of a
seven-byte key used in block cipher Electronic Code Book mode. Legal valuesinclude every 7th addressin the

2048 space (0, 7, 14, 21, etc).

algorithm_type: Thisfield may be used either to signal the type of encryption algorithm in use for CW encryption or
the key length of a given algorithm. It is useful where it may be desirable to change either the fundamental algorithm or
its key length providing both the head-end and all external ECM Gs have the appropriate capabilities. In most cases, the
Simulcrypting participants will agree on these parameters in advance.

fixed_key _mode: This bit is used to bypass the key list and use a key contained in ROM for encryption of the control
word. This key will need to be agreed upon by all Simulcrypting participants. The security method described in annex n
uses a defined fixed key value.

key list_sel: In order to facilitate smooth changeover from one keylist to another, two independent lists should be
maintained on each ECM G and the SCS. This bit allows selection of one of the two lists as the active list.

D.3.4 Fixed Key Mode

There areinstances in practical cryptosystems when it is desirable to temporarily encrypt messages under a common
fixed key. This mode is useful when troubleshooting system failures, during initialization, or when the SCS has not
installed akey list. It provides afallback mode that is more secure than sending control words in the clear. When
invoked, the SCS encrypts all CWs under the same fixed key, which islocated in ROM and is not part of any key list.
Fixed key mode isinvoked using the Fixed_key mode bit (14) of the CW_encryption parameter (see figure D.5). When
set (1), the encryption key is selected from the appropriate (A or B) key list as designated by the pointer value and the
key list select bit. When reset (0), the fixed key is used as the encryption key. The ECMG cannot invoke fixed key
mode. The value of the fixed key is:

- 56-bit version: 4D A1 9F FO AF 6B 8F;
- 40-bit version: 00 00 9F FO AF 6B 8F.

It was generated in accordance with annex C. Since this mode can be invoked at any time by the SCS, the ECMG
software should include an alarm to alert operators when fixed key mode isin effect.
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D.4  Encryption Function Toggling

Although it is unlikely that either head-end operators or external CA providers will wish to discontinue CW encryption
onceit isinvoked, there may be an occasional heed to temporarily revert to clear CW transmission for system
troubleshooting or for other reasons. Thisis accomplished by the SCS deleting the CW_encryption parameter from the
CW_provision message. If the ECM G does not receive the CW_encryption parameter in the CW_provision message, it
does not apply decryption to the received control words. Clear control should only be sent by prior arrangement
between head-end operators and external CA providers or in emergencies; the ECMG does hot have the capability to

invoke clear CW transmission. ECMG designers may wish to include an alarm in their firmware that would activate
upon detection of clear control word mode.
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Annex E (informative):
Summary of Requirements for C(P)SIG < (P)SIG interface

This clause provides a high-level summary of the requirements imposed on the head-end system and each CASin
support of the C(P)SIG = (P)SIG interface.

The head-end and each CAS comply with the requirements presented in clauses E.1 and E.2, respectively, aswell asall
specifications referred to in clauses E.1 and E.2.

E.1l

Head-end system requirements

The head-end shall be solely responsible for:

1)

2)
3)

4)

5)

6)

7)

8)

9

10)

11)

Generating and broadcasting one or more transport streams (T Ss) that conform to MPEG-2 and DVB
specifications (EN 300 468 [1] through ETR 289 [5] and ISO/IEC 13818-1 [7]).

Ensuring the MPEG-2 and DV B syntactic and semantic integrity of these TSs.

Ensuring that each TSinclude all standard MPEG-2 PSI and DVB Sl tables that are required by MPEG-2 and
DVB specifications (specificaly, TR 101 154 [2] and TR 101 211 [4]). Thereis no requirement on the
head-end to generate any standard tables that are optional (e.g. EIT Schedule).

Ensuring that each PSI and Sl table (required or optional) include all descriptors required by MPEG-2 and
DVB specifications, respectively (specifically, TR 101 154 [2] and TR 101 211 [4]), and optionally generating
any other standard tables and/or descriptors defined by MPEG-2 and/or DV B. See also the next requirement.

Including, as required per DVB and CA S-specific conditional access (CA) requirements, CA_descriptorsin all
PSI CAT and PMT tables. However, the head-end shall not include any private data bytesin CA_descriptors
whose CA_system id belongs to any CAS that is interfaced with the head-end (refer to ISO/IEC 13818-1 [7]).

Optionally generating any private tables (i.e. with user-defined table_id) with MPEG-2 section syntax. (Thisis
outside the scope of thisinterface. Commercia agreement should be used to avoid conflict with
CAS-generated private tables transmitted on the PDG = MUX Interface).

Optionally generating, for its own purposes, an ordered list of private descriptors (i.e. with user-defined tag
value) for insertion in any PSI/SI table; and broadcasting thislist of descriptors. Either of two methods may be
used to prevent conflict with private descriptors generated by any CAS (see clause E.2):

- logically separating the head-end's private descriptors with a private_data_specifier descriptor, whose
private data specifier valueis used only by the head-end (per commercial agreement). The present
document strongly recommends this approach; or

- accordingly, the head-end may employ commercial agreement or some other unspecified meansto
prevent conflicts in private descriptor tag usage and interpretation.

Scheduling DVB Sl services and events. While thisis not specific to the C(P)SIG = (P)SIG Interface, the
head-end shall inform the CAS(s) of new and/or changed services and events, per the "triggering" requirement
presented below.

Configuration and initialization of the head-end (P)SIG processes defined in clause 8.2.1 of the present
document. Specifically, either asingle PSISIG, or a{ PSIG+SIG} pair, shall be configured.

Hosting one or more CAS and their C(P)SI G processes, as defined in clause 8.2.1, and supporting each CAS
per the requirements presented.

Maintaining mutual separation and independence of each CAS.
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13)
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15)

16)
17)
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Triggering (signalling) each CAS before, or upon, the occurrence of any or all of the following actions:
- new DVB Sl EIT Following event;

- new head-end information about afuture DVB Sl EIT event;

- creation, modification or closure of an ECM stream;

- user-defined (per commercial agreement);

- in order to enable triggering, the CAS shall first tell the head-end which types of triggersit wants to
receive, on a per-service basis. In addition, the CAS shall specify how far in advance of the action it
wants to receive the trigger (if possible);

- in this context, "service" means either a DV B-defined service or an MPEG-2 program, either being
defined by a PAT program_number entry and aPMT section.

Fulfilling CAS requests for the insertion of alist of private descriptorsin standard PS| and Sl tables. The
head-end shall therefore include any private descriptor requested by any CAS, provided that (a) the descriptor
issyntactically valid, and (b) the integrity of the PSI/SI table(s) can be maintained. The descriptor list insertion
may be synchronized with atriggered action (see above), or asynchronous, as requested by the C(P)SIG (see
below).

Preventing conflict, among CASs and with the head-end, in the usage and interpretation of private descriptors.
Either of two methods may be used:

- logically separating each respective CAS's list with aprivate data_specifier descriptor, whose
private data specifier valueis used only by the CAS (per commercia agreement). The present document
strongly recommends this approach; or

- employing commercial agreement, or some other unspecified means, to prevent conflicts in private
descriptor tag usage and interpretation.

Fulfilling CAS requests to receive data from any PSI or Sl currently transmitted. If the head-end generates EIT
Schedul e tables, they shall always be returned to the CASin the clear, even if scrambled for broadcast (see
EN 300 468 [1], clause 5.1.5).

Reporting specified error conditions per the above-defined interactions with the CASs.

Ensuring and maintaining all communications, networking, database access and so forth within the head-end,
so asto ensure that al other requirements are met. Such intra-head-end interfaces are
implementation-dependent, and outside the scope of the present document.

E.2

CAS's C(P)SIG requirements

Each CAS shall be solely responsible for:

1)

2)
3)

Informing the head-end as to the types of event- and ECM-related triggers it wants to receive, on a per-service
basis. In this context, "service" means either a DV B-defined service or an MPEG-2 program defined by a PAT
program_number entry and aPMT section.

Processing action triggers received from the head-end.

Optionally generating, for its own purposes, an ordered list of private descriptors for insertion in any standard
PSI/SI table(s) generated by the head-end:

- each list supplied is associated with a CAS-specific private_data_specifier (per commercial agreement).
It is the responsibility of the head-end to decide whether to separate descriptor listsvia
private_data specifier descriptors, or by some other unspecified means. The present document strongly
recommends the use of private_data specifier descriptors;

- the CAS may request that the descriptor list insertion be either synchronized with atriggered action, or
asynchronous.
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Sending the descriptor list to the head-end for broadcast:

- a CAS cannot actually send or modify any PSI/SI table by itself. It can only request that the head-end
insert its private descriptorsin given tables.

Maintaining each descriptor list and each set of the CA_descriptor private data bytes up-to-date, per CAS
requirements. The CAS shall ensure that private descriptors are compatible with the PSI/SI tablesin which
they are transmitted, at the time they are transmitted.

Reporting specified error conditions per the above-defined interactions with the head-end.

Ensuring and maintaining al communications, networking, database access and so forth within the CAS, so as
to ensure that all other requirements are met. Such intra-CAS interfaces are implementati on-dependent, and
outside the scope of the present document.

Requesting for any PSI/SI table.
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Annex F (informative):
Example of C(P)SIG < (P)SIG Connection-oriented
Solution Configuration

The sample configuration presented hereis referred to in clause 8.3.

Figure F.1 shows this reference configuration at the component and channel level. Figure F.2 depicts all connections at
the stream level.

HEAD-END SYSTEM
CAS 1
Ch1
TS 1
CPSIG 1A > csic1
Ch2 —P services
CSIG 1B > > 1,2
TS 2
Ch3 .
services
10, 13, 15
CAS 2
Ch 4
p PSIG2A
CPSISIG 2 TS 3
Chbs ': SIG 2B ~
=> 1 services
26

Figure F.1: Example: Channels (Chl - Ch5) in a head-end system with two CASs

F.1  Head-end processes and configuration data

The head-end in this example includes two (P)SIGs. (P)SIG 1, aPSISIG, serves one transport stream, TS1. (P)SIG 2
consists of two processes, a PSIG and a SIG; they serve two transport streams, TS2 and TS3.

Tables F.1 and F.2 show the information that the head-end might possibly require to define the (P)SIG head-end
processes (recall that the present document does not define the format of this data):

- table F.1 defines TS-related parameter;
- table F.2 defines (P)SIG-related parameters.

For simplicity, this data has been organized into relational tables in near-canonical form (some cells may contain lists of
values). The following conventions are used in thisand all other configuration tables presented in this annex:

Columns headed by names appearing in UNDERLINED ITALICSindicate key fields. A specific system implementation
might provide a different set of key fields for any table.

Cells marked with an asterisk (*) indicate data whose values are not of specific interest in understanding this example.

ETSI



174 ETSI TS 103 197 V1.3.1 (2003-01)

In addition, since the actual representation of this data is beyond the scope of the present document, the following are
not to be inferred from this example:

- the completeness of this data: other data might be required;

- the location of this data (e.g. head-end and/or CAS); this would be determined by technical and/or commercial
reguirements.

Whether this datais static or dynamic; some of each would generally be required.

Table F.1: TS configuration data (example, not normative)

TRANSPORT TRANSPORT_STREAM| ORIGINAL NETWORK _ SERVICE_
STREAM _id _NETWORK ID IDs
id
TS1 * * * 1,2
TS2 * * * 10, 13, 15
TS3 * * * 26

Table F.2: (P)SIG configuration data (example, not normative)

(P)SIG NAME IP ADDRESS [TCP PORT NO. | (P)SIG TYPE | TRANSPORT_STREAMs
PSISIG 1 * * 3 TS1
PSIG 2A * * 1 TS2, TS3
SIG 2B * * 2 TS2, TS3

F.2  CAS processes and configuration data

Two CASs are hosted by the head-end. It is assumed that the head-end knows the CA_system id (CASID) and
private data specifier(s) used by each CAS.

The C(P)SIG of CAS 1 consists of two processes, a CPSIG and a CSIG. The C(P)SIG of CAS2isaCPSISIG.

Table F.3 shows the information that the head-end might possibly require to define the C(P)SIG CAS processes (recall
that the present document does not define the format of this data).

Table F.3: C(P)SIG configuration data (example, not normative)

C(P)SIG CUSTOM CAS id IP ADDRESS TCP PORT C(P)SIG
NAME CASID extension NO. TYPE
CPSIG 1A CASID-1 1 * * 4
CSIG 1B CASID-1 2 * * 8
CPSISIG 2 CASID-2 1 * * 0xC

F.3 Channels and configuration data

Five channels are present in the system:

- channels Chl and Ch2 allow CAS 1 to request data from, and insert private datainto, TS1. Chl supplies
MPEG-2 PSI private data for insertion, and Ch2 similarly supplies DVB Sl private data;

CPSIG 1A may request DVB Sl datavia Chl, and CSIG 1B may request MPEG-2 PS| datavia Ch2. The
kind of table data returned by the head-end via the table response message is not restricted by the type of
C(P)SIG that issued table _request. This principle holds, clearly, to all the other channels defined.

NOTE:

- similarly, channel Ch3 allows CAS 1 to exchange data with TS2 and TS3. Only DVB Sl private datais
supplied for insertion;
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- channels Ch4 and Ch5 allow CAS 2 to request data from, and insert private datainto, TS2 and TS3. Ch4
supplies MPEG-2 PSI private data, and Ch5 similarly handles DVB Sl private data.

Table F.4 shows the information that the head-end might possibly require to establish all the channel connections (recall
that the present document does not define the format of this data).

Note the interpretation of the trigger_list values used:

¢ 0x0000003F ("...00111111") saysthat the channel supports triggering on six kinds of actions: EIT future
events, EIT following events, new ECM streams, ECM stream closure, ECM PID modification, and modification
of ECM access criteria;

e 0x0000003D (" ...00111101") says that the channel supports triggering on all kinds of actions listed above, with
exception of EIT future events.

Table F.4: Channel configuration data (example, not normative)

CHANNEL NAME CUSTOM C(P)SIG NAME (P)SIG NAME TRIGGER_ LIST | MAX_ STREAMS
CHANNEL ID
Chl 1 CPSIG 1A PSISIG 1 O0x3F *
Ch2 2 CSIG 1B PSISIG 1 0x3F *
Ch3 3 CSIG 1B SIG 2B 0x3F *
Ch4 4 CPSISIG 2 PSIG 2A 0x3D *
Ch5 5 CPSISIG 2 SIG 2B O0x3F *
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F.4  Streams and configuration data

Eight streams are defined in this sample configuration; they are depicted in figure F.2.

Table F.5 shows the information that the head-end might possibly require to establish all the stream connections (recall
that the present document does not define the format of this data).

CAS1 HEAD-END
Ch1 TS1
CPSIG 1A Stream S1
0svcl
Ch2 ¢ svc 2
Stream S2
Ch3 TS2
CSIG 1B Stream S3
' 1
[ Stream 4] sve 10
¢ svc 13
0 svc 15
CAS?2 cha
Stream S5
Stream S6
CPSISIG 2 TS3
Ch5b5 -
Stream S7
Stream S8 ¢ SVe 26

Figure F.2: Example: Stream interconnections for the example in figure F.1

Table F.5: Stream configuration data (example, not normative)

STREAM CUSTOM_ CUSTOM_ TRANSPORT SERVICE_ids SERVICE_
NAME STREAM_id CHANNEL_ ID STREAM PARAMETERS
S1 1 1 TS1 1,2 *
S2 1 2 TS1 1,2 *
S3 2 3 TS2 10, 13, 15 *
S4 3 3 TS3 26 *
S5 2 4 TS2 10, 13, 15 *
S6 3 4 TS3 26 *
S7 2 5 TS2 10, 13, 15 *
S8 3 5 TS3 26 *
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Annex G (informative):
Transition Timing for EIS <« SCS

The EIS may send an SCG provisioning message to the SCS using the optional parameter, activation_time.

activation_time is passed in the UTC timebase and indicates when the Crypto Period (CP) transition shall occur.
activation_time specifically denotes the change in scrambling. Each ECM stream transition shall occur at some
reference to the CP transition depending on their timing delay offsets.

In the following examples, the tables depict state transition diagrams for a service that contains one content stream and
two ECM streams; one ECM for CAS1 depicting a" current/next CW" model and one ECM for CAS2 depicting a
"current CW" model.

ECM stream for CAS1:

Channel_status parameter Value
lead CW 1
CW_per_msg 2
delay_start x>0
AC_delay_start y<0
transition_delay_start m<0
transition_delay_stop n>0
ECM stream for CAS2:
Channel_status parameter Value
lead_CW 0
CW_per_msg 1
delay_start x<0
AC_delay_start y<0
transition_delay_start m<0
transition_delay stop n>0

A five second crypto period duration is used for these examples. To simplify the examples, the delay_stop and
AC delay_stop values were not depicted.

Here the delay between the time when the SCG_provision message is received by the SCS and its requested activation
time is assumed to be longer than the crypto-period.
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14:59:51 15:00:00 15:00:05
activation_time
CP2 CP3 CP4
[ e X CP2 Y cps X cpa |
| Ecma2 X ECM23) X ECMB4) X ECM@4}5) |
— —

—

AC_delay_start.,g, delay_start. o,

| Ecm(1) X

X

ECM(2) X ECM(3) ECM(4) |

|_

delay_start.,,

|_

AC_delay_start.,o,

—
“—>
CP
extended
for
activation
_time

delay_start.,o,

Figure G.1: Access Criteria Transition

Figure G.1illustrates atransition in access criteriafor both ECM streams at activation_time 15:00:00.000. In this
example, Crypto Period 2 (CP2) was extented to coincide with activation_time.

Since the access criteria for ECM CAS1 and CAS2 changed, the SCS shall use AC_delay_start in place of the default
delay_start value. If the access criteria had not changed for one or both of the ECM streams, the SCS would have used
the delay_start value even though CP2 was extended to the activation_time.

14:59:50 14:59:55 15:00:00 15:00:05 15:00:10
activation_time
CPO CP1 CP2
clear >< CPO >< CP1 ><]

PMT (no CA_descriptors

) X

PMT (with CA_descriptors) |

Transition_delay:

Trar

|
I PMT change window
ECM(0,1) X ECM(L,2)
_stalrtc As1 delay_start_,,
| ecMo X  Ecm@) X |
sition_delay_start. o, delay_ start,.,

Figure G.2: Clear To Scramble Transition
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Figure G.2 depicts atransition from clear to scramble at activation_time 15:00:00.000. This event occurs when the EIS
sends an SCG provisioning message instructing the SCS to start scrambling one or more content streams and to start
generating one or more ECM streams using the data defined in the ECM groups.

In this example, the ECM stream for CAS1 has atransition_delay start that islessthan 0. This allowsthe STB to
receive the current CW (CWO0) from the ECM before CPO. Otherwise, if delay_start were used, the STB could not
descramble the content stream until CP1, which would be after the scrambler had already started scrambling.

The shaded areaillustrates the ideal window for changing the PMT. The areais defined by the start of the ECM stream
transmission for the ECM stream, within the SCG, that is starting last and the beginning of CPO.

14:59:50 14:59:55 15:00:00 15:00:05 15:00:10
CP3 CP4 activation_time

[} ecrs X era. X clear |

| PMT (with CA_descriptors) PMT (no CA_descriptors) |

PMT change window

H
| X EcvEa) X EcM@as) X |

=
delay_start_,, delay_start,,g, Transition_delay_stopg g,
| ECM(3) X ECM(4) X |
Edelay_startCASZ Transition_delay_stop,s,

Figure G.3: Scramble To Clear Transition

Figure G.3 depicts atransition from scramble to clear at activation_time 15:00:00.000. This event occurs when the EIS
sends an SCG provisioning message that no longer contains any content stream references (program numbers or
elementary PIDs) or ECM groups.

The SCS shall transition to clear any content streams that are not provisioned in an SCG.

The SCS shall use the appropriate transition_delay _stop value for each ECM stream de-provisioned from an SCG
group.

In this example, the ECM stream for CAS1 has atransition_delay stop that is greater than 0. This allowsthe STB to
continue to receive avalid ECM stream even though the service has gone clear. In the case of the ECM stream for
CAS2, the ECM transition usually preceeds the CP transition, but to ensure the STB can navigate the PMT (or
equivalent) transition_delay stop is greater than O.

The shaded areaillustrates the ideal window for changing the PMT. The areais defined by the start of the transition
from scramble to clear and the end of the transmission of the first ECM stream, within the SCG.
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Annex H (normative):
Cryptoperiod duration management by the SCS

H.1  Nominal CP_duration in ECMG < SCS protocol

According to the standard, the nominal cryptoperiod duration for a particular SCG is determined by the SCS.

This value shall be chosen by the SCS:

- greater than al the min_CP_duration values specified at Channel_setup by the ECM Gs working with the
SCS and involved by this SCG,

- greater than al the max_comp_time values of all the ECMGs involved by this SCG.

This means that any value of nominal_CP_duration complies with the standard if it meets both requirements above.

H.2 Management of the recommended_ CP_duration
value

The following clause applies only in the case when the SCS indicates in the channel _status, thanks to the
CP_duration_flag that it is able to process the recommended CP_duration value when provided in a SCG_provision

message.

When the SCS receives a new SCG_provision message from the EI'S which contains a recommended_CP_duration
value, it shall determine the nominal_CP_duration for the SCG associated to this message as shown below.

SCS

EIS - recommended_CP_duration .
"] (contained in the SCG_provision message) o

[ = nominal_CP_duration

‘ ! ; ’ (for this SCG)
> min_CP_duration — >
ECMG [
(involved by this SCG) [

»>- max_comp_time — »>-

Figure H.1: Computation of the nominal_CP_duration value

Rules of computation of the nominal_CP_duration value associated to an SCG when receiving a new SCG_provision
message related to this SCG, i.e.

Nominal_CP_duration= MAX ( recommended_CP_duration,
M AX(min_CP_dUration)a” involved ECMGs,

MAX (maX_Comp_time)aII involved ECMGs

)
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Moreover, when the recommended CP_duration valueis provided for an existing SCG currently managed by the SCS,
this latter shall apply one of the following policies to the ECM streams till associated to this SCG:

The SCS defines the new nominal_CP_duration value as explained above. If the nominal_CP_duration
value is modified the SCS closes all concerned streams on ECMG interface and opens again these
streams with the new nominal_CP_duration parameter.

the SCS defines the CP duration complying with the recommended_CP_duration according to figure H.1
and then in each following CW_provision messages provides the CP_duration parameter in using the
obtained value.

To conclude, if no recommended_CP_duration is provided by the EISin anew SCG_provision message, the SCS shall
apply one of the following rules:

if the SCG_provision message relates to a new SCG, the SCS shall use a default
recommended_CP_duration value and compute the nominal_CP_duration associated to this SCG as
depicted in figure H.1. The actual value of this default value isimplementation dependant and is out of
the scope of the present document.

if the SCG_provision message relates to a SCG currently managed by the SCS, the SCS shall use the
current nominal_CP_duration value as the recommended CP_duration value and compute with it the
new nominal_CP_duration as depicted in figure H.1.
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Annex | (normative):
Standard compliance

.1 Overview

Three standards define the head-end implementation of DVB Simulcrypt:
. TS 101197 V1.2.1: " DVB Simulcrypt - Head-end architecture and synchronization” [26];
. TS103 197 V1.2.1: "Head-End Implementation of DVB Simulcrypt” [27];
. The present document.
All these documents describe connection-based protocols.
According to the protocol _version parameter in each message:
. [26] describes the ECMG protocol and the EMMG protocol inversion 1 ("V1");
. [27] describes the ECM G protocol, the EMMG protocol and the C(P)SIG protocol in version 2 ("V2");

. The present document describes the ECM G protocol, the EMMG protocol, the C(P)SIG protocol, the (P)SIG
protocol and the EIS protocol in version 3 ("V3").

Compliance between V1 and V2 is described in DVB Simulcrypt (TR 102 035 [28]). This annex describes the
compliance between V2 and V3. Compliance between V1 and V3 is the combination of V1/V2 compliance and V2/V3
compliance.

Thereisno complianceissuein a(P)SIG = Mux protocol implementation nor inan EIS = SCS protocol
implementation because these protocols are described only in the present document.

However, compliance issues can occur in a SCS'ECMG pair, ina Mux/EMMG pair, in a C(P)SIG/P(S)IG pair.

Besides connection-based protocol s compliance between standard versions concerns the SIMF. Compliance issues can
occur in CAS device MIB/NMS pair according to the standard version they refer to.

1.2 General compliance scheme for connection-based
protocols

ECMG protocol, EMMG/PDG protocol (connection-based version) and C(P)SIG protocol (connection-based version)
are concerned here and each is represented in ageneric way asa"Client = Server protocol”.

Insuch aClient = Server protocol, V2 and V3 are not compliant because of the management of the protocol_version
parameter value. A V2 protocol accepts only the value 2 for the protocol_version parameter in header of messages and
responses. Otherwise an "unsupported protocol version™ error occurs.
Basicaly:

. aV2+V3orV3+ V2 configuration in a Client/Server pair shall be avoided because it cannot work.

. aV2+ V2 configuration or aV3 + V3 configuration in a Client/Server pair is recommended.

If the Client is compliant with V2 and V3, the Client connects the Server in V3 mode. If the Server is V2-compliant, the
following policy is recommended:

. Such aV2-Server shall generate an V2 error message ("Unsupported protocol version”).

. Then the Client disconnects, and connects again the Server in V2 mode.
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If the Server is compliant with V2 and V3, whatever isthe version 2 or 3 of the Client it is connected by, the following
policy is recommended:

. Such aV2 and V3 compliant Server selectsits current version according to the version detected in the
channel_setup message received from the Client.

. This selection shall be performed for each channel, to allow aV2-Client and a V 3-Client to connect the same

Server.
Protocol Client Server
ECMG - SCS SCSs ECMG
EMMG/PDG = Mux EMMG/PDG Mux
C(P)SIG = (P)SIG (P)SIG C(P)SIG
V2-Client V3-Client V2/V3-Client
V2-Server OK Client > V2 Protocol version switch
by Client if error on
V3-Server OK Client > V3 Channel_Setup
V2/\V3-Server Server 2 V2 Server 2 V3 V2 or V3
Protocol version is detected by Server at (same as €)
Channel_Setup

Figure I.1: V2/V3 compliance

1.3 Functional difference between V2 and V3 in ECMG
protocol
There is one functional difference between V2 and V3 of the ECMG protocol:

. Cryptoperiod shortening in case of event alignments and error handling: aVV2-SCS shall not shorten the
current cryptoperiod length, aVV3-SCS may shorten the current cryptoperiod length in the limit of
min_CP_duration and max_comp_time values.

1.4 Functional differences between V2 and V3 in
EMMG/PDG protocol

Thereis no functional difference between V2 and V3 of the EMMG/PDG protocol.

1.5 Functional differences between V2 and V3 in
C(P)SIG protocol

In V3 the C(P)SIG can be triggered by the (P)SIG on Private Data events. In particular see clauses 8.2.3, 8.2.5, 8.2.7,
8.3.2and 8.3.4.11.
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|.6 SIMF

Even if the protocol version is not significant in MIB, in both following clauses "V2" and "V 3" are used to refer to MIB
described in [27] and in the present document respectively.

1.6.1 Functional differences between V2 and V3

V3 MIB includes the following differences:
. Theindividual SEM and SLM modules are optional. See clauses 7.2, 7.2.4.4, 7.2.5.3.

. SIM ECMG Channel Table, SIM EMMG Channel Table and SIM EMMG Lap Table include new entries. See
tables 18, 21 and 23, respectively.

. The new PD Trigger Table supports Private Data Event Trigger in transaction-based version of the C(P)SIG
protocol. See clause 8.4.3.6.

1.6.2 Recommendation for SIMF compliance

In the Simulcrypt Identification Module (see table 16), the smMibVersion entry written by the CAS should allow the
NMS for identifying the version of MIB supported by the CAS device.

AV2+V3orV3+V2configurationin a CAS device/NMS pair shall be avoided because it cannot work, except in the
following case: if aV3-MIB compliant CAS device includes both SEM and SLM modules it can be addressed by a

V2-MIB compliant NM S or by aV3-MIB compliant NMS.
A V2 + V2 configuration or aV3 + V3 configuration in a CAS device/NM S pair is recommended.

V2-CAS device V3-CAS device
OK only if CAS
V2-NMS OK device supports
SEM and SLM
V3-NMS OK
V2/V3-NMS NMS > V2 NMS > V3
If MIB version can be detected by NMS in
simMibVersion entry

Figure 1.2: V2/V3 SIMF compliance
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Annex J (informative):
Use of DVB ASI for the PSIG <« MUX interface

DVB has developed an interface specification for conveying data as transport stream packets from one piece of
equipment to another. The specification, standardized by CENELEC as EN 50083-9 (see [24]), has three methods, the
synchronous parallel interface (SPI), synchronous serial interface (SSI), and asynchronous serial interface (AS). In
practice, the AS| version is the most flexible and convenient of the three types of interface, and the ASI interface has
consequently been very widely implemented on DV B multiplexing equipment both for data input and output. The use
of ASl for the data flow is an option in the DVB Simulcrypt specifications for the (P)SIG = MUX interface. The
interface has the following characteristics:

1) theinterfaceiswidely available, including on legacy multiplexing equipment;
2) theinterface can handle a wide range of data rates;
3) thepacket timing isreadily preserved, to the precision required for Sl and PS| data.

The PSI and/or SI contribution from an individual (P)SIG to a specific multiplexer should consist of all the required
datafor a specific set of PIDs, so that the MUX is only required to perform a multiplexing operation at the packet level.

In a system configuration, it may be convenient for the (P)SIG to supply the (P)SI packet datavia ASl using different
packet 1Ds from those used in the output multiplex, and make use of the multiplexer"s ability to change the packet_ID
value. For example, different versions of the data for a particular destination Sl packet_|D are needed for different
multiplexes (for packet 1Ds 0x0011 and 0x0012), but could be supplied from the same SIG over the same ASI signal.

The present document mandates the use of a TCP/IP connection between the (P)SIG and the MUX for control purposes.
The control interface manages connection set-up, closure, packet ID allocation, and bandwidth negotiation. The same
messages are applicable, whether the data content is supplied via TCP/IP or via ASI.

It is possible to operate an AS| connection from a (P)SIG to aMUX without a TCP/IP control link in place. In this case,
there is no standard way of controlling the connection or data-flow. However, in some distributed system architectures,
with a (P)SIG remote from a MUX, there may only exist a forward path from the (P)SIG to the MUX. Provided that the
system needs for PSI or Sl are not dynamically changing in terms of packet_ID allocation or bandwidth, a static
arrangement with independent configuration of the (P)SIG and the MUX may suffice. However, considerable careis
needed in the configuration to ensure that the packet 1D allocations and bandwidth usage are consistent. Errorsin
configuration may bein particular difficult to locate.
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Annex K (normative):
ASN.1 MIBs description

K.1 SIM MIB

SIMMB DEFINITIONS ::= BEGA N

| MPORTS
MODULE- | DENTI TY, OBJECT- TYPE, Unsi gned32, Counter32, |pAddress,
BI TS FROM SNWPv2- SM
TEXTUAL- CONVENTI ON, RowsSt atus, DisplayString FROM SNWPv2- TC
MODULE- COVPLI ANCE, OBJECT- GROUP FROM SNWPv2- CONF;

si mM B MODULE- | DENTI TY
LAST- UPDATED "9707021700Z"
ORGANI ZATI ON "DVB Si mul crypt Techni cal G oup"
CONTACT-INFO " --- "
DESCRI PTI ON
"The M B nodul e for defining DVB Sinul crypt Conditional
Access System configuration information."
:={ 136141269 1 1}

Admi ni strativeState ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Admi nistrative state as defined by | TUT Recommendati on X 734"
SYNTAX BI TS

| ocked(0),

unl ocked(1),

shut ti ngDown( 2)
}

CaDescl nsMbde ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Condi tional Access Descriptor |nsertion Type."
SYNTAX BI TS
{
Psi gl nsertion(0),
NoPsi gl nsertion(1)
}

Del ayType ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Del ay type."
SYNTAX BI TS
{
i medi at e(0),
synchroni zed(1)

}

DescriptorStatus ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"The return status of descriptor insertion."
SYNTAX BI TS
{
success(0),
unknownTri gger (1),
unknownlLocat i on(2),
unsupport edDel ay( 3),
unknownCont ext (4),
unknownQt her TS( 5) ,
unknownNet wor k( 6) ,
unknownTS(7),
unknownES( 8) ,
unknownBouquet (9),
unknownEvent (10),
t abl eNot Supported(11),
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tabl eFul | (12),
ot her (13)

ECMChannel I'd :: = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"The ECM channel _ID is represented as a 2 bytes unsigned integer."
SYNTAX | NTEGER (0. . 65535)

ECMGDel ayVal ue ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"The val ue od xxx_Delay_Start / _Stop in ECMS protocol ."
SYNTAX Si gned16

ECMITi gger Type ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"The type of an ECMtrigger in a PSl generator."
SYNTAX BI TS
{
ecntt reanOpen(0),
ecntt reanCl ose(1),
ecntt r eantChange( 2) ,
accessCriteriaChange(3)

}

EMVGChannel | d :: = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Indi cates the Data Channel 1d."
SYNTAX | NTEGER (0. . 65535)

EMM3CommCapabi ity ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Type of communications capability between EMME PDG and Mil ti pl exer:
TCP or UDP or both."
SYNTAX BI TS

bot h(0),

tep(l),
udp(2)

EMMGComniType :: = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Type of communications capability between EMME PDG and Mil ti pl exer:
TCP or UDP."
SYNTAX BI TS

tep(0),
udp(1)

EMVGDat aType :: = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Type of data carried in the EMME PDG Mil ti pl exer stream"
SYNTAX BI TS

em( 0),
ot her (1)
}

Fl oM d :: = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"The flow identifier is represented as a 2 bytes unsigned integer."
SYNTAX | NTEGER (0. . 65535)

Fl owType ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Type of Floww EMM ECM or private data."
SYNTAX BI TS
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ecnm(0),

em(1),

privat edat a(2)
}

I nsertLocation ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Descriptor insertion |location."
SYNTAX BI TS
{
pnt Loopl1(0),
pnt Loop2(1),
cat(2),
ni t LopplAct ual Net (3),
ni t Loop2Act ual Net (4),
ni t LopplC her Net (5),
ni t Loop2C her Net ( 6),
bat Loopl1(7),
bat Loop2(8),
sdt Act ual TS(9),
sdt O her TS(10),
ei t PFAct ual TS(11),
ei t PFQt her TS(12),
ei t Schedul eAct ual TS(13),
ei t Schedul et her TS(14)

}

ProvTabl el d ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Provision table identifier."
SYNTAX BI TS
{
pat (0),
cat (1),
prt (2),
ni t Act ual Net (3),
ni t & her Net (4),
bat (5),
sdt Act ual TS(6),
sdt &t herTS(7),
ei t PFAct ual TS(8),
ei t PFQt her TS(9),
ei t Schedul eAct ual TS(10),
ei t Schedul e her TS(11)

}

Psi gType ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Psig type."
SYNTAX BI TS

sig(0),

psig(1l),

psi sig(2)
}

Secti onTSPkt Fl ag :: = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Format of ECM EMM Private data datagrans: section or TS packet."
SYNTAX BI TS
{
section(0),
t spacket (1),

Stream d ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"The Stream |ID is represented as a 2 bytes unsigned integer."
SYNTAX | NTEGER (0. . 65535)

Super Casl d :: = TEXTUAL- CONVENTI ON
STATUS current

ETSI



189 ETSI TS 103 197 V1.3.1 (2003-01)

DESCRI PTI ON
"SuperCASId / Cient_ID a unsigned 32-bit identifier."
SYNTAX Unsi gned32

Trigger Type ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"The type of a trigger in a PSl generator."
SYNTAX BI TS
{

dvbEvent (0),
futureDvbEvent (1),
neweEcnst rean( 2) ,

f | owPi dChange(3),
accessCriteri aChange(4),
ecnft reand osur e(5)

pdSt r eanCEvent ( 6)

}
si MM BObj ect s OBJECT IDENTIFIER ::= { simMB 1 }
si MM BConf ormance  OBJECT IDENTIFIER ::={ sinMB 2 }
si m dent OBJECT IDENTIFIER ::= { sinmM BObjects 1 }
si NECMG OBJECT | DENTIFIER ::= { sinmMBbjects 2 }
si TEMVG OBJECT IDENTIFIER ::={ sinM BObjects 3 }
si mCPS| OBJECT IDENTIFIER ::={ sinMBObjects 4 }
si nPSI OBJECT IDENTIFIER ::= { sinmM BObjects 5 }

-- ldent Goup - This group is used for software configurati on managenent
-- of all Simulcrypt conponents and includes the follow ng objects:

si nSof war eVer si on OBJECT- TYPE

SYNTAX Di splayString (SIZE (80))

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"This contains a display string that defines the current version
of the software for this unit."

o= { simdent 1}

si mM BVer si on OBJECT- TYPE

SYNTAX Di splayString (Sl ZE (80))

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"This contains a display string that defines the current version
of the MB."

o= { simdent 2}

si mM BPri vat eVer si on OBJECT- TYPE

SYNTAX Di splayString (Sl ZE (80))

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"This contains a display string that defines the current private
version of the MB."

o= { simdent 3}

si mAgent Ver si on OBJECT- TYPE
SYNTAX Di splayString (Sl ZE (80))
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"This contains a display string that defines the current version
of the agent."
o= { simdent 4}

-- ECM Generator Group - This group is used for configuration managenment and status

-- nonitoring of ECM CGenerators. It identifies each one of the ECM Generators by the

-- | P Address and TCP/UDP Port Number. It al so associ ates Super_CAS | Ds, ECM Channel _I Ds,
-- and ECM Stream IDs with ECM Generators. It also associates status informati on and

-- statistics with channels and streanms. The ECM Generator G oup consists of three
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-- conceptual tables. The first table is the interconnection table and is used for

-- the Headend Network Manager to query the |P addresses and the port nunber to be used
-- by an SCS to create a channel. It is indexed by a unique Ecngl ndex which is an integer
-- assigned by the -- ECMG agent:

si nEcngTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Si nEcngEntry

MAX- ACCESS not - accessi bl e

STATUS curr ent

DESCRI PTI ON
"This table specifies the |P addresses and Port nunbers of ECM Generators
to be used by headend managers to configure SCSs. This table is to be

used in ECM Generators and ECM Gener at or proxies."
o= { sinECMG 1 }

si mEcngEnt ry OBJECT- TYPE
SYNTAX Si nEcngEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformati on about a single table entry. Depending on whether this is
an ECMG agent or ECMG proxy agent different table entries can be onmtted."
I NDEX { si nEcngl ndex}
::={ sinkEcngTable 1}

Si nEcngEntry :: = SEQUENCE {
si nEcngl ndex | NTEGER (0. .65535),
si mEcnygl pAddr ess | pAddr ess,
si nEcngTcpPor t I NTEGER (0. . 65535),
si mEcngSuCasl d Super Casl d,
si nEcngChannel s Count er 32,
si nEcnmgCwPr s Count er 32,
si nEcngErrs Count er 32,
si nEcngTarget Cpsi g | NTEGER (0. . 65535),
si ntEcngCaM b OBJECT | DENTI FI ER
}

si nEcngl ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The ECM Generator Tabl e uni que index."
c:={ sinkEcngEntry 1}

si nEcngl pAddr ess OBJECT- TYPE
SYNTAX | pAddr ess
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"I P address of the host of the ECMG"
::={ sinEcngEntry 2 }

si mEcngTcpPort OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"TCP port of the ECMG "
::={ sinEcngEntry 3}

si mEcngSuCasl| d OBJECT- TYPE
SYNTAX Super Casl d
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The Super _VAS ID is formed by concatenation of the CA system.id
(16 bit) and the CA subsystem|ID (16 bit). It defines uniquely a
set of ECMas for a given SCS."
::={ sinmEcngEntry 4 }

si ntEcngChannel s OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The total nunber of channels this ECMGis currently maintaining."
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::={ sinEcngEntry 5 }

si nEcnrgCwPr s OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total number of CWprovisioning requests received by this ECMG "
::={ sinkEcngEntry 6 }

si nEcngErrs OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The total nunber of conmunications errors for this ECMG "
c:={ sinkEcngEntry 7 }

si mEcngTar get Cpsi g OBJECT- TYPE

SYNTAX | NTEGER (0. . 65535)

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The index into the C(P)SIG table identifying the C(P)SIG associ at ed
with this ECMG "

::={ sinEcngEntry 8 }

si nEcnrgCaM b OBJECT- TYPE

SYNTAX OBJECT | DENTI FI ER

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The pointer to a provider proprietary MB (like ifSpecific in
the interfaces group of MB II."

::={ sinEcngEntry 9 }

-- ECMG Channel Table - Used for nonitoring channel information. It is indexed
-- by the ECMG I ndex fromthe ECMG tabl e and the Channel | d.

si nEcngCTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Si nEcngCEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"This table specifies information relating to ECMJ SCS channel s i ncl udi ng
the | P addresses and Port nunbers of SCSs conmunicating
with the ECMG CGenerators.

o= { sinECMG 2 }

si mEcngCEntry OBJECT- TYPE
SYNTAX Si nEcngCEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformati on about a single table entry. Depending on whether this is
an ECMG agent or ECMG proxy agent different table entries can be omtted."
I NDEX { si nEcngl ndex, sinEcngChannel | d}
;.= { sinEcngCTable 1 }

Si nEcngCEntry ::= SEQUENCE {
si mEcngChannel | d ECMChannel 1 d,
si mEcngCScs! pAddr ess | pAddr ess,
si mEcngCScsTcpPor t | NTEGER (0. .65535),
si mEcngCSt r eans Count er 32,
si mEcnmgCOWPr s Count er 32,
si mEcngCErrs Count er 32,
si mEcngCSuCasl d ECM3CSuCasl d,
si mEcngFor mat Sect i onTSPkt Fl ag,
si MACDel aySt art ECMEDel ayVal ue,
si mACDel ay St op ECM3Del ayVal ue,
sinmDel aySt art ECM3Del ayVal ue,
si nDel ay St op ECMEDel ayVal ue,

si nTransitionDel ayStart ECM3Del ayVal ue,
simlransi ti onDel ayStop ECMGDel ayVal ue,

si TECMRepPeri od | NTEGER( 0. . 65535) ,
si mvaxSt r eans Counter 32,
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si mM nCPDur ati on | NTEGER( 0. . 65535) ,

si mLeadCW Counter 32,
si nCWPer Msg Count er 32,
si mvaxConpTi e | NTEGER( 0. . 65535)

}

si mtEcngChannel | d OBJECT- TYPE
SYNTAX ECMChannel | d
MAX- ACCESS r ead- onl y
STATUS curr ent
DESCRI PTI ON
"The ECMF SCS Channel identifier."
c:={ sinkEcngCEntry 1 }

si mEcngCScs| pAddr ess OBJECT- TYPE
SYNTAX | pAddr ess
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"I P address of the SCS."
c:={ sinkEcngCEntry 2 }

si mMEcngCScsTcpPort OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"TCP port of the SCS."
::={ sinEcngCEntry 3 }

si mEcngCSt r eans OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
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"The total nunber of streans this ECMGis currently maintaining on this channel."

c:={ sinkEcngCEntry 4 }

si mMEcngCOWMPr s OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON

"The total nunmber of CWprovisioning requests received by this ECM5 on this channel."

::={ sinEcnmgCEntry 5 }

si nEcngCErrs OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"The total nunber of conmunications errors for this ECMG on this channel."

::={ sinEcngCEntry 6 }

si nEcngCSuCasl| d OBJECT- TYPE
SYNTAX ECMECSuCasl d
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The Super CASId of the current Channel."
::={ sinEcngCEntry 7 }

si mEcngFor mat  OBJECT- TYPE
SYNTAX Secti onTSPkt Fl ag
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Format of datagrans : section or TS Packet."
::={ sinEcngCEntry 8 }

si MACDel aySt art OBJECT- TYPE
SYNTAX ECMCDel ayVal ue
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"Val ue of AC Delay_Start paranmeter in ECMG protocol,

::={ sinEcngCEntry 9 }
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si mMACDel aySt op OBJECT- TYPE
SYNTAX ECMCDel ayVal ue
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"Val ue of AC Del ay_Stop paraneter in ECMG protocol,
::={ sinEcngCEntry 10 }

si nDel ayStart OBJECT- TYPE
SYNTAX ECMCDel ayVal ue
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Val ue of Delay_Start paranmeter in ECMG protocol,
::= { sinEcngCEntry 11 }

si nDel aySt op OBJECT- TYPE
SYNTAX ECMCDel ayVal ue
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Val ue of Delay_Stop paraneter in ECMG protocol,
::= { sinEcngCEntry 12 }

simlransitionbDel ayStart OBJECT- TYPE
SYNTAX ECMGDel ayVal ue
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Value of Transition_Delay_Start paraneter
::= { sinEcngCEntry 13 }

si mlransi ti onDel aySt op OBJECT- TYPE
SYNTAX ECMCDel ayVal ue
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Val ue of Transition_Del ay_Stop paraneter
::={ sinEcngCEntry 14 }

si MTECMRepPeri od OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

in ECMG protocol,

in ECMG protocol,
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i nposed by CAS.*"

i nposed by CAS."

i nposed by CAS.*"

i mposed by CAS."

i mposed by CAS."

"Repeating period of ECM defined by CAS and applied by SCS."

::= { sinEcngCEntry 15 }

si mvaxStreans OBJECT- TYPE
SYNTAX Counter 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Max nunmber of streams supported by the ECMG "
::={ sinkEcngCEntry 16 }

si mM nCPDur ati on OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"Mn cryptoperiod | ength supported by the ECMG "
c:={ sinkEcngCEntry 17 }

si mLeadCW OBJECT- TYPE
SYNTAX Counter 32
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"Nurmber of CWthe ecng needs in advance."
::={ sinEcngCEntry 18 }

si mCWPer Msg OBJECT- TYPE
SYNTAX Counter 32
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"Nunmber of CWthe ecng needs in each ECM request."
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::={ sinEcngCEntry 19 }

si mvaxConpTi me OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Max del ay supported by the ECMs for providing an ECM "
::={ sinkEcngCEntry 20 }

-- ECMG Stream Table - Used for nonitoring streaminformation. It is indexed
-- by the ECMG I ndex fromthe ECMG table, the Channelld fromthe Channel Table
-- and the Stream d.

si mEcngSTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nEcngSEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table specifies information relating to ECMJ SCS streans.
o= { sinECMSG 3}

si mtEcngSEnt ry OBJECT- TYPE
SYNTAX Si nEcngSEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Informati on about a single table entry. Depending on whether this is
an ECMG agent or ECMG proxy agent different table entries can be omtted."
I NDEX { sinEcngl ndex, sinEcngChannel Id, sinEcngStream d}
::={ sinkEcngSTable 1 }

Si nEcngSEntry :: = SEQUENCE {
si mEcngSt reant d St ream d,
si mEcngEcml d FI ow d,
si mEcngSLast Cp Unsi gned32,
si mEcngSOwWPr s Count er 32,
si mEcngSErrs Count er 32
}

si mEcngStrean d OBJECT- TYPE
SYNTAX Stream d
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The ECME SCS Streamidentifier."
c:={ sinkEcngSEntry 1 }

si mEcngEcm d OBJECT- TYPE
SYNTAX Fl ow d
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The unique ECMflow identifier."
c:={ sinEcngSEntry 2 }

si mEcngSLast Cp OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The nunber of the crypto period |ast processed on this stream"
::={ sinEcngSEntry 3 }

si mMEcngSOWPr s OBJECT- TYPE

SYNTAX Count er 32

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The total nunber of CWprovisioning requests received by this ECMG on
this stream"

::={ sinEcngSEntry 4 }

si mEcnmgSErrs OBJECT- TYPE
SYNTAX Count er 32

ETSI



195 ETSI TS 103 197 V1.3.1 (2003-01)

MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunmber of conmunications errors for this ECMG on this stream”
c:={ sinkEcngSEntry 5 }

-- EMM PD Generator Group - This group is used for managenent of EMM PD CGenerators.

-- It identifies each one of the EMM PD Generators by the | P Address and TCP/ UDP Port

-- Nunber.Ilt also associates dient_|IDs, Data_stream|Ds, and Data_Channel _IDs with EMM PD
-- Generators. It also associates status information and statistics with streams. The

-- EMME PDG Generator Group consists of four conceptual tables. The first table is used

-- for information relevant to EMME PDG and is indexed by a uni que EnO Pdl ndex which is

-- assigned by the EMVE PDG agent :

si nEntr PdTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nEmOr PdEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table defines the EMMG or PDG interfaces to the Mux and is to be
used in EMGs/ PDGs and optionally the nultiplexer."
o= { sinEMVG 1 }

si mEnOr PdEnt ry OBJECT- TYPE
SYNTAX Si nEnOr PdEnt ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformati on about a single table entry. Depending on whether this is an
EMME PDG or nultiplexer agent different table entries can be onmtted."

I NDEX { si nEnOr Pdl ndex }

c:={ sinEnOrPdTable 1 }

Si nEnOr PdEntry :: = SEQUENCE {
si mEnOr Pdl ndex I NTEGER (0. .65535),
si mEnOr PdDat aType EMMGDat aType,
si mfEmOr PdCl i ent | d Super Casl d,
si mEnOr PdCommCapabi | ity EMMGCommCapabi lity,
si mEnOr PdErr s Count er 32,
si nEnmOr PdTar get Cpsi g | NTEGER (0. .65535),
si mtEnOr PdCaM b OBJECT | DENTI FI ER
}

si mEnOr Pdl ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Uni que index into the EMMG or PDG tabl e.
c:= { sinEnOrPdEntry 1 }

si mEnOr PdDat aType OBJECT- TYPE
SYNTAX EMVGDat aType
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Data_type: Type of data handl ed by this EMVE PDG
c:= { sinEnOrPdEntry 2 }

si nEnOr Pdd i ent 1 d OBJECT- TYPE

SYNTAX Super Casl d

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"Client_ID: The Client_IDis a 32-bit identifier. It shall identify uniquely
an EMME PDG across all the EMVGs/ PDGs connected to a given MUX. To facilitate
uni queness of this value, the follow ng rules apply:
* In the case of EMW or other CA related data, the two first bytes of the
client_id should be equal to the two bytes of the corresponding CA system|D.
* In other cases a value allocated by DVB for this purpose should be used."

::= { sinEnOrPdEntry 3 }

si mEnmOr PdComrCapabi | ity OBJECT- TYPE
SYNTAX EMMGConmmCapabi | ity
MAX- ACCESS r ead-onl y
STATUS current
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DESCRI PTI ON
" Commruni cation capability between EMME PDG and the multiplexer. Currently
TCP or UDP or both."

c:={ sinEnOrPdEntry 4 }

si mEnOr PdEr rs OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunber of conmunications errors for this EMME PDG "
c:={ sinEnOrPdEntry 5 }

si mEnOr PdTar get Cpsi g OBJECT- TYPE

SYNTAX | NTEGER (0. . 65535)

MAX- ACCESS r ead-create

STATUS current

DESCRI PTI ON
"The index into the C(P)SIG table identifying the C(P)SIG associ at ed
with this EMME PDG "

c:={ sinEnOrPdEntry 6 }

si mEmOr PdCaM b OBJECT- TYPE
SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Pointer to a vendor proprietary extension to the EMMG PDG M B group. "
c:={ sinEnOrPdEntry 7 }

-- EMME PDG Logi cal Access Point Table - The second EMM Generator/ PD Generator table
-- is used for configuration of the EMMGs/PDGs. It is uniquely indexed by the

-- EnmOrPdLapl ndex which is a globally assigned quantity (with respect to the headend)
-- and associates globally assigned Logical Access Points (LAPs) with nmux ports.

si mEnOr PdLapTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si mEnOr PdLapEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table is used for configuration of EMM PD Generators."
o= { sinEMMG 2 }

si mEnOr PdLapEnt ry OBJECT- TYPE
SYNTAX Si nEnOr PdLapEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformation about a single table entry."
I NDEX { si nEnOr PdLapl ndex }
c:= { sinEnOrPdLapTable 1 }

Si nEnOr PdLapEntry :: = SEQUENCE {
si mEnOr PdLapl ndex I NTEGER (0. .65535),
si mEnOr PdLapAdni nSt at e Adnmi ni strativeState,
si mEnOr PdLapComTy pe EMVGCommily pe,
si mEnOr PdLapMux| pAddr ess | pAddr ess,
si mEnOr PdLapMuxPor t | NTEGER (0. .65535),
si mEmOr PdLapsSt at us Rowst at us
si mEmOr PdLapMuxUl pAddr ess | pAddr ess,
si mEnmOr PdLapMux UPor t | NTEGER (0. .65535),
}

si mEnOr PdLapl ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Uni que Lpgical Access Point (LAP) identifier.
::= { sinEnOrPdLapEntry 1 }

si mEnOr PdLapAdmi nSt at e OBJECT- TYPE
SYNTAX AdministrativeState
MAX- ACCESS r ead- creat e
STATUS current
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DESCRI PTI ON
Used by an authorized manager to | ock a conceptual row for exclusive
wite and create access."

c:= { sinEnOrPdLapEntry 2 }

si mEnOr PdLapCommilype OBJECT- TYPE
SYNTAX EMMGECommiTy pe
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Type of communi cati on between EMME PDG and the nultiplexer. Currently TCP or UDP."
::= { sinEnOrPdLapEntry 3}

si mEnOr PdLapMux| pAddr ess OBJECT- TYPE
SYNTAX | pAddr ess
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"I P address of the multiplexer for EMME PDG TCP conmuni cation."
c:= { sinEnOrPdLapEntry 4 }

si mEnOr PdLapMuxPort OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Port nunber (TCP) of the multiplexer for EMME PDG TCP onmmuni cation."
c:= { sinEnOrPdLapEntry 5 }

si mEnOr PdLapSt at us OBJECT- TYPE
SYNTAX RowSt at us
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Used for table row creation managenent."
::= { sinEnOrPdLapEntry 6 }

si mEnOr PdLapMuxUl pAddr ess OBJECT- TYPE
SYNTAX | pAddr ess
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"I P address of the multiplexer for EMME PDG UDP conmuni cation."
::= { sinEnOrPdLapEntry 7 }

si mEnmOr PdLapMuxUPort OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"Port nunber (UDP) of the multiplexer for EMME PDG UDP conmuni cation."
::= { sinEnOrPdLapEntry 8 }

-- EMME PDG Logi cal Access Point Goup Table - The third EMM Generator/ PD Genartor table is used
-- for

-- configuration of the EMMGs/ PDG |t associates LAP Goups and LAPs and is

-- uniquely indexed by the EnOrPdLapG oup, and EnOr PdLapl ndex.

si mEnOr PdLapGTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nEnOr PdLapGEnt ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table is used for configuration of EMM PD Generators."
ci={ sinEMVG 3 }

si mEnOr PdLapGEnt ry OBJECT- TYPE
SYNTAX Si nEnOr PdLapGEnt ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Information about a single table entry."
I NDEX { si mEnOr PdLapG oup, si nEnOr PdLapl ndex }
;.= { sinEnOrPdLapGTable 1 }

Si nEnOr PdLapGEntry :: = SEQUENCE {

ETSI



198 ETSI TS 103 197 V1.3.1 (2003-01)

si mEnOr PdLapGr oup I NTEGER (0. .65535),
si mEnOr PdLapGAdmi nSt at e Admi ni strativeState,
si mEmOr PdLapGSt at us RowsSt at us

}

si mEnOr PdLapGr oup OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Logi cal Access Point (LAP) group.
c:= { sinEnOrPdLapCGEntry 1 }

si mEnOr PdLapGAdni nSt at e OBJECT- TYPE

SYNTAX Admi ni strativeState

MAX- ACCESS r ead-creat e

STATUS current

DESCRI PTI ON

Used by an authorized manager to | ock a conceptual row for exclusive
wite and create access."
c:= { sinEnOrPdLapCGEntry 2 }

si mEnOr PdLapGSt at us OBJECT- TYPE
SYNTAX RowSt at us
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Used for table row creation managenent."
c:= { sinEnOrPdLapGEntry 3 }

-- EMME PDG Channel Table - Used for nmonitoring of EMM/ PD Generator channels.

si mEmOr PdCTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nEnOr PdCEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table is used for nonitoring of channels between Mixes and EMVGs/ PDGs. "
o= { sinEMMG 4 }

si mEnOr PACEnt ry OBJECT- TYPE
SYNTAX Si nEnOr PACEnt ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformation about a single table entry."
I NDEX { si nmEnOr Pdl ndex, si nEnOr PdLapl ndex, si nmEnOr PdChannel Id }
= { sinEmOrPdCTable 1 }

Si nEnOr PACEntry :: = SEQUENCE {
si mEnOr PdChannel | d EMMGChannel | d,
si mEmOr PdCommiTy pe EMVGCommily pe,
si mEnOr PdCl pAddr ess | pAddr ess,
si mEmOr PdCPor t | NTEGER (0. . 65535),
si mEnOr PACEr r s Count er 32
si mEnOr PdFor mat Sect i onTSPkt Fl ag,
si mEmOr PACUI pAddr ess | pAddr ess,
si mEmOr PdCUPor t | NTEGER (0. . 65535),
}

si mEnOr PdChannel | d OBJECT- TYPE

SYNTAX EMMGChannel | d

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON

"Data_channel _ID: This identifier uniquely identifies a
EMM Private Data channel within a client_ID."
= { sinEnOrPdCEntry 1 }

si mEnOr PdCommilype OBJECT- TYPE
SYNTAX EMMECommiTy pe
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
" Communi cations type: TCP or UDP."
c:= { sinEnOrPdCEntry 2 }
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si mEnOr PdCl pAddr ess OBJECT- TYPE
SYNTAX | pAddr ess
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"I P address of the host of the EMMG or PDG "
c:= { sinEnOrPdCEntry 3}

si mEnOr PdCPort OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Port nunber *TCP or UDP of the EMMG or PDG "
c:= { sinEnOrPdCEntry 4 }

si mEnOr PACEr rs OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The total nunber of conmunications errors on this channel."
c:= { sinEnOrPdCEntry 5 }

si mEmOr PdCFor mat  OBJECT- TYPE
SYNTAX Secti onTSPkt Fl ag
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"Format of datagrans : section or TS Packet."
::={ sinEcngCEntry 6 }

si mEnOr PACUI pAddr ess OBJECT- TYPE
SYNTAX | pAddr ess
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"I P address of the host of the EMVG or PDG for UDP."
c:= { sinEnOrPdCEntry 7 }

si mEnOr PACUPort  OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Port nunber (UDP) of the EMVG or PDG "
c:= { sinEnOrPdCEntry 8 }

si mEnr PdSTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si mEmOr PASEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This table is used for nonitoring of streans between Mixes and EMVGs/ PDGs. "

o= { sinEMVMG 5 }

si mEnOr PASEnt ry OBJECT- TYPE
SYNTAX Si nEnOr PASEnt ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformati on about a single table entry."
I NDEX { si nEnOr Pdl ndex, si nEnOr PdLapl ndex, sinEnOr PdDatald }
c:= { sinEnOrPdSTable 1 }

Si nEnOr PASEntry :: = SEQUENCE {
si mEnOr PdDat al d Fl oW d,
si nEnr PdSChannel | d EMVGChannel | d,
si mEnOr PdBwi dt h Unsi gned32,
si mEnOr PdSt ream d Streanl d,
si mEnOr PASEr r s Count er 32,
si mEnOr PdSByt es Count er 32
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si mEmOr PdSRegBwi dt h Unsi gned32,
}

si mEnOr PdDat al d OBJECT- TYPE
SYNTAX Fl ow d
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"DatalD: This identifier uniquely identifies a EMM Private Data stream"
c:= { sinEnOrPdSEntry 1 }

si mEntr PdSChannel | d OBJECT- TYPE
SYNTAX EMMZChannel | d
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"Channel identifier."
c:={ sinmEnO>rPdSEntry 2 }

si nEnOr PdBwi dt h OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"Negoti ated Bandwi dth."
c:={ sinmEnO>rPdSEntry 3 }

si mEmOr PdSt r eam d OBJECT- TYPE

SYNTAX Stream d

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON

"Data_stream |D: This identifier uniquely identifies a EMM Private
Data streamwithin a channel ."
c:= { sinEnOrPdSEntry 4 }

si mEnOr PASEr rs OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunber of communications errors on this stream"
c:= { sinEnOrPdSEntry 5 }

si mEnmOr PdSByt es OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunmber of bytes sent by this EMME PDG on this stream"
c:= { sinEnOrPdSEntry 6 }

si mEmOr PdReqBwi dt h OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS r ead-creat e
STATUS current
DESCRI PTI ON
Bandwi dt h as requested by CAS."
= { sinEnOrPdSEntry 7 }

-- P)SIG Goup - This Goup is used for managenent of some aspects of inteaction
-- between the custom PS| Generators (C(P)SIG) and the PSI Generator. |t consists of
-- three tables. The first table is used for advertising C(P)SIG information by the
-- C(P)SIG host. The second table is used for the manager to configure the C(P)SIQ.
-- The third and fourth tables are used for C(P)SI G channel and stream nonitoring.

si mCpsi gTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Si nCpsi gEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"This table defines the C(P)SIG interfaces to the Mux and is to be
used in the C(P)SIG and optionally the nultiplexer."

o= { sinCPSI 1}
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si mCpsi gEntry OBJECT- TYPE
SYNTAX Si nCpsi gEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformati on about a single table entry. Depending on whether this is an
EMME PDG or nultiplexer agent different table entries can be onmitted."
I NDEX { si nCpsi gl ndex }
c:={ sinCpsigTable 1}

Si mCpsi gEntry :: = SEQUENCE {
si mCpsi gl ndex I NTEGER (0. .65535),
si mCpsi gSuper Casl d Super Casl d,
si mCpsi gErrs Count er 32,
si mCpsi gChannel s Count er 32,
si mCpsi gCpsi gl pAddress | pAddress,
si mCpsi gCpsi gPor t | NTEGER( 0. . 65535) ,
si mCpsi gCaM b OBJECT | DENTI FI ER

si nCpsi gl ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Uni que index into the Cpsig table.

c:={ sinCpsigEntry 1}

si nCpsi gSuper Casl d OBJECT- TYPE
SYNTAX Super Casl d
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"super_CAS id "
c:={ sinCpsigEntry 2 }

si nCpsi gErrs OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunber of conmunication errors for this C(P)SIG."
c:={ sinCpsigEntry 3}

si nCpsi gChannel s OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunmber of channels for this C(P)SIG."
c:={ sinCpsigEntry 4}

si mCpsi gCpsi gl pAddr ess OBJECT- TYPE
SYNTAX | pAddr ess
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The | P Address of the C(P)SIG."

:={ sinCpsigEntry 5}

si mCpsi gCpsi gPort OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The TCP port nunber of the C(P)SIG."

:={ sinCpsigEntry 6 }

si mCpsi gCaM b OBJECT- TYPE
SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
Pointer to a vendor proprietary extension to the C(P)SIG MB group."

:={ sinCpsigEntry 7 }
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-- C(P)SIG Channel Table - Used for monitoring of C(P)SIG channels.

si nCpsi gCTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nCpsi gCEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table is used for nmonitoring of channels between (P)SIGs and C(P)SIGs."
o= { sinCPSI 2}

si mCpsi gCEntry OBJECT- TYPE
SYNTAX Si nCpsi gCEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
Infornation about a single table entry."
I NDEX { si nCpsi gl ndex, sinCpsigChannelld }
::= { sinCpsigCTable 1}

Si nCpsi gCEntry ::= SEQUENCE {
si mCpsi gChannel | d | NTEGER (0. .65535),
si mCpsi gPsi gl pAddr ess | pAddr ess,
si mCpsi gPsi gPor t | NTEGER (0. .65535),
si nCpsi gCErrs Count er 32,
si mCpsi gCTstrms Count er 32,
si mCpsi gCSst r s Count er 32

si nCpsi gChannel | d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Channel | d identifies the C(P)SIG channel ."

::={ sinCpsigCEntry 1}

si nCpsi gPsi gl pAddr ess OBJECT- TYPE
SYNTAX | pAddress
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"I P address of the host of the (P)SIG"

::= { sinCpsigCEntry 2 }

si mCpsi gPsi gPort OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"TCP Port nunber of the (P)SIG"

::= { sinCpsigCEntry 3}

si nCpsi gCErrs OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunber of communication errors on this channel."

::= { sinCpsigCEntry 4 }

si mCpsi gCTstrms OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunmber of transport streams on this channel."

::= { sinCpsigCEntry 5 }

si nCpsi gCSst rms OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunber of service streans on this channel."

::= { sinCpsigCEntry 6 }
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-- C(P)SIG Stream Table - Used for nmonitoring of C(P)SIG streans.

si nCpsi gSt r eanTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nCpsi gStreanEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This table is used for nonitoring of streans between Mixes and C(P)SIGs."

o= { sinCPSI 3}

si nCpsi gStreanEnt ry OBJECT- TYPE
SYNTAX Si nCpsi gStreanEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"I nformati on about a single table entry."

I NDEX { si nCpsi gl ndex, sinCpsigChannelld,
c:={ sinCpsigStreanTable 1 }

Si nCpsi gStreanEntry :
Si nCpsi gStreant d
si mCpsi gSt reaniTSt reant d
si mCpsi gStreamNi d
si mCpsi gStreamOni d
si mCpsi gSt r eamvaxConpTi e
si mCpsi gSt reanilri gger Enabl e
si mCpsi gSt reanLast Tri gger

.= SEQUENCE {

Tri gger Type,
Tri gger Type,

simCpsigStreanm d }

| NTEGER (0. . 65535),
I NTEGER (0. . 65535) ,
I NTEGER (0. . 65535) ,
| NTEGER (0. . 65535),
| NTEGER( 0. . 65535)

si mCpsi gSt reanLast Event | d I NTEGER (0. .65535),
si mCpsi gStreanlast Servi cel d | NTEGER (0. .65535),
si mCpsi gStreanlLast Esl d I NTEGER (0. .65535),
si nCpsi gSt r eanLast EcnPi d I NTEGER (0. . 65535),
si nCpsi gStreankrrs Count er 32,
si mCpsi gSt r eanByt es Count er 32

si nCpsi gStream d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This identifier uniquely identifies
::={ sinCpsigStreanEntry 1 }

si nCpsi gStreanTSt ream d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"This identifier uniquely identifies
::= { sinCpsigStreanEntry 2 }

si nCpsi gStreamNi d OBJECT- TYPE
SYNTAX | NTEGER (0. .65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"This identifier uniquely identifies
::= { sinCpsigStreanEntry 3 }

si mCpsi gSt reanOni d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"This identifier
the streant
::= { sinCpsigStreanEntry 4 }

uni quely identifies

si nCpsi gSt r eamvaxConpTi ne OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Max Conputation time by the C(P)SIG
::= { sinCpsigStreanEntry 5 }

a C(P)SIG streant

a C(P)SIG transport streant

the network ide associated with the streant

the original network ide associated with
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si mCpsi gSt r eanilri gger Enabl e OBJECT- TYPE
SYNTAX Tri gger Type
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"Triggers enabled by the C(P)SIG"
::= { sinCpsigStreanEntry 6 }

si mCpsi gSt reanlLast Tri gger OBJECT- TYPE
SYNTAX Tri gger Type
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Last trigger processed by the C(P)SIG"
::= { sinCpsigStreanEntry 7 }

si nCpsi gStreanLast Event | d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Last event id processed by the C(P)SIG"
::= { sinCpsigStreanEntry 8 }

si nCpsi gSt reanLast Servi cel d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Last service id processed by the C(P)SIG"
::= { sinCpsigStreanEntry 9 }

si nCpsi gStreanLast Esl d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Last elenentary streamid processed by the C(P)SIG"
::= { sinCpsigStreanEntry 10 }

si nCpsi gSt reanLast EcnPi d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Last ECM pid processed by the C(P)SIG"
::= { sinCpsigStreanEntry 11 }

si nCpsi gStreankrrs OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunber of conmunication errors on this stream"
c:={ sinCpsigStreanEntry 12 }

si mCpsi gSt reanByt es OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The total nunber of bytes sent by this EMME PDG on this stream"
c:={ sinCpsigStreanEntry 13 }

-- (P)SIG Goup - This Goup is used for the synchronization and information
-- exchange between the PSI Generator and Custom PSI Cenerators and
-- between the SI Generator and Custom SI Generators.

si nPsi gTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nPsi gEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table advertises the (P)SIG configuration information.
o= { sinPSI 1}
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si mPsi gEntry OBJECT- TYPE
SYNTAX Si nPsi gEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformati on about a single table entry.
I NDEX { si nPsi gl ndex }
c:={ sinPsigTable 1}

Si nPsi gEntry ::= SEQUENCE {
si mPsi gl ndex | NTEGER (0. .65535),
si nPsi gType Psi gType,
si mPsi gTri gger Support Tri gger Type,
si mPsi gNet wor kil d | NTEGER (0. .65535),
si mPsi gONet wor ki d | NTEGER (0. .65535),
si nPsi gTransStream d I NTEGER (0. .65535),
si nPsi gTSSer vi ces OCTET STRI NG (SI ZE(O
}

si mPsi gl ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The unique index into the table."
c:={ sinPsigEntry 1}

si mPsi gType OBJECT- TYPE
SYNTAX Psi gType
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"Psig type"
c:={ sinPsigEntry 2}

si mPsi gTri gger Support OBJECT- TYPE
SYNTAX Tri gger Type
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON

"ldentifies which trigger types the PSIG supports.”

c:={ sinPsigEntry 3}

si mPsi gNet wor kI d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Network identifier.
c:={ sinPsigEntry 4}

si mPsi gONet wor kl d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"Original Network identifier.
c:={ sinPsigEntry 5}

si mPsi gTransStrean d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"Transport Streamidentifier.
c:={ sinPsigEntry 6 }

si mPsi gTSSer vi ces OBJECT- TYPE
SYNTAX OCTET STRING (S| ZE(O..511))
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON

"List of service identifies on the transport stream

:={ sinmPsigEntry 7 }

205

..511))

ETSI

ETSI TS 103 197 V1.3.1 (2003-01)



206 ETSI TS 103 197 V1.3.1 (2003-01)

si mPsi gConfi gTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nPsi gConfi gEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table configures the (P)SI G (C) PSIG comruni cati on.
o= { sinPSI 2}

si mPsi gConfi gEntry OBJECT- TYPE
SYNTAX Si nPsi gConfi gEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformati on about a single table entry.
I NDEX { si nPsi gConfi gCust Casld, sinPsigConfiglndex , sinPsiglndex}
::= { sinPsigConfigTable 1 }

Si nPsi gConfigEntry ::= SEQUENCE {
si mPsi gConfi gl ndex I NTEGER (0. .65535),
si mPsi gConfi gAdmi nSt at e Admi ni strativeState,
si mPsi gConfi gCpsi gType Psi gType,
si mPsi gConfi gCust Casl d Super Casl d,
si mPsi gConf i gMaxConpTi e | NTEGER( 0. . 65535) ,
si nPsi gConfi gServiceld I NTEGER (0. . 65535),
si mPsi gConfi gTri gger Enabl e Tri gger Type,
si mPsi gConf i gCADI nshbde CaDescl nshode,
si mPsi gConfi gEntrySt at us RowSt at us
}

si mPsi gConfi gl ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"The unique index into the table."
::= { sinPsigConfigEntry 1}

si mPsi gConfi gAdm nSt at e OBJECT- TYPE

SYNTAX Admi ni strativeState

MAX- ACCESS r ead-create

STATUS current

DESCRI PTI ON
"Used by an authorized manager to | ock a conceptual row for exclusive
wite and create access."

c:={ sinPsigConfigEntry 2 }

si mPsi gConfi gCpsi gType OBJECT- TYPE
SYNTAX Psi gType
MAX- ACCESS r ead- create
STATUS current
DESCRI PTI ON
"C(P)SIG type."
::= { sinPsigConfigEntry 3}

si nPsi gConfi gCust Casl d OBJECT- TYPE
SYNTAX Super Casl d
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"Custom CAS ldentifier."
::= { sinPsigConfigEntry 4 }

si mPsi gConfi gMaxConpTi me OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"Maxi mum Conputing Ti rme.
::= { sinPsigConfigEntry 5 }

si mPsi gConfi gServi cel d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"Service identifier.
::= { sinPsigConfigEntry 6 }
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si mPsi gConfi gTri gger Enabl e OBJECT- TYPE
SYNTAX Tri gger Type
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Trigger types enabl ed.
::= { sinPsigConfigEntry 7 }

si nPsi gConf i gCADI nshbde OBJECT- TYPE
SYNTAX CaDescl nshbde
MAX- ACCESS r ead-creat e
STATUS current
DESCRI PTI ON
"Condi ti onal Access Descriptor Insert node.
::= { sinPsigConfigEntry 8 }

si mPsi gConfi gEntrySt at us OBJECT- TYPE
SYNTAX RowsSt at us
MAX- ACCESS r ead- create
STATUS current
DESCRI PTI ON
"Used for table row creation nmanagenent."
::= { sinPsigConfigEntry 9 }

si mPsi gEcnilr Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nPsi gEcnilr Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This table contains all the active ECM Triggers."

o= { sinPSI 3}

si nPsi gEcnilr Entry OBJECT- TYPE
SYNTAX Si nPsi gEcnilr Ent ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformati on about a single table entry.
I NDEX { sinPsi gEcnir | ndex }
::= { sinPsigEcnirTable 1}

Si nPsi gEcnir Entry ::= SEQUENCE {
si nPsi gEcnir | ndex I NTEGER (0. .65535),
si mPsi gEcmilr Net wor ki d | NTEGER (0. .65535),
si mPsi gEcmilr ONet wor ki d | NTEGER (0. .65535),
si nPsi gEcnir TransSt ream d I NTEGER (0. .65535),
si nPsi gEcnr Ser vi cel d I NTEGER (0. .65535),
si mPsi gEcmilr Esl d I NTEGER (0. .65535),
si mPsi gEcmilr Type ECMTT i gger Type,
si mPsi gEcnilr SuCasl d Super Casl d,
si mPsi gEcnilr Ecml d FI ow d,
si mPsi gEcnilr EcnPi d I NTEGER (0. .65535),

si mPsi gEcnilr AccessCriteria OCTET STRI NG (S| ZE(O
}

si mPsi gEcnilr | ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"The trigger index."
::= { sinPsigEcnmirEntry 1}

si mPsi gEcnilr Net wor kI d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"The Network ldentifier."
c:= { sinPsigEcmirEntry 2 }

si nPsi gEcniTr ONet wor kI d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
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DESCRI PTI ON
"The Original Network ldentifier."
c:={ sinPsigEcnirEntry 3}

si nPsi gEcnir TransSt ream d OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead-creat e
STATUS current
DESCRI PTI ON
"Transport Stream | dentifier.
c:= { sinPsigEcnmirEntry 4 }

si nPsi gEcnr Ser vi cel d OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"Service ldentifier.
::= { sinPsigEcnmirEntry 5 }

si nPsi gEcnir Esl d OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"El ementary Stream | dentifier.
::= { sinPsigEcnmirEntry 6 }

si nPsi gEcnir Type OBJECT- TYPE
SYNTAX ECMTri gger Type
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"ECM Trigger Type.
c:= { sinPsigEcnmirEntry 7 }

si nPsi gEcnir SuCasl d OBJECT- TYPE
SYNTAX Super Casl d
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"ECM Cient ldentifier.
::= { sinPsigEcnmirEntry 8 }

si nPsi gEcnTr Ecmi d OBJECT- TYPE
SYNTAX Flow d
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"ECM Stream | dentifier.
::= { sinPsigEcnirEntry 9 }

si mPsi gEcnilr EcnPi d OBJECT- TYPE
SYNTAX | NTEGER (0. .65535)
MAX- ACCESS r ead-creat e
STATUS current
DESCRI PTI ON
"ECM PID "
c:={ sinPsigEcnirEntry 10 }

si mPsi gEcnilr AccessCriteria OBJECT- TYPE
SYNTAX OCTET STRI NG (Sl ZE(O0..127))
MAX- ACCESS r ead-creat e
STATUS current
DESCRI PTI ON
"Access criteria.
::={ sinPsigEcnilrEntry 11 }

si nPsi gFl owTr Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nPsi gFl owTr Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table contains all the active Flow Triggers."
o= { sinPSl 4}
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si mPsi gFl owTr Entry OBJECT- TYPE
SYNTAX Si nPsi gFl owTr Ent ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformati on about a single table entry.
I NDEX { si nPsi gFl owTr | ndex }
c:= { sinPsigFlowlrTable 1 }

Si nPsi gFl owTrEntry ::= SEQUENCE {
si nPsi gFl owTr | ndex I NTEGER (0. .65535),
si mPsi gFl owTr Type FI owType,
si mPsi gFl owTr SuCasl d Super Casl d,
si mPsi gFl owTr Fl ow d Fl owl d,
si nPsi gFl owTr Fl owPl D I NTEGER (0. .65535)
}

si mPsi gFl owTr | ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"The trigger index."
c:={ sinPsigFlowlrEntry 1 }

si nPsi gFl owTr Type OBJECT- TYPE
SYNTAX Fl owType
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"Fl ow Type.
c:= { sinPsigFlowlrEntry 2 }

si mPsi gFl owTr SuCasl| d OBJECT- TYPE
SYNTAX Super Casl d
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Fl ow Super CAS identifier.
c:= { sinPsigFlowlrEntry 3}

si mPsi gFl owTr Fl o d OBJECT- TYPE
SYNTAX Fl ow d
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"Fl ow Stream I dentifier.
c:={ sinPsigFlowlrEntry 4 }

si mPsi gFl owTr Fl owPl D OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Flow PID "
::= { sinPsigFlowlrEntry 5 }

si mPsi gEvnt Tr Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nPsi gEvnt TrEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table contains all the active EVNT Triggers."
o= { sinPSI 5}

si nPsi gEvnt TrEntry OBJECT- TYPE
SYNTAX Si nPsi gEvnt Tr Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Information about a single table entry.
I NDEX { si nPsi gEvnt Tr | ndex}
c:={ sinPsigEvntTrTable 1 }
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Si mPsi gEvnt TrEntry :: = SEQUENCE {
si mPsi gEvnt Tr | ndex I NTEGER (0. .65535),
si nPsi gEvnt Tr Net wor kil d I NTEGER (0. .65535),
si nPsi gEvnt Tr ONet wor ki d I NTEGER (0. .65535),
si nPsi gEvnt TrTransStreanmi d | NTEGER (0. . 65535),
si mPsi gEvnt Tr Servi cel d | NTEGER (0. .65535),
si mPsi gEvnt Tr Event | d I NTEGER (0. .65535),
si nPsi gEvnt TrStart Ti e OCTET STRING SI ZE (0
si mPsi gEvnt Tr Dur ati on OCTET STRI NG SI ZE (0.

si mPsi gEvnt Tr Pri vat eDat a OCTET STRI NG SI ZE (0
}

si mPsi gEvnt Tr | ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"The event trigger index."
c:={ sinPsigEvntTrEntry 1 }

si mPsi gEvnt Tr Net wor k| d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"The Network ldentifier."
c:={ sinPsigEvntTrEntry 2 }

si mPsi gEvnt Tr ONet wor kl d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"The Original Network ldentifier."
c:={ sinPsigEvntTrEntry 3 }

si nPsi gEvnt Tr TransSt reanm d OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Transport Stream ldentifier.
c:={ sinPsigEvntTrEntry 4 }

si mPsi gEvnt Tr Servi cel d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
Event trigger service identifier.
c:={ sinPsigEvntTrEntry 5 }

si mPsi gEvnt Tr Event | d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"Event Identifier.
c:={ sinPsigEvntTrEntry 6 }

si mPsi gEvnt Tr Start Ti me OBJECT- TYPE
SYNTAX OCTET STRING S| ZE (0..4))
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"Event start tine.
i={ sinPsigEvntTrEntry 7 }

si mPsi gEvnt Tr Dur ati on OBJECT- TYPE
SYNTAX OCTET STRING Sl ZE (0..2))
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"Event duration.
:={ sinPsigEvntTrEntry 8 }

si mPsi gEvnt Tr Pri vat eDat a OBJECT- TYPE
SYNTAX OCTET STRI NG S| ZE (0. . 256))
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MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"EVNT Channel ldentifier.
c:={ sinPsigEvntTrEntry 9 }

si mPsi gDescl nsTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nPsi gDescl nsEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table contains all the information related to descriptor insertion."
o= { sinPSI 6}

si mPsi gDescl nsEntry OBJECT- TYPE
SYNTAX Si nPsi gDescl nsEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformati on about a single table entry.
I NDEX { si nPsi gDescl nsl ndex}
c:= { sinPsigDesclnsTable 1}

Si nPsi gDescl nsEntry :: = SEQUENCE {
si nPsi gDescl nsl ndex I NTEGER (0. .65535),
si mPsi gDescl nsAdmi nSt at e Admi ni strativeState,
si nPsi gDescl nsTr | ndex I NTEGER (0. .65535),
si mPsi gDescl nsTr Type Tri gger Type,
si mPsi gDescl nsLocati onl d I nsertLocati on,
si nPsi gDescl nsNet wor kil d | NTEGER (0. .65535),
si mPsi gDescl nsONet wor ki d | NTEGER (0. .65535),
si mPsi gDescl nsTransStreamnt d | NTEGER (0. .65535),
si mPsi gDescl nsServi cel d | NTEGER (0. .65535),
si nPsi gDescl nsEl nSt ream d I NTEGER (0. .65535),
si mPsi gDescl nsBouquet | d I NTEGER (0. .65535),
si mPsi gDescl nsEvent | d | NTEGER (0. .65535),
si mPsi gDescl nsONet wor kI d2l oop | NTEGER (0. .65535),
si nPsi gDescl nsNet wor kl dCt her I NTEGER (0. .65535),
si nPsi gDescl nsTransStream d20Or O | NTEGER (0. . 65535),
si mPsi gDescl nsDel ayType Del ayType,
si mPsi gDescl nsDel ay OCTET STRING (Sl ZE(0..1)),
si mPsi gDescPri vDat aSpfi er I NTEGER (0. .65535),
si mPsi gDescl nsEnt rySt at us Rowst at us
}

si nPsi gDescl nsl ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"The unique index into the table."
::={ sinPsigbDesclnsEntry 1}

si mPsi gDescl nsAdm nSt at e OBJECT- TYPE

SYNTAX Admi ni strativeState

MAX- ACCESS r ead- creat e

STATUS current

DESCRI PTI ON
"Used by an authorized manager to | ock a conceptual row for exclusive
wite and create access."

::= { sinPsigDesclnsEntry 2 }

si mPsi gDescl nsTr| ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- create
STATUS current
DESCRI PTI ON
"The unique index into the corresponding trigger table."
;.= { sinPsigDesclnsEntry 3}

si nPsi gDescl nsTr Type OBJECT- TYPE
SYNTAX Tri gger Type
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
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"The type of the trigger that caused this descriptor insert."

::={ sinPsigDesclnsEntry 4 }

si nPsi gDescl nsLocati onl d OBJECT- TYPE
SYNTAX | nsertLocation
MAX- ACCESS r ead-creat e
STATUS current
DESCRI PTI ON
"The type of target table for
;.= { sinPsigDesclnsEntry 5 }

si nPsi gDescl nsNet wor kl d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"The Network ldentifier."
::= { sinPsigDesclnsEntry 6 }

si nPsi gDescl nsONet wor kl d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"The Original Network ldentifier."
::= { sinPsigDesclnsEntry 7 }

si nPsi gDescl nsTransStream d OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Transport Stream | dentifier.
::={ sinPsigbDesclnsEntry 8 }

si mPsi gDescl nsServi cel d OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Service ldentifier.
::= { sinPsigbDesclnsEntry 9 }

si mPsi gDescl nsEl nStream d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"El ementary streamidentifier.
::= { sinPsigbDesclnsEntry 10 }

si mPsi gDescl nsBouquet | d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-creat e
STATUS current
DESCRI PTI ON
"Event trigger bouquet identifier.
::= { sinPsigbDesclnsEntry 11 }

si mPsi gDescl nsEvent | d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"EVNT l|dentifier.
::= { sinPsigbDesclnsEntry 12 }

si mPsi gDescl nsONet wor kI d2| oop OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-creat e
STATUS current
DESCRI PTI ON
"The Original
::={ sinPsigDesclnsEntry 13 }

si mPsi gDescl nsNet wor kl dO her OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-create
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STATUS current
DESCRI PTI ON

"The Network Identifier other."
::= { sinPsigbDesclnsEntry 14 }

si mPsi gDescl nsTransStrean d20r O OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON

"Transport Stream ldentifier second | oop or other.

::= { sinPsigbDesclnsEntry 15 }

si mPsi gDescl nsDel ayType OBJECT- TYPE
SYNTAX Del ayType
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Del ay type, immediate or synchronized.
::= { sinPsigbDesclnsEntry 16 }

si mPsi gDescl nsDel ay OBJECT- TYPE
SYNTAX OCTET STRING (Sl ZE(0..1))
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"I nsert del ay"
::= { sinPsigbDesclnsEntry 17 }

si mPsi gDescPri vDat aSpfi er OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"Private data specifier"
;.= { sinPsigDesclnsEntry 18 }

si mPsi gDescl nsEnt rySt at us OBJECT- TYPE
SYNTAX RowsSt at us
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Other transport streamidentifiers."
;.= { sinPsigDesclnsEntry 19 }

si nPsi gDescl nsDescTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nPsi gDescl nsDescEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table contains all the descriptors to be i
o= { sinPSI 7}

si mPsi gDescl nsDescEntry OBJECT- TYPE
SYNTAX Si nPsi gDescl nsDescEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformation about a single table entry.
I NDEX { sinPsigDescl nsl ndex, sinPsigDesclnsDescl ndex
::= { sinPsigDesclnsDescTable 1 }

Si nPsi gDescl nsDescEntry ::= SEQUENCE {
si mPsi gDescl nsDescl ndex I NTEGER (0. .65535),
si mPsi gDescl nsDescAdm nSt at e Admi ni strativeState,
si mPsi gDescl nsDescri pt or OCTET STRING (S| ZE(O
si mPsi gDescl nsDescriptorStatus DescriptorStatus,
si nPsi gDescl nsDescEnt rySt at us Rowst at us

}

si nPsi gDescl nsDescl ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
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"The unique index into the table."
::= { sinPsigDesclnsDescEntry 1 }

si nPsi gDescl nsDescAdmi nSt at e OBJECT- TYPE

SYNTAX Admi ni strativeState

MAX- ACCESS r ead- creat e

STATUS current

DESCRI PTI ON
"Used by an authorized manager to | ock a conceptual row for exclusive
wite and create access."

::= { sinPsigDesclnsDescEntry 2 }

si mPsi gDescl nsDescri pt or OBJECT- TYPE
SYNTAX OCTET STRI NG (S| ZE(O0..8191))
MAX- ACCESS read- create
STATUS current
DESCRI PTI ON
"The descriptor to be inserted."
::= { sinPsigDesclnsDescEntry 3 }

si nPsi gDescl nsDescri pt or St at us OBJECT- TYPE
SYNTAX Descri pt or St at us
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"The insertion status of the descriptor."
::= { sinPsigDesclnsDescEntry 4 }

si mPsi gDescl nsDescEnt rySt at us OBJECT- TYPE
SYNTAX RowSt at us
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Qther transport streamidentifiers."
::= { sinPsigDesclnsDescEntry 5 }

si mPsi gThl ProvTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nmPsi gTbl ProvEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table is the interface to obtaining all PSI/SlI information."
o= { sinPSI 8}

si mPsi gTbl ProvEntry OBJECT- TYPE
SYNTAX Si nPsi gTbl ProvEnt ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformati on about a single table entry.
I NDEX { si nPsi gTbl Provl ndex }
c:={ sinPsigThl ProvTable 1 }

Si nPsi gTbl ProvEntry ::= SEQUENCE {
si mPsi gTbl Provl ndex I NTEGER (0. .65535),
si nPsi gTbl ProvTabl el d ProvTabl el d,
si mPsi gThl Net wor kil d I NTEGER (0. .65535),
si mPsi gThl ONet wor ki d | NTEGER (0. .65535),
si mPsi gTbl TransStreanl d I NTEGER (0. .65535),
si mPsi gThl Servi cel d I NTEGER (0. .65535),
si mPsi gThl Bouquet | d | NTEGER (0. .65535),
si nPsi gThl Event | d | NTEGER (0. .65535),
si mPsi gThl ONet wor kI d2| oop I NTEGER (0. .65535),
si mPsi gTbl Net wor kI dOt her I NTEGER (0. .65535),
si mPsi gThl TransStream d20Or O | NTEGER (0. . 65535),
si mPsi gThl Segnent Nr I NTEGER (0. .65535),
si nPsi gThl ProvPart OCTET STRING (Sl ZE(0. . 8191)),
si nPsi gThl ProvPart Nurber I NTEGER (0. .65535)
}

si nPsi gTbl Provl ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
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"The unique index into the table."
::= { sinPsigThl ProvEntry 1 }

si mPsi gTbl ProvTabl el d OBJECT- TYPE
SYNTAX ProvTabl el d
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The table identifier of the table."
::= { sinPsigThl ProvEntry 2 }

si nPsi gThl Net wor kl d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"The Network ldentifier."
::= { sinPsigThl ProvEntry 3 }

si nPsi gThl ONet wor kl d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"The Original Network ldentifier."
::= { sinPsigThl ProvEntry 4 }

si nPsi gTbl TransSt ream d OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Transport Stream ldentifier.
::={ sinPsigThl ProvEntry 5 }

si mPsi gThl Servi cel d OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"Service ldentifier.
::={ sinPsigThl ProvEntry 6 }

si mPsi gThl Bouquet | d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Event trigger bouquet identifier.
c:={ sinPsigThl ProvEntry 7 }

si nPsi gThl Event | d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"Event Identifier
::={ sinPsigThl ProvEntry 8 }

si mPsi gThl ONet wor kI d2] oop OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON

"The Original Network ldentifier second |oop."

::={ sinPsigThl ProvEntry 9 }

si mPsi gThl Net wor kl dO her OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The Network Identifier other."
::={ sinPsigThl ProvEntry 10 }

si mPsi gTbl TransStreanm d20r O OBJECT- TYPE

SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead- creat e
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STATUS current
DESCRI PTI ON

"Transport Stream | dentifier second | oop or other.

::= { sinPsigThl ProvEntry 11 }

si mPsi gThl Segnent Nr - OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-creat e
STATUS current
DESCRI PTI ON
"Segnment Nunber "
::= { sinPsigThl ProvEntry 12 }

si mPsi gThl ProvPart OBJECT- TYPE

SYNTAX OCTET STRING (S| ZE(O. . 8191))

MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"Event Identifier
::= { sinPsigThl ProvEntry 13 }

si mPsi gThl ProvPar t Nunber OBJECT- TYPE

SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current

DESCRI PTI ON

"Each table is subdivided into parts for SNWP transport
The part nunber identifies the table part of this entry.

::= { sinPsigThl ProvEntry 14 }

si nPsi gPl DPr ovTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Si nPsi gPl DProvEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This is the PID provisioning table."

o= { sinPSI 9}

si mPsi gPl DProvEntry OBJECT- TYPE
SYNTAX Si nPsi gPl DProvEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"I nformati on about a single table entry.
si nmPsi gPl DProvFl oM d }

I NDEX { si nPsi gPlI DProvSuCasl d,
::={ sinPsigPlDProvTable 1 }

Si nPsi gPl DProvEntry ::= SEQUENCE {

si mPsi gPl DPr ovFl owType Fl owType,
si mPsi gPl DPr ovSuCasl d Super Casl d,

si mPsi gPl DPr ovFl ow d FI ow d,

si nPsi gPl DProvFl owPI D | NTEGER (0. . 65535)

}

si nPsi gPl DPr ovFl owType OBJECT- TYPE
SYNTAX Fl owType
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Fl ow Type.
::= { sinPsigPlDProvEntry 1 }

si mPsi gPl DProvSuCasl d OBJECT- TYPE
SYNTAX Super Casl d
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Fl ow Super CAS identifier.
;.= { sinPsigPlDProvEntry 2 }

si nPsi gPl DPr ovFl ow d OBJECT- TYPE
SYNTAX Fl ow d
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
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"Flow Stream | dentifier.
::= { sinPsigPlDProvEntry 3}

si mPsi gPl DPr ovFl owPl D OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Flow PID "
::= { sinPsigPlDProvEntry 4 }

si mPsi gPdTr Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Si nPsi gPdTrEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table contains all the active Private Data Triggers."
o= { sinPSI 10 }

si mPsi gPdTr Entry OBJECT- TYPE
SYNTAX Si nPsi gPdTr Ent ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Informati on about a single table entry.
I NDEX { sinPsigPdTrlndex }
c:={ sinPsigPdTrTable 1 }

Si nPsi gPdTrEntry ::= SEQUENCE {
si nPsi gPdTr | ndex | NTEGER (0. .65535),
si nPsi gPdTr Net wor ki d | NTEGER (0. .65535),
si mPsi gPdTr ONet wor ki d I NTEGER (0. .65535),
si mPsi gPdTr TransStreamnl d I NTEGER (0. .65535),
si nPsi gPdTr Servi cel d | NTEGER (0. .65535),
si nPsi gPdTr Esl d | NTEGER (0. .65535),
si mPsi gPdTr Type ECMTT i gger Type,
si mPsi gPdTr SuCasl d Super Casl d,
si nPsi gPdTr Pdl d Fl ow d,
si nPsi gPdTr PdPi d | NTEGER (0. .65535),
si mPsi gPdTr PdSt r eaniType I NTEGER (0. . 255),
si mPsi gPdTr Pri vat eDat a OCTET STRING (S| ZE(O0..127))
}

si mPsi gPdTr | ndex OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"The trigger index."
::={ sinPsigPdTrEntry 1 }

si nPsi gPdTr Net wor kl d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"The Network ldentifier."
::= { sinPsigPdTrEntry 2 }

si mPsi gPdTr ONet wor kl d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The Original Network ldentifier."
::= { sinPsigPdTrEntry 3 }

si mPsi gPdTr TransSt ream d OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"Transport Stream | dentifier.
::={ sinPsigPdTrEntry 4 }
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si mPsi gPdTr Servi cel d OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"Service ldentifier.
::={ sinPsigPdTrEntry 5 }

si nPsi gPdTr Es| d OBJECT- TYPE
SYNTAX | NTEGER( 0. . 65535)
MAX- ACCESS read- create
STATUS current
DESCRI PTI ON
"El ementary Stream | dentifier.
::={ sinPsigPdTrEntry 6 }

si nPsi gPdTr Type OBJECT- TYPE
SYNTAX ECMTIri gger Type
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"ECM Trigger Type.
::={ sinPsigPdTrEntry 7 }

si nPsi gPdTr SuCasl d OBJECT- TYPE
SYNTAX Super Casl d
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"ECM Cient ldentifier.
::={ sinPsigPdTrEntry 8 }

si nPsi gPdTr Pdl d OBJECT- TYPE
SYNTAX Fl oM d
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"ECM Stream |l dentifier.
::={ sinPsigPdTrEntry 9 }

si nPsi gPdTr PdPi d OBJECT- TYPE
SYNTAX | NTEGER (0. . 65535)
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"ECM PID "
::={ sinPsigPdTrEntry 10 }

si mPsi gPdTr PdSt r eaniType OBJECT- TYPE
SYNTAX | NTEGER (0. . 255)
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Streamtype of Private Data Streant
c:={ sinPsigPdTrEntry 11 }

si mPsi gPdTr Pri vat eDat a OBJECT- TYPE
SYNTAX OCTET STRI NG (Sl ZE(O0..127))
MAX- ACCESS r ead-creat e
STATUS current
DESCRI PTI ON
"Private Data string.
c:={ sinPsigPdTrEntry 12}

si mConpl i ances OBJECT | DENTI FIER ::
si mG& oups OBJECT | DENTI FI ER ::

= { simM BConfornmance 1 }
= { si M BConformance 2 }
si nEcnmgConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
"The conpliance statenent for SNWP Entities which host or
represent ECMss"
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MODULE -- this nodul e
MANDATORY- GROUPS { si ml dent G oup,
::={ sinConpliances 1}

si mEnmOr PdConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON

"The conpliance statenent for
represent EMMs or PDGs"

MODULE -- this nodul e
MANDATORY- GROUPS { si ml dent G oup,
GROUP si nEnr PdLapGGr oup
DESCRI PTI ON

"Allows for grouping of LAPs "

;.= { sinConpliances 2}

si nCpsi gConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
"The conpliance statenent for
represent C(P)SIGs"
MODULE -- this nodul e
MANDATORY- GROUPS { si ml dent G oup,
::={ sinConpliances 3}

si mPsi gConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
"The conpliance statenent for
represent (P)SIQs"
MODULE -- this nodul e
MANDATORY- GROUPS { si ml dent G oup,
::={ sinConpliances 4}

si m dent G oup OBJECT- GROUP
OBJECTS {
si nSof war eVer si on,
si mM BVer si on,
si mM BPri vat eVer si on,
si mAgent Ver si on

}
STATUS current
DESCRI PTI ON
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si ntEcnmg G oup}

SNWP Entities which host or

si mEnOr PAGr oup}

SNWP Entities which host or

si mCpsi gGr oup}

SNWP Entities which host or

si nPsi gG oup}
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"A collection of objects providing software configuration infomation."

o= { sinGoups 1}

si mtEcnmgGr oup OBJECT- GROUP
OBJECTS {
si mEcnygl ndex,
si nEcngl pAddr ess,
si mEcngTcpPort,
si nEcngSuCasl d,
si ntEcngChannel s,
si nEcnmgCOwPr s,
si mEcngErrs,
si mEcngTar get Cpsi g,
sinfEcnrgCaM b,
si mEcngChannel | d,
si mEcngCScsl pAddr ess,
si mEcngCScsTcpPort,
si mEcngCSt r eans,
si mEcnmgCOWPr s,
si nEcngCErrs,
si nEcngSt rean d,
si mEcngEcml d,
si mEcngSLast Cp,
si nEcngSCwPr s,
si mEcngSErrs

}
STATUS current
DESCRI PTI ON

" A collection of objects providing ECMG i nfomation."

= { sinGoups 2}

si mEnOr PAG- oup OBJECT- GROUP
OBJECTS {
si mEmOr PdI ndex,
si mEnOr PdDat aType,
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si mtEmOr PdCl i ent | d,

si mEmOr PdCommCapabi l i ty,
si mEnOr PdEr r s,

si mEnOr PdTar get Cpsi g ,
si mEmOr PdCaM b,

si mEnOr PdLapl ndex,

si mEnOr PdLapAdmi nSt at e,
si mEnOr PdLapComTy pe,
si mEnOr PdLapMux| pAddr ess,
si mEnmOr PdLapMuxPor t ,

si mEnOr PdLapsSt at us,

si mEnOr PdChannel | d,

si mEnOr PdCommil'y pe,

si mEnOr PACl pAddr ess,

si mEnOr PdCPor t ,

si mEmOr PACErr s,

si mEnOr PdDat al d,

si mEnOr PdSChannel | d,

si mEnmOr PdBwi dt h,

si mEmOr PdSt r ean d,

si mEnOr PASEr r s,

si mEnmOr PdSByt es

}
STATUS current
DESCRI PTI ON
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" A collection of objects providing EMMY PDG i nf omati on."

::={ sinGoups 3}

si mEnOr PdLapGG oup OBJECT- GROUP
OBJECTS ({
si mEnOr PdLapGr oup,
si mEnOr PdLapGAdmi nSt at e,
si mEnOr PdLapGSt at us

}
STATUS current
DESCRI PTI ON

" A collection of objects providing LAPG i nfomation."

= { sinGoups 4}

si mCpsi gG oup OBJECT- GROUP
OBJECTS {
si mCpsi gl ndex,
si mCpsi gSuper Casl d,
si mCpsi gErrs,
si mCpsi gChannel s,
si nCpsi gCpsi gl pAddr ess,
si mCpsi gCpsi gPort,
si mCpsi gCaM b,
si mCpsi gChannel | d,
si nCpsi gPsi gl pAddr ess,
si mCpsi gPsi gPort,
si mCpsi gCErrs,
si mCpsi gCTst r s,
si nCpsi gCSst r s,
si mCpsi gSt reaniSt r eant d,
si mCpsi gStreanN d,
si mCpsi gStreamOni d,
si nCpsi gSt r eamvaxConpTi e,
si mCpsi gSt reanilri gger Enabl e,
si mCpsi gStreanlLast Tri gger,
si mCpsi gStreanLast Event | d,
si mCpsi gSt r eanLast Servi cel d,
si mCpsi gSt reanLast Esl d,
si mCpsi gSt reanlLast EcnPi d,
si mCpsi gStreantrrs,
si mCpsi gSt r eanByt es

}
STATUS current
DESCRI PTI ON

"A collection of objects providing C(P)SIG infomation."

:={ sin&oups 5}

si nPsi gG oup OBJECT- GROUP
OBJECTS {
si nPsi gl ndex,
si nPsi gType,
si nmPsi gTri gger Support,
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si mPsi gNet wor ki d,

si mPsi gONet wor ki d,

si mPsi gTransStreant d,

si nPsi gTSSer vi ces,

si mPsi gConfi gAdni nSt at e,

si mPsi gConfi gCust Casl d,

si mPsi gConf i gMaxConpTi e,

si mPsi gConfi gServi cel d,

si mPsi gConfi gTri gger Enabl e,
si mPsi gConfi gEntrySt at us,

si mPsi gConfi gCpsi gType,

si mPsi gConf i gCADI nsMbde,

si mPsi gEcnilr Net wor ki d,

si mPsi gEcmilr ONet wor ki d,

si mPsi gEcnilr TransStreamnl d,

si mPsi gEcnilr Servi cel d,

si nPsi gEcnr Esl d,

si mPsi gEcmilr Type,

si mPsi gEcnilr SuCasl d,

si nPsi gEcnir Ecm d,

si mPsi gEcnilr EcnPi d,

si mPsi gEcnilr AccessCriteri a,
si mPsi gEvnt Tr Net wor ki d,

si mPsi gEvnt Tr ONet wor ki d,

si mPsi gEvnt Tr TransSt reant d,
si mPsi gEvnt Tr Ser vi cel d,

si mPsi gEvnt Tr Event | d,

si mPsi gEvnt Tr St art Ti e,

si mPsi gEvnt Tr Dur ati on,

si mPsi gEvnt Tr Pri vat eDat a,

si mPsi gFl owTr | ndex,

si mPsi gFl owTr Type,

si nPsi gFl owTr SuCasl d,

si mPsi gFl owTr Fl ow d,

si mPsi gFl owTr Fl owPl D,

si mPsi gDescl nsl ndex,

si mPsi gDescl nsAdni nSt at e,

si nPsi gDescl nsTr | ndex,

si mPsi gDescl nsTr Type,

si mPsi gDescl nsLocati onl d,

si nPsi gDescl nsNet wor ki d,

si nPsi gDescl nsONet wor ki d,

si mPsi gDescl nsTransStreanl d,
si mPsi gDescl nsServi cel d,

si mPsi gDescl nsEl nSt reant d,

si mPsi gDescl nsBouquet | d,

si mPsi gDescl nsEvent | d,

si mPsi gDescl nsNet wor kI dCt her,
si mPsi gDescl nsONet wor kI d2| oop,
si mPsi gDescl nsTransSt ream d20Or O
si mPsi gDescl nsDel ayType,

si mPsi gDescl nsDel ay,

si mPsi gDescPri vDat aSpfi er,

si mPsi gDescl nsEnt rySt at us,

si mPsi gDescl nsDescl ndex,

si mPsi gDescl nsDescAdm nSt at e,
si mPsi gDescl nsDescri ptor,

si mPsi gDescl nsDescri pt or St at us,
si mPsi gDescl nsDescEnt rySt at us,
si mPsi gThl Provl ndex,

si mPsi gTbl ProvTabl el d ,
si mPsi gTbl Net wor ki d,

si mPsi gThl ONet wor ki d ,

si mPsi gTbl TransStreanl d ,
si mPsi gThl Servi celd ,

si mPsi gTbl Bouquet | d,

si mPsi gTbl Event | d ,

si mPsi gThl Net wor kI dC her,

si mPsi gThl ONet wor kI d2| oop,

si mPsi gTbl TransStream d2Or O
si nPsi gThl Segment Nr,

si mPsi gThl ProvPart,

si mPsi gThbl ProvPar t Nunber,

si nPsi gPl DPr ovFl owType,

si nPsi gPl DPr ovSuCasl d,

si mPsi gPl DPr ovFl ow d,

si mPsi gPl DPr ovFl owPl D,

si mPsi gPdTr Net wor ki d,
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si mPsi gPdTr ONet wor ki d,

si mPsi gPdTr TransStreamnl d,
si nPsi gPdTr Ser vi cel d,

si nPsi gPdTr Esl d,

si mPsi gPdTr Type,

si mPsi gPdTr SuCasl d,

si mPsi gPdTr Pdl d,

si nPsi gPdTr PdPi d,

si nPsi gPdTr PdSt r eanily pe,
si mPsi gPdTr Pri vat eDat a

}
STATUS current
DESCRI PTI ON
"A collection of objects providing (P)SIG infomation."
::={ sinGoups 6 }
END

K.2 SEM MIB

SEM M B DEFI NI TIONS: : = BEG N

| MPORTS
MODULE- | DENTI TY, OBJECT- TYPE,
I nteger 32, Unsigned32, BITS, |pAddress, TineTicks,
NOTI FI CATI ON- TYPE FROM SNWVPv2- SM
TEXTUAL- CONVENTI ON, Rowst at us,
Di spl ayString, TruthValue, DateAndTi me FROM SNWMPv2-TC
MODULE- COVPLI ANCE, OBJECT- GROUP, NOTI FI CATI ON- GROUP FROM SNIVPv 2- CONF;

senM B MODULE- | DENTI TY
LAST- UPDATED "9707021700Z *
ORGANI ZATI ON "DVB Si mul crypt Technical G oup "
CONTACT-INFO " --- "
DESCRI PTI ON
"The M B nodul e for defining DVB Sinul crypt Conditional
Access System event information.
2= {136141269% 12}

Ent ryNane: : = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
Entry nane convention for tables.
SYNTAX OCTET STRI NG (Sl ZE (8))

Event Type: : = TEXTUAL- CONVENTI ON
STATUS current

DESCRI PTI ON
"An event type is indicated if the bit corresponding to its power of
two is set, i.e. if the mask is 3 then communications and

qual i tyOf Servi ce event types are indicated.
SYNTAX BI TS {
communi cat i ons(0),
qual i tyOf Service(1),
processi ngError(2),
equi prent Al arm( 3) ,
envi ronnent al (4),
attri but eVal ueChange(5),
st at eChange(6),
ti meDonmi nVi ol ati on(7),
securitySrvcO MechnsnVi ol ati on(8),
rel ati onshi pChange(9),
operational Viol ati on(10),
integrityViolation(11),
physi cal Vi ol ati on(12),
t hreshol dCr ossi ng( 13),
t hreshol dd eari ng(14)
}

Probabl eCause: : = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Defined in | TUT Recomrendati on X. 733 [9]
SYNTAX BI TS {
si mul crypt Speci fic(0),
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adapterError(1),

appl i cati onSubsyst enfail ure(2),
bandwi dt hReduced( 3),

cal | Establ i shment Error(4),
communi cat i onsProtocol Error(5),
conmmuni cat i onsSubsyst enfai | ure(6),
configurati onO Custom zati onError(7),
congestion(8),

corrupt Dat a(9),

cpuCycl esLi m t Exceeded(10),

dat aSet Or ModenError (11),

degr adedSi gnal (12),

dTEDCEI nt er f aceError (13),

encl osur eDoor Open( 14),

equi prrent Mal f uncti on(15),

excessi veVi bration(16),
fileError(17),

fireDetected(18),

fl oodDet ect ed( 19),

fram ngError(20),

heat O Vent O Cool Syst enPr obl en( 21),
humi di t yUnaccept abl e(22),

i nput Qut put Devi ceError (23),

i nput Devi ceError (24),

I ANEr r or (25),

| eakDet ect ed( 26) ,

| ocal NodeTr ansni ssi onError (27),
| ossOf Frane( 28),

| ossOF Si gnal (29),

mat eri al Suppl yExhaust ed( 30),

mul ti pl exer Probl en(31),

out O Menory(32),

ouput Devi ceError (33),

per f or manceDegr aded( 34),

power Pr obl en( 35),

pr essur eUnaccept abl e(36),
processor Probl em(37),

punpFai | ure(38),

queueSi zeExceeded( 39),

recei veFai | ure(40),

recei ver Fai l ure(41),

renot eNodeTr ansmi ssi onError (42),
resour ceAt Or Near i ngCapaci ty(43),
responseTi neExcessi ve(44),
retransm ssi onRat eExcessi ve(45),
sof t war eError (46),

sof t Progr amAbnor mal | yTer m nat ed(47),
sof t war ePr ogr anError (48),

st or ageCapaci t yProbl en{ 49),

t enper at ur eUnaccept abl e(50),

t hreshol dCr ossed(51),

ti m ngProbl en(52),

t oxi cLeakDet ect ed(53),
transmitFail ure(54),
transmitterFail ure(55),

under | yi ngResour ceUnavai | abl e(56),
ver si onM snat ch(57),

aut henti cati onFail ure(58),
breachO Confi dentiality(59),
cabl eTanper (60),

del ayed! nf ormati on(61),

deni al O Servi ce(62),

duplicatel nformati on(63),

i nformati onM ssi ng(64),

i nformati onMbdi fi cati onDet ect ed(65),
i nf ormati onQut O Sequence( 66),
intrusionDetection(67),

keyExpi red(68),

nonRepudi ati onFai | ure(69),

out Of Hour sActivity(70),

out OF Service(71),

procedural Error(72),

unaut hori zedAccessAtt enpt (73),
unexpect edl nf ormati on(74),
unspeci fi edReason( 75)
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Per cei vedSeveri ty:: = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"This convention defines six severity |levels, which provide
an indication of howit is perceived that the capability
of the managed obj ect has been affected. Those severity
| evel s which represent service affecting conditions
ordered fromnost severe to | ease severe are Critical,
Maj or, M nor, and Warning.

Perceived Severity is defined in ITUT Reconmendation X 733 [9].
SYNTAX BI TS

{

cl eared(0),

i ndetermnate(1),
war ni ng(2),

m nor (3),

maj or (4),
critical (5)

Trendl ndi cati on: : = TEXTUAL- CONVENTI ON
STATUS current

DESCRI PTI ON
"Indicates the trend of an event as defined in I TU T Recomrendati on X 733 [9].
SYNTAX BI TS
{ | essSevere(0),
noChange(1),
nor eSever e( 2)
}

BackedUpSt at us: : = TEXTUAL- CONVENTI ON
STATUS current

DESCRI PTI ON
"The backed up status as defined in | TU-T Recommendati on X. 733 [9]
SYNTAX BI TS
{
backedUp(0),
not BackedUp( 1)
}

Admi ni strativeState:: = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Adm nistrative state as defined by | TU-T Recomendati on X 734 [10].
SYNTAX BI TS

{
| ocked(0),
unl ocked(1),

}

Qper ational State:: = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"QOperational state as defined by | TUT Recommendati on X. 734 [10].
SYNTAX BI TS

shut ti ngDown( 2)

{
enabl ed(0),

}

Avai | abi | i tyStatus::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Availability Status as defined by | TU- T Recomrendati on X 734 [10].
SYNTAX BI TS

di sabl ed(1)

avai | abl e(0),
inTest (1),
failed(2),
power O f (3),
of fLi ne(4),
of f Duty(5),
dependency(6),
degraded(7),
not | nstal | ed(8),
| ogFul | (9)
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Al ar Bt at us: : = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Alarm Status as defined by | TUT Recommendati on X. 734 [10].
SYNTAX BI TS

under Repai r (0),
critical (1),
maj or (2),
m nor (3),
al ar mQut st andi ng(4),
cl eared(5)

Event Sensi ti vi ty:: = TEXTUAL- CONVENTI ON
STATUS current

DESCRI PTI ON
"I's the event caused by crossing of a threshold (edge)or by exceeding a threshold
(level).
SYNTAX BI TS
{
edgeSensitive(0),
| evel Sensitive(1)
}
semM BOoj ect s OBJECT | DENTI FIER : = {senM B 1}
senM BConf or mance OBJECT | DENTI FI ER: : = {senM B 2}
senrM BNot i ficati onPrefix OBJECT | DENTI FI ER : = {senM B 3}
senEvent OBJECT | DENTI FI ER : = {senrM BObj ects 1}
senEf d OBJECT | DENTI FI ER : = {senM BObj ects 2}
-- Event Section
senEvent Tabl e OBJECT- TYPE
SYNTAX SEQUENCE COF Sentvent Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"A tabl e of managenent event information.
;= {senEvent 1}
senEvent Entry OBJECT- TYPE
SYNTAX SenkEvent Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformati on about a single managenent event.
I NDEX {senEvent Nane}
;.= {senEvent Tabl e 1}
SenEvent Entry: : = SEQUENCE {
senkEvent Nane Ent r yName,
senEvent Adnmi nSt at e Admi ni strativeState,
senkEvent Al ar nt at us Al ar nt at us,
senEvent Type Event Type,
senEvent Text Di spl ayString,
senEvent ChangedOhj ect | d OBJECT | DENTI FI ER,
senEvent ToSt at eChange Unsi gned32,
senEvent Ri si ngThreshol d I nt eger 32,
senEvent Fal | i ngThreshol d I nt eger 32,
senkEvent Probabl eCause Probabl eCause,
senEvent Per cei vedSeverity PerceivedSeverity,
senEvent Trendl ndi cati on Trendl ndi cati on,
senEvent BackedUpSt at us BackedUpSt at us,
senEvent BackUpObj ect OBJECT | DENTI FI ER,
senEvent Speci fi cProbl ens OBJECT | DENTI Fl ER,
senkEvent Frequency I nt eger 32,
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senEvent Sensitivity Event Sensitivity,
senkEvent St at us Rowst at us
}

senEvent Namre OBJECT- TYPE
SYNTAX EntryNane
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The uni que nanme of the target event.
::= {senEventEntry 1}

sentEvent Admi nSt at e OBJECT- TYPE
SYNTAX AdministrativeState
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"The Admi nistrative State of the event entry.
::= {senEventEntry 2}

sentEvent Al ar nSt at us OBJECT- TYPE
SYNTAX Al ar nSt at us
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"The Alarm Status of an event.
::= {senEventEntry 3}

senkEvent Type OBJECT- TYPE
SYNTAX Event Type
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
I ndi cates the type of the event.
::= {senEventEntry 4}

senEvent Text OBJECT- TYPE
SYNTAX Di splayString
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"A description of the event's function and use.
DEFVAL {''H}
;.= {senEventEntry 5}

senEvent ChangedObj ect | d OBJECT- TYPE
SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

"The object identifier of the MB object to check to see

if the event should fire.

This may be wildcarded by truncating all or part of the
instance portion, in which case the condition is obtained
as if with a GetNext function, checking multiple val ues

if they exist.
::= {senEventEntry 6}

senEvent ToSt at eChange OBJECT- TYPE
SYNTAX Unsi gned32

MAX- ACCESS r ead-create

STATUS current

DESCRI PTI ON

I f senEvent ChangedCbjectld is a state/status/variable,
this variable identifies the state that causes the

event to be generated.
::= {senEventEntry 7}

senEvent R si ngThreshol d OBJECT- TYPE

SYNTAX | nt eger 32
MAX- ACCESS r ead- creat e

ETSI

ETSI TS 103 197 V1.3.1 (2003-01)



227 ETSI TS 103 197 V1.3.1 (2003-01)

STATUS current

DESCRI PTI ON
" A threshold value to check against if senmEvent Type is
"threshold' . In this case if the value of the object at

senEvent Val uel D is greater than or equal to this threshold
and the value at the last sanpling interval was | ess than
this threshold, one senkEventRi singEvent is triggered.
I f senEvent Type is not 'threshold' , this object is not
instantiated. "

DEFVAL {0}

;.= {senEventEntry 8}

senEvent Fal | i ngThreshol d OBJECT- TYPE
SYNTAX | nt eger 32
MAX- ACCESS r ead-creat e
STATUS current

DESCRI PTI ON
" A threshold value to check against if senEventType is
"threshold'. In this case if the value of the object at

senkEventValuelD is |l ess than or equal to this threshold
and the value at the last sanpling interval was greater than
this threshold, one senkEventFallingEvent is triggered.
I f senEvent Type is not 'threshold' , this object is not
instantiated. "
DEFVAL {0}
;.= {senEventEntry 9}

senEvent Probabl eCause OBJECT- TYPE

SYNTAX Probabl eCause

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"This variable defines further probable cause for
the last event of this type. "

;.= {senEvent Entry 10}

senEvent Per cei vedSeverity OBJECT- TYPE
SYNTAX Per cei vedSeverity
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"This paraneter defines the pereceived severity of the
| ast event of this type. "
;.= {senEventEntry 11}

senEvent Trendl ndi cati on OBJECT- TYPE
SYNTAX Trendl ndi cati on
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Indicates the trend of the |last event of this type. "
::= {senEventEntry 12}

senEvent BackedUpSt at us OBJECT- TYPE
SYNTAX BackedUpSt at us
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"The backed up status. "
.= {senEventEntry 13}

senEvent BackUpQhj ect OBJECT- TYPE
SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" |If the backed up status is backedUp then this variable
contains the object identifier of the object containing
back up object. "
::= {senEventEntry 14}

senEvent Speci fi cProbl ens OBJECT- TYPE
SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
" This variable identifies the object responsible for the event. "
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;.= {senEventEntry 15}

senEvent Frequency OBJECT- TYPE
SYNTAX | nteger32 (1..65535)
UNI TS "seconds "
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON

The number of seconds to wait between event condition
checks. To encourage consistency in sanpling,
interval is neasured fromthe begi nning of one check to

t he begi nning of the next.
DEFVAL {600}
.= {senEventEntry 16}

senEvent Sensitivity OBJECT- TYPE
SYNTAX Event Sensitivity
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON

"The event sensitivity which identifies whether the event

sensitive.
::= {senEventEntry 17}

senkEvent St at us OBJECT- TYPE
SYNTAX RowSt at us
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON

"The control that allows creation/deletion of entries.

;.= {senEventEntry 18}

-- Event Forwarding Discrimnator (EFD) Status Section

senkf dTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF SenEf dEntry
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

"A tabl e of managenment EFDs.
c:= {senEfd 1}

sentEf dEntry OBJECT- TYPE
SYNTAX SenEf dEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I nformati on about a single EFD.
I NDEX {sentf dNane , senkfdTarget}
;.= {senkEfdTabl e 1}

Senkf dEntry: : = SEQUENCE {
senEf dNamre Ent r yNane,
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senkf dAdnmi nSt at e Admi ni strativeState,
senkEf dOper St at e Qperational State,
senkEf dAvai | St at us Avai | abi l'i tyStatus,
senkEf dStart Ti me Dat eAndTi e,

senEf dSt opTi e Dat eAndTi ne,

sentf dDai | yStart Ti me Ti meTi cks,
senkf dDai | ySt opTi me Ti meTi cks,
sentEf dWeekl yMask OCTET STRI NG

senEf dTypes Event Type,

senkf dCause Pr obabl eCause,
senkEf dSeverity Per cei vedSeverity,

senEf dSpeci fi cProbl ens  OBJECT | DENTI FI ER,

sentf dTr endl ndi cati on Trendl ndi cati on,
OBJECT | DENTI FI ER,

senkEf dChangedoj ect | d
senkf dToSt at eChange

Unsi gned32,

sentf dNoti fication OBJECT | DENTI FI ER,

senEf dOr Trut hval ue,
sentf dTar get | pAddr ess,

sentf dText Di spl ayString,
senEf dSt at us RowSt at us
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senkEf dName OBJECT- TYPE
SYNTAX EntryNane

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON

"The uni que nanme of the EFD.
c:= {senEfdEntry 1}

senEf dAdm nSt at e OBJECT- TYPE
SYNTAX AdministrativeState
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
" The current Adnminsitrative state of the EFD.
c:= {senEfdEntry 2}

sentEf dOper St at e OBJECT- TYPE
SYNTAX QOperational State
MAX- ACCESS read- create
STATUS current
DESCRI PTI ON
The current Operational state of the EFD.
::= {senEfdEntry 3}

senkf dAvai | St at us OBJECT- TYPE
SYNTAX Avail abi lityStatus
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
This object controls the Availability status of the EFD

which reflects the scheduling.
c:= {senEfdEntry 4}

senEfdStart Ti me OBJECT- TYPE
SYNTAX Dat eAndTi ne
MAX- ACCESS r ead- creat e
STATUS current

DESCRI PTI ON
This variable defines the date and tinme at which an unl ocked and
enabl ed EFD starts functioning, i.e. changes its

availability status fromoffDuty to avail abl e.
::= {senEfdEntry 5}

sentf dSt opTi me OBJECT- TYPE
SYNTAX Dat eAndTi me
MAX- ACCESS r ead- creat e
STATUS current

DESCRI PTI ON
This variable defines the date and time at which an unl ocked and
enabl ed EFD stops functioning, i.e. changes its

availability status fromavailable to of fDuty.
;.= {senEfdEntry 6}

senkEf dDai | yStart Ti me OBJECT- TYPE
SYNTAX Ti neTi cks
MAX- ACCESS r ead- creat e
STATUS current

DESCRI PTI ON
This variable defines the daily start time at which an unl ocked and
enabl ed EFD starts functioning, i.e. changes its

availability status fromoffDuty to avail abl e.
i = {senkEfdEntry 7}

sentf dDai | ySt opTi me OBJECT- TYPE
SYNTAX Ti meTi cks
MAX- ACCESS read-create
STATUS current

DESCRI PTI ON
This variable defines the daily stop time at which an unl ocked and
enabl ed EFD stops functioning, i.e. changes its

availability status fromavailable to of fDuty.
::= {senEfdEntry 8}

sentf dWeekl yMask OBJECT- TYPE
SYNTAX OCTET STRING (S| ZE (1))
MAX- ACCESS r ead- creat e

STATUS current
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DESCRI PTI ON
This variable defines the weekly schedul e at whi ch an unl ocked and
enabl ed EFD may start functioning, i.e. changes its
availability status fromavailable to offDuty. A day is
schedul ed if the corresponding power of 2, i.e. 2**3 for
Wednesday is in the nask.
::= {senEfdEntry 9}

sentEf dTypes OBJECT- TYPE

SYNTAX Event Type

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
" The event types that this EFD may generate notifications for.
::= {senEfdEntry 10}

senkEf dCause OBJECT- TYPE
SYNTAX Probabl eCause
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
" Any event with a different probable cause is ignored.
i = {senEfdEntry 11}

senkEf dSeverity OBJECT- TYPE
SYNTAX Per cei vedSeverity
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Any event with severity equal to or |less the discriminated |evel
is ignored.

i = {senEfdEntry 12}

senEf dSpeci fi cProbl ens OBJECT- TYPE
SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
Any event not generated by the identified object is ignored.
i = {senkEfdEntry 13}

senEf dTrendl ndi cati on OBJECT- TYPE
SYNTAX Trendl ndi cati on
MAX- ACCESS r ead-creat e
STATUS current
DESCRI PTI ON
Any events with a trend less or equal to specified value are
i gnor ed.
i = {senkEfdEntry 14}

senEf dChangedOhj ect | d OBJECT- TYPE

SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON

"Any events not caused by a change of the value of this object

are ignored.
i = {senkEfdEntry 15}

senkEf dToSt at eChange OBJECT- TYPE

SYNTAX Unsi gned32
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON

" Any state changes to a different state than the one indicated are

i gnor ed.
::= {senEfdEntry 16}

senEf dNot i fi cati on OBJECT- TYPE
SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"The object identifier fromthe NOTIFl CATI ON- TYPE for the
notification.
i = {senEfdEntry 17}
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senEf dOr OBJECT- TYPE
SYNTAX Trut hval ue
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
I ndi cates whether if this EFD natches the event, the natching
process shall be continued with the next EFD.
c:= {senEfdEntry 18}

senEf dTar get OBJECT- TYPE
SYNTAX | pAddr ess
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
"Notifications Targets. A value of 0
i ndicates the |l ocal system
i = {senEfdEntry 19}

senkEf dText OBJECT- TYPE

SYNTAX Di splayString

MAX- ACCESS r ead-create

STATUS current

DESCRI PTI ON

"A description of the EFD s function and use.
i = {senkEfdEntry 20}

senkf dSt at us OBJECT- TYPE
SYNTAX RowsSt at us
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON
"The control that allows creation/deletion of entries.
i = {senkEfdEntry 21}

-- Notifications

sermM BNot i ficati ons OBJECT | DENTI FI ER : = {senM BNot i fi cati onPrefix 0}

senEvent Al ar m NOTI FI CATI ON- TYPE
OBJECTS

{ senEvent Nare,
senEvent Type,
senEvent Pr obabl eCause,
senEvent Speci fi cProbl ens,
senEvent Per cei vedSeverity,
senEvent Tr endl ndi cati on,
senEvent Text

}
STATUS current
DESCRI PTI ON
" Alarmnotification.
c:= {senM BNotifications 1}

senEvent St at eChange NOTI FI CATI ON- TYPE
OBJECTS
{ senEvent Nane,
senEvent ToSt at eChange,
senEvent ChangedOhj ect | d

}
STATUS current
DESCRI PTI ON
State change notification.
::= {senM BNoti fications 2}

senEvent Obj ect Val ueChange NOTI FI CATI ON- TYPE
OBJECTS
{ senEvent Nane,
senEvent Changed(bj ect | d

}
STATUS current
DESCRI PTI ON
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senConpl i ances
senr oups

Ohj ect val ue change.

= {senM BNot i fications 3}

Conf ormance Information

senECMSConpl i ance MODULE- COVPLI ANCE

STATUS current
DESCRI PTI ON
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OBJECT | DENTI FI ER: : = { senM BConf or mance 1}
OBJECT | DENTI FI ER: : = { senM BConf or mance 2}

The conpliance statenent for SNWP Entities which host or
represent ECM3s. A hosting entity nust al so support either

threshol d, state change, or val ue change
MODULE -- this nodul e

events.

MANDATORY- GROUPS { semivandat or yNot i fi cati ons}

CGROUP senThr eshol dEvent Gr oup
DESCRI PTI ON

This group is required if threshold events are supported.

GROUP senirhr eshol dEvent Opt Gr oup
DESCRI PTI ON

This group is optional if threshold events are supported.

GROUP senirhr eshol dEf dG oup
DESCRI PTI ON

This group is required if threshold events are supported.

GROUP senThr eshol dEf dOpt Gr oup
DESCRI PTI ON

This group is optional if threshold events are supported.

GROUP sentt at eChangeEvent G oup
DESCRI PTI ON
" This Goup is required if stateChange
GROUP sentt at eChangeEvent Opt Gr oup
DESCRI PTI ON
This Goup is optional if stateChange
CGROUP sentst at eChangeEf dGr oup
DESCRI PTI ON
This Goup is required if stateChange
CGROUP sentt at eChangeEf dOpt Gr oup
DESCRI PTI ON
This Goup is optional if stateChange
GROUP senVal ueChangeEvent G oup
DESCRI PTI ON

events are supported.

events are supported.

events are supported.

events are supported.

This Group is required val ueChange events are supported.

GROUP senVal ueChangeEvent Opt Gr oup
DESCRI PTI ON

This Group is optional valueChange events are supported.

CGROUP senVal ueChangeEf dGr oup
DESCRI PTI ON

This Goup is required val ueChange events are supported.

GROUP senVal ueChangeEf dOpt Gr oup
DESCRI PTI ON

This Group is optional valueChange events are supported.

GROUP sentpti onal Notifications
DESCRI PTI ON

This Goup is required if state change or val ue change notifications

are supported.
;.= {senConpl i ances 1}

senEnOr PdConpl i ance MODULE- COVPLI ANCE

STATUS current
DESCRI PTI ON

The conpliance statenent for SNWP Entities which host or
represent EMME PDGs. A hosting entity nust al so support either

threshol d, state change, or val ue change
MODULE -- this nodule

events.

MANDATORY- GROUPS { semvandat or yNot i fi cati ons}

CGROUP senThr eshol dEvent Gr oup
DESCRI PTI ON

This group is required if threshold events are supported.

GROUP senirhr eshol dEvent Opt Gr oup
DESCRI PTI ON

This group is optional if thresold events are supported.

GROUP senirhr eshol dEf dG oup
DESCRI PTI ON

This group is required if threshold events are supported.
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GROUP senirhr eshol dEf dOpt Gr oup
DESCRI PTI ON

This group is optional if threshold events are supported.
CGROUP sentfst at eChangeEvent Gr oup
DESCRI PTI ON

This Goup is required if stateChange events are supported.
GROUP sentt at eChangeEvent Opt Gr oup
DESCRI PTI ON

This Goup is optional if stateChange events are supported.
GROUP sentt at eChangeEf dG oup
DESCRI PTI ON
" This Goup is required if stateChange events are supported.
CGROUP sentft at eChangeEf dOpt Gr oup
DESCRI PTI ON

This Goup is optional if stateChange events are supported.
GROUP senVal ueChangeEvent Gr oup
DESCRI PTI ON

This Goup is required val ueChange events are supported.
GROUP senVal ueChangeEvent Opt Gr oup
DESCRI PTI ON

This Group is optional valueChange events are supported.
GROUP senVal ueChangeEf dG oup
DESCRI PTI ON
" This Goup is required val ueChange events are supported.
CGROUP senVal ueChangeEf dOpt Gr oup
DESCRI PTI ON

This Goup is optional valueChange events are supported.
GROUP senpti onal Noti fications
DESCRI PTI ON

This Goup is required if state change or val ue change notifications
are supported.
;.= {senConpl i ances 2}

senCpsi gConpl i ance  MODULE- COVPLI ANCE

STATUS current
DESCRI PTI ON

The conpliance statement for SNWP Entities which host or
represent CPSIGs. A hosting entity nust al so support either
threshol d, state change, or value change events.
MODULE -- this nodule
MANDATORY- GROUPS { senivandat oryNot i fi cati ons}
CGROUP senThr eshol dEvent Gr oup
DESCRI PTI ON

This group is required if thresold events are supported.
GROUP senThr eshol dEvent Opt Gr oup
DESCRI PTI ON

This group is optional if thresold events are supported.
GROUP senirhr eshol dEf dG oup
DESCRI PTI ON

This group is required if threshold events are supported.
GROUP senirhr eshol dEf dOpt Gr oup
DESCRI PTI ON

This group is optional if threshold events are supported.
CGROUP sentfst at eChangeEvent Gr oup
DESCRI PTI ON

This Goup is required if stateChange events are supported.
GROUP sentt at eChangeEvent Opt Gr oup
DESCRI PTI ON

This Goup is optional if stateChange events are supported.
GROUP sentt at eChangeEf dG oup
DESCRI PTI ON

This Goup is required if stateChange events are supported.
CGROUP sentft at eChangeEf dOpt Gr oup
DESCRI PTI ON

This Goup is optional if stateChange events are supported.
GROUP senVal ueChangeEvent Gr oup
DESCRI PTI ON

This Goup is required val ueChange events are supported.
GROUP senVal ueChangeEvent Opt Gr oup
DESCRI PTI ON

This Group is optional valueChange events are supported.
GROUP senVal ueChangeEf dG oup
DESCRI PTI ON

This Goup is required val ueChange events are supported.
CGROUP senVal ueChangeEf dOpt Gr oup
DESCRI PTI ON

This Goup is optional valueChange events are supported.
GROUP senpti onal Notifications
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DESCRI PTI ON
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This Goup is required if state change or val ue change notifications

are supported.
;= {senConpl i ances 3}

senCsi gConpl i ance MODUL E- COVPLI ANCE

STATUS current
DESCRI PTI ON

The conpliance statement for SNWP Entities which host or
represent CSIGs. A hosting entity nust al so support either
threshol d, state change, or value change events.
MODULE -- this nodul e
MANDATORY- GROUPS { senivandat oryNot i fi cati ons}
GROUP senirhr eshol dEvent G oup
DESCRI PTI ON

This group is required if thresold events are supported.
GROUP senThr eshol dEvent Opt Gr oup
DESCRI PTI ON

This group is optional if thresold events are supported.
CGROUP senThr eshol dEf dG oup
DESCRI PTI ON

This group is required if threshold events are supported.
GROUP senirhr eshol dEf dOpt Gr oup
DESCRI PTI ON

This group is optional if threshold events are supported.
GROUP sentt at eChangeEvent G oup
DESCRI PTI ON

This Goup is required if stateChange events are supported.

CGROUP sentfst at eChangeEvent Opt Group
DESCRI PTI ON

This Goup is optional if stateChange events are supported.

GROUP sentt at eChangeEf dG oup
DESCRI PTI ON

This Goup is required if stateChange events are supported.

GROUP sentt at eChangeEf dOpt Gr oup
DESCRI PTI ON

This Goup is optional if stateChange events are supported.

CGROUP senVal ueChangeEvent Gr oup
DESCRI PTI ON
This Goup is required val ueChange events are supported.
CGROUP senVal ueChangeEvent Opt Gr oup
DESCRI PTI ON
This Goup is optional valueChange events are supported.
GROUP senVal ueChangeEf dG oup
DESCRI PTI ON
" This Goup is required val ueChange events are supported.
GROUP senVal ueChangeEf dOpt Gr oup
DESCRI PTI ON
This Group is optional valueChange events are supported.
CGROUP sentpti onal Noti fications
DESCRI PTI ON

This Goup is required if state change or val ue change notifications

are supported.
;= {senConpl i ances 4}

semvandat oryNoti fi cati ons NOTI FI CATI ON- GROUP

NOTI FI CATI ONS {
senEvent Al arm

}
STATUS current
DESCRI PTI ON
" A collection of objects defining mandatory notifications.
c:= {senz oups 1}

senmOpti onal Noti fications NOTI FI CATI ON- GROUP

NOTI FI CATI ONS {
senkEvent St at eChange,
senEvent bj ect Val ueChange

}
STATUS current
DESCRI PTI ON
" A collection of objects defining optional notifications.
;= {sen> oups 2}

senThr eshol dEvent G oup OBJECT- GROUP

OBJECTS {
senEvent Nane,
sentEvent Admi nSt at e,
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senEvent Type,

senEvent Text,

senEvent Changedoj ect | d,
senEvent Ri si ngThr eshol d,
senkEvent Fal | i ngThr eshol d,
sentEvent Probabl eCause,
senEvent Per cei vedSeverity,
senEvent Trendl ndi cati on,
senEvent Fr equency,
senEvent St at us

}
STATUS current
DESCRI PTI ON

.= {sen>oups 3}

senThr eshol dEvent Opt Gr oup
OBJECTS {
senEvent Al ar nt at us,
senEvent BackedUpSt at us,
senEvent BackUpQhj ect ,
senEvent Speci fi cProbl ens,
senEvent Sensitivity

OBJECT- GROUP

}

STATUS current

DESCRI PTI ON

" A collection of optional

;= {senzx oups 4}
senft at eChangeEvent Gr oup OBJECT- GROUP
OBJECTS {

senEvent Nane,

senEvent Adm nSt at e,

senkEvent Type,

senEvent Text,

senEvent Changedoj ect | d,

senEvent ToSt at eChange,

senEvent Frequency,

senkEvent St at us

}
STATUS current
DESCRI PTI ON

.= {sen> oups 5}

sentt at eChangeEvent Opt G oup OBJECT- GROUP
OBJECTS {
senEvent Al ar nt at us,
senkvent Probabl eCause,
senEvent Per cei vedSeverity,
senkEvent Tr endl ndi cati on,
senEvent BackedUpSt at us,
senEvent BackUpOhj ect ,
senEvent Speci fi cProbl emns,
senEvent Sensitivity

}

STATUS current

DESCRI PTI ON

" A collection of optional

.= {sen> oups 6}
senVal ueChangeEvent G oup OBJECT- GROUP
OBJECTS {

senEvent Nane,

senEvent Admi nSt at e,

senEvent Type,

senEvent Text,

senEvent Changedoj ect | d,

senEvent Frequency,

senEvent St at us

}
STATUS current
DESCRI PTI ON

;= {sen> oups 7}
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senVal ueChangeEvent Opt G oup OBJECT- GROUP
OBJECTS {
senEvent Al ar nt at us,
senEvent Pr obabl eCause,
senEvent Per cei vedSeverity,
senEvent Tr endl ndi cati on,
senEvent BackedUpSt at us,
senEvent BackUpOhj ect ,
senEvent Speci fi cProbl ens,
senEvent Sensitivity

}
STATUS current
DESCRI PTI ON
" A collection of optional objects specifying val ue change events.
.= {sen> oups 8}

senThr eshol dEf dG oup OBJECT- GROUP
OBJECTS {
sentf dNane,
senEf dAdni nSt at e,
sentf dOper St at e,
sentf dAvai | St at us,
senEf dTypes,
sentf dCause ,
senkEf dSeverity,
sentf dTr endl ndi cati on ,
senEf dChangedoj ect | d,
sentEf dNot i fi cati on,
sentEf dOr,
sentf dTar get ,
sentf dText,
sentf dSt at us

}
STATUS current
DESCRI PTI ON
' A collection of objects specifying threshold EFDs.
;= {senx oups 9}

seniThr eshol dEf dOpt Gr oup OBJECT- GROUP
OBJECTS {
senEf dSt art Ti e,
sentf dSt opTi e,
sentEf dDai | yStart Ti e,
sentf dDai | ySt opTi e,
senkEf dWeekl yMask,
senEf dSpeci fi cProbl ens

STATUS current
DESCRI PTI ON

" A collection of optional objects specifying threshold EFDs.
;.= {sen> oups 10}

sentt at eChangeEf dG oup OBJECT- GROUP
OBJECTS {

senEf dNare,
senEf dAdm nSt at e,
senEf dOper St at e,
sentf dAvai | St at us,
sentf dTypes,
senEf dToSt at eChange,
senEf dNoti fi cati on,
senEf dOr,
senkf dTar get ,
senEf dText,
senEf dSt at us

}
STATUS current
DESCRI PTI ON
" A collection of objects specifying state change EFDs.
i = {senz oups 11}

sentt at eChangeEf dOpt G oup ~ OBJECT- GROUP
OBJECTS {
senEf dSt art Ti e,
sentf dSt opTi e,
sentf dDai | yStart Ti e,
sentf dDai | ySt opTi e,
senkf dCause ,
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senEf dSeverity,

senEf dTrendl ndi cati on ,
senEf dChangedoj ect | d,

sentf dWeekl yMask,

senEf dSpeci fi cProbl ens

}
STATUS current
DESCRI PTI ON
" A collection of optional objects specifying state change EFDs.
;.= {sen> oups 12}

senVal ueChangeEf dGoup OBJECT- GROUP
OBJECTS {

sentf dNane,
sentf dAdmi nSt at e,
sentf dOper St at e,
sentf dAvai | St at us,
senEf dTypes,
senEf dChangedoj ect | d,
senEf dNot i fi cati on,
senEf dOr,
senEf dTar get ,
sentf dText,
senkf dSt at us

}
STATUS current
DESCRI PTI ON
" A collection of objects specifying val ue change EFDs.
::= {senxoups 13}

senVal ueChangeEf dOpt G oup  OBJECT- GROUP
OBJECTS {

senEf dSt art Ti e,
sentf dSt opTi e,
sentEf dDai | yStart Ti e,
senEf dDai | ySt opTi e,
sentf dCause ,
senkEf dSeverity,
senEf dTrendl ndi cati on ,
senEf dWeekl yMask,
senEf dSpeci fi cProbl ens

}
STATUS current
DESCRI PTI ON
" A collection of optional objects specifying value change EFDs.
;= {senroups 14}

END

K.3 SLM MIB

SLMMB DEFIN TIONS: : = BEG N

I MPORTS
MODULE- | DENTI TY, OBJECT- TYPE,
Unsi gned32, BITS, TinmeTicks FROM SNWPv2- SM
RowSt at us, Di splayString, DateAndTi me FROM SNWPv2- TC
MODULE- COVPLI ANCE, OBJECT- GROUP FROM SNIVPv2- CONF
Event Type, Probabl eCause, PerceivedSeverity, Trendl ndication,
Admi ni strativeState, Operational State,
Avai | abi li tyStatus, EntryNane FROM SEM M B;

sl MM B MODULE- | DENTI TY
LAST- UPDATED "9708071700Z *
ORGANI ZATI ON "DVB Si mul crypt Technical G oup "
CONTACT-INFO " --- "
DESCRI PTI ON
"The M B nodul e for defining DVB Sinul crypt Conditional

Access System |l ogs infornation. '

:={136141 269 1 3}

sl MM BOoj ect s OBJECT | DENTIFIER : = {sl M B 1}
sl mM BConf or mance OBJECT | DENTIFIER : = {sI M B 2}
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sl mLogControl OBJECT | DENTI FI ER : = {s| nM BObj ects 1}
sl mLogs OBJECT | DENTI FI ER : = {s| nM BObj ects 2}

-- Log Control G oup

sl mLogDef i ni ti onTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Sl mLogDefinitionEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Alist of Log Table Entry Definitions. Identifies log table
and the types of events to be logged into that table.
REFERENCE " -- "
::= {slnLogControl 1}

sl mLogDefiniti onEntry OBJECT- TYPE
SYNTAX Sl mLogDefinitionEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"An entry (conceptual row) in the Log Definition Table.
REFERENCE " -- "
| NDEX {sl mLogDef i ni ti onNare }
;.= {sl nLogDefinitionTable 1}

Sl mLogDefinitionEntry::= SEQUENCE

{
sl mLogDefi ni ti onName Ent r yNane,
sl nmLogDefinitionld OBJECT | DENTI FI ER,
sl mLogDefi ni ti onAdm nSt ate Admi ni strativeState,
sl mLogDefi ni ti onOper St ate Qper ational State,
sl mLogDefini ti onAvail Status Avail abilityStatus,
sl mLogDefi ni tionFul | Action BI TS,
sl mLogDefi ni ti onMaxLogSi ze I NTEGER,
sl mLogDefi ni ti onCurrentLogSi ze | NTEGER,
sl mLogDef i ni ti onNunber Of Recor ds | NTEGER

}

sl mLogDefi ni ti onName OBJECT- TYPE
SYNTAX EntryNane
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
The variable used for identifying log Definition table entries.
REFERENCE " -- "
c:= {slnLogDefinitionEntry 1}

sl mLogDefiniti onld OBJECT- TYPE
SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS r ead-creat e
STATUS current
DESCRI PTI ON
The variabl e used for identifying | og tables.
REFERENCE " -- "
c:= {slnLogDefinitionEntry 2}

sl mLogDefi ni ti onAdm nSt ate OBJECT- TYPE

SYNTAX Adni ni strativeState

MAX- ACCESS r ead- creat e

STATUS current

DESCRI PTI ON

" The current Adninsitrative state of the LOG as defined in

| SO'| EC 10164-2 [ 8]
::= {slnLogDefinitionEntry 3}

sl mLogDefi ni ti onOper St at e OBJECT- TYPE

SYNTAX Operational State

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

The current QOperational state of the LOG as defined in

| SO'| EC 10164-2 [ 8]

::= {slnLogDefinitionEntry 4}
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sl mLogDefi ni ti onAvai |l St at us OBJECT- TYPE
SYNTAX Avail abilityStatus
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
This object Definitions the Availability status of the LOG
as defined in | SO | EC 10164-2 [8] and state-nmachine "
::= {slnLogDefinitionEntry 5}

sl mLogDefi ni ti onFul | Acti on OBJECT- TYPE
SYNTAX BI TS

{

wrap(0),

hal t (1)

}
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
This object Definitions the action to be taken when the maxi mum
size of the | og has been reached.
::= {slnLogDefinitionEntry 6}

sl mLogDefi ni ti onMaxLogSi ze OBJECT- TYPE
SYNTAX | NTEGER (1. .4294967295)
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON

Thi s object specifies the maxi mum size of a log in nunber

of octets. A size of 2**32 - 1 specifies that thereis no limt.

c:= {slnLogDefinitionEntry 7}

sl mLogDefi ni ti onCurrentLogSi ze OBJECT- TYPE

SYNTAX | NTEGER (1. .4294967295)

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON

This object specifies the current size of a log in nunber
of octets.
::= {slnLogDefinitionEntry 8}

sl mLogDef i ni ti onNunber Of Recor ds OBJECT- TYPE
SYNTAX | NTEGER (1..4294967295)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
Thi s obj ect specifies the nunber of records in the |og.
REFERENCE "| TU-T Reconmendation X. 735 [11]
::= {slnLogDefinitionEntry 9}

sl mLogCont r ol Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Sl mLogControl Entry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Alist of Log Table Filter Definitions. Since
mul tiple types of events can be |ogged into the sane table,
multiple entries in the log table could be defining the same
| og table.

REFERENCE " -- "

;.= {slnLogControl 2}

sl mLogControl Entry OBJECT- TYPE
SYNTAX Sl mLogControl Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"An entry (conceptual row) in the Log Control Table.
REFERENCE " -- "
I NDEX {'sl mLogDef i ni ti onName, sl mLogContr ol Narme }
;= {sl nLogControl Tabl e 1}

Sl mLogControl Entry: : = SEQUENCE

sl mLogCont r ol Nare Ent r yNane,
sl mLogControl StartTi me Dat eAndTi ne,
sl mLogControl St opTi e Dat eAndTi ne,
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sl mLogControl Dai l yStart Ti me Ti meTi cks,
sl mLogControl Dai |l yStopTi me  Ti meTi cks,

sl mLogCont r ol Weekl yMask OCTET STRI NG

sl mLogCont r ol Types Event Type,

sl mLogCont r ol Cause Pr obabl eCause,

sl mLogControl Severity Per cei vedSeverity,

sl mLogCont r ol Speci fi cProbl ens OBJECT | DENTI FI ER,
sl mLogCont r ol ToSt at eChange Unsi gned32,
sl mLogCont r ol Trendl ndi cati on Trendl ndi cati on,
sl mLogCont r ol ChangedOhj ect | d OBJECT | DENTI FI ER,
sl mLogControl St at us RowSt at us

}

sl mLogCont r ol Nane OBJECT- TYPE

SYNTAX EntryNane

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON

' The variable used for identifying log control table entries.

REFERENCE " -- "

::= {slnLogControl Entry 1}

sl mLogControl Start Ti me OBJECT- TYPE
SYNTAX Dat eAndTi ne
MAX- ACCESS r ead- creat e
STATUS current

DESCRI PTI ON
" This variable defines the date and tine at which an unl ocked and
enabl ed 1 og control entry starts functioning, i.e. changes its

availability status fromoffDuty to avail abl e.
::= {slnLogControl Entry 2}

sl mLogControl St opTi mre OBJECT- TYPE
SYNTAX Dat eAndTi e
MAX- ACCESS r ead- creat e
STATUS current

DESCRI PTI ON
" This variable defines the date and time at which an unl ocked and
enabl ed |1 og control stops functioning, i.e. changes its

availability status fromavailable to of fDuty.
;.= {slnLogControl Entry 3}

sl mLogControl Dai l yStart Ti me OBJECT- TYPE
SYNTAX Ti neTi cks
MAX- ACCESS r ead- creat e
STATUS current

DESCRI PTI ON
" This variable defines the daily start time at which an unl ocked and
enabl ed 1 og control entry starts functioning, i.e. changes its

availability status fromoffDuty to avail abl e.
::= {slnLogControl Entry 4}

sl mLogControl Dai | ySt opTi me OBJECT- TYPE
SYNTAX Ti neTi cks
MAX- ACCESS r ead- creat e
STATUS current

DESCRI PTI ON
This variable defines the daily start time at which an unl ocked and
enabl ed 1 og control entry stops functioning, i.e. changes its

availability status fromavailable to of fDuty.
;.= {slnLogControl Entry 5}

sl mLogCont r ol Weekl yMask OBJECT- TYPE
SYNTAX OCTET STRING (SIZE (1))
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
This variabl e defines the weekly schedul e at which an unl ocked and
enabl ed 1 og control entry may start functioning, i.e. changes its
availability status fromavailable to offDuty. A day is
schedul ed if the corresponding power of 2, i.e. 2**3 for
Wednesday is in the nask. '
;.= {slnLogControl Entry 6}

sl mLogCont r ol Types OBJECT- TYPE
SYNTAX Event Type

MAX- ACCESS r ead-create

STATUS current
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This variabl e defines the type of events being | ogged.

;.= {slmogControl Entry 7}

sl mLogCont r ol Cause OBJECT- TYPE
SYNTAX Pr obabl eCause
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON

" Any event with a different probable cause is ignored.

;.= {slnLogControl Entry 8}

sl mLogControl Severity OBJECT- TYPE
SYNTAX Per cei vedSeverity
MAX- ACCESS r ead-creat e
STATUS current
DESCRI PTI ON

' Any event with severity equal to or

is ignored.

::= {slnLogControl Entry 9}

sl mLogCont r ol Speci fi cProbl ens OBJECT- TYPE

SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS r ead- creat e
STATUS current

DESCRI PTI ON
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| ess the discrimnated | evel

Any event not generated by the identified object

::= {slnLogControl Entry 10}

sl mLogCont r ol ToSt at eChange OBJECT- TYPE

SYNTAX Unsi gned32

MAX- ACCESS r ead- creat e
STATUS current

DESCRI PTI ON

" Any state changes to a different state than the one indicated are

i gnor ed.
;.= {slnLogControl Entry 11}

sl mLogCont r ol Trendl ndi cati on OBJECT- TYPE

SYNTAX Trendl ndi cati on
MAX- ACCESS r ead- creat e
STATUS current

DESCRI PTI ON

Any events with a trend | ess or equal

i gnor ed.
::= {slnLogControl Entry 12}

sl mLogCont r ol Changed(bj ect | d OBJECT- TYPE

SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON

"Any events not caused by a change of the value of this object

are ignored.
;.= {slnLogControl Entry 13}

sl mLogCont r ol St at us OBJECT- TYPE
SYNTAX RowSt at us
MAX- ACCESS r ead- creat e
STATUS current
DESCRI PTI ON

"The control that allows creation/deletion of entries.
Once made active an entry may not be nodified except to.

::= {slnLogControl Entry 14}

-- Alarm Log G oup

sl mAl ar mLogTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Sl mAl ar mLogEnt ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"A table of |ogged al arm events.

to specified value are
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;= {slnLogs 1}

sl mAl ar mLogEnt ry OBJECT- TYPE
SYNTAX S| mAl ar mLogEnt ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"A single alarml og.
I NDEX {s| mAl ar mLogTi ne}
;.= {sl mAl arnLogTabl e 1}

SI mAl ar mLogEnt ry: : = SEQUENCE {

sl mAl ar mLogName Ent r yNane,

sl mAl ar mLogTi e Ti meTi cks,

sl mAl ar mLogText Di spl ayStri ng,

sl mAl ar mLogType Event Type,

sl mAl ar mLogCause Pr obabl eCause,

sl mAl ar mLogSeverity Per cei vedSeverity,

sl mAl ar mLogSpeci fi cProbl ens OBJECT | DENTI FI ER,
s| mMAl ar mLogTr endl ndi cati on Trendl ndi cati on,
sl mAl ar mLogChangedOhj ect | d OBJECT | DENTI FI ER

}

sl mAl ar mLogNanme OBJECT- TYPE
SYNTAX Ent r yNane
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The name of the | ogged event.
c:= {sImAl arnLogEntry 1}

sl mAl ar mLogTi me OBJECT- TYPE
SYNTAX Ti meTi cks
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The name of the | ogged event.
2= {sImAl arnLogEntry 2}

sl mAl ar mLogText OBJECT- TYPE

SYNTAX Di splayString

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON

"A description of the event's function and use.
DEFVAL {''H}

::= {sImAl arnLogEntry 3}

sl mAl ar mLogType OBJECT- TYPE
SYNTAX Event Type
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
I ndi cates the type of the event.
2= {sImAl arnLogEntry 4}

sl mAl ar mLogCause OBJECT- TYPE
SYNTAX Probabl eCause
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"This variable defines further probable cause for
the event.
::= {sImAl arnLogEntry 5}

sl mAl ar mLogSeverity OBJECT- TYPE
SYNTAX Per cei vedSeverity
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"This paraneter defines the Perceived severity of the
event.
::= {sImAl arnLogEntry 6}

s| mAl ar mLogSpeci fi cProbl ens OBJECT- TYPE
SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS r ead-onl y
STATUS current
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This variable identifies the object

2= {sImAl arnLogEntry 7}
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sl mAl ar mLogTr endl ndi cati on OBJECT- TYPE

SYNTAX Trendl ndi cati on
MAX- ACCESS r ead-onl y
STATUS current

DESCRI PTI ON

"Indi cates the trend of the event.

::= {sImAl arnLogEntry 8}

sl mAl ar mLogChangedObj ect | d OBJECT- TYPE

SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS r ead-onl y
STATUS current

DESCRI PTI ON

The object identifier of the object which changed val ue.

::= {sImAl arnLogEntry 9}

-- State Logs G oup

sl Bt at eChangelLogTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Sl nft at eChangelLogEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A tabl e of |ogged stateChange events.

::= {slnLogs 2}

sl Bt at eChangelLogEntry OBJECT- TYPE
SYNTAX Sl nt at eChangeLogEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"A single stateChange | og.
| NDEX { sl nft at eChangelLogTi ne}
;= {sl nft at eChangeLogTabl e 1}

Sl nt at eChangelLogEnt ry: : = SEQUENCE {

sl nt at eChangeLogNanme Ent ryNane,

sl nft at eChangeLogTi me Ti neTi cks,

sl Bt at eChangelLogText

sl Bt at eChangelLogToSt at eChange

sl nBt at eChangeLogChangedOhj ect | d
}

sl nBt at eChangeLogNane OBJECT- TYPE
SYNTAX EntryNane
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The nanme of the | ogged event.
;.= {sl nBt at eChangeLogEntry 1}

sl Bt at eChangelLogTi me OBJECT- TYPE
SYNTAX Ti neTi cks
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The name of the | ogged event.
;.= {sl nBt at eChangeLogEntry 2}

sl Bt at eChangelLogText OBJECT- TYPE
SYNTAX Di spl ayString
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

Di spl ayStri ng,
Unsi gned32,
OBJECT | DENTI FI ER

"A description of the event's function and use.

DEFVAL {''H}
.= {sl nt at eChangeLogEntry 3}

sl nBt at eChangelLogToSt at eChange OBJECT- TYPE

SYNTAX Unsi gned32
MAX- ACCESS r ead-onl y
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STATUS current
DESCRI PTI ON
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"If ChangedOojectld is a state/status/variable,
this variable identifies the state that caused the

event to be generated.
;.= {sl nBt at eChangeLogEntry 4}

sl nft at eChangeLogChangedObj ect | d OBJECT- TYPE

SYNTAX  OBJECT | DENTI FI ER
MAX- ACCESS r ead-onl y
STATUS current

DESCRI PTI ON

"The object identifier of the MB object that caused the event.

;.= {sl nft at eChangeLogEntry 5}

-- (Object Value Change Logs G oup

sl nVal ueChangelLogTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF S| nVal ueChangelLogEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A table of |ogged val uechange events.

::= {slnLogs 3}

sl nval ueChangeLogEntry OBJECT- TYPE
SYNTAX S| nVal ueChangelLogEnt ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"A single val uechange | og.
I NDEX {sl| nVal ueChangelLogTi ne}
;.= {sl nval ueChangeLogTabl e 1}

Sl mval ueChangelLogEnt ry: : = SEQUENCE {

sl nVal ueChangeLogNanme EntryNane,

sl nVal ueChangeLogTi mre Ti neTi cks,

sl nVal ueChangelLogText

sl nVal ueChangeLogChangednj ect | d
}

sl nVal ueChangeLogNane OBJECT- TYPE
SYNTAX Ent r yNane
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The name of the | ogged event.
.= {sl nval ueChangeLogEntry 1}

sl nVal ueChangelLogTi me OBJECT- TYPE
SYNTAX Ti neTi cks
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The nanme of the | ogged event.
.= {sl nval ueChangeLogEntry 2}

sl nVal ueChangelLogText OBJECT- TYPE
SYNTAX Di spl ayString
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON

Di spl ayStri ng,
OBJECT | DENTI FI ER

"A description of the event's function and use.

DEFVAL {''H}
.= {sl nval ueChangeLogEntry 3}

sl nVal ueChangeLogChangedObj ect | d OBJECT- TYPE

SYNTAX  OBJECT | DENTI FI ER
MAX- ACCESS r ead- onl y
STATUS current

DESCRI PTI ON

"The object identifier of the MB object that caused the event.

.= {sl nval ueChangeLogEntry 4}
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-- Confornance |nformation
sl mConpl i ances OBJECT | DENTI FI ER: : = {s| mM BConf or mance 1}
sl mGr oups OBJECT | DENTI FI ER: : = {s| nM BConf or mance 2}

sl MTECMSConpl i ance MODUL E- COVPLI ANCE
STATUS current
DESCRI PTI ON
The conpliance statenent for SNWP Entities which host or
represent ECM3s. A hosting entity nust al so support either
threshol d, state change, or value change | ogs.

MODULE -- this nodule
GROUP sl nirhr eshol dLogCont r ol G oup
DESCRI PTI ON

This group is required if threshold | ogs are supported.
GROUP sl nirhr eshol dLogCont r ol Opt Gr oup
DESCRI PTI ON

This group is optional if threshold |ogs are supported.
CGROUP sl nfst at eChangelLogCont r ol Group
DESCRI PTI ON

This Goup is required if stateChange | ogs are supported.
GROUP sl nfst at eChangelLogCont r ol Opt Gr oup
DESCRI PTI ON

This Goup is optional if stateChange |ogs are supported.
GROUP sl nVal ueChangeLogContr ol G oup
DESCRI PTI ON

" This Goup is required val ueChange | ogs are supported.

GROUP sl nval ueChangeLogCont r ol Opt Gr oup
DESCRI PTI ON

This Goup is optional valueChange | ogs are supported.
GROUP sl mAl ar mLogGr oup
DESCRI PTI ON

This group is required if alarmlogs are supported.
GROUP sl mAl ar mLogOpt Gr oup
DESCRI PTI ON

This group is optional if alarmlogs are supported.
GROUP sl ntt at eChangeLogG oup
DESCRI PTI ON
" This Goup is required if stateChange | ogs are supported.
CGROUP sl nVal ueChangelLogG oup
DESCRI PTI ON

This Goup is required val ueChange | ogs are supported.
;= {sl nConpliances 1}

sl mEnOr PdConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
The conpliance statement for SNWP Entities which host or
represent EMMEF PDGs. A hosting entity nust al so support either
threshol d, state change, or value change |logs. "

MODULE -- this nodul e
GROUP sl nThr eshol dLogCont r ol G oup
DESCRI PTI ON

This group is required if threshold | ogs are supported.
GROUP sl nirhr eshol dLogCont r ol Opt Gr oup
DESCRI PTI ON

This group is optional if threshold | ogs are supported.
GROUP sl ntt at eChangeLogCont r ol G oup
DESCRI PTI ON

This Goup is required if stateChange |ogs are supported.
GROUP sl ntt at eChangelLogCont r ol Opt Gr oup
DESCRI PTI ON

This Goup is optional if stateChange |ogs are supported.
GROUP sl nVal ueChangelLogCont r ol Group
DESCRI PTI ON

This Goup is required val ueChange | ogs are supported.
GROUP sl nVal ueChangeLogCont r ol Opt G oup
DESCRI PTI ON

This Group is optional valueChange |ogs are supported.
GROUP sl mAl ar mLogGr oup
DESCRI PTI ON

This group is required if alarmlogs are supported.
GROUP sl mAl ar mLogOpt Gr oup
DESCRI PTI ON

This group is optional if alarmlogs are supported.
GROUP sl ntt at eChangeLogG oup
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DESCRI PTI ON

This Goup is required if stateChange | ogs are supported.
GROUP sl nVal ueChangeLogG oup
DESCRI PTI ON

This Group is required val ueChange | ogs are supported.
;.= {sl nConpl i ances 2}

sl nCpsi gConpl i ance  MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
The conpliance statenent for SNWP Entities which host or
represent CPSIGs. A hosting entity nust al so support either
threshol d, state change, or value change | ogs.

MODULE -- this nodule
GROUP sl nirhr eshol dLogCont r ol G oup
DESCRI PTI ON

This group is required if threshold | ogs are supported.
GROUP sl nirhr eshol dLogCont r ol Opt Gr oup
DESCRI PTI ON

This group is optional if threshold |ogs are supported.
CGROUP sl nfst at eChangelLogCont r ol Group
DESCRI PTI ON

This Goup is required if stateChange | ogs are supported.
GROUP sl nfst at eChangelLogCont r ol Opt Gr oup
DESCRI PTI ON

This Goup is optional if stateChange |ogs are supported.
GROUP sl nVal ueChangeLogContr ol G oup
DESCRI PTI ON

" This Goup is required val ueChange | ogs are supported.

GROUP sl nval ueChangeLogCont r ol Opt Gr oup
DESCRI PTI ON

This Goup is optional valueChange | ogs are supported.
GROUP sl mAl ar mLogGr oup
DESCRI PTI ON

This group is required if alarmlogs are supported.
GROUP sl mAl ar mLogOpt Gr oup
DESCRI PTI ON

This group is optional if alarmlogs are supported.
GROUP sl ntt at eChangeLogG oup
DESCRI PTI ON
" This Goup is required if stateChange | ogs are supported.
CGROUP sl nVal ueChangelLogG oup
DESCRI PTI ON

This Goup is required val ueChange | ogs are supported.
;= {sl nConpliances 3}

sl nCsi gConpl i ance MODUL E- COVPLI ANCE
STATUS current
DESCRI PTI ON
The conpliance statement for SNWP Entities which host or
represent CSIGs. A hosting entity nust al so support either
threshol d, state change, or val ue change I ogs.

MODULE -- this nodul e
GROUP sl nThr eshol dLogCont r ol G oup
DESCRI PTI ON

This group is required if threshold | ogs are supported.
GROUP sl nirhr eshol dLogCont r ol Opt Gr oup
DESCRI PTI ON

This group is optional if threshold | ogs are supported.
GROUP sl ntt at eChangeLogCont r ol G oup
DESCRI PTI ON

This Goup is required if stateChange |ogs are supported.
GROUP sl ntt at eChangelLogCont r ol Opt Gr oup
DESCRI PTI ON

This Goup is optional if stateChange |ogs are supported.
GROUP sl nVal ueChangelLogCont r ol Group
DESCRI PTI ON

This Goup is required val ueChange | ogs are supported.
GROUP sl nVal ueChangeLogCont r ol Opt G oup
DESCRI PTI ON

This Group is optional valueChange |ogs are supported.
GROUP sl mAl ar mLogGr oup
DESCRI PTI ON

This group is required if alarmlogs are supported.
GROUP sl mAl ar mLogOpt Gr oup
DESCRI PTI ON

This group is optional if alarmlogs are supported.
GROUP sl ntt at eChangeLogG oup
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DESCRI PTI ON

This Goup is required if stateChange | ogs are supported.
GROUP sl nVal ueChangeLogG oup
DESCRI PTI ON

This Group is required val ueChange | ogs are supported.
;.= {sl nConpl i ances 4}

sl mAl ar mLogGr oup OBJECT- GROUP
OBJECTS ({
sl mAl ar mLogNarre,
sl mAl ar mLogTi e,
sl mAl ar mLogText ,
sl mAl ar mLogType,
sl mAl ar mLogChangedOhj ect | d

}
STATUS current
DESCRI PTI ON
" A collection of objects specifying alarml ogs.
::= {sl nGoups 1}

sl mAl ar mLogOpt Gr oup OBJECT- GROUP
OBJECTS {
sl mAl ar mLogCause,
sl mAl ar mLogSeverity,
s| mAl ar mLogTr endl ndi cati on,
sl mAl ar mLogSpeci fi cProbl ens

}
STATUS current
DESCRI PTI ON
" A collection of optional objects specifying alarml ogs.
::= {sl nroups 2}

sl nft at eChangeLogGroup OBJECT- GROUP
OBJECTS ({
sl Bt at eChangelLogNane,
sl nt at eChangelLogTi e,
sl Bt at eChangelLogText,
sl nft at eChangeLogChangedObj ect | d,
sl nBt at eChangelLogToSt at eChange

}
STATUS current
DESCRI PTI ON
" A collection of objects specifying state change | ogs.
;= {sl nGoups 3}

sl nVal ueChangeLogG oup OBJECT- GROUP
OBJECTS {
sl nVal ueChangeLogNane,
sl nVal ueChangeLogTi e,
sl nval ueChangelLogText,
sl nVal ueChangeLogChanged(hj ect | d

STATUS current
DESCRI PTI ON

" A collection of objects specifying val ue change | ogs.
::= {sl nGroups 4}

sl nrhr eshol dLogCont r ol Group OBJECT- GROUP
OBJECTS {
sl mLogCont r ol Nare,
sl mLogCont r ol Types,
sl mLogCont r ol Cause ,
sl mLogControl Severity,
sl mLogControl Trendl ndi cati on ,
sl mLogCont r ol ChangedOhj ect | d,
sl mLogCont rol St at us

}
STATUS current
DESCRI PTI ON
" A collection of objects specifying threshold LOGCONTRCLs.
::= {sl n>roups 5}

sl nrhr eshol dLogCont r ol Opt G oup OBJECT- GROUP
OBJECTS {
sl mLogControl Start Ti e,
sl mLogCont r ol St opTi ne,
sl mLogControl Dai l yStart Ti e,
sl mLogControl Dai | ySt opTi ne,
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sl mLogCont r ol Weekl yMask,
sl mLogCont r ol Speci fi cProbl ens

}
STATUS current
DESCRI PTI ON
" A collection of optional objects specifying threshold LOGCONTROLs.
;= {sl n>oups 6}

sl nf5t at eChangeLogCont r ol Gr oup OBJECT- GROUP
OBJECTS {
sl mLogCont r ol Nare,
sl mLogCont r ol Types,
sl mLogCont r ol ToSt at eChange,
sl mLogCont r ol ChangedOhj ect | d,
sl mLogControl St at us

}
STATUS current
DESCRI PTI ON
" A collection of objects specifying state change LOGCONTRCLs.
c:= {sl nroups 7}

sl Bt at eChangeLogCont r ol Opt Gr oup OBJECT- GROUP
OBJECTS ({
sl mLogControl Start Ti e,
sl mLogCont r ol St opTi ne,
sl mLogControl Dai l yStart Ti e,
sl mLogControl Dai | ySt opTi e,
sl mLogCont r ol Weekl yMask,
sl mLogCont r ol Speci fi cProbl ens

}
STATUS current
DESCRI PTI ON
" A collection of optional objects specifying state change LOGCONTROLS.
::= {sl n>roups 8}

sl nVal ueChangeLogControl G oup  OBJECT- GROUP
OBJECTS {
sl mLogCont r ol Nane,
sl mLogCont r ol Types,
sl mLogCont r ol ChangedOhj ect | d,
sl mLogCont rol St at us

}
STATUS current
DESCRI PTI ON
" A collection of objects specifying val ue change LOGCONTROLS.
::= {sl n>roups 9}

sl nVal ueChangeLogCont r ol Opt G oup OBJECT- GROUP
OBJECTS {
sl mLogControl Start Ti e,
sl mLogContr ol St opTi ne,
sl mLogControl Dai l yStart Ti e,
sl mLogCont r ol Dai | ySt opTi e,
sl mLogCont r ol Weekl yMask,
sl mLogCont r ol Speci fi cProbl ens

}
STATUS current
DESCRI PTI ON
" A collection of optional objects specifying val ue change LOGCONTRCLS.
;= {sl n>oups 10}

END
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