ETSITS 103 161-9 vi.1.1 @o11-10)

<. =

Technical Spgcification

Access, Terminals, Transmission and Multiplexing (ATTM);
Integrated Broadband Cable and Television Networks;
IPCablecom 1.5;

Part 9: Security



2 ETSITS 103 161-9 V1.1.1 (2011-10)

Reference
DTS/ATTM-003011-9

Keywords
access, broadband, cable, IP, multimedia, PSTN

ETSI

650 Route des Lucioles
F-06921 Sophia Antipolis Cedex - FRANCE

Tel.: +334 9294 4200 Fax: +33 4936547 16

Siret N° 348 623 562 00017 - NAF 742 C
Association a but non lucratif enregistrée a la
Sous-Préfecture de Grasse (06) N° 7803/88

Important notice

Individual copies of the present document can be downloaded from:
http://www.etsi.org

The present document may be made available in more than one electronic version or in print. In any case of existing or
perceived difference in contents between such versions, the reference version is the Portable Document Format (PDF).
In case of dispute, the reference shall be the printing on ETSI printers of the PDF version kept on a specific network drive
within ETSI Secretariat.

Users of the present document should be aware that the document may be subject to revision or change of status.
Information on the current status of this and other ETSI documents is available at
http://portal.etsi.org/tb/status/status.asp

If you find errors in the present document, please send your comment to one of the following services:
http://portal.etsi.org/chaircor/ETSI_support.asp

Copyright Notification

No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

© European Telecommunications Standards Institute 2011.
All rights reserved.

DECT™, PLUGTESTS™, UMTS™ and the ETSI logo are Trade Marks of ETSI registered for the benefit of its Members.
3GPP™and LTE™ are Trade Marks of ETSI registered for the benefit of its Members and
of the 3GPP Organizational Partners.
GSM® and the GSM logo are Trade Marks registered and owned by the GSM Association.

ETSI


http://www.etsi.org/
http://portal.etsi.org/tb/status/status.asp
http://portal.etsi.org/chaircor/ETSI_support.asp

3 ETSITS 103 161-9 V1.1.1 (2011-10)

Contents

INtellectual Property RIGNES.... ..ottt b e b nr e nen e 9
0 Yo (o SRS 9
1 o0 0 == o To l [ 0o [0 ox o) o 1A 11
11 R 0] o TSP 11
12 LT PSSR 11
121 ASSUIMIPEIONS ...ttt e bbbt bbb £ b E b b e e bt b e b e st e b e e e Rt e b e e e st e b e et e b et e 11
122 REGUITEMENTS ...ttt et b et b e s bt bbbt s b et bt e b et e b e s b e bt e b e ee et ebenb et eb e s e 12
2 L= £ 10 SRS 12
21 NOFMEBLIVE FEFEIEINCES .....cueieiitiiteite ettt ettt h et et e e ekt s bt bt e ae e s e e e e e e e ke sheeb e s Rt eaeese e e et sheebeeneene e e enrees 12
2.2 INFOrMELIVE FEFEIEINCES. ... ettt b e bbbt h e h et e b e e b e bt s et et et et sheebesaeene e e enrees 14
3 Definitions and @DDreVIELiONS...........coveiiieiiise ettt se et 14
31 D= T T (o) 1R 14
3.2 F Y o] 1= V7= 0] S 16
4 Y o S 18
5 Architectural Overview of |PCableCom SECUILY ........ccecieiiiiere et 18
51 I PCablecom RefErenCe ArChITECIUNE ........oc.iiiii ittt ettt e sb e en e 18
511 HIFC NEIWOTK. ...t ettt sttt st st s b e st s b e e bt be st et et e st et e be s be e ebesbenens 18
5.1.2 Call MANAGEIMENT SEIVEN ....ecvieieeie e see st e steeee st et e te e e seesreeste e te e teetesaeesseeaseeseeneeaseaaseesseesensennsenneesnes 19
513 FUNCLIONAl CALBOOMIES ...ttt ettt ettt ettt a e bbbt b e bbb et e he b e se et b e s b et ebe b 19
5131 Device and ServiCe ProViSIONING .......c.ooeeiirieirieneeesiesieie sttt ebe e se b e e b seese b saeseesesresnenens 19
5132 DynamicC QUEIITY OF SEIVICE.....c.ciuiieiiiereee ittt ettt et e e b b e ene s 20
5133 Billing SYStemM INTEITACES ......couieeiiieeeeetee bbbttt sttt eb b nnene s 20
5134 Call SIGNAITTING....teeeeeeteieeet bbbt b bbbt et bbb e se b e st eb e e b et ens 20
5.1.35 PSTN INEEICONMNECHIVITY ...eveeiieieeie ettt se ettt et e e e e teete s seesaaesaeesaeesseeneeenseensesneesseesseeneens 20
5.1.3.6 CODEC Functionality and Media Stream MappPing ........cccccueveerierienieeieeseesee e seeseeseesse e sseesseeseens 20
5137 AUAIO SEIVEN SEIVICES. ... .eteiteitieteee ettt sttt etttk sae bt et e s e e se e b e sbesbeeb e e st ese e e e b e neesbenbesaeebe e e ennees 21
51.3.7.1 MediaPlayer Controller (MPC) .......oo it sttt sttt e snee s 21
51372 L T Y= (Y TSR 21
5.1.3.8 [ Ty 101 I | = o= o) S 21
5.2 101 == T 21
521 ThEft Of NEEWOIK SEIVICES. ... e vttt ettt et e e e e be et s e ese e e e tesbesaesneeneeneeneees 23
5211 IMITAA ClONES.... ettt sttt et e e s et be s et e st e st et e teseeebesaeeaeeneenseneeseeebesaeeneeneenseseseensesnneneeneans 23
5212 L0107 O o] 1TSS 23
5213 SUDSCITPLION FFAU ...ttt bbbt b et b e b e nn s 23
5214 Non-Payment for Voice COMMUNICALTONS SEIVICES.........curirieirierieieeie sttt seese e seere e neenens 23
5.2.15 Protocol Attacks agaiNst N M TA ......oceie et e e e s ne e aeenteesaeenaesnaesreeseeas 23
5.2.1.6 Protocol Attacks against Other Network EIEMENtS.........c.cccuveieieeiiere s 24
5217 Theft of Services Provided DY the MTA ...t 24
52171 N 7= o3 TSSOSO 24
5218 MTA Moved t0 ANOLNEr NEIWOIK ........ooviiiiiiieeee e bbb 24
5.2.2 Bearer Channel Information TRIEALS..........ccoiiiiiiie et s seen 24
5221 N 1= SR 24
52211 OFf-1iNE CryPLaANAYSIS ....ce vttt bbbt b et b et ae b e b et 24
523 Signalling Channel INformation THIEALS. .........coireiririeeie e 24
5231 N 1= SR 24
52311 (0= 1= O LRSSt 25
52312 Information With Marketing ValUE.........c..oiieeieiieeee ettt 25
524 SErVICE DISTUPLION TRFEELS .....ecuvieieieie e seeste ettt et ee st et e e e s e saeesreesaeeaeeneesseeesaesseesseenseensesneesnes 25
5241 N 1 7= o3 TSSO 25
52411 REMOLE INEEITEIENCE ...t bbbt se et b sr et st ne e 25
525 011 o [ 4o PP 25
5.2.6 LI == S 10110 USSR 26
5261 PHIMEIY TRFEALS. ... ettt ettt b ettt b e e b s b et e b e se e e eb e sb e e ebesbe e ebesbenneneas 26

ETSI



4 ETSITS 103 161-9 V1.1.1 (2011-10)

5.2.6.2 TS or0] 10 =V N 1= | U 27
5.3 S o0 Y A e 1= (1 SR 27
531 Overview Of SECUNLY INEEITACES ........uiiee ettt et st e b e e e nteeeeeneeenes 27
5.3.2 SECUMTY ASSUMIPEIONS ... .eetieieeeteeete st eesteesteerte e e st e st este e e estesseesseesseesseeseenessseesaeesseenseeneeasaessaesennseensennnennns 30
5321 BPI+ CMTS Downstream MessageS Are TIUSLEM.........ccueiierieeieeecie e ses et eve e see e e 30
5.3.2.2 Non-Repudiation NOt SUPPOITEU..........eeiuieieeie e e e st et ste e e e et e e e teesteeeeseesnnesneesseenseenseans 30
5323 Root Private Key ComMPromiSe PrOECION .......c.ciirieiriireeieriereeie sttt sbe e neenen 30
5.3.24 Limited Prevention of Denial-0f-Service AttaCKS. ........coviieieeierese e 31
533 Susceptibility of Network EIemMentST0 AtaCK ... ..o 31
5331 MBNAGEA TP NELWOIK ..ottt ettt bbbt b e ekt b et sa e b e b nnenea 31
5332 1 SO 31
5333 L0 TP P O PRURTPRRRSN 32
5334 Voice Communications Network Servers are Untrusted Network Elements.............ccooevveninienenne 32
53341 L0 TP U T PP PPTUPURRPRUSRTPI 32
5334.2 LS T TS OO P PP PRTU SRR 33
53343 OSS, DHCP 8N0 TETP SEIVENS.... .ottt sb e sb et ss e re b sbesnesbesaeenneneens 33
5335 PSTIN GELEWEAY'S ......ccveeueeueetesteste sttt se bbbt sie st e e s e besbeeb e s heese e e e as e beseeebesseehe e e e s e besbesbenaeenneneen 34
53351 IMBAIA GELEWAY .........cveeeeeete ettt b et b et b e et b e et b e b e bt ne st b et b et ens 34
53.35.2 SIGNAITING GBLEWAY .....euveeertieeiirterteeet ettt b et b et b bbb e st b e st b et e 34
6 SECUNLY MECHBNISITIS ...t e e et eb e b b nenn e 34
6.1 ST oSS 34
6.1.1 OVEBIVIBIW ...ttt e bbb h et e et b e bt eh e e b e st e st e eE e R e AR e eh e eh £ e aeem b e sE e b e eR e eh e e e et e besbenbeeneens e s enres 34
6.1.2 IPCablecom Profile for 1Psec ESP (Transport MOUE) .........cccveceiieiee e e este et ee st sae e e 35
6.1.2.1 [PseC ESP Transform IAENTifIErS. .......ooeieeieeere et e s 35
6.1.2.2 IPsec ESP Authentication AIQOMTRMIS ..........oiie i nae e 35
6.1.2.3 [ o] K= YA (0= o1 oo SR 36
6.1.24 Key Management REQUITEMENTS ..ottt sttt b e e b e eb e s nnene s 36
6.2 Internet Key EXChange (IKE) ...ttt 36
6.2.1 OVEBIVIBW ..ttt e ettt sttt e st et e s e se e et e s aeeaeeaeemeemeese e EeeReeeeeseemeemeese e tesaeeneeneenseseeseesaesneeneensensas 36
6.2.2 IPCabl €COM Profil@ fOr IKE...... ..ottt st se e e see e e besaeebesneeneeeens 37
6.2.2.1 s L G =S TSP RPSN 37
62211 IKE Authentication With SIGNELUIES...........coiiiiiriiiieriene et eb b neenen 37
6.2.2.1.2 IKE Authentication with Public-Key ENCryption..........cccvoviiciiieneese e 37
6.2.2.1.3 IKE Authentication with Pre-Shared KEYS..........c.ccveiiiiie e 37
6.2.2.2 SECONA TKE PRASE.....eeee ettt bbbttt et b e bbbt e b e seesbesaeebe e e enneneen 37
6.2.2.3 Encryption Algorithms for IKE EXCNANQES .......ccvecuieiieiiciisie e ssie sttt 37
6.2.2.4 Diffie-HEIMAN GIOUDS ... .eevieieeiieesie ettt et te e e e s ee s e steesaeesteeseeaeeeseeeneesseenseenseenaensenssennsenn 38
6.2.2.5 Security ASSOCIation RENEGOLIALION ........eieeiee et a e e esaesnaesraennees 38
6.3 RS 1YY TSP 38
6.3.1 SNMPV3 Transform TAENEFIErS ........oeeie ettt e e 38
6.3.2 SNMPV3 Authentication AIGOITTNMS........co.oiiiiie s 38
6.4 (=1 0= 0 1S (1 PSS 39
6.4.1 OVEBIVIBW ..ttt e ettt sttt e st et e s e se e et e s aeeaeeaeemeemeese e EeeReeeeeseemeemeese e tesaeeneeneenseseeseesaesneeneensensas 39
6.4.1.1 KErDErOS TICKEL SLOTBOE. ... cveeveeieeiesiesee st se ettt ettt et e st e e e e e te e saessaesseesaeesaeenseenseensesnaesneesreenrens 41
6.4.2 PKINIT EXCRBNGE ... ettt ettt bbbt b e e e e e besbesbe e e e e e nnen 41
6.4.2.1 PKINIT Profile for IPCabIECOM .........ooiie ettt e 43
64211 PKINIT REQUESE ...ttt st ettt e b et bt e se e e e e et sr e b e saeene e e e e s 43
6.4.2.1.2 PRINTIT REDIY ettt bt e bbb it e ae e e et et sb e b e saeene e e e e s 45
6.4.2.1.3 Pre-Authenticator for Provisioning Server LOCEHION .........c.covviceiieeieeseesie e eeesreesees e eee s snee e 47
6.4.2.2 Profile for the Kerberos AS Request / AS RePIY MESSAJES.......couevrierierieierieneeesienesie s seese e 47
6.4.2.3 Profile for KerberoS TICKELS. ..o ettt st see b e eneeeen 48
6.4.3 Symmetric Key AS Request / AS REPlY EXChaNGE.......c.ciirieiiirieiieeenicee sttt 48
6.4.3.1 Profile for the Symmetric Key AS Request / AS Reply EXChaNQES.........cccvvreererieeninieene e 50
6.4.4 Kerberos TGS Request / TGS REPIY EXCRANGE.........ciuiiiirieiieree ettt e 51
6.44.1 TGS REGUESE PIOFIlE ...t bbbttt 52
6.4.4.2 TGS REPIY PrOfIl@....eeeie ettt bttt e et sa e eb et ne e e e 52
6.4.4.3 T (0 = oY SRS 52
6.4.5 Kerberos Server Locations and Naming CONVENTIONS..........ccueieeieieeiieeieeseesieeeesaessaeseesseessesssesnsssnessees 53
6.4.5.1 KErDEIrOS REAIMS ... e e b ettt b e bt b e e e nen 53
6.4.5.2 KIDIC ettt h bR R £ e R e bR e R e Re R e e R e R e Ee Rt eh e e Rt eRe e e e b e beeReebe e e eneenen 53
6.4.5.3 L0 S TSSOSO PRURPRRSUSPIN 54

ETSI



5 ETSITS 103 161-9 V1.1.1 (2011-10)

6.4.5.4 PrOVISIONING SEIVEN .....ccuiicteeieesieete e e et e e s et e et e e te s e sseesteesteesteeseenseaneesseesseenseenseansesseenseessensens 54
6.4.5.5 Names of Other Kerberized SEIVICES ..ottt s sb e neen 55
6.4.6 I o T o] o= I AN = - T 56
6.4.7 Mapping of MTA MAC Addressto MTA FODN .......ooiiicece et ettt 56
6.4.7.1 MTA FODN REUESL ......ccviiieieiiiterietiste sttt st see st st s e seetestesaesesteseesesteseesesteseesesseseesesseseesessensesesseseesens 56
6.4.7.2 MTA FODN REPIY ..ttt b st s be st seesesbeseesesbeseesesbeseesesbeneebesaeneebeseenensens 58
6.4.7.3 MTA FQDN EFTO ...ttt ettt ettt ettt e eeeaeeea e e s beesbeeabeeeeemeeemeesaeeaaeaabeenseensesaeesaeesseeneean 59
6.4.8 Server Key Management Time OUL PrOCEAUNE............coueiieieerieiete ettt s sr e eenen 60
6.4.9 SENVICE KEY VEISIONING ...ctieeterteeetiitere et sttt sttt ettt bt eb e b e bt sbese e bt sb e e eb e s b e seebesb e e et e sbe e ebesbe e ebesbennenea 61
6.5 Kerberized KeY MaNaQEIMENL............ciiirieirtiieeeertere ettt b et b e sb st b s b e sn b neens 61
6.5.1 OVEBIVIBWW ..ttt e ettt e sttt e st et e e seeebesaeeaeeseemeemeese e beeeeeeeeseemeemeese e teaaeeneeneenseseeseesaeeneeneesenses 61
6.5.2 Kerberized Key Management MESSAgES. .......ccuveuieurriereeseesieesieseeseeseesaeesseesseessessssssesssesssesssesssesnsssnsesnes 62
6.5.2.1 REKEY IMESSAJES......ecueieeeeetieiee et e e e st s e sttt e et e eateeseeete e te e te e teentesneesseeaneesseenseenseansennaenseensenrenn 66
6.5.2.2 IPCablecom Profile for KRB_AP_REQ/ KRB_AP_REP MESSAgES .......cccoveeriirieieiesierene e 69
6.5.2.3 LT 0] Bl = o | T S 69
6.5.2.3.1 T 0 =Y/ 69
6.5.2.3.2 ClOCK SKEW EFTOF ...ttt ettt sttt st b e bt b e st et et e srenbesbeebe e e ennennens 70
6.5.2.3.3 Handling Ticket Errors After aWake Up ..ot 71
6.5.3 E 1 0= 1= o ST oS RRRN 71
6.53.1 Derivation Of IPSEC KEYS ..ottt ettt bbb e bt bttt sa e b e b nnenea 72
6.5.3.2 Periodic Re-establishment of 1PseC Security ASSOCIBLIONS ........cccvrueererieine ettt 72
6.5321 Periodic Re-establishment of IPseC SASat the CHENt .......coooiiiiiiieeeee e 72
6.5.3.2.2 Periodic Re-establishment of |Psec SAs at the Application SErVer.........oceovireerirnneeereeee 73
6.5.3.3 EXPITAlioN Of IPSEC SAS ....uiiiieieee ettt sttt ettt st e st e e st e e teeteseesneesseesse e seenseenseenaesneessennsens 73
6.5.34 Initial EStablishment Of IPSEC SAS ..o e b e s e 73
6.5.3.5 On-demand Establishment Of IPSEC SAS.......coiiiiiieie e s ee 74
6.5.35.1 Client Loses an OULQOING [PSEC SA........oi e ee ettt e et e et eetesaesneesneesneenseenneens 74
6.5.35.2 Client Loses an INCOMING IPSEC SA ...ttt e e teeaesae e e sneenneenneans 74
6.5.35.3 Application Server Loses an OutgoiNg IPSEC SA ...t 74
6.5.354 Application Server Loses an INCOMING IPSEC SA ..ottt 75
6.5.3.6 | Psec-Specific Errors Returned in KRB_ERROR...........ccooiiiiiicne e 75
6.54 KErDErizad SNIMPVS...... .ottt sttt a et e e ae s besaeeae e e eneeeeseeseesneeseeneenseneens 76
6.54.1 Derivation Of SNIMPUS KEYS ..ottt se et eb b e ene 76
6.5.4.2 Periodic Re-establishment of SNIMPU3 KEYS.......ooiiiiiiiiieerieeie ettt 77
6.5.4.3 EXPiration Of SNIMPV3 KEYS......cociieieie sttt te st sne e saeeneeneesnaesnansnaesreeseeas 77
6.5.4.4 Initial Establishment of SNIMPVS KEYS .....cccviiiiii ettt et see e sreenseenne e 77
6.5.4.5 ETTON RECOVEIY ..ttt ettt sttt et be e ettt e et e e bt e e b et e be e e abe e e s ae e e nbte e s aeeenabeenabeennrs 77
6.5.45.1 SNMP Agent Wishesto Send with Missing SNMPU3 KEYS. .....cccccveiiiieiee e ses e seesee e 77
6.5.45.2 SNMP Agent Receives with Missing SNIMPV3 KEYS .......viiiiiiiieieie et ee e e 77
6.5.4.5.3 SNMP Manager Wishes to Send with Missing SNMPVU3 KEYS.......cccccivvieieeieeneere s seeseesie e 77
6.5.4.6 SNM Pv3-Specific Errors Returned in KRB_ERROR...........cooiiiiiiiiieeseeee s 78
6.6 ENd-10-ENA SECUITY FOI RTP ...ttt 78
6.7 ENd-10-ENd SECUILY FOI RTCP ...ttt bbbt 79
6.8 2] TR 80
6.9 I TP 81
6.9.1 OVEBIVIBW ..ttt e ettt sttt e st et e s e se e et e s aeeaeeaeemeemeese e EeeReeeeeseemeemeese e tesaeeneeneenseseeseesaesneeneensensas 81
6.9.2 IPCablecom Profile for TLSWIth SIP .......coo i e 81
6.9.2.1 QLIRS Y O] o] 1= £ 1 1 8l
6.9.2.2 [PCabIECOM TLS CaItifICALES. . ... eeeeeereerieste sttt ettt et sb et sr et st sb e e e e 81
6.9.2.3 Connection Persistence and RE-USE..........oii it sb e nee 82
6.9.2.4 IS5\ o T o o1 o S 82
7 S o1 VA (o1 =SS 82
7.1 Device and SErViCe ProViSIONING. ... ..cocceitirieeirtieeierteeetest et ei st eb et eb e bbbt st s b sese b e eneebesneneens 83
711 DEVICE PrOVISIONING. ...ttt sttt b bbbt bt bt b e b et bt b s et b e e et b e b et eb e b 85
7111 SECUNELY SEIVICES. ...ttt ettt ettt ettt bt b etk b et b bt e e bt E e b e bt e bt s es e bt s es e eb e b e e b e na e e nnis 86
71111 IMTA-DHCP SEIVE ...ttt ettt sttt ettt ebe st e st e b e ss e e eb e st e e ebesbenteneebeneeneenas 86
71112 MTA-SNIMP IM@NAGET ......cueieeuietirieieiesieeee st sttt s st see st ssesesbeseeseesesseneesesseneesessessenessesseneans 86
7.1.1.1.3 MTA-Provisioning Server, VIA TFTP SEIVEL........c.ccccvvieiieseere et see s see st ete e sae e s sae e s 87
7.1.1.2 CryptographiC MECHANISIMS..........cceeiieiieeee ettt e ae e s re e saeenaeeneeenseenaesnaesseennens 87
71121 Cal Flows MTA-15, 16, 17: MTA-SNMP Manager: SNMP Inform/Get Reguests/Responses .....87
7.1.1.2.2 Cal Flow MTA-18: Provisioning Server-TFTP Server: Create MTA Config File........cccccvvvennen. 87

ETSI



71123
71124
71125
7113
71131
7.1.13.2
7114
7115
712
7.2
721
7211
7212
72121
72122
7213
72131
72132
7214
72141
72142
7.3
731
7311
7312
7313
732
7321
7.3.3
7331
7.3.3.2
7.3.33
734
7.4
74.1
7411
7412
7413
74.13.1
74.13.2
7414
74141
74.14.2
742
7.5
751
7511
7512
7513
752
7521
753
7531
754
754.1
755
7.6
7.6.1
7611
7.6.12
7.6.2
7621

6 ETSITS 103 161-9 V1.1.1 (2011-10)

Call Flows MTA-19, 20 and 21: Establish TFTP Server LOCALION ........cccceovereeiereninenieeeeeeienens 88

Call Flows MTA-22, 23: MTA-TFTP Server: TFTP Get/Get RESPONSE.......ccceovereereereeiieieienie e 88
SECUMLY FIOWS.... oottt sttt e et e et e s ae et e e e e teestesseesseesseenaesnaesnnesneenneanseensenns 88

KEY MBNAGEIMENE ...ttt et sttt e s be e st e e sabe e st e e e bee s abeeebeesabeeebeesbeeeseenne 91
MTA - SNIMP MBNAGES ...cueieiieitiie ittt sttt b et sese b et b e bt eae e e e e e bese et e saeene e e ennees 91

IMTA = TIETP SEIVES ...ttt et h ettt b bbbt ae e e et e s b sb e b e saeene e e e e e 91

MTA EMDEATEA KEYS.......oiiieeiiite ettt et b et b e bbb e 91
Summary Security Profile MatrixX - Device ProVISIONING .........cccoioveiriirieereeeeniesieseeese e 91

S 1S o] o= g =g 0= | O 92
Quality of Service (QOS) SIGNAIIING......c.ciirririreire ettt e e 93
Dynamic Quality of Service (DQOS) .......ccuiireirierieiiteriet ettt sttt b e b b et sbe b 93
Reference architecture for embedded MTAS ..o e 93
SECUMTLY SEIVICES....ueetteeieteesteestee e etesee s e e s teesteeteeeesseesaeeteeseeeseease e teenseensesseesseesaeenseenseanseensenneesseessnns 93
CM-CMTS DOCSIS® 1.1 QOS MESSAGES .......overeeeeeeeeessessessesesssesssssssssesssssssssssssssnsssssnssssenes 93

Gate Controller - CMTS COPS IMESSAJES. ......ccueeieririeeieeseasseesseesessaesseesseesseessessssssssseesseessesssenns 93
CryptographiC MECHANISIMS..........cceiiieiieieee et ae e e e saeesaeeeeenseenaesnaesseesaens 93
CM-CMTS DOCSIS® 1.1 QOS MESSAGES .......ovvrveereeeeeesseessssesesssenssssesssesssssssssssssssssssssssssssenes 93

Gate Controller - CMTS COPS MESSAJES. .....c.coutrueueruirteeriistesesiesteessesseessessesessessessssessesessessesseseses 94

KE&Y MANAGEMENE ...ttt s e a e b e s ae e s e e saeesn e nne s 94
Gate Controller - CMTS COPS MESSAJES. .....c.ciuirueueruirieeritsteesiestesessesseessessesessessessesessessesessesseneses 94
Security Profile MatriX SUMMEIY........coeoueiriiieiriieesieiee s 94
BilliNg SYStEM INEITACES .....c.eiviieiietereeeet ettt bbb bt et b et b b b e e e ens 95
SECUMLY SEIVICES ...tttk t ettt btk b et b e bt eb e b e e eb e e b et e bt e b e e e bt sb e e eb e s b e e ebesbeneebesbennenen 95
CM S RKS INEITACR. ...t ettt et bbbt et e e e e se e b e saeeb e e e enneneen 95
CMT S RK S INEEITACE. ... ettt bbb bttt et se et sb et e besaesb e e e ennennen 95
MG - RKS TNEEITACE ...ttt ettt se e b bbb e b besbeebe s e enneneen 95
CryptographiC MEChANISIMIS ........ocuiiiicieee e sre e s ae e sae e e e eseeeteeste e reeteeeeeneesnes 95
RADIUS SErVer ChaiNiNG.......ccveiiieieeieeieseeseeseesteeste e e etesaeseesseesaeesseesseeseesseessesssessenssssssessenssesssees 95
KEY MBNAGEIMENT.......eeeitit ettt rb e s b e sbe e e b e e be e e bt e e abeeeabe e e sbeeebe e e sseeenbbeesaeeesabeesaneenares 96
KEY CMS - RKS INLEITACE ....eecueitieeterteeet sttt sttt bbb st sb e sa e b b nnenea 96
L0V B IR B QS Y 1 1= 1 - o= P RPRSSR 96
[ O o QS ] 1= 1 == SO 96
Billing System Summary Security Profil@ MaliX ........c.ccoeireiiineeineee e 97
100 1 IS o 10! 1T oo SO SOUSU TSP STR VTSP PSR 97
Network Call SIgNalling (NCS) .....voci ettt et e esr e s te e be e teeteeneesneennes 97
REFEIENCE ATCHITECTUIE. ...ttt e eb ettt besb e sb s e e e e 97
SECUIMTLY SEIVICES....ueetteeieteeeteestee e eteseeseesteesteetesseesaeesaeesseesseaseeaseeseenseessesseesseesaeenseenseensenneenneesseessens 98
CryptographiC MECHANISIMS.........cciiiiecieeice ettt te e ae e e sreesaeeeeenseenaesseesreenaens 98
MTA-CMS INEEITACE ...ttt ettt e b et s b et he et e e et b e b e s et ene e e e e s 98
CMS-CMS, CMS-MGC, CMS-SIP Proxy and SIP Proxy - SIP Proxy Interfaces...........cccoevvenuns 98

KE&Y MANAGEMENE ...ttt s e s a e n e s s ae e sae e sreesneenne s 99
MTA-CMS KEY MBNGGEMENT ..ottt r et sn e resresr e 99
CMS-CMS, CMS-MGC, CMS-SIP Proxy, SIP Proxy-SIP Proxy Key Management ................... 101

Call Signalling Security Profil@ MaIiX .........cccoieiiireinireese e 102
PSTN GateWay INEEITACE. .....cui ettt b bbb b bt eb e s e et b e s b et et e sbe e ebesbeneeneas 103
S e = T (o 11 ox (U] = R 103
Media Gateway CONTOIEN .........cooe et tesraesre e te e reeteeneeenes 103

= o [T N T =T 103

S Lo 0L LT gTo [ 7= =7 SRS 103
SECUMLY SEIVICES ...uvieuteeeeieeeeetiestee e e e s testee s e e steeteaeesaeesse e seesseestesseesseesseeeeensesseesaeesseeseenseenseentenneesnensnnas 103
MGC - MG INEEITACE. ...ttt e b ettt ne et e et bt eb e e e e e 103
CryptographiC MECHANISIMIS ........cceiiiecieseee et et ae e sreesreesaeenseenseeneeenaesraesneas 103
LT O Y L g 1= o = ol TS 103
KEY MBNAGJEMENL ...t e s e s e b e b s s aa e s e s e e s e e saeesneeneeas 104
LT O Y L g 1= o = ol TS 104
MGC-MG Summary Security Profil@ MaFiX .........ccoeoeiirieiririersesee e 104
IMEAIA SEFBAM ...ttt sttt et e et e teseeebe s et et e e meeneemeese e beseeebeemeeneenseneesbeseeeseeneeneeneeneas 104
SECUMLY SEIVICES ...uvieuiieeieeeesteestees e e e steseesaeesteeteeeesaeesse e seesseestesseesseesseeteensesneesneesseeseenseenseentensensnensnens 104
L SO S U PP USRI 104

L 1O TS OS U PP PR 105
CryptographiC MECHANISIMIS ........cceieieciesee ettt e te e s e sreesreesseenseenseenaeeneesreesneas 105
RTP IMIESSA0ES. ...ttt ettt ettt ettt s e s e e s bt e s a b e e s st e e sat e e sabe e sab e e sabeesabeesabeesabeesabessbeeenbee s 105

ETSI



7 ETSITS 103 161-9 V1.1.1 (2011-10)

76211 RTP TIMESIAIMID. ...ttt e st b bbb se e b se e eb e e bt e heese et e b e seeeb e e aeene e e ennas 107
7.6.2.1.2 Packet ENCOdiNg REQUITEMENLS.......ccueiieiieieesiecste et eee st e e e ste e s ae e sseesneeteenseenaesraesreennens 107
7.6.2.1.3 Packet Decoding REQUITEIMENES........cvicieiee et este et eee s e e e te e sreesreesaeete s e sneesraesreennens 109
7.6.2.2 RTCP IMESSA0ES ...ttt ettt sttt ettt bt b st ae e e e e s e ke sheeb e e Rt e ae e e e aEeeb e e bt eb e e aeene e e e sb e besaeeneene et nes 110
76221 RTCP FOMMEL ..ottt ettt et b bt bt e et ese e b e sh e eb e e st e s e e s e nb e besbesbeeneennennennas 110
7.6.2.2.2 L IOl 0T Y/ o) o o USSR 110
7.6.2.2.3 SEOUENCE NUIMDEIS ...ttt ettt ettt b et b e s b et b e bt b e b b e ens 111
7.6.22.4 (2 FoTox QY= 01T = £ o SRS 111
7.6.2.2.5 RTCP MESSE0E ENCOUING.....ccteiveueeterteeetesteseeteste ettt sttt sttt et se e b et b e e e b b e b b neeneas 111
7.6.2.2.6 RTCP MESSA0E DECOUING. ....cvevereetertereeteste sttt ettt ettt st st se et sb e st be b e s b e b e sneneenens 111
7.6.2.3 KE&Y MBNAGEMENE ...t e e e s s s s e e b b e e e 112
7.6.23.1 Key Management OVEr NCS..... ..ottt e e st e s be e saae e saneennns 112
7.6.2.3.2 (@10l 0c (UL 0] 1 7= | 121
7.6.2.3.3 Derivation of ENG-T0-ENG KEYS......cccviueiie ettt e te e sre e sae et s e sneesnaesneenneas 121
7.6.24 RTP-RTCP Summary Security Profil@ MatriX.........cccoieiveiieeieese et 122
7.7 AUTIO SEIVEN SEIVICES.......eiueeuteieite sttt h bt ae et b et e sh e b e s heeb e e e e s e bese e ek e s aeeb e e ae et e s besbenbeeneennennennas 122
7.7.1 REFEIENCE ATCIITECTUIE ...ttt st b e et b e bt st eesb e b b ene e e enne e 122
772 SECUIEY SEIVICES ...ttt ettt bbbt b e bt b e s b et b e s e et e b s b e Rt b e eeeaeeb e s e et eb e s b e e ebe b e 123
7721 MTA-CMSNCS SIgNalling (ANNEL) .ottt st 123
7722 MPC-MP SigNalling (ANN-2) ..ottt st sb bbbt be st b b 124
7.7.23 I N o S 124
7.7.3 CryptographiC MECNANISITIS ........ceiiiiiiieieriee ettt ettt sttt b et b e et sbe et st sn et b e ne e 124
7.731 MTA-CMSNCS SIgNalling (ANNEL) .ottt 124
7.7.3.2 MPC-MP SIgNalliNg (ANN=2) .....cceeiee et ese et ee st e e e e e sae e seateeseesssesseesseesreesesnsesneesnes 124
7.733 MTAMP (ANNFA) et bt e b et bRt e ae e e e b e ke she bt e aeeae e e e sb et e saeehe e e et es 124
7.7.4 LS VA = T2 0 < 0T o | PP PRSPPI 124
7.74.1 MTA-CMS NCS SIgnalling (ANN=1) ..ot 124
7.74.2 MPC-MP SIgNalliNg (ANN=2) .....cceeieeieeie sttt ete st e e e e e e e saeesseeteesaesssesseesseesteesesnsesneesnes 124
7743 MTAMP (ANNFA) bttt b e et bt he st et e s s e ke sb e e bt e st e ae e e e ne e st e saeebe e e et es 124
7.75 MPC-MP Summary SeCUrity Profil@ MatriX ........ccooeiiirieiriiesieiee e 125
7.8 Lawful INEerception INEEITACES ..ottt st b e bbb seene 125
781 RS e = T (o 11 i (U] = S 125
782 SECUIEY SEIVICES ...ttt sttt b et h e bt b e bt b e e b et b e s e et e b e s b e Rt ekt e e e aeeb e s b et eb e st e e e be b e 126
7821 Event Interfaces CMS-DF, MGC-DF, CMTS-DF and DF-DF ........ccccoooiriiieereree e 126
7.8.2.2 Call Content Interfaces CMTS-DF, MG-DF, MG-DF and DF-DF-..........cccccooiiiininineeeeeee 126
7.8.3 CryptographiC MECHANISIMIS ........cceeiiecieseee et et s ae s e s e e sreesseenseenseeneessaesreesneas 126
7831 Interface DEtWEen CMS AN DF..........o bbb bt 126
7.8.3.2 Interface between CMTS and DF for EVENt MESSAQES .......ecveeieiieiie et esteesee s e et see e 127
7.8.3.3 Interface between DF and DF for EVENt MESSAgES.........cccveieriierie e sieesteestesseesee e e steevesaesneessaeneens 127
7834 Interface between MGC and DF ..o 127
784 KEY MBNAGJEMENL ...t e e e s e b e b e e s e e s e s e e sae e sae e neeneeas 127
7841 Interface DEtWEEN CMS @NU DI ...t st neenee e 127
7.84.2 Interface between CMT S and DF ...t e s 127
7.84.3 Interface DEtWEEN DIF @NU D ...ttt st e r e ne e eneas 127
7844 INTERFACE BETWEEN MGC AND DF ..ottt st e e 128
785 Lawful Interception Security Profile@ MariX...... ..o e 128
7.9 (1Y ST . (0177 K= T 11 oo 129
79.1 REFEIENCE ATCIITECTUIE ...ttt bttt bbbt b e e e e sb e b bt ene e e e e 129
792 SECUNTY SEIVICES .....eveeieeieie sttt sttt bt bkt e s e e b bt s bt eb e e ae e s e e e e b e s ke sh e ebesaeeh e e e e b e abesneebeeneenneneen 129
7.9.3 CryptographiC MECHANISIMIS ........cceieieciesee ettt e te e s e sreesreesseenseenseenaeeneesreesneas 129
7.9.4 KBY MBNAGEIMENT.......eeeitie ettt st e st e st e st e s abe e st e e s be e sa b e e e abeesabeeebeesabeesaeeenbeeenseee e 129
7.9.5 Provisioning Server-CM S Summary Security Profile MatriX........cccovvereenieesiese e 129
8 1 0= o 1= oo O ) 1T 0= =S 130
8.1 GENENTIC SETUCKUIE. ... ettt ettt sttt et aees et et e st e sbesbesaeeseemeemee e e ss e beseeebeeneaneesesesaesaesseeneenseneens 130
811 Y= £ T o TSRS 130
8.1.2 LU o Lo =Y I o= RSP 130
8.13 EXEEINSIONS. ...ttt ettt e bbbt b e h e bRt b e e e e R e Rt R e R e Rt R e e aE e e e e R e b e Rt en e e e e s 130
8131 LSl o= o 1=,/ Lo (= 1 = PSS 130
8.1.3.2 010 0 T Y =Y L (= (= P 130
8.1.33 KIBYUSAGE. ...ttt b e b sttt e ekt h e e b e e e e R b e e e bt e bt e Rt eh e e e e Rt e R e eR bt eaeene e nne e 130
8.1.34 BaSICCONSIIAINES. ...ttt etttk ettt e b bt ae et e s s b e see bt e heeae e e e eseebesbeeb e e aeese e e e sbenbesaeese e e ennenes 130

ETSI



8 ETSITS 103 161-9 V1.1.1 (2011-10)

8.14 Lo 0 012N Ko ] 1o o RS 130
8.1.5 SUbjECINAME AN ISSUEBINGIME ... .eeieiesieesieese ettt ae s e e st esteetesseesaeesreesseenseenseeneeenansseesneas 130
8.1.6 Certificate Profil@ NOTBLION. .........oouiieiii e ettt st sb e nnen 131
8.2 (O T (R U o T o 131
821 CertifiCae VAlITBLION. ..ot b ettt b et b e bt e et e b e b bt ere e e et neen 131
8.2.2 MTA Device CertifiCate HIErarChy.........cuecieiicie ettt s seesneenreeneens 132
8221 AN (oo = g (] o= (S 132
8.222 MTA ManUFaCIUrer CartifiCat ........eorieerereee ettt st 133
8.2.2.3 MTA DEVICE CoItITICAE. ...cuetieeieeeeeeeeee ettt st ae e e e st e e tesaeene e e eneees 133
823 IPCablecom Telephony Certificate HIErarchy ..o 134
8231 [P Telephony ROOE CartifiCaLe.........coeiruirieiieiriee ettt 134
8.2.32 Service Provider CA CertifiCale........couiirieieie ittt e 135
8.2.3.3 LocCal SystemM CA CartifiCaE......cciiieiieeieeeteese et e sttt tesraesre e te e reeneeneeenes 135
8.2.34 Operational ANCIllary CertifiCaES .......cciueiieiieiie et sre e e e sreenneereens 136
8.234.1 Key Distribution Centre CertifiCate..........ooviviiiiiieriesece et srae e e 136
8.2.34.2 (DTS TV o o (5 U 136
8.2343 [PCablecom Server CartifiCaES........ooiiiiiririeie e s 137
8.234.4 IR O 1) 1= =PSRN 139
8.24 (O g ) Tor= (= Yo 1o o RSP RRRN 139
9 CryptographiC AlGOTTTNMS. ........oiiiieie et b e n e sr e n e 139
9.1 N i TSRS 139
9.2 DES ettt bbb bR £ £ E b bbb b AR £ £ £ R bbb Rt e e bbbttt 139
9.21 XDESX .ttt ettt bbb £ £ A bbb bRt E bbb bbbttt b et 140
9.2.2 DES-CBC-PAD ...ttt bbbttt bbbt b bbb bbbttt b bbbt 140
9.2.3 BDES EDE..... ottt bbb bbb bbb b bbbttt bbbt 140
9.3 2] FoTot Q= 11011 07 (o T PP PP PR PRSPPI 140
9.4 RSA SIONELUIE. ...ttt ettt et b et b e e e e b s e et eb e sE e e eb e se e e eb e sb e e eb e se e e eb e sb e e ebenbeneebesbenreneas 145
9.5 L L O A RS TS 145
9.6 KEY DIBITVELION ...ttt ettt et b e bbb e bt b s e b e b s e b e b se bt e bt seebe s e et eb e s b e e et e eb e e ebesbenneneas 146
9.7 TREMMH-AMALC ...ttt e et e st e e be e tesaee s aeesaeesbeebeeabeeseeebeestaesteentesnsesnsesanesaeesteenteenteans 146
9.7.1 THEMMH FUNCLION ...ttt sttt et e e et e seeebesseeneene e e e seeseeeaeeneeneeneeneas 146
9.7.1.1 IMIMIHIL6,5,1] cveveeeveveeeeceaeesesissees s seessssessss s sses s s s s es e sses s sses st ss st sees s sses s s ssensnes 146
9.7.12 IMIMIH[L6,5,2] ..ttt bbb bbbkttt bbb 147
9.7.2 TREMIMH-MAC ...ttt b bbbttt b bbb bbbttt e bbbt 148
9.7.2.1 MMH-MAC When Using aBlOCK CIPNEN ........ocoiiieieece ettt 148
9.7.2.2 Handling Variable-SiZE DAl .........cccvevieeiieiesiieee ettt et e st e e eeeneeneeenes 148
9.8 RaNAOM NUMDEN GENEIALION. ......eiuiitieeeieee ettt bbbt bttt e e e et sreeb e s e enn e e enras 148
O T = 017 o= IS = w1 ) S 148
10.1 Protection for MTA K@Y SIOTBOE ......couieeiiriieeterteeet ettt bbb nn e 148
10.2 MTA KEY ENCAPSUIBLION.......c.eeeitiiciiitieet ettt bbbt b bbbt nn e ens 150
11 Secure SOftware DOWNIOBA..........c.oieeriiieee ettt sttt e et s se et e saesneeneeseeenes 151
Annex A (informative): | PCablecom Admin Guidelinesand Best PractiCes.........cccccevvevvncreenne. 152
Al Routine CMS Service Ky REfTEIN........ocueci ettt 152
Annex B (normative): Kerberos Network Authentication Service..........ccoccoveeiccncincinccne 153
Annex C (informative): PKINIT SPECITICALION ... 154
Annex D (informative): Example of MMH Algorithm Implementation ...........ccccceevvvveveieciecnenne 155
Annex E (normative): OaKIEY GIOUPS....cceeiicti ettt sttt s re e e besreenesne s 160
Annex F (informative): Bibliography ..o e 161
[ 1S 0] YOS 162

ETSI



9 ETSITS 103 161-9 V1.1.1 (2011-10)

Intellectual Property Rights

IPRs essential or potentially essential to the present document may have been declared to ETSI. The information
pertaining to these essential IPRs, if any, is publicly available for ETSI member s and non-member s, and can be found
in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETS in
respect of ETS standards', which is available from the ETS| Secretariat. Latest updates are available on the ETSI Web

server (http://ipr.etsi.org).

Pursuant to the ETSI IPR Palicy, no investigation, including I PR searches, has been carried out by ETSI. No guarantee
can be given as to the existence of other IPRs not referenced in ETSI SR 000 314 (or the updates on the ETSI Web
server) which are, or may be, or may become, essential to the present document.

Foreword

This Technical Specification (TS) has been produced by ETSI Technical Committee Access, Terminals, Transmission
and Multiplexing (ATTM).

The present document is part 9 of a multi-part |PCablecom 1.5 deliverable covering the Digital Broadband Cable
Access to the Public Telecommunications Network; |P Multimedia Time Critical Services, asidentified below:

Part 1: "Overview";

Part 2. "Architectura framework for the delivery of time critical services over Cable Television Networks using
Cable Modems”;

Part 3:  "Audio Codec Requirements for the Provision of Bi-Directional Audio Service over Cable Television
Networks using Cable Modems”;

Part 4:  "Network Call Signalling Protocol”;

Part5:  "Dynamic Quality of Service for the Provision of Real Time Services over Cable Television Networks
using Cable Modems"';

Part 6:  "Event Message Specification”;

Part 7:  "MediaTerminal Adapter (MTA Management Information Base (MIB)";
Part 8:  "Network Call Signalling (NCS) MIB Requirements’;

Part 9: " Security";

Part 10: "Management Information Base (MIB) Framework";

Part 11. "Mediatermina adapter (MTA) device provisioning”;

Part 12:  "Management Event Mechanism";

Part 13: "Trunking Gateway Control Protocol - MGCP option”;

Part 14: "Embedded MTA Analog Interface and Powering Specification™
Part 15:  "Analog Trunking for PBX Specification”;

Part 16: "Signalling for Call Management Server”;

Part 17: "CMS Subscriber Provisioning Specification";

Part 18: "MediaTerminal Adapter Extension MIB";

Part 19:  "IPCablecom Audio Server Protocol Specification - MGCP option";

Part 20: "Management Event MIB Specification”;
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Part 21:. "Signalling Extension MIB Specification”.
NOTE 1: Additional parts may be proposed and will be added to thelist in future versions.

NOTE 2: The choice of a multi-part format for this deliverable is to facilitate maintenance and future
enhancements.
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1 Scope and Introduction

1.1 Scope

The scope of the present document is to define the I|PCablecom security architecture, protocols, algorithms, associated
functional requirements and any technological requirements that can provide for the security of the system for the

I PCablecom network. Authentication, access control, signalling and media content integrity, confidentiality, and non-
repudiation security services are provided as defined herein for each of the network element interfaces.

1.2 Goals

The present document describes the security relationships between the elements on the |PCablecom network. The
general goals of the IPCablecom network security specification and any implementations that encompass the
requirements defined herein should be;

e  Securenetwork communications - The |PCablecom network security defines a security architecture,
methods, algorithms and protocols that meet the stated security service requirement. All media packets and all
sensitive signalling communication across the network need to be safe from eavesdropping. Unauthorized
message modification, insertion, deletion and replays anywhere in the network need to be easily detectable and
not affect proper network operation.

. Reasonable cost - The |PCablecom network security defines security methods, algorithms and protocols that
meet the stated security service requirements such that a reasonable implementation can be manifested with
reasonable cost and implementation complexity.

o Network element interoperability - All of the security services for any of the |PCablecom network elements
are to inter-operate with the security services for al of the other |PCablecom network elements. Multiple
vendors may implement each of the IPCablecom network elements as well as multiple vendors for asingle
| PCablecom network element.

. Extensibility - The IPCablecom security architecture, methods, algorithms and protocols provide a framework
into which new security methods and al gorithms may be incorporated as necessary.
1.2.1 Assumptions
The following assumptions are made relative to the current scope of the present document:

. Embedded Multimedia Terminal Adapters (E-MTAS) and Standalone Multimedia Terminal Adapters
(S-MTAYS) are within the scope of the present document.

o NCSisthe only call signalling method, on the access network, addressed in the present document.

. Thisversion of the IPCablecom Security Specification specifies security for a single administrative domain
and the communications between domains.

. Security for chained RADIUS serversis not currently in the scope.

e  ThelPCablecom Security Specification does not have a requirement for exportability outside the United
States; exportability of encryption algorithmsis not addressed in the present document.

. The present document also does not include regquirements for associated security operational issues (e.g. site
security), back-office or inter/intra back-office security, service authorization policies or secure database
handling. Record Keeping Servers (RKS), Network Management Systems, File Transfer Protocol (FTP)
servers and Dynamic Host Configuration Protocol (DHCP) servers are all considered to be unique to any
service provider'simplementation and are beyond the scope of the present document.
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. The present document assumes that MTAs implement the specified |PCablecom 1.5 modules, and optionally,
can implement the IETF IPCDN MIB modules. As such, any reference to a specific MIB Object is assumed to
be areferencein either MIB module unless explicitly specified or the MIB Object existsin only one set of
MIB modules.

1.2.2 Requirements
The following requirement is made relative to the current scope of the IPCablecom Security Specification:

e Al E-MTAsareto use DOCSIS® (1.1 or later) compliant cable modems and implement BPI+ [9]. Any
references to DOCSIS®, including specific references to DOCSIS® versions 1.1 or 2.0, are understood to refer
to DOCSIS® version 1.1 or later.

2 References

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
reference document (including any amendments) applies.

Referenced documents which are not found to be publicly available in the expected location might be found at
http://docbox.etsi.org/Reference.

NOTE: While any hyperlinksincluded in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

2.1 Normative references
The following referenced documents are necessary for the application of the present document.

[1] ETSI TS 103 161-2: "Access, Terminals, Transmission and Multiplexing (ATTM); Integrated
Broadband Cable and Television Networks; IPCablecom 1.5; Part 2: Architectural framework for
the delivery of time critical services over Cable Television Networks using Cable Modems'.

2] ETSI TS 103 161-4: "Access, Terminals, Transmission and Multiplexing (ATTM); Integrated
Broadband Cable and Television Networks; |PCablecom 1.5; Part 4: Network Call Signalling
Protocol”.

[3] ETSI TS 103 161-5: "Access, Terminals, Transmission and Multiplexing (ATTM); Integrated

Broadband Cable and Television Networks; IPCablecom 1.5; Part 5: Dynamic Quality of Service
for the Provision of Real Time Services over Cable Television Networks using Cable Modems'.

[4] ETSI TS 103 161-11: "Access, Terminals, Transmission and Multiplexing (ATTM); Integrated
Broadband Cable and Television Networks; IPCablecom 1.5; Part 11: Media Terminal Adapter
(MTA) device provisioning".

[5] ETSI TS 103 161-13: "Access, Terminas, Transmission and Multiplexing (ATTM); Integrated
Broadband Cable and Television Networks; IPCablecom 1.5; Part 13: Trunking Gateway Control
Protocol - MGCP option®.

[6] ETSI TS 103 161-6: "Access, Terminals, Transmission and Multiplexing (ATTM); Integrated
Broadband Cable and Television Networks; IPCablecom 1.5; Part 6: Event Message
Specification”.

[7] ETSI TS 103 161-3: "Access, Terminals, Transmission and Multiplexing (ATTM); Integrated

Broadband Cable and Television Networks; IPCablecom 1.5; Part 3: Audio Codec Requirements
for the Provision of Bi-Directional Audio Service over Cable Television Networks using Cable
Modems".

[8] ETSI ES 201 488: "Data-Over-Cable Service Interface Specifications Radio Frequency Interface
Specification".
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[9]

[10]
[11]
[12]
[13]
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[15]
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[17]
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[26]
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[28]
[29]

[30]

[31]
[32]
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ETSI ES 202 488-3: "Access and Terminals (AT); Second Generation Transmission Systems for
Interactive Cable Television Services - P Cable Modems; Part 3: Baseline privacy plus interface
specification”.

IETF RFC 1889 (1996): "RTP: A Transport Protocol for Real-Time Applications'.
IETF RFC 2104 (1997): "HMAC: Keyed-Hashing for Message Authentication”.
IETF RFC 2630 (1999): " Cryptographic M essage Syntax".

IETF RFC 2866 (2000): "RADIUS Accounting”.

IETF RFC 4120 (2005): "The Kerberos Network Authentication Service (V5)".
NIST, FIPS PUB 180-1 (1995): "Secure Hash Standard".

IETF RFC 2437 (1998): "PKCS#1: RSA Cryptography Specifications Version 2.0".
IETF RFC 2246 (1999): "The TLS Protocol Version 1.0".

MMH: " Software Message Authentication in Gbit/second Rates, Proceedings of the 4th Workshop
on Fast Software Encryption”, (1997), S. Halevi and H. Krawczyk.

IETF RFC 2401 (1998): " Security Architecture for the Internet Protocol”.

IETF RFC 2406 (1998): "1P Encapsulating Security Payload (ESP)".

IETF RFC 2407 (1998): "The Internet IP Security Domain of Interpretation for ISAKMP".
IETF RFC 2451 (1998): "The ESP CBC-Mode Cipher Algorithms'.

IETF RFC 2404 (1998): "The Use of HMAC-SHA-1-96 within ESP and AH".

IETF RFC 2409 (1998): "The Internet Key Exchange (IKE)".

ETSI TS 103 161-7: "Access, Terminals, Transmission and Multiplexing (ATTM); Integrated
Broadband Cable and Television Networks; IPCablecom 1.5; Part 7: Media Terminal Adapter
(MTA) Management Information Base (MIB)".

ETSI TS 103 161-8: "Access, Terminals, Transmission and Multiplexing (ATTM); Integrated
Broadband Cable and Television Networks; IPCablecom 1.5; Part 8: Network Call Signalling
(NCS) MIB Requirements”.

ETSI TS 103 161-19: "Access, Terminals, Transmission and Multiplexing (ATTM); Integrated
Broadband Cable and Television Networks; IPCablecom 1.5; Part 19: |PCablecom Audio Server
Protocol Specification - MGCP option".

IETF RFC 3414 (2002): "User-based Security Model (USM) for version 3 of the Simple Network
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2.2 Informative references

The following referenced documents are not necessary for the application of the present document but they assist the
user with regard to a particular subject area.

Not applicable.

3 Definitions and abbreviations

3.1 Definitions

For the purposes of the present document, the following terms and definitions apply:

access control: limiting the flow of information from the resources of a system only to authorized persons, programs,
processes, or other system resources on a network

audio server: playsinformational announcements in |PCablecom network

NOTE: Mediaannouncements are needed for communications that do not complete and to provide enhanced
information services to the user. The component parts of Audio Server services are Media Players and
Media Player Controllers.

authentication: process of verifying the claimed identity of an entity to another entity
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authorization: act of giving accessto a service or device if one has permission to have the access
cipher: agorithm that transforms data between plaintext and ciphertext

ciphersuite: set which contains both an encryption algorithm and a message authentication algorithm (e.g. aMAC or an
HMAC)

NOTE: Ingenera, it may aso contain a key-management algorithm, which does not apply in the context of
| PCablecom.

confidentiality: way to ensure that information is not disclosed to anyone other than the intended parties. Information is
encrypted to provide confidentiality

NOTE: Also known as privacy.
cryptanalysis: process of recovering the plaintext of a message or the encryption key without access to the key
cryptographic algorithm: algorithm used to transfer text between plaintext and ciphertext

Diffie-Hellman: specific method of exchanging keys alowing two parties that have no prior knowledge of each other
to jointly establish a shared secret key over an insecure communications channel

downstream: direction from the headend toward the subscriber location

encryption: method used to trandate plaintext into ciphertext

encryption key: key used in a cryptographic algorithm to trand ate the plaintext to ciphertext

event message: message capturing a single portion of a connection

gateway: devices bridging between the |PCablecom IP Voice Communication world and the PSTN

NOTE: Examplesare the Media Gateway, which provides the bearer circuit interfaces to the PSTN and
transcodes the media stream, and the Signaling Gateway, which sends and receives circuit switched
network signalling to the edge of the |PCablecom network.

header: protocol control information located at the beginning of a protocol data unit
integrity: way to ensure that information is not modified except by those who are authorized to do so

kerber os: secret-key network authentication protocol that uses a choice of cryptographic agorithms for encryption and
acentralized key database for authentication

key: mathematical value input into the selected cryptographic algorithm

key exchange: swapping of public keys between entities to be used to encrypt communication between the entities
key management: process of distributing shared symmetric keys needed to run a security protocol

networ k management: functions related to the management of data across the network

nonce: random value used only once that is sent in a communications protocol exchange to prevent replay attacks
non-repudiation: ability to prevent a sender from denying later that he or she sent a message or performed an action

Oakley: protocol by which two authenticated parties can agree on secure and secret keying material using the Diffie-
Hellman key exchange algorithm

plaintext: original (unencrypted) state of a message or data
NOTE: Also called cleartext.

privacy: way to ensure that information is not disclosed to any one other than the intended parties
NOTE: Informationis usually encrypted to provide confidentiality. Also known as confidentiality.

private key: key used in public key cryptography that belongs to an individual entity and is to be kept secret
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Proxy: facility that indirectly provides some service or acts as arepresentative in delivering information, thereby
eliminating the need for a host to support the service

public key: key used in public key cryptography that belongs to an individual entity and is distributed publicly. Other
entities use this key to encrypt data to be sent to the owner of the key

root private key: private signing key of the highest-level Certification Authority

NOTE: Itisnormally used to sign public key certificates for lower-level Certification Authorities or other
entities.

root public key: public key of the highest level Certification Authority, normally used to verify digital signatures
generated with the corresponding root private key

symmetric key: cryptographic key used in a symmetric key algorithm, which resultsin the secrecy of the encrypted
data depending solely upon keeping the key a secret, also known as a secret key

upstream: direction from the subscriber location toward the headend

X.509 certificate: public key certificate recommendation

3.2 Abbreviations

For the purposes of the present document, the following abbreviations apply:

AES Advanced Encryption Standard

AH Authentication header

AKE Authenticated Key Agreement

AP Access Point

AS Authentication Server

ASCII American Standard Code for Information I nterchange
ASD Application-Specific Data

ASN Access Service Network

ASP Audio Server Protocol

BPI Baseline Privacy Interface

BPI+ Baseline Privacy Plus Interface Specification
BPKM Baseline Privacy Key Management

CA Certification Authority

CBC Cipher Block Chaining mode

CM DOCSIS® Cable Modem

CMS Call Management Server

CMS Cryptographic Message Syntax

CMSS Call Management Server Signaling
CMTS Cable Modem Termination System

Codec COder-DECoder

COPS Common Open Policy Service

CRCX Create Connection

CSR Customer Service Representative

DER Distinguished Encoding Rules

DES Data Encryption Standard

DF Delivery Function

DHCP Dynamic Host Configuration Protocol
DNS Domain Name Service

DOCSIS® Data-Over-Cable Service Interface Specifications
DOl Domain of Interpretation

DQoS Dynamic Quality-of-Service

DTMF Dual-tone Multi Frequency (tones)

EBP Exterior Border Proxies

E-MTA Embedded Multimedia Terminal Adapters
ESP IPsec Encapsulating Security Payload
FQDN Fully Qualified Domain Name

GC Gate Controller
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HFC
HMAC
HTTP
ID
IETF
IKE
IKE+
IP
IPsec
v
IVR
KDC
KM
LNP
MAC
MAC
MD5
MDCX
MG
MGC
MGCP
MIB
MMH
MPC
MSB
MSO
MTA
NCS
OID
(O
PKI1
PKINIT
PS/OSS
PSTN
QoS
RADIUS
RFC
RFI
RKS
RSA Key Pair
RSA
RTCP
RTP
SA
SDP
SG
SHA-1
SIP
SIP+
SMTA
SNMP
SPI
SRV
SS7
SSL
TCAP
TCP
TD
TEXP
TFTP
TGCP
TGS
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Hybrid Fibre/Coaxial

Hashed Message Authentication Code
Hypertext Transfer Protocol

I dentification

Internet Engineering Task Force

Internet Key Exchange

The use of IKE with X.509 certificates for authentication
Internet Protocol

Internet Protocol Security

Initialization Vector

Interactive V oice Response system

Key Distribution Centre

Key Management service

Loca Number Portability

Media Access Control

Message Authentication Code

Message Digest 5

Modify Connection

Media Gateway

Media Gateway Controller

Media Gateway Control Protocol
Management Information Base

Multilinear Modular Hash

Media Player Controller

Most Significant Bit

Multi-System Operator

Multimedia Terminal Adapter

Network Call Signaling

Object Identification

Operations Systems Support

Public-Key Infrastructure

Public-Key Cryptography for Initial Authentication
Packet Switch Operation Support System
Public Switched Telephone Network
Quality of Service

Remote Authentication Dial-1n User Service
Request for Comments

DOCSIS® Radio Frequency Interface specification
Record Keeping Server

ETSITS 103 161-9 V1.1.1 (2011-10)

Public/private key created for use with RSA cryptographic algorithm

A public-key, or asymmetric, cryptographic algorithm
Real-Time Control Protocol

Real-time Transport Protocol

Security Association

Session Description Protocol

Signaling Gateway

Secure Hash Algorithm 1

Session Initiation Protocol

Session Initiation Protocol Plus
Standalone Multimedia Terminal Adapters
Simple Network Management Protocol
Security Parameter Index

Service Record

Signaling System number 7

Secure Socket Layer

Transaction Capabilities Application Protocol
Transmission Control Protocol

Timeout for Disconnect

Expiration Time

Trivia File Transfer Protocol

Trunking Gateway Control Protocol
Ticket Granting Server
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TGT Ticket Granting Ticket

TLS Transport Layer Security
TLS Transport Layer Security
TTL TimeTo Live

UDP User Datagram Protocol
UTC Coordinated Universal Time
VolP Voice-over-1P

4 Void

5 Architectural Overview of IPCablecom Security

5.1 IPCablecom Reference Architecture

Security requirements have been defined for every signalling and media link within the |PCablecom I P network. In
order to understand the security requirements and specifications for |PCablecom, one must first understand the overall
architecture. This clause presents a brief overview of the IPCablecom architecture. For a more detailed overview, refer
to the IPCablecom 1.5 Architecture Framework Technical Report [1].

Call
Embedded MTA Management Announcement Server

MTA Ncl:oé:jb;; Server /_\ Announcement Controller
(CMS) (ANC)

HFC access Announcement Player
network CMTS (ANP)

(DOCSIS)

h iy
\
Signalling
Gateway

(SG)

Managed IP Network ‘Media
Gateway

Controller
(MGC)

Media

HFC access "l Gateway

network CMTS (MG)

(DOCSIS)
Embedded MTA Key Distribution Server (KDC)
Cable Provisioning Server

MTA DHCP Servers
‘ Modem OKSEF DNS Servers
Backoffice | 1-1p o HTTP Servers
SYSLOG Server
Record Keeping Server (RKS)

Figure 1: IPCablecom Single Zone Architecture

511 HFC Network

In figure 1, the Access Network between the MTAs and the CMTS is an HFC network, which employs DOCSIS® 1.1
physical layer and MAC layer protocols[8]. DOCSIS® BPI+ [9] and QoS protocols are enabled over this link.

ETSI



19 ETSITS 103 161-9 V1.1.1 (2011-10)

5.1.2 Call Management Server

In the context of voice communications applications, a central component of the system is the Call Management Server
(CMS). Itisinvolved in both call signalling and the establishment of Dynamic Quality of Service (DQ0S). The CMS
also performs queries at the PSTN Gateway for LNP (Local Number Portability) and other services necessary for voice
communications, including interfacing with the PSTN.

As described in the IPCablecom Architecture Framework [1], the CMSis divided into the following functional
components:

. Call Agent (CA) - The Call Agent maintains network intelligence and call state and controls the media
gateway. Most of the time Call Agent is synonymous for Call Management Server.

. Gate Controller (GC) - The Gate Controller isalogica QoS management component that is typically part of
the CMS. The GC coordinates all quality of service authorization and control on behalf of the application
service - e.g. voice communications.

. Media Player Controller (MPC) - The MPC initiates and manages all announcement services provided by the
Media Player. The MPC accepts requests from the CM S and arranges for the MP to provide the announcement
in the appropriate stream so that the user hears the announcement.

. Media Gateway Controller (MGC) - The Media Gateway Controller maintains the gateway's portion of call
state for communications traversing the Gateway.

A particular CM S can contain any subset of the above listed functional components.

5.1.3 Functional Categories
The IPCablecom Architecture Framework identifies the following functional categories within the architecture:
. MTA device provisioning
. Quality of Service (HFC access network and managed | P backbone)
o Billing interface security
. Security (specified herein)
. Network call signalling (NCS)
. PSTN interconnectivity
. CODEC functionality and media stream mapping
e  Audio Server services
. Lawful Interception (DF interfaces)

In most cases, each functional category corresponds to a particular |PCablecom specification document.

5.1.3.1 Device and Service Provisioning

During MTA provisioning, the MTA gets its configuration with the help of the DHCP and TFTP servers, as well asthe
oss.

Provisioning interfaces need to be secured and have to configure the MTA with the appropriate security parameters (e.g.
customer X.509 certificate signed by the Service Provider). The present document specifies the stepsin MTA
provisioning, but provides detailed specifications only for the security parameters. Refer to [4] for afull specification on
MTA provisioning and customer enrol ment.
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5.1.3.2 Dynamic Quality of Service

I PCablecom provides guaranteed Quality of Service (QoS) for each voice communication within a single zone with
Dynamic QoS (DQoS) [3].

DQoS s controlled by the Gate Controller function within the CMS and can guarantee Quality of Service within a
single administrative domain. The Gate Controller utilizes the COPS protocol to download QoS policy into the CMTS.
After that, the QoS reservation is established via DOCSIS® 1.1 QoS messaging between the MTA and the CMTS on
both sides of the connection.

5.1.3.3 Billing System Interfaces

The CMS, CMTS and the PSTN Gateway are all reguired to send out billing event messages to the Record Keeping
Server (RKS). Thisinterfaceis currently specified to be RADIUS. Billing information should be checked for integrity
and authenticity as well as kept private. The present document defines security requirements and specifications for the
communication with RKS.

5.1.3.4 Call Signalling

The call signalling architecture defined within IPCablecom is Network Based Call Signalling (NCS). The CMSis used
to control call setup, termination and most other call signalling functions. In the NCS architecture [2], the Call Agent
function within the CMSisused in call signalling and utilizes the MGCP protocol.

5.1.35 PSTN Interconnectivity

The PSTN interface to the voice communications capabilities of the |PCablecom network is through the Signalling and
Media Gateways (SG and MG). Both of these gateways are controlled with the MGC (Media Gateway Controller). The
MGC may be standalone or combined with a CMS. For further detail on PSTN Gateways, refer to [5].

All communications between the MGC and the SG and MG may be over the same-shared |P network and is subject to
similar threats (e.g. privacy, masquerade, denial-of-service) that are encountered in other links in the same network. The
present document defines the security requirements and specifications for the PSTN Gateway links.

When communications from an MTA to a PSTN phone are made, bearer channel traffic is passed directly between an
MTA and an MG. The protocols used in this case are RTP and RTCP, asin the MTA-to-MTA case. Both security
requirements and specifications are very similar to the MTA-to-MTA bearer requirements and are fully defined in the
present document. After a voice communication enters the PSTN, the security requirements as well as specifications are
based on existing PSTN standards and are out of the scope of the present document.

5.1.3.6 CODEC Functionality and Media Stream Mapping

The media stream between two MTAs or between an MTA and a PSTN Gateway utilizes the RTP protocol. Although
BPI+ provides privacy over the HFC network, the potential threats within the rest of the voice communications network
require that the RTP packets be encrypted end-to-end.

NOTE 1: Ingenerd, itispossible for an MTA-to-MTA or MTA-to-PSTN connection to cross the networks of
several different Service Providers. In the process, this path may cross a PSTN network. Thisisan
exception to the rule, where all RTP packets are encrypted end-to-end. The mediatraffic inside a PSTN
network does not utilize RTP and has its own security requirements. Thus, in this case the encryption
would not be end-to-end and would terminate at the PSTN Gateway on both sides of the intermediate
PSTN network.

In addition to RTP, there is an accompanying RTCP protocol, primarily used for reporting of RTCP statistics. In
addition, RTCP packets may carry CNAME - aunique identifier of the sender of RTP packets. RTCP also defines a
BY E message that can be used to terminate an RTP session.

NOTE 2: The RTCP BY E message should not be confused with the SIP+ BY E message that is also used to indicate
the end of a voice communication within the network.

These two additional RTCP functions raise privacy and denial-of-service threats. Due to these threats, RTCP security
requirements are the same as the requirements for all other end-to-end (SIP+) signalling and are addressed in the same
manner.
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In additionto MTAs and PSTN Gateways, Media Servers may a so participate in the media stream flows. Media
Servers are network-based components that operate on media flows to support various voice communications service
options. Media servers perform audio bridging, play terminating announcements, provide interactive voice response
services, and so on. Both media stream and signalling interfaces to a Media Server are the same as the interfaces to an
MTA. For more information on Codec functionality, see [7].

5.1.3.7 Audio Server Services

Audio Server interfaces provide a suite of signalling protocols for providing announcement and audio servicesin an
| PCablecom network.

5.1.3.7.1 Media Player Controller (MPC)

The Media Player Controller (MPC) initiates and manages all announcement services provided by the Media Player.
The MPC accepts requests from the CM S and arranges for the M P to provide the announcement in the appropriate
stream so that the user hears the announcement. The MPC also serves as the termination for certain calls routed to it for
IVR services. When the MP collects information from the end-user, the MPC is responsible for interpreting this
information and managing the I VR session accordingly. The MPC manages call state.

5.1.3.7.2 Media Player (MP)

The MediaPlayer (MP) is amediaresource server. It is responsible for receiving and interpreting commands from the
MPC and for delivering the appropriate announcement(s) to the MTA. The MP provides the media stream with the
announcement contents. The MP also is responsible for accepting and reporting user inputs (e.g. DTMF tones). The MP
functions under the control of the MPC.

5.1.3.8 Lawful Interception

The event interface between the CM S and the DF provides descriptions of calls, necessary to perform wiretapping. This
information includes the media stream encryption key and the corresponding encryption algorithm. This event interface
uses RADIUS and is similar to the CMS-RK S interface.

The COPS interface between the CMS and the CM TS is used to signal the CMTS to start/stop duplicating media
packets to the DF for a particular call. Thisisthe same COPS interface that is used for (DQoS) Gate Authorization

messages.

5.2 Threats

Figure 2 contains the interfaces that were analysed for security.

There are additional interfaces identified in |PCablecom but for which protocols are not specified. In those cases, the
corresponding security protocols are also not specified, and those interfaces are not listed in the figure 2. The interfaces
for which security is not required in IPCablecom are not listed as well.
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NOTE: The interfaces marked "RADIUS*" carry event messages, which use the RADIUS format as defined
by [13].

Figure 2: IPCablecom Secured Interfaces
Following is a summary of general threats and the corresponding attacks that are relevant in the context of IP voice
communications. Thislist of threatsis not based on the knowledge of the specific protocols or security mechanisms

employed in the network. A more specific summary of threats that are based on the functionality of each network
element islisted in clause 5.2.6.
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Some of the outlined threats cannot be addressed purely by cryptographic means - physical security and/or fraud
management should also be used. These threats may be important, but cannot be fully addressed within the scope of

I PCablecom. How vendors and cable operators implement fraud management and physical security will differ and in
this case a standard is not required for interoperability.

521 Theft of Network Services

In the context of voice communications, the main services that may be stolen are:
. Long distance service
. Local (subscription) voice communications service
. Video conferencing
. Network-based three-way calling

. Quality of Service

5211 MTA Clones

One or more MTAS can masguerade as another MTA by duplicating its permanent identity and keys. The secret
cryptographic keys may be obtained by either breaking the physical security of the MTA or by employing cryptanalysis.

When an MTA is broken into the perpetrator can steal voice communications service and charge it al to the original
owner. The feasibility of such an attack depends on where an MTA islocated. This attack must be seriously considered
in the cases when an MTA islocated in an office or apartment building, or on a street corner.

An owner might break into his or her own MTA in at least one instance - after a false account with the cable operator
providing the voice communications service had been setup. The customer name, address, Social Security Number may
all beinvalid or belong to someone else. The provided Credit Card Number may be stolen. In that case, the owner of the
MTA would not mind giving out the MTA cryptographic identity to others - he or she would not have to pay for service
anyway.

In addition to cloning of the permanent cryptographic keys, temporary (usually symmetric) keys may also be cloned.
Such an attack is more complex, since the temporary keys expire more often and have to be frequently redistributed.
The only reason why someone would attempt this attack isif the permanent cryptographic keys are protected much
better than the temporary ones, or if the temporary keys are particularly easy to steal or discover with cryptanalysis.

521.2 Other Clones

It is conceivable that the cryptographic identity of another network element, suchasaCMTS or aCMS, may be cloned.
Such an attack is most likely to be mounted by an insider such as a corrupt or disgruntled employee.

5.2.1.3 Subscription Fraud

A customer sets up an account under false information.

5214 Non-Payment for Voice Communications Services

A customer stops paying his or her hill, but continues to use the MTA for voice communications service. This can
happen if the network does not have an automated method to revoke the customer's access to the network.

5.2.1.5 Protocol Attacks against an MTA

A weakness in the protocol can be manipulated to allow an MTA to authenticate to a network server with afalse
identity or hijack an existing voice communication. Thisincludes replay and man-in-the-middle attacks.
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5.2.1.6 Protocol Attacks against Other Network Elements

A perpetrator might employ similar protocol attacks to masguerade as a different Network Element, suchasa CMTS or
aCMS. Such an attack may be used in collaboration with cooperating MTAs to steal service.

5.2.1.7 Theft of Services Provided by the MTA

Services such as the support for multiple MTA ports, 3-way calling and call waiting may be implemented entirely in the
MTA, without any required interaction with the network.

521.7.1 Attacks

MTA code to support these services may be downloaded illegally by an MTA clone, in which case the clone hasto
interact with the network to get the download. In that case, thisthreat is no different from the network service theft
described in clause 5.2.1.7.

Alternatively, downloading an illegal code image using someillegal out-of-band means can also enable these services.
Such service theft is much harder to prevent (a secure software environment within the MTA may be required). On the
other hand, in order for an adversary to go through this trouble, the price for these MTA-based services has to make the
theft worthwhile.

Animplication of thisthreat is that valuable services cannot be implemented entirely inside the MTA without a secure
software environment in addition to tamperproof protection for the cryptographic keys. (While a secure software
environment within an MTA adds significant complexity, it is an achievable task.)

5.2.1.8 MTA Moved to Another Network

A leased MTA may be reconfigured and registered with another network, contrary to the intent and property rights of
the leasing company.

5.2.2 Bearer Channel Information Threats

This class of threats is concerned with the breaking of privacy of voice communications over the | P bearer channel.
Threats against non-V ol P communications are not considered here and assumed to require additional security at the
application layer.

5221 Attacks

Clones of MTAs and other Network Elements, as well as protocol manipulation attacks, aso apply in the case of Bearer
Channel Information threats. These attacks are already described under the Service Theft threats.

MTA cloning attacks mounted by the actual owner of the MTA areless likely in this case, but not inconceivable. An
owner of an MTA may distribute clones to unsuspecting victims, so that he or she can later spy on them.

5.2.2.1.1 Off-line Cryptanalysis

Bearer channel information may be recorded and then analysed over a period of time, until the encryption keys are
discovered through cryptanalysis. The discovered information may be of value even after arelatively long time has
passed.

5.2.3 Signalling Channel Information Threats

Signalling information, such as the caller identity and the services to which each customer subscribes may be collected
for marketing purposes. The caller identity may also be used illegally to locate a customer that wishesto keep his or her
location private.

5.23.1 Attacks

Clones of MTAs and other Network Elements, as well as protocol manipulation attacks, also apply in the case of the
Signalling Channel Information threats. These attacks were already described under the Service Theft threats.
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MTA cloning attacks mounted by the actual owner of the MTA istheoretically possible in this case. An owner of an
MTA may distribute clones to the unsuspecting victims, so that he or she can monitor their signalling messages (e.g. for
information with marketing value). The potentia benefits of such an attack seem unjustified, however.

5.23.11 Caller ID

A number of a party initiating a voice communication is revealed, even though a number is not generally available
(i.e. is"unlisted") and the owner of that number enabled 1D blocking.

5.2.3.1.2 Information with Marketing Value

Dialed numbers and the type of service customer's use may be gathered for marketing purposes by other corporations.

5.2.4  Service Disruption Threats

This class of threatsis aimed at disrupting the normal operation of voice communications. The motives for denial -of-
service attacks may be malicious intent against a particular individual or against the service provider. Or, perhaps a
competitor wishes to degrade the performance of another service provider and use the resulting problemsin an
advertising campaign.

5.24.1 Attacks

52411 Remote Interference

A perpetrator is able to manipulate the protocol to close down on-going voice communications. This might be achieved
by masguerading asan MTA involved in such an on-going communication. The same effect may be achieved if the
perpetrator impersonates another Network Element, such as a Gate Controller or an Edge Router during either call setup
or voice packet routing.

Depending on the signalling protocol security, it might be possible for the perpetrator to mount this attack from the
MTA, in the privacy of hisor her own home.

Clones of MTAs and other Network Elements, as well as protocol manipulation attacks, also apply in the case of the
Service Disruption threats. These attacks are described under Service Theft threats.

MTA cloning attacks mounted by the actual owner of the MTA can theoretically be used in service disruption against
unsuspecting clone owners. However, since there are so many other ways to cause service disruption, such an attack
cannot be taken serioudly in this context.

5.2.5 Repudiation

In anetwork where masguerading (using the above-mentioned cloning and protocol manipul ation techniques) is common or
easily achievable, a customer may repudiate a particular communication (and, thus deny responsibility for paying for it)
on that basis.

In addition, unless public key-based digital signatures are employed on each message, the source of each message
cannot be absolutely proven. If asignature over a message that originated at an MTA is based on a symmetric key that
is shared between that MTA and a network server (e.g. the CMS), it isunclear if the owner of the MTA can claim that
the Service Provider somehow falsified the message.

However, even if each message were to carry a public key-based digital signature and if each MTA were to employ
stringent physical security, the customer can still claim in court that someone else initiated that communication without
his or her knowledge, just as a customer of atelecommunications carrier on the PSTN can claim, e.g. that particular
long distance calls made from the customer's telephone were not authorized by the customer. Such telecommunications
carriers commonly address this situation by establishing contractual and/or tariffed relationships with customersin
which customers assume liability for unauthorized use of the customer's service. These same contractual principles are
typically implemented in service contracts between information services providers such as | SPs and their subscribers.
For these reasons, the benefits of non-repudiation seem dubious at best and do not appear to justify the performance
penalty of carrying a public key-based digital signature on every message.
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Threat Summary

This clause provides a summary of the above of threats and attacks and a brief assessment of their relative importance.

5.2.6.1 Primary Threats

Theft of Service. Attacks are:

Subscription Fraud. This attack is prevalent in today's telephony systems (i.e. the PSTN) and requires little
economic investment. It can only be addressed with a Fraud Management system.

Non-payment for services. Within the PSTN, telecommunications carriers usually do not prosecute the
offenders, but simply shut down their accounts. Because prosecution is expensive and not always successful, it
isapoor counter to this attack. Methods such as debit-based billing and device authorization (pay as you play),
increasingly common in the wireless sector of the PSTN, might be a possible solution for this attack in the

| PCablecom context. This threat can also be minimized with effective Fraud Management systems.

MTA clones. Thisthreat requires more technical knowledge than the previous two threats. A technically-
knowledgeable adversary or underground organization might offer cloning services for profit. Thisthreat is
most effective when combined with subscription fraud, where an MTA registered under afraudulent account is
cloned. Thisthreat can be addressed with both Fraud Management and physical security insidethe MTA, or a
combination of both.

Imper sonate a networ k server. With proper cryptographic mechanisms, authorization and procedural
security in place, this attack is unlikely, but has the potential for great damage.

Protocol manipulation. Can occur only when security protocols are flawed or when not enough cryptographic
strength isin place.

Bearer Channel Information Disclosure. Attacks are:

Simple Snooping. This would happen if voice packets were sent in the clear over some segment of the
network. Even if that segment appears to be protected, an insider may still compromiseit. Thisisthe only
major attack on privacy. The bearer channel privacy attacks listed below are possible but are all of secondary
importance.

MTA clones. Again, thisthreat requires more technical knowledge but can be offered as a service by an
underground organization. A most likely variation of this attack is when a publicly accessible MTA (e.g. inan
office or apartment building) is cloned.

Protocol manipulation. A flawed protocol may somehow be exploited to discover bearer channel encryption
keys.

Off-line cryptanalysis. Even when media packets are protected with encryption, they can be stored and
analysed for long periods of time, until the decryption key isfinally discovered. Such an attack is not likely to
be prevalent, sinceit isjustified only for particularly valuable customer-provided information (IPCablecom
security is not required to protect data). This attack is more difficult to perform on voice packets (as opposed
to data). Still, customers are very sengitive to this threat and it can serve asthe basis for a negative publicity
campaign by competitors.

Signalling Information Disclosure. Thisthreat islisted as primary only due to potential for bad publicity and customer
sensitivity to keeping their numbers and location private. All of the attacks listed below are similar to those for bearer
channel privacy and are not described here:

Simple snooping
MTA clones

Protocol manipulation
Off-line cryptanalysis

Service disruption
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5.2.6.2 Secondary Threats.

. Theft of M TA-based services. Based on the voice communications services that are planned for the near
future, this threat does not appear to have potential for significant economic damage. This could possibly
change with the introduction of new value-added servicesin the future.

o Illegally registering aleased M TA with a different Service Provider. Leased MTAs can normally be

tracked. Most likely, this threat is combined with the actual theft of aleased MTA. Thus, this threat does not
appear to have potential for widespread damage.

5.3 Security Architecture

5.3.1 Overview of Security Interfaces

Figure 3 summarizes all of the IPCablecom security interfaces, including key management.
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IPCablecom Security Interfaces with Key
Management
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Figure 3: IPCablecom Security Interfaces with Key-Management

Infigure 3, each interface label is of the form:
<label>: <protocol> { <security protocol>/ <key management protocol> }
If the key management protocol ismissing, it is not needed for that interface. |PCablecom interfaces that do not require

security are not shown on this diagram.
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The following abbreviations are used in figure 3:

IKE/Kerb

IKE+

CMS-based KM
RADIUS*

IKE (with pre-shared keys or X.509 certificates) or Kerberos

IKE with X.509 certificates

Keysrandomly generated and exchanged inside signalling messages
Event messages, which use the RADIUS format as defined by [13]

Table 1 briefly describes each of the interfaces shown in figure 3:

Table 1: IPCablecom Security Interfaces Table

Interface

Components

Description

pkt-sO

MTA - PS/OSS

Immediately after the DHCP sequence in the Secure Provisioning Flow, the MTA
performs Kerberos-based key management with the Provisioning Server to establish
SNMPv3 keys. The MTA bypasses Kerberized SNMPv3 and uses SNMPv2c in the
Basic and Hybrid Flows.

pkt-s1

MTA - TFTP

MTA Configuration file download. When the Provisioning Server in the Secure
Provisioning Flow sends an SNMP Set command to the MTA, it includes both the
configuration name and the hash of the file. Later, when the MTA downloads the file, it
authenticates the configuration file using the hash value. The configuration file may be

pkt-s2

CM - CMTS

optionall}é encrypted.
DOCSIS™ 1.1: This interface should be secured with BPI+ using BPI Key
Management. BPI+ privacy is provided on the HFC link.

pkt-s3

MTA - MTA
MTA - MG

RTP: End-to-end media packets between two MTAs, or between MTA and MG. RTP
packets are encrypted directly with the chosen cipher. Message integrity is optionally
provided by an MMH MAC. Keys are randomly generated, and exchanged by the two
endpoints inside the signalling messages via the CMS or other application server.

pkt-s4

MTA - MTA
MTA - MG

RTCP: RTCP control protocol for RTP. Message integrity and encryption by selected
cipher. The RTCP keys are derived using the same secret negotiated during the RTP
key management. No additional key management messages are needed or utilized.

pkt-s5

MTA - CMS

NCS: Message integrity and privacy via IPsec. Key management is with Kerberos with
PKINIT (public key initial authentication) extension.

pkt-s6

RKS - CMS

RADIUS:IPsec is used for both message integrity and privacy. Key management is
IKE or Kerberos.

pkt-s7

RKS - CMTS

RADIUS: IPsec is used for both message integrity and privacy. Key management is
IKE or Kerberos.

pkt-s8

CMS - CMTS

COPS: COPS protocol between the GC and the CMTS, used to download QoS
authorization to the CMTS. IPsec is used for message integrity, as well as privacy.
Key management is IKE or Kerberos.

pkt-s9

This interface has been removed from the IPCablecom architecture.

pkt-s10

MGC - MG

TGCP: IPCablecom interface to the PSTN Media Gateway. IPsec is used for both
message integrity and privacy. Key management is IKE or Kerberos.

pkt-s11

This interface has been removed from the IPCablecom architecture.

pkt-s12

MTA - MSO KDC

PKINIT: An AS-REQ message is sent to the KDC with public-key cryptography used
for authentication. The KDC verifies the certificate and issues either a service ticket or
a ticket granting ticket (TGT), depending on the contents of the AS Request. The AS
Reply returned by the KDC contains a certificate chain and a digital signature that are
used by the MTA to authenticate this message. In the case that the KDC returns a
TGT, the MTA then sends a TGS Request to the KDC to which the KDC replies with a
TGS Reply containing a service ticket. The TGS Request/Reply messages are
authenticated using a symmetric session key inside the TGT.

pkt-s13 MTA - Telephony [PKINIT: See pkt-s12 above.

KDC
pkt-s14 This interface has been removed from the IPCablecom architecture.
pkt-s15 This interface has been removed from the IPCablecom architecture.
pkt-s16 CMS - CMS SIP: TLS is used for both message integrity and privacy. Certificates are used for

CMS - MGC mutual authentication during the TLS handshake.

CMS - EBP

EBP - EBP
pkt-s17 This interface has been removed from the IPCablecom architecture.
pkt-s18 This interface has been removed from the IPCablecom architecture.
pkt-s19 This interface has been removed from the IPCablecom architecture.
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Interface Components Description
pkt-s20 MPC - MP ASP: IPsec is used for both message integrity and privacy. Key management is IKE or
Kerberos.
pkt-s21 DF - CMS RADIUS: IPsec is used for both message integrity and privacy. Key management is
IKE or Kerberos.
pkt-s22 DF - CMTS RADIUS: IPsec is used for both message integrity and privacy. Key management is
IKE or Kerberos.
pkt-s23 DF - MGC RADIUS: IPsec is used for both message integrity and privacy. Key management is
IKE or Kerberos.
pkt-s24 DF - DF RADIUS: IPsec is used for both message integrity and privacy. Key management is
IKE+.
pkt-s25 RKS - MGC RADIUS: IPsec is used for both message integrity and privacy. Key management is
IKE or Kerberos.
pkt-s26 OSS/Prov Serv - [The KDC uses Kerberos to map the MTA's MAC address to its FQDN for the purpose
MSO KDC of authenticating the MTA before issuing it a ticket.
OSS/Prov Serv -
Telephony KDC
pkt-s27 CMS-PS/OSS HTTP: IPsec is used for both message integrity and privacy. Key management is IKE
or Kerberos.
pkt-s28 This interface has been removed from the IPCablecom architecture.
5.3.2 Security Assumptions
5.3.2.1 BPI+ CMTS Downstream Messages Are Trusted

As mentioned previoudly, it is assumed that CM TS downstream messages cannot be easily modified in transit and a
CMTS can be impersonated only at great expense.

Most messages secured in the present document either move over the shared IP network in addition to the DOCSIS®
path, or do not go over DOCSIS® at all.

In one case - the case of DOCSIS® QoS messages exchanged between the CMTS and the CM - this assumption does not
apply. Although DOCSIS® QoS messages (both upstream and downstream) include an integrity check, the
corresponding (BPI+) key management does not authenticate the identity of the CMTS. The CM isunable to
cryptographically know that the network element it has connected to isthe true CMTS for that network. However, even
if aCMTS could be impersonated, it would allow only limited denial-of-service attacks. This vulnerability is not
considered to be worth the effort and the expense of impersonatingaCMTS.

5.3.2.2

Non-Repudiation Not Supported

Non-repudiation, in the present document, means that an originator of a message cannot deny that he or she sent that
message. |n this voice communications architecture, non-repudiation is not supported for most messages, with the
exception of the top key management layer. This decision was based on the performance penalty incurred with each
public key operation. The most important use for non-repudiation would have been during communications setup - to
prove that a particular party had initiated that particular communication. However, due to very strict requirements on
the setup time, it is not possible to perform public key operations for each communication.

5.3.2.3

Root Private Key Compromise Protection

The cryptographic mechanisms defined in the present document are based on a Public Key Infrastructure (PK1). Asis
the case with most other architectures that are based on a PKI, there is no automated recovery path from a compromise
of aRoot Private Key. However, with proper safeguards, the probahility of this happening is very low, to the point that
therisk of aroot private key compromise occurring is outweighed by the benefits of this architecture.

The corresponding Root Public Key is stored as a read-only parameter in many components of this architecture. Once
the Root Private Key has been compromised, each manufacturer's certificate would have to be manually reconfigured.

Dueto thislimitation of a PKI, the Root Private Key must be very carefully guarded with procedura and physical
security. And, it must be sufficiently long so that its value cannot be discovered with cryptographic attacks within the

expected lifetime of the system.
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5324 Limited Prevention of Denial-of-Service Attacks

The present document does not attempt to address al or even most denial -of-service attacks. The cryptographic
mechani sms defined in the present document prevent some denial-of-service attacks that are particularly easy to mount
and are hard to detect. For example, they will prevent acompromised MTA from masguerading as other MTAsin the
same upstream HFC segment and interrupting on-going communications with illicit HANGUP messages.

The present document will also prevent more serious denial -of-service attacks, such asan MTA masquerading as a
CMSin adifferent network domain that causes all communications setup requests to fail.

On the other hand, denial-of-service attacks where arouter is taken out of service or is bombarded with bad | P packets
are not addressed. In general, denial-of-service attacks that are based on damaging one of the network components can
only be solved with procedural and physical security, which is out of the scope of the present document.

Denial-of-service attacks where network traffic is overburdened with bad packets cannot be prevented in alarge
network (although procedural and physical security helps), but can usually be detected. Detection of such an attack and
of its causeis out of scope of the present document.

For example, denial-of-service attacks where a router is taken out of order or is bombarded with bogus IP packets
cannot be prevented.
5.3.3 Susceptibility of Network Elements to Attack

This clause describes the amount and the type of trust that can be assumed for each element of the voice
communications network. It also describes the specific threats that are possible if each network component is
compromised. These threats are based on the functionality specified for each component. The general categories of
threats are described in clause 5.2.

Both the trust and the specific threats are described with the assumption that no cryptographic or physical security has
been employed in the system, with the exception of the BPI+ security that is assumed on the HFC DOCSIS® links. The
goal of this security specification is to address threats that are relevant to this voice communications system.

5.3.3.1 Managed IP Network

It is assumed that the same I P network may be shared between multiple, possibly competing service providers. It isaso
assumed that the service provider may provide multiple services on the same IP network, e.g. Internet connectivity. No
assumptions can be made about the physical security of each link in this IP network. An intruder can pop up at any
location with the ability to monitor traffic, perform message modification and to reroute messages.

5.3.3.2 MTA

The MTA is considered to be an untrusted network element. It is operating inside customer premises, considered to be a
hostile environment. It is assumed that a hostile adversary has the ability to open up the MTA and make software and
even hardware modifications to fit his or her needs. This would be done in the privacy of the customer's home.

The MTA communicates with the CMTS over the shared DOCSIS® path and has access to downstream and upstream
messages from other MTAs within the same HFC segment.

AnMTA isresponsible for:
. Initiating and receiving communications to/from another MTA or the PSTN.
. Negotiating QoS.
A compromise of an MTA can result in:
. MTA clones that are capable of:
- Accessing basic service and any enhanced features in the name of another user's account.

- Violating privacy of the owner of the compromised MTA that does not know that the keys were stolen.
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- I dentity fraud.
- An MTA running a bad code image that disrupts communications made by other MTASs or degrades
network performance.
5.3.3.3 CMTS

The CMTS communicates both over the DOCSIS® path and over the shared |P network. When the CMTS sends
downstream messages over the DOCSIS® path, it is assumed that a perpetrator cannot modify them or impersonate the
CMTS. BPI+ over that path provides privacy.

However, when the CM TS is communicating over the shared IP network (e.g. with the CMS or another CMTS), no
such assumptions can be made.

While the CMTS, as well as voice communications network servers are more trusted than the MTAS, they cannot be
trusted completely. There is always a possibility of an insider attack.

Insider attacks at the CMTS should be addressed by cryptographic authentication and authorization of the CMTS
operators, aswell as by physical and procedural security, which are al out of the scope of the IPCablecom
specifications.

A CMTSisresponsible for:

o Reporting billing-related statistics to the RKS

e QoSallocation for MTAs over the DOCSIS® path

. Implementation of BPI+ (MAC layer security) and corresponding key management
A compromise of a CMTS may result in:

. Service theft by reporting invalid information to the RKS

. Unauthorized levels of QoS

. Loss of privacy, since the CMTS holds BPI+ keys. This may not happen if additional encryption is provided
above the MAC layer

. Degraded performance of some or all MTAs in that HFC segment

. Some or al of the MTAsin one HFC segment compl etely taken out of service

5334 Voice Communications Network Servers are Untrusted Network Elements

Application servers used for voice communications (e.g. CMS, RKS, Provisioning, OSS, DHCP and TFTP Servers)
reside on the network and can potentially be impersonated or subjected to insider attacks. The main difference would be
in the damage that can be incurred in the case a particular server isimpersonated or compromised.

Threats that are associated with each network element are discussed in the following clauses. To summarize those
threats, a compromise or impersonation of each of these servers can result in a wide-scale service theft, loss of privacy,
and in highly damaging denial-of-service attacks.

In addition to authentication of all messages to and from these servers (specified in the present document), care should
be taken to minimize the likelihood of insider attacks. They should be addressed by cryptographic authentication and
authorization of the operators, as well as by stringent physical and procedural security, which are al out of scope of the
| PCablecom specifications.

5.3.34.1 CMS
The Call Management Server is responsible for:
e  Authorizing individual voice communications by subscribers

. QoS allocation
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. Initializing the billing information in the CMTS

o Distributing per communication keys for MTA-MTA signalling, bearer channel, and DQoS messages on the
MTA-CMTSand CMTS-CMTS links

. Interface to PTSN gateway
A compromised CMS can result in:

. Free voice communications service to al of the MTAsthat are located in the same network domain (up to 100
000). This may be accomplished by:

- Allowing unauthorized MTAS to create communications

- Uploading invalid or wrong billing information to the CMTS

- Combination of both of the above

- Loss of privacy, since the CM S distributes bearer channel keys
- Unauthorized allocation of QoS

- Unauthorized disclosure of customer identity, location (e.g. | P address), communication patterns, and a
list of servicesto which the customer subscribes

5.3.3.4.2 RKS

The RKSisresponsible for collecting billing events and reporting them to the billing system. A compromised RKS may
result in:

. Free or reduced-rate service due to improper reporting of statistics
. Billing to a wrong account
. Billing customers for communications that were never made, i.e. fabricating communications

. Unauthorized disclosure of customer identity, personal information, service usage patterns, and alist of
services to which the customer subscribes

5.3.34.3 OSS, DHCP and TFTP Servers
The OSS system is responsible for:
. MTA and service provisioning
. MTA code downloads and upgrades
. Handling service change requests and dynamic reconfiguration of MTAs
A compromise of the OSS, DHCP or TFTP server can result in:
. MTASs running illegal code, which may:
- Intentionally introduce bugs or render the MTA completely inoperable
- Degrade voice communications performance on the IPCablecom or HFC network
- Configurethe MTA with features to which the customer is not entitled
- MTAs configured with an identity and keys of another customer
- MTASs configured with service options for which the customer did not pay

- MTASs provisioned with a bad set of parameters that would make them perform badly or not perform
at all
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5.3.35 PSTN Gateways

5.3.35.1 Media Gateway

The MG isresponsible for:
. Passing media packets between the | PCablecom network and the PSTN
. Reporting statisticsto the RKS

A compromise of the MG may result in:
. Service theft by reporting invalid information to the RKS

. Loss of privacy on communications to/from the PSTN

5.3.3.5.2 Signalling Gateway
The SG isresponsible for trandating call signalling between the IPCablecom network and the PSTN.
A compromise of the SG may result in:

. Incorrect MTA identity reported to the PSTN

e  Unauthorized services enabled within the PSTN

. Loss of PSTN connectivity

. Unauthorized disclosure of customer identity, location (e.g. | P address), usage patterns and a list of servicesto
which the customer subscribes

6 Security Mechanisms

Unless explicitly stated otherwise, the following requirements apply to messages described by the present document:
1) ASN.1 encoded messages and objects must conform to the Distinguished Encoding Rules [36].
2) FQDNSs used as components of principal names and principal identifiers must be rendered in lower case.
3) FQDNs must not include the root domain (i.e. they must not include atrailing dot).

4)  All Kerberos messagesin |PCablecom must utilize only UDP/IP.

6.1 IPsec

6.1.1 Overview
I Psec provides network-layer security that runsimmediately above the IP layer in the protocol stack. It provides

security for the TCP or UDP layer and above. It consists of two protocols, |Psec ESP and IPsec AH, as specified
in[19].
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IPsec ESP provides confidentiality and message integrity, |P header not included. IPsec AH provides only message
integrity, but that includes most of the I P header (with the exception of some I P header parameters that can change with
each hop). |PCablecom utilizes only the IPsec ESP protocol [20], since authentication of the | P header does not
significantly improve security within the IPCablecom architecture.

Each protocol supports two modes of use: transport mode and tunnel mode. 1PCablecom only utilizes | Psec ESP
transport mode. For more detail on IPsec and these two modes, refer to [19]. Note that in [19], all implementations of
ESP are required to support the concept of Security Associations (SAs). [19] also provides a general model for
processing IP traffic relative to SAs. Although particular 1Psec implementations need not follow the details of this
general model, the external behaviour of any | Psec implementation must match the external behaviour of the general
model. This ensures that components do not accept traffic from unknown addresses and do not send or accept traffic
without security (when security is required). I|PCablecom components that implement | Psec are expected to provide
behaviour that matches the general model described in [19].

6.1.2 IPCablecom Profile for IPsec ESP (Transport Mode)

6.1.2.1 IPsec ESP Transform ldentifiers

IPsec Transform Identifier (1 byte) is used by IKE to negotiate an encryption algorithm that is used by 1Psec. A list of
available IPsec Transform Identifiersis specified in [21]. Within IPCablecom, the same Transform Identifiers are used
by all 1Psec key management protocols. IKE, Kerberos and application layer (embedded in IP signalling messages).

Table 2 describes the IPsec Transform Identifiers (all of which use the CBC mode specified in [22]) supported by
| PCablecom.

Table 2: IPsec ESP Transform Identifiers

Transform ID Value Key Size Must Description
(Hex) (in bits) Support

ESP _3DES 0x03 192 yes 3-DES in CBC mode.
ESP_RC5 0x04 128 no RC5 in CBC mode
ESP_IDEA 0x05 128 no IDEA in CBC mode
ESP CAST 0x06 128 no CAST in CBC mode
ESP_BLOWEFISH 0x07 128 no BLOWFISH in CBC mode
ESP_NULL 0x0B 0 yes Encryption turned off
ESP_AES 0x0C 128 no AES-128 in CBC mode with 128-bit block size

The ESP_3DES and ESP_NULL Transform IDs must be supported. ESP_AES isincluded as an optional encryption
algorithm. For all of the above transforms, the CBC Initialization Vector (1V) is carried in the clear inside each ESP
packet payload [22]. AES-128 [35] must be used in CBC mode with a 128-bit block size and arandomly generated
Initialization Vector (1V). AES-128 requires 10 rounds of cryptographic operations [35].

IKE allows negotiation of the encryption key size. Other | Psec Key Management protocols used by | PCablecom do not
alow key size negotiation, and so for consistency asingle key size islisted for each Transform ID. If in the futureit is
desired to increase the key size for one of the above algorithms, IKE will use the built-in key-size negotiation, while
other key management protocols will utilize a new Transform ID for the larger key size.

6.1.2.2 IPsec ESP Authentication Algorithms

The IPsec Authentication Algorithm (1-byte) is used by IKE to negotiate a packet-authentication algorithm that is used
by IPsec. A list of available IPsec Authentication Algorithmsis specified in [21]. Within IPCablecom, the same
Authentication Algorithms are used by al 1Psec key management protocols: IKE, Kerberos and application layer
(embedded in I P signalling messages).
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I PCablecom supports the following | Psec Authentication Algorithms:

Table 3: IPsec Authentication Algorithms

Authentication Value Key Size Must Support Description
Algorithm (Hex) (in bits)
HMAC-MD5-96 0x01 128 yes (also required First 12 bytes of the HMAC-MD?5 as described
by [21]) in [37]
HMAC-SHA-1-96 0x02 160 yes First 12 bytes of the HMAC-SHAL1 as
described in [23]

The HMAC-MD5-96 and HMAC-SHA-1-96 authentication algorithms must be supported.

6.1.2.3 Replay Protection

In general, | Psec provides an optional replay-protection service (anti-replay service). An IPsec sequence humber outside
of the current anti-replay window is flagged as a replay and the packet is rejected. When the anti-replay serviceis
turned on, an | Psec sequence number cannot overflow and roll over to 0. Before that happens, a new Security
Association must be created as specified in [20].

Within IPCablecom Security Specification, the IPsec anti-replay service must be turned on at all times. Thisis
regardless of which key-management mechanism is used with the particular | Psec interface.

6.1.2.4 Key Management Requirements

Within IPCablecom, IPsec is used on a number of different interfaces with different security and performance
requirements. Because of this, several different key management protocols have been chosen for different |PCablecom
interfaces. On some interfaces it is IKE (see clause 6.2), on other interfacesit is Kerberos/PKINIT (see clause 6.4).

When IKE is not used for key management, an alternative key management protocol needs an interface to the |Psec
layer in order to create/update/del ete IPsec Security Associations (SAS). IPsec Security Associations must be
automatically established or re-established as required. Thisimplies that the |Psec layer also needs away to signal akey
management application when a new Security Association needs to be set up (e.g. the old SA is about to expire or there
isno SA on aparticular interface).

In addition, some network elements are required to run multiple key management protocols. In particular, the
Application Server (such asa CMS) and the MTA must support multiple key management protocols. The MTA must
support Kerberos/PKINIT on the MTA-CMS signalling interface. IKE must be supported on the CMS-CMTS and
CMS-RKS interfaces.

The PF_KEY interface (see[29]) should be used for IPsec key management within IPCablecom and would satisfy the
above listed requirements. For example, PF_KEY permits multiple key management applications to register for
rekeying events. When the IPsec layer detects a missing Security Association, it signalsthe event to all registered key-
management applications. Based on the Identity Extension associated with that Security Association, each key-
management application decides if it should handle the event.

6.2 Internet Key Exchange (IKE)

6.2.1 Overview

I PCablecom utilizes IKE as one of the key management protocols for IPsec [24]. It is utilized on interfaces where:
. Thereisnot avery large number of connections
e  Theendpoints on each connection know about each other'sidentity in advance

Within IPCablecom, IKE key management is completely asynchronousto call signalling messages and does not
contribute to any delays during communications setup. The only exception would be some unexpected error, where
Security Association is unexpectedly lost by one of the endpoints.
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IKE is a peer-to-peer key management protocol. It consists of 2 phases. In the first phase, a shared secret is negotiated
viaaDiffie-Hellman key exchange. It is then used to authenticate the second IKE phase. The second phase negotiates
another secret, used to derive keys for the 1Psec ESP protocol.

6.2.2 IPCablecom Profile for IKE

6.2.2.1 First IKE Phase

There are several modes defined for authentication during the first IKE phase.

6.2.2.1.1 IKE Authentication with Signatures

In this mode, both peers must be authenticated with X.509 certificates and digital signatures. |PCablecom utilizes this
| KE authentication mode on some | Psec interfaces. Whenever this mode is utilized, both sides must exchange X.509
certificates (although thisis optional in [24]).

6.2.2.1.2 IKE Authentication with Public-Key Encryption

I PCablecom must not utilize this |KE authentication with public key encryption. In order to perform this mode of IKE
authentication, the initiator must already have the responder's public key, which is not supported by | PCablecom.

6.2.2.1.3 IKE Authentication with Pre-Shared Keys

A key derived by some out-of-band (e.g. manual) mechanism is used to authenticate the exchange. |PCablecom utilizes
this IKE authentication mode on some | Psec interfaces. |PCablecom does not specify the out-of-band method for
deriving pre-shared keys.

When using pre-shared keys, the strength of the system is dependent upon the strength of the shared secret. The goal is
to keep the shared secret from being the weak link in the chain of security. Thisimplies that the shared secret needs to
contain as much entropy (randomness) as the cipher being used. In other words, the shared secret should have at least
128 bhitsto 160 bits of entropy. This meansif the shared secret isjust a string of random 8-bit bytes, then of the key can
be 16 bytesto 20 bytes. If the shared secret is derived from a passphrase that is a string of random alpha-numerics
(a-zA-Z0-9/+), then it should be at least 22 to 27 characters. Thisis because there are only 64 characters (6 bits) instead
of 256 characters (8 bits) per 8-bit byte, which implies an expansion of 4/3 the length for the same amount of entropy.
Both random 8-bit bytes and random 6-bit bytes assume truly random numbers. If there is any structure in the
password/passphrase, like deriving from English, then even longer passphrases are necessary. A passphrase composed
of English would need on the order of 60 to 100 characters, depending on mixing of case. Using English passphrases (or
any language, for that matter) creates the problem that, if an attacker knows the language of the passphrase then they
have less space to search. It isless random. Thisimplies fewer bits of entropy per character, so alonger passphraseis
required to maintain the same level of entropy.

6.2.2.2 Second IKE Phase

In the second IKE phase, an IPsec ESP SA is established, including the IPsec ESP keys and ciphersuites. It is possible
to establish multiple Security Associations with a single second-phase |KE exchange.

First, a shared second phase secret is established, and then all the |Psec keying material is derived from it using the one-
way function specified in [24].

The second-phase secret is built from encrypted nonces that are exchanged by the two parties. Another Diffie-Hellman
exchange may be used in addition to the encrypted nonces. Within IPCablecom, IKE must not perform a
Diffie-Hellman exchange in the second IKE phase in order to avoid the associated performance penalties.

The second IKE phase is authenticated using a shared secret that was established in the first phase. Supported
authentication algorithms are the same as those specified for IPsec in clause 6.1.2.2.
6.2.2.3 Encryption Algorithms for IKE Exchanges

Both phase 1 and phase 2 IKE exchanges include some symmetrically-encrypted messages. The encryption agorithms
supported as part of the IPCablecom Profile for IKE must be the same algorithms identified in the |PCablecom profile
for IPsec ESP in table 2 of clause 6.1.2.1.
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6.2.2.4 Diffie-Hellman Groups

IKE defines specific sets of Diffie-Hellman parameters (i.e. prime and generator) that may be used for the phase 1 IKE
exchanges. These are called groupsin [24]. The use of Diffie-Hellman groups within IPCablecom IKE isidentical to
that specified in [24]: the first group must be supported and the remaining groups should be supported. Note that thisis
different from the requirements pertaining to the | PCablecom use of groupsin PKINIT described in clause 6.4.2.1.1.
Annex E provides details of the first and second Oakley groups.

6.2.2.5 Security Association Renegotiation

Renegotiation or rekeying of an IKE Security Association (SA) istriggered by the end of its lifetime as measured in
elapsed time or number of kilobytes of data protected by the SA. Each peer should transition from the old SA to the new
SA the same way to avoid interoperability problems. After successful IKE phase 1 ISAKMP SA renegotiation both
peers must use the new SA when sending traffic and be able to receive traffic on the new SA. After successful IKE
phase 2 |Psec SA renegotiation both peers must use the new outbound SA when sending traffic and be able to receive
traffic on the new inbound SA.

6.3 SNMPV3

Any mention of SNMP in the present document without a specific reference to the SNMP protocol version must be
interpreted as SNMPv3.

I PCablecom supports use of SNMPv2c coexistence for network management operations for devices provisioned under
the Basic Flow or the Hybrid Flow. It also supports the SNMPv3/v2c coexistence for network management operations
when the device is provisioned under the Secure Flow. Refer to the provisioning specification [4] for the use of SNMP
coexistence in | PCablecom.

For any interface within the I|PCablecom architecture utilizing SNMPv3, SNMPv3 authentication must be turned on at
all times and SNMPv3 privacy may also be utilized.

In order to establish SNMPv3 keys, al 1PCablecom SNMP interfaces should utilize Kerberized SNMPv3 key
management (as specified in clause 6.5.4). In addition, SNMPv3 key management techniques specified in [28] may also
be used.

6.3.1 SNMPvVv3 Transform Identifiers

The SNMPv3 Transform Identifier (1 byte) is used by Kerberized key management to negotiate an encryption a gorithm
for use by SNMPv3.

For IPCablecom, the following SNMPv3 Transform Identifiers are supported.

Table 4: SNMPv3 Transform Identifiers

Transform ID Value Key Size Must be Description
(Hex) (in bits) Supported
SNMPv3_DES 0x21 128 yes DES in CBC mode. The first 64 bits are used as

the DES Key and the remaining 64 are used as
the pre-1V as described in [28]

SNMPv3_NULL 0x20 0 yes Encryption turned off

The SNMPv3_DES and the SNMPv3_NULL Transform IDs must be supported. The DES encryption transform for
SNMPv3 is specified in [28]. Note that DES encryption does not provide strong privacy but is currently the only
encryption a gorithm specified by the SNMPv3 standard.

6.3.2 SNMPv3 Authentication Algorithms

SNMPv3 Authentication Algorithm (1 byte) is used by Kerberized key management to negotiate an SNMPv3 message
authentication agorithm.
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For IPCablecom, the following SNMPv3 Authentication Algorithms are supported (both of which are specified in [28]).

Table 5: SNMPv3 Authentication Algorithms

Authentication Algorithm Value Key Size Must be Supported Description
(Hex) (in bits)
SNMPv3_HMAC-MD5 0x21 128 yes (also required by [28]) MD5 HMAC
SNMPv3_HMAC-SHA-1 0x22 160 no (should be supported) SHA-1 HMAC

The SNMPv3_HMAC-MD5 Authentication Algorithm must be supported. The SNMPv3_HMAC-SHA-1
Authentication Algorithm should be supported.

6.4 Kerberos / PKINIT

6.4.1 Overview

| PCablecom utilizes the concept of Kerberized |Psec for signalling between an Application Server, such asthe CMS,
and the MTA. Thisrefersto the ability to create |Psec Security Associations using keys derived from the subkeys
exchanged using the Kerberos AP Request/AP Reply messages. On this interface, Kerberos (annex B) is utilized with
the PKINIT public key extension (also see annex C).

Kerberized 1Psec consists of three distinct phases:

1) Aclient should obtain a TGT (Ticket Granting Ticket) from the KDC (Key Distribution Centre). Once the
client obtainsthe TGT, it must use the TGT in the subsequent phase to authenticate to the KDC and obtain a
ticket for the specific Application Server, e.g. aCMS.

In Kerberos, tickets are symmetric authentication tokens encrypted with a particular server's key. (For aTGT,
the server isthe KDC.) Tickets are used to authenticate a client to a server. A PKI equivalent of aticket would
be an X.509 certificate. In addition to authentication, aticket is used to establish a session key between a client
and a server, where the session key is contained in the ticket.

Thelogical function within the KDC that is responsible for issuing TGTs isreferred to as an Authentication
Server or AS.

2) Aclient obtains aticket from the KDC for a specific Application Server. In this phase, aclient can
authenticate with a TGT obtained in the previous phase. A client can also authenticate to the KDC directly
using adigital certificate or a password-derived key, bypassing phase 1.

Thelogical function within the KDC that is responsible for issuing Application Server tickets based on a TGT
isreferred to asthe Ticket Granting Server - TGS. When the TGT is bypassed, it is the Authentication Server
that issues the Application Server tickets.

3) Aclient utilizes the ticket obtained in the previous phase to establish a pair of Security Parameters (one to send
and one to receive) with the server. Thisis the only key management phase that is not already specified in an
IETF standard. The previous two phases are part of standard Kerberos, while this phase defines new messages
that tie together K erberos key management and 1Psec.
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Figure 4 illustrates the three phases of Kerberos-based key management for | Psec.
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Figure 4: Kerberos-Based Key Management for IPsec

During the AS Request / AS Reply exchange (that can occur in either phase 1 or phase 2), the client and the KDC
perform mutual authentication. In standard Kerberos, a client key that is shared with the KDC is used for this
authentication (see clause 6.4.4). The same AS Request / AS Reply exchange may also be authenticated with digital
signatures and certificates when the PKINIT public key extension is used (see clause 6.4.2). Both the TGT and the
Application Server tickets used within |PCablecom have arelatively long lifetime (days or weeks). Thisis acceptable as
3-DES, areasonably strong symmetric algorithm, is required by |PCablecom.

I PCablecom utilizes the concept of a TGT (Ticket Granting Ticket), used to authenticate subsequent requests for
Application Server tickets. The use of aTGT has two main advantages:

. It [imits the exposure of the relatively long-term client key (that isin some cases reused as the service key).
This consideration does not apply to clients that use PKINIT.

. It reduces the number of public key operations that are required for PKINIT clients.

The Application Server ticket contains a symmetric session key, which must be used in phase 3 to establish a set of keys
for the IPsec ESP protocol. The keys used by IPsec must expire after a configurable time-out period (e.g. 10 minutes).
Normally, the same Application Server ticket should be used to automatically establish a new |Psec SA. However, there
are instances where it is desirable to drop | Psec sessions after a Security Association time out and establish them on-
demand later. This allows for improved system scalability, since an application server (e.g. CMS) does hot need to
maintain a SA for every client (e.g. MTA) that it controls. It is also possible that a group of application servers (e.g.
CMS cluster) may control the same subset of clients (e.g. MTAS) for load balancing. In this case, the MTA is not
required to maintain a SA with each CMSin that group. This clause provides specifications for how to automatically
establish a new |Psec SA right before an expiration of the old one and how to establish IPsec SAs on-demand, when a
signalling message needs to be sent.
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I PCablecom also utilizes the Kerberos protocol to establish SNMPv3 keys between the MTAs and the Provisioning
Server. Kerberized SNMPv3 key management is very similar to the Kerberized 1Psec key management and consists of
the same phases that were explained above for Kerberized IPsec. Each MTA again utilizes the PKINIT extension to
Kerberos to authenticate itself to the KDC with X.509 certificates.

Once an MTA obtains its service ticket for the Provisioning Server, it utilizes the same protocol that is used for
Kerberized | Psec to authenticate itself to the Provisioning Server and to generate SNMPv3 keys. The key management
protocol is specified to allow application-specific data that has different profiles for SNMPv3 and |Psec. The only
exception isthe Rekey exchange that is specified for IPsec in order to optimize the MTA hand-off between the
members of a CM S cluster. The Rekey exchangeis not utilized for SNMPv3 key management.

A recipient of any Kerberos message that does not fully comply with the I|PCablecom requirements must reject the
message.

6.4.1.1 Kerberos Ticket Storage

Kerberos clients that store tickets in persistent storage will be able to re-use the same Kerberos ticket after areboot. In
the event that PKINIT is used, this avoids the need to perform public key operations.

A Kerberos client must not obtain anew TGT upon reboot if it possesses a valid service ticket.

An MTA must store the Provisioning Server service ticket in persistent storage. An MTA must be capable of storing a
minimum of pktcMtaDevEndPntCount+1 CMS service tickets in persistent storage, where pktcMtaDevEndPntCount is
the MIB object specifying the number of physical endpoints onthe MTA. An MTA must store all CM S service tickets
that correspond to active endpoints. This meansthat an MTA that reaches the maximum number of CM S service tickets
that can be stored in persistent storage will not over-write CM S service tickets that correspond to active endpoints.

Kerberos clients other than MTASs should retain service tickets in persistent storage.

Note that Kerberos clients will need to store additional information in order to use and validate the ticket, such asthe
session key information, the client I P address, and the ticket validity period. Refer to clause 7.1 for additional
information on reusing stored tickets.

6.4.2 PKINIT Exchange

Figure 5 illustrates how aclient may use PKINIT to either obtain a TGT (phase 1) or a Kerberos ticket for an
Application Server (phase 2).

The PKINIT Request is carried as a Kerberos pre-authenticator field inside an AS Request and the PKINIT Reply isa
pre-authenticator inside the AS Reply. The syntax of the Kerberos AS Reguest / Reply messages and how pre-
authenticators plug in is specified in annex B.

In this clause, the PKINIT client isreferred to asan MTA, asit is currently the only |PCablecom element that
authenticates itself to the KDC with the PKINIT protocol. If in the future other I1PCablecom elements will also utilize
the PKINIT protocol, the same specifications will apply. IPCablecom use of the AS Request / AS Reply exchange
without PKINIT is covered in clause 6.4.3.
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PKINIT Req:
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Figure 5: PKINIT Exchange

Figure 5 lists several important parameters in the PKINIT Request and Reply messages. These parameters are:

PKINIT Request

MTA (Kerberos principal) name - found in the KDC-REQ-BODY Kerberos structure (see annex B). For the
format used in IPCablecom, see clause 6.4.7.

KDC or Application Server (Kerberos principal) name - found in the KDC-REQ-BODY Kerberos structure
(see annex B). For the format used in IPCablecom, see clause 6.4.6.

Time - found in the PK Authenticator structure, specified by PKINIT (annex C).

Nonce - found in the PK Authenticator structure, specified by PKINIT (annex C). Thereis also a second honce
inthe KDC-REQ-BODY Kerberos structure.

Diffie-Hellman parameters, signature and MTA certificate - these are all specified by PKINIT (annex C) and
their use in |PCablecom is specified in clause 6.4.2.1.1. Annex E provides details of the first and second
Oakley groups.

PKINIT Reply

TGT or Application Server Ticket - found in the KDC-REP Kerberos structure (see annex B).

KDC Certificate, Diffie-Hellman parameters, signature - these are all specified by PKINIT (see annex C) and
their use in |PCablecom is specified in clause 6.4.2.1.2. Annex E provides details of the first and second
Oakley groups.

Nonce - found in the KdcDHKeylInfo structure, specified by PKINIT (annex C). This nonce must be the same
as the one found in the PK Authenticator structure of the PKINIT Request. There is another nonce in

EncK DCRepPart Kerberos structure (see annex B). This honce must be the same as the one found in the KDC-
REQ-BODY of the PKINIT Request.

Session key, key validity period - found in the EncKDCRepPart Kerberos structure (see annex B).
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Infigure 5, the PKINIT exchangeis performed at long intervals, in order to obtain an (intermediate) symmetric session
key. This session key is shared between the MTA and the server viathe server'sticket, where the application server may
be the KDC (in which case the ticket isthe TGT).

6.4.2.1 PKINIT Profile for IPCablecom

A particular MTA implementation must utilize the PKINIT exchange to either obtain Application Server tickets
directly, or obtain aTGT first and then use the TGT to obtain Application Server tickets. An MTA implementation may
also support both uses of PKINIT, where the decision to get a TGT first or not islocal to the MTA and is dependent on
aparticular MTA implementation. On the other hand, the KDC must be capable of processing PKINIT requests for both
aTGT and for Application Server tickets.

The PKINIT exchange occurs independent of the signalling protocol, based on the current Ticket Expiration Time
(Ticketexp) and on the PKINIT Grace Period (PKINITgp). If the PKINIT clientisan MTA and the ticket it currently
possesses corresponds to the Provisioning Server in the MIB, aKDC for aREALM that currently existsin the REALM
table, or aCMS that currently existsin the CM S table, the MTA must initiate the PKINIT exchange at the time:
Ticketexp - PKINITgp, If the PKINIT client isan MTA and the ticket it currently possesses does not correspond to the
Provisioning Server in the MIB, aKDC for aREALM that currently existsin the REALM table, or a CM S that
currently existsin the CM S table, the MTA must not initiate a PKINIT exchange. On the interfaces where PKINITgp is
not defined, the MTA should perform PKINIT exchanges on-demand.

In the case where PKINIT is used to obtain an Application Server ticket directly, the use of the grace period accounts
for a possible clock skew between the MTA and the CM S or other application server. If the MTA islate with the
PKINIT exchange, it still has until Ticketgyp before the Application Server starts rejecting the ticket. Similarly, if
PKINIT isused to obtain a TGT the grace period accounts for a possible clock skew between the MTA and the KDC.

The PKINIT exchange stops after the MTA obtains a new ticket, and therefore does not affect existing security
parameters between the MTA and the CM S or other application server. Synchronizing the PKINIT exchange with the
AP Request/Reply exchange is not required as long as the AS Request/Reply exchange resultsin avalid, non-expired
Kerberos ticket.

The PKINIT Request/Reply messages contain public key certificates, which make them longer than anormal size of a
UDP packet. In this case, large UDP packets must be sent using IP fragmentation.

A KDC server should be implemented on a separate host, independent of the Application Server. This would mean, that
frequent PKINIT operations from some MTAs will not affect the performance of any of the application servers or the
performance of those MTAs that do not require frequent PKINIT exchanges.

Kerberos Tickets must not be issued for a period of time that islonger than 7 days. The MTA clock must not drift more
than 2,5 minutes within that period (7 days). The PKINIT Grace Period PKINITge must be at least 15 minutes.

6.4.2.1.1 PKINIT Request
The PKINIT Request message (PA-PK-AS-REQ) in annex Cis defined as.
PA-PK-AS-REQ ::= SEQUENCE
signedAuthPack [0] ContentInfo,
trustedCertifiers [1] SEQUENCE OF TrustedCas OPTIONAL,
kdcCert [2] IssuerAndSerialNumber OPTIONAL,
encryptionCert [3] IssuerAndSerialNumber OPTIONAL

}
The following fields must be present in PA-PK-AS-REQ for |PCablecom (and all other fields must not be present):

e signedAuthPack - a signed authenticator field, needed to authenticate the client. It is defined in Cryptographic
Message Syntax, identified by the SignedData OID:{iso(1) member-body(2) us(840) rsadsi(113549) pkcs(1)
pkes?(7) 2}. SignedDatais defined as:

SignedData ::= SEQUENCE ({
version CMSVersion,
digestAlgorithms DigestAlgorithmIdentifiers,
encapContentInfo EncapsulatedContentInfo,
certificates [0] IMPLICIT CertificateSet OPTIONAL,
crls [1] IMPLICIT CertificateRevocationLists
OPTIONAL,
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signerInfos SignerInfos

}

e  digestAlgorithms - for now must contain an a gorithm identifier for SHA-1. Other digest algorithms may
optionally be supported in the future.

. encapContentlnfo - is of type EncapsulatedContentlnfo that is defined by Cryptographic Message Syntax as:

EncapsulatedContentInfo ::= SEQUENCE {
eContentType ContentType,
eContent [0] EXPLICIT OCTET STRING OPTIONAL

}

Here eContentType indicates the type of data and for PKINIT must be set to:
{iso(2) org(3) dod(6) internet(1) security(5) kerberosv5(2) pkinit(3) pkauthdata(1)}

eContent is a data structure of type AuthPack encoded inside an OCTET STRING:

AuthPack ::= SEQUENCE ({
pkAuthenticator [0] PKAuthenticator,
clientPublicValue [1] SubjectPublicKeyInfo OPTIONAL

}

The optional clientPublicVaue parameter inside the AuthPack must always be present for |PCablecom. (This parameter
specifies the client's Diffie-Hellman public value [50].)

PKAuthenticator ::= SEQUENCE {
cusec [0] INTEGER,
-- for replay prevention as in RFC1510
ctime [1] KerberosTime,
-- for replay prevention as in RFC1510
nonce [2] INTEGER,

-- zero only if client will accept

-- cached DH parameters from KDC;

-- must be non-zero otherwise
pachecksum [3] Checksum

-- Checksum over KDC-REQ-BODY

-- Defined by Kerberos spec

}

The pachecksum field must use the Kerberos checksum type rsa-md5, a plain MD5 checksum over the KDC-REQ-
BODY.

The nonce field must be non-zero, indicating that the client does not support the caching of Diffie-Hellman values and
their expiration.

. certificates - required by IPCablecom. This field must contain an MTA Device Certificate and an MTA
Manufacturer Certificate. This field must not contain any other certificates. All IPCablecom certificates are
X.509 certificates for RSA Public keys as specified in clause 8.

. crls- must not befilled in by the MTA.

. signerinfos - must be a set with exactly one member that holdsthe MTA signature. Thissignature is a part of a
SignerInfo data structure defined within the Cryptographic Message Syntax. All optional fieldsin this data
structure must not be used in |PCablecom. The digestAlgorithm must be set to SHA-1:

{iso(1) identified-organization(3) oiw(14) secsig(3) algorithm(2) 26}
and the signatureAlgorithm must be set to rsaEncryption:
{iiso(1) member-body(2) us(840) rsadsi(113549) pkcs(1) pkes-1(1) 1}

PKINIT allows an Ephemeral-Ephemeral Diffie-Hellman exchange as part of the PKINIT Request/Reply sequence.
(Ephemeral-Ephemeral means that both parties during each exchange randomly generate the Diffie-Hellman private
exponents.) The Kerberos session key is returned to the MTA in the PKINIT Reply, encrypted with a secret that is
derived from the Diffie-Hellman exchange. Within IPCablecom, the Ephemeral -Ephemeral Diffie-Hellman must be
supported.
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The IKE specification in [24] defines Diffie-Hellman parameters as Oakley groups. Within the |PCablecom PKINIT
profile the 2nd Oakley group must be supported and the 1st Oakley group may also be supported. Annex E provides
details of the first and second Oakley groups.

When generating Diffie-Hellman private keys, a device must generate akey of length at least 144 bits when the first
Oakley group is used and must generate a key of length at least 164 bits when the second Oakley group is used.

For further details of PKINIT, please refer to annex C.

Additionally, PKINIT supports a Static-Ephemeral Diffie-Hellman exchange, where the client is required to possess a
Diffie-Hellman certificate in addition to an RSA certificate. This mode must not be used within |PCablecom.

PKINIT also alows asingle client RSA key to be used both for digital signatures and for encryption - wrapping the
Kerberos session key in the PKINIT Reply. This mode must not be used within | PCablecom.

PKINIT has an additional option for a client to use two separate RSA keys - one for digital signatures and one for
encryption. This mode must not be used within IPCablecom.

Upon receipt of a PA-PK-AS-REQ, the KDC must:

1) check thevalidity of the certificate chain (MTA Device Certificate, MTA Manufacturer Certificate, MTA Root
Certificate)

2) check the validity of the signature in the (single) Signerinfo field

3) check the validity of the checksum in the PK Authenticator

6.4.2.1.2 PKINIT Reply
The PKINIT Reply message (PA-PK-AS-REP) in annex C is defined as follows:

PA-PK-AS-REP ::= CHOICE ({
dhSignedData [0] ContentInfo,
encKeyPack [1] ContentInfo

}

| PCablecom must use only the dhSignedData choice, which is needed for a Diffie-Hellman exchange.

The value of the Kerberos session key is not present in PA-PK-AS-REP. It is found in the encrypted portion of the AS
Reply message that is specified in annex B. The AS Reply is encrypted with 3-DES CBC, with a Kerberos etype value
of des3-cbc-md5 (see clause 6.4.2.2). Other encryption types may be supported in the future.

The client must use PA-PK-AS-REP to determine the encryption key used on the AS Reply. This PKINIT Reply
contains the KDC's Diffie-Hellman public value that is used to generate a shared secret (part of the key agreement).
This shared secret is used to encrypt/decrypt the private part of the AS Reply.

. dhSignedData - dhSignedData is identified by the SignedData oid: {iso(1) member-body(2) us(840)
rsadsi(113549) pkcs(1) pkes7(7) 2} . Within SignedData (specified in clause 6.4.2.1.1):

- digestAlgorithms - for now must contain an algorithm identifier for SHA-1. Other digest algorithms may
optionally be supported in the future

- encapContentlnfo - is of type pkdhkeydata, where eContentType contains the following OID value:
{iso(2) org(3) dod(6) internet(1) security(5) kerberosv5(2) pkinit(3) pkdhkeydata(2)}

eContent is of type KdcDHKeylInfo (encoded inside an OCTET STRING):

KdcDHKeyInfo ::= SEQUENCE {
-- used only when utilizing Diffie-Hellman
subjectPublicKey [0] BIT STRING,
-- Equals public exponent (g”a mod p)
-- INTEGER encoded as payload of
-- BIT STRING
nonce [1] INTEGER,
-- Binds response to the request
-- Exception: Set to zero when KDC
-- is using a cached DH value
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dhKeyExpiration [2] KerberosTime OPTIONAL
-- Expiration time for KDC's cached
-- DH value

" The nonce must be the same nonce that was passed in by the client in the PKINIT Request.

L] The subjectPublicK ey must be the Diffie-Hellman public value generated by the KDC. The
Diffie-Hellman-derived key is used to directly encrypt part of the AS Reply. The requirements on
the length of the Diffie-Hellman private exponent are as defined in clause 6.4.2.1.1.

=  The dhKeyExpiration must not be present as caching of Diffie-Hellman valuesis not permitted.

- certificates - required by IPCablecom. This field must contain a KDC certificate. If aLocal System CA
issued the KDC certificate, then the corresponding Local System CA Certificate must also be present.
The Service Provider CA Certificate must also be present in this field. Thisfield may contain the Service
Provider Root CA certificate (refer to clause 8.2.1 for validating the Service Provider Root CA certificate
if it isincluded in the PKINIT Reply). Thisfield must not contain any other certificates. If the MTA is
configured with a specific service provider name, it must verify that the Service Provider nameis
identical to the value of the OrganizationName attribute in the subjectName of the Service Provider
certificate. If the Local System Certificate is present, then the MTA must verify that the Service Provider
name isidentical to the value of the OrganizationName attribute in the subjectName of the Local System
Certificate. In addition to standard certificate verification rules specified in RFC 2459 [34], an MTA
must verify that the KDC certificate includes a subjectAltName extension in the format specified in
clause 8.2.3.4.1. The MTA must verify that the extension contains avalid KDC principal name and that
the KDC ream in this extension isidentical to the server realm name in the encrypted portion of the AS
Reply message (EncK DCRepPart).

- crls - this optional field may be filled in by the KDC.

- signerlnfos - must be a set with exactly one member that holds the KDC signature. This signatureisa
part of a SignerInfo data structure defined within the Cryptographic Message Syntax. All optional fields
in this data structure must not be used in |PCablecom. The digestAlgorithm must be set to SHA-1:

{iso(1) identified-organization(3) oiw(14) secsig(3) algorithm(2) 26}
the signatureAlgorithm must be set to rsaEncryption:
{iso(1) member-body(2) us(840) rsadsi(113549) pkcs(1) pkes-1(1) 1}
Upon receipt of a PA-PK-AS-REP, the client must:
1) check the value of the nonce in the eContent field
2)  check the validity of the KDC certificate
3) check the validity of the signature in the Signerinfo field

6.4.2.1.2.1 PKINIT Error Messages

In the case that a PKINIT Request isrejected, instead of a PKINIT Reply the KDC must return a Kerberos error
message of type KRB_ERROR, as defined in annex C. Any error code that is defined in annex C for PKINIT may be
returned.

. The KRB_ERROR must use typed-data of REQ-NONCE to bind the error message to the nonce from the
KDC-REQ-BODY portion of the AS-REQ message. This error message must not include the optional
e-cksum member that would contain a keyed checksum of the error reply. The use of thisfield is not possible
during the PKINIT exchange, since the client and the KDC do not share a symmetric key.

When aclient receives an error message from the KDC, in some cases the present document calls for the client to take
some recovery steps and then send anew AS Request or TGS Request. When aclient is responding to an error message,
it is not aretry and must not be considered to be part of the client's back-off and retry procedure specified in

clause 6.4.8. The client must reset its timers accordingly, to reflect that the new request in response to an error message
isnot aretry.
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Although the present document calls for a KDC to return some specific error codes under certain error conditions, in the
case when aKDC isrepeatedly getting the same error from the same client | P address, it may at some point choose to
stop sending back any further replies (errors or otherwise) to this client.

6.4.2.1.2.1.1 Clock Skew Error

When the KDC clock and the client clock are off by more than the limit for a clock skew, an error code
KRB_AP_ERR_SKEW must be returned. The value for the maximum clock skew allowed by the KDC must not
exceed 5 minutes. The optional client'stime in the KRB_ERROR must be filled out, and the client must compute the
difference (in seconds) between the two clocks based upon the client and server time contained in the KRB_ERROR
message. The client should store this clock difference in non-volatile memory and must use it to adjust Kerberos
timestamps in subsequent KDC request messages (AS Request and TGS Request) by adding the clock skew to itslocal
clock value each time. The client must maintain a separate clock skew value for each realm. The clock skew values are
intended for uses only within the Kerberos protocol and should not otherwise affect the value of the local clock (sincea
clock skew islikely to vary from realm to realm).

In the case that a KDC request fails due to a clock skew error, a client must immediately retry after adjusting the
Kerberos timestamp inside the KDC Request message.

In addition, the MTA must validate the time offset returned in the clock skew error, to make sure that it does not exceed
a maximum allowable amount. This maximum time offset must not exceed 1 hour. ThisMTA check against a
maximum time offset protects against an attack in which arogue KDC attempts to fool an MTA into accepting an
expired KDC certificate.

6.4.2.1.3 Pre-Authenticator for Provisioning Server Location

An AS Reguest sent by the MTA must include this PROV-SRV-LOCATION pre-authenticator that the KDC can useto
locate the Provisioning Server.

The pre-authenticator type must be -1 (according to annex B, the negative typeis used for application-specific pre-
authenticators). I1ts ASN.1 encoding is specified as.

PROV-SRV-LOCATION ::= GeneralString
-- Provisioning Server's FQDN

6.4.2.2 Profile for the Kerberos AS Request / AS Reply Messages

As mentioned earlier, the PKINIT Request and Reply are pre-authenticator fields embedded into the AS Request / AS
Reply messages. The I PCablecom-specific PROV-SRV-LOCATION pre-authenticator must be used in combination
with PKINIT. All other pre-authenticators must not be used in combination with PKINIT.

The optional fields from, enc-authorization-data, additional-tickets and rtime in the KDC-REQ-BODY must not be
present in the AS Request. All other optional fieldsin the AS Request may be present for IPCablecom. The client must
not set any of the KDCOptionsin the AS-REQUEST, except that the DISABLE-TRANSITED-CHECK option may be
Set.

The MTA must include its IP addressin the optional addresses field of the KDC-REQ-BODY . The KDC must verify
that the addresses field in the KDC-REQ-BODY contains exactly one | P address and that it isidentical to the IP address
inthe IP header of the AS Request. After the KDC validates the addresses field, it must include it in the caddr fields of
the issued ticket and the AS Reply. The KDC must reject an AS Request that does not include the MTA's | P address. In
this case the KDC must returnaKDC_ERR_POLICY error code.

If aKDC receives an AS-REQ message in which any of the KDCOptions are set, except for the DISABLE-
TRANSITED-CHECK option, the KDC must return an error with the error code KDC_ERR_POLICY.

Inthe AS Reply, key-expiration, starttime and renew-till optional fields must not be present. The session key contained
inthe AS-REPLY (which must be identical to the session key in the ticket) must be etype des3-cbc-md5.
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The encrypted part of the AS Reply is of the type EncryptedData. The ASN.1 definition of EncryptedDatathat is used
inside multiple Kerberos objectsis missing from RFC 4120 [14], annex B. In al cases, EncryptedData must be DER-
encoded with EXPLICIT tags as the following ASN.1 structure:

EncryptedData ::= SEQUENCE
etype [0] INTEGER, -- EncryptionType
kvno [1] INTEGER OPTIONAL, -- service key
-- version number
cipher [2] OCTET STRING -- ciphertext

}

When EncryptedData contains ciphertext that is encrypted with a service key, the 'kvno' element must be present and
must identify the version of the service key that was used to encrypt the data. When EncryptedData contains ciphertext
that is encrypted with a Kerberos session key or with areply key derived from a PKINIT pre-authenticator, the 'kvno'
element must not be present. Thisisthe case for the encrypted portion of the AS Reply.

The encryption type for an encrypted portion of the AS Reply must be set to des3-cbc-md5. In order to generate the
value of the ‘cipher' element of the EncryptedData, the following data must be concatenated and processed in the
following sequence before being encrypted with 3-DES CBC, IV=0:

. 8-byte random byte sequence, called a confounder

e  AnMDS5 checksum, which isthe MD5 hash of the concatenation of the three quantities
(the confounder + sixteen NULL octets + the text to be encrypted [not including any padding])

. AS Reply part that is to be encrypted
o Random padding up to a multiple of 8

Upon receipt of an AS-REPLY, the client must check the validity of the checksum in the encrypted portion of the
AS-REPLY.

6.4.2.3 Profile for Kerberos Tickets

In Kerberos Tickets, authorization-data, starttime and renew-till optional fields must not be present. The optional caddr
field must be present when requested in an AS-REQUEST or when present in a TGT of a TGS Request (see

annex B). The only ticket flags that are supported within IPCablecom are the INITIAL, PRE-AUTHENT and
TRANSITED-POLICY-CHECKED flags. If the KDC receives any request that would otherwise cause it to set any
other flag, it must return an error with the error code KDC_ERR_POLICY. The KDC must not generate tickets with
any other flags set. The session key contained in the ticket (which must be identical to the session key inthe AS-
REPLY) must be etype des3-cbc-md5. Since the transited encoding information normally required by PKINIT (see
annex B) is not used in IPCablecom, a KDC may choose to leave as anull string the ‘contents' field of the
TransitedEncoding portion of aticket issued in response to a PKINIT request.

The encrypted part of the Kerberos ticket must be encrypted with the encryption type set to des3-cbc-md5, using the
same procedure as described in clause 6.4.2.2.

Upon receipt of aticket for a service, the server must:
1) check thevalidity of the checksum in the encrypted portion of the ticket
2)  check that the ticket has not expired

Currently, all the service keys are pre-shared using an out-of-band mechanism between the KDC and the device
providing the service. In the future, |PCablecom may support a method that does not require these keys to be pre-
shared.

6.4.3 Symmetric Key AS Request / AS Reply Exchange

In IPCablecom, a Kerberos client may use standard symmetric-key authentication (with a client key) during the AS
Request / AS Reply exchange. Also, in IPCablecom, aclient not utilizing PKINIT is, at the same time, an Application
Server for which other clients might obtain tickets. This means that an |PCablecom entity may utilize the same
symmetric key for both client authentication and for decrypting its service tickets.
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The Kerberos AS Request / AS Reply exchange, in general, is allowed to occur with no client authentication. The client,
in those cases, would authenticate itself later by proving that it is able to decrypt the AS Reply with its symmetric key
and make use of the session key.

Such use of Kerberosis hot acceptable within |PCablecom. This approach would allow arogue client to continuously
generate AS Requests on behalf of other clients and receive the corresponding AS Replies. Although this rogue client
would be unable to decrypt each AS Reply, it will know some of the fields that it should contain. This, and the
availability of the matching encrypted AS Replies, would aid an attacker in the discovery of another client's key with
cryptanalysis.

Therefore, IPCablecom requires that whenever an AS Request is not using a PKINIT preauthenticator, it must instead
use a different preauthenticator, of type PA-ENC-TS-ENC. This preauthenticator is specified as:

PA-ENC-TS-ENC ::= SEQUENCE {
patimestamp [0] KerberosTime,

-- client's time
pausec [1] INTEGER OPTIONAL,
pachecksum [2] CheckSum OPTIONAL

-- keyed checksum of

-- KDC-REQ-BODY

}

The PA-ENC-TS-ENC preauthenticator must be encrypted with the client key using the encryption type des3-cbc-md5,
as described in clause 6.4.2.2. All optional fields inside PA-ENC-TS-ENC must be present for |PCablecom. The
pachecksum field must be a keyed checksum of type rsa-md5-des3. The checksum must be keyed with the client key.
The checksum must be validated by the KDC.

The encrypted timestamp is used by the KDC to authenticate the client. At the same time, the timestamp inside this
preauthenticator is used to prevent replays. The KDC checks for replays upon the receipt of this preauthenticator; thisis
similar to the checking performed by an Application Server upon receipt of an AP Request message.

If the timestamp in the PA-ENC-TS-ENC preauthenticator differs from the current KDC time by more than the
acceptable clock skew then KDC must reply with a clock skew error message. The client must respond to this error
message as specified in clause 6.4.2.1.2.1.1.

If the realm, target server name (e.g. the name of the KDC), along with the client name, time and microsecond fields
from the PA-ENC-TS-ENC preauthenticator match any recently-seen such tuples, the KRB_AP_ERR_REPEAT error
must be returned. The KDC must remember any such preauthenticator presented within acceptable clock skew period,
so that areplay attempt is guaranteed to fail.

If the Application Server loses track of any authenticator presented within the acceptable clock skew period, it must
reject all requests until the acceptable clock skew interval has passed.

Symmetric-key AS Request / AS Reply exchangeisillustrated in figure 6.
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client DC

{ Service Key }K

AS Request:
Client name,
KDC name or other server name,
nonce, '
PA-ENC-TS-ENC preauthenticator:
client time encrypted

with the client key

AS Reply:
TGT or other server ticket,
nonce + session key + key validity period

encrypted with the client key
Ticket,
Session Key

v v

47

Figure 6: Symmetric-Key AS Request / AS Reply Exchange

6.4.3.1 Profile for the Symmetric Key AS Request / AS Reply Exchanges

The content of the AS Request / AS Reply messages is the same as in the case of the PKINIT preauthentication (see
clause 6.4.2.1) with the exception of the type of the preauthenticator that is used.

In general, clients using a symmetric-key form of the AS Request / AS Reply exchange are not required to always
possess avalid TGT or avalid Application Server ticket. A client may obtain both a TGT and Application Server tickets
on-demand, as they are needed for the key management with the Application Server.

However, there may be cases where aclient is required to quickly switch between servers for load balancing and the
additional symmetric-key exchanges with the KDC are undesirable. In those cases, a client may be optimized to obtain
tickets in advance, so that the key management would take only a single roundtrip (AP Request / AP Reply exchange.)

In the case that the KDC rejects the AS Request, it returns a KRB_ERROR message instead of the AS Reply, as
specified in annex B. The KRB_ERROR must use typed-data of REQ-NONCE to bind the error message to the nonce
from the AS-REQ message. This error message must include the optional e-cksum member that would contain an rsa-
md5-des3 keyed checksum of the error reply, unless pre-authentication failed to prove knowledge of the shared
symmetric key in which case the e-cksum must not be used.

The rsa-md5-des3 checksum must be computed as follows:

1) prepend the message with an 8-byte random byte sequence, called a confounder
2) takean MD5 hash of the result of step 1

3) prepend the hash with the same 8-byte confounder

4) takethe 3DES session key from the ticket and XOR each byte with FO

5) use3DESin CBC mode to encrypt the result of step 3, using the key in step 4 and with 1V (initialization
vector)=0

Once aclient receives an AS Reply, it should save both the obtained ticket and the session key information (found in
the enc-part member of the reply) in non-volatile memory. Thus, the client will be able to re-use the same Kerberos
ticket after areboot, avoiding the need to perform the AS Request again.

Kerberos Tickets must not be issued for a period of time that islonger than 7 days (same as for PKINIT exchanges).

Upon receipt of aKRB_ERROR that contains an e-cksum field, the recipient must verify the validity of the checksum.
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6.4.4 Kerberos TGS Request / TGS Reply Exchange

In the cases where a client obtained a TGT, that TGT isthen used in the TGS Request / TGS Reply exchange to obtain a
specific Application Server ticket. Thisis part of the Kerberos standard, asit is specified in annex B.

A TGS Request includesa KRB_AP_REQ data structure (the same structure used in an AP Request: see clause 6.4.4.1).
This data structure containsthe TGT as well as an authenticator that is used by the client to prove the possession of the
corresponding session key. The TGS Reply has the same format as an AS Reply, except that it is encrypted using a
different key - the session key from the TGT.

Figure 7 illustrates the TGS Request / TGS Reply exchange.

client KDC
TGT, TGS Service Key,
TGT Session Key Target Service Key

TGS Request:
target server name and realm,
nonce,
KRB_AP_REQ preauthenticator:
TGT
client name + time + hash
encrypted with the
TGT session key

TGS Reply:
target server ticket,
- nonce + target server session key +
key validity period encrypted
with the TGT session key

Target Server Ticket,
y | Target Server Session Key

Figure 7. Kerberos TGS Request / TGS Reply Exchange

-

Figure 7 lists several important parameters in the TGS Request and Reply messages. These parameters are:
e  TGSReguest

- Target server (principal) name and realm, nonce - found in the KDC-REQ-BODY Kerberos structure
(see annex B).

- TGS preauthenticator - found in the KDC-REQ Kerberos structure, inside the padata field (see annex B).
The preauthenticator type in this case is PA-TGS-REQ.

- KRB_AP_REQ - the value of the preauthenticator of type PA-TGS-REQ.
- TGT - insidethe KRB_AP_REQ.

- Client name, time - inside the Kerberos Authenticator structure, which is embedded in an encrypted form
inthe KRB_AP_REQ.

e TGSReply

- Target server ticket - found in the KDC-REP Kerberos structure (see annex B).
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- Target server session key, nonce, key validity period - found in the EncK DCRepPart K erberos structure
(see annex B).

In general, the TGS Request / Reply exchange may be performed on-demand - whenever an Application Server ticket is
needed to establish Security Parameters. If the clientisan MTA and aticket it currently possesses corresponds to the
Provisioning Server in the MIB or a CMSthat currently existsin the CMStable, it must initiate the TGS Request /
Reply exchange at the time: Ticketexp - TGSgp. Here, Ticketexp is the expiration time of the current Application Server
ticket and TGSgp isthe TGS Grace Period. If the clientisan MTA and the ticket it currently possesses does not
correspond to the Provisioning Server in the MIB or a CM S that currently existsin the CM S table, the MTA must not
initiate a PKINIT exchange.

The validity of the Application Server tickets must not extend beyond the expiration time of the TGT that was used to
obtain the server ticket.

6.44.1 TGS Request Profile

The optional padata element in the KDC-REQ data structure must consist of exactly one element - a preauthenticator of
type PA-TGS-REQ. The vaue of this preauthenticator isthe KRB_AP_REQ data structure. Within KRB_AP_REQ:

1) Optionsin the ap-options field must not be present.
2) Theticketisthe TGT.

3)  Theencrypted authenticator must contain the checksum field - an MD5 checksum of the ASN.1 encoding of
the KDC-REQ-BODY data structure. It must not contain any other optional fields.

4)  Theauthenticator must be encrypted using 3-DES CBC with the following Kerberos etype value des3-cbc-
md5 as specified in clause 6.4.2.2.

The optional fields from, enc-authorization-data, additional-tickets and rtime in the KDC-REQ-BODY must not be
present in the TGS Request. The optional field cname should not be present. All other optional fieldsin the TGS
Request may be present for |PCablecom. The KDC must reject a TGT that has any ticket flags set, apart from the flags
INITIAL, PRE-AUTHENT or TRANSITED-POLICY-CHECKED. If the KDC receives any request that would
otherwise cause it to set any flag in the service ticket, apart from the PRE-AUTHENT and TRANSIT-POLICY -
CHECKED flags, it must return an error with the error code KDC_ERR_POLICY. The KDC must not generate TGT-
based service tickets with any other flags set.

If the TGT contains a caddr field, the KDC must verify that it isasingle |P address and that it isidentical to the IP
addressin the |P header of the TGS Request. The KDC must reject TGS Requests from an MTA with a TGT that does
not include the MTA's | P address, returninga KDC_ERR_POLICY error code (refer to clause 6.4.4.3).

Upon receipt of a TGS Request, the KDC must:
1) check thevalidity of the TGT;

2)  check the validity of the checksum in the authenticator.

6.4.4.2 TGS Reply Profile

In the TGS Reply, key-expiration, starttime and renew-till optional fields must not be present. The encrypted part of the
TGS Reply must be encrypted with the encryption type set to des3-cbc-md5, using the same procedure as described in
clause 6.4.2.2.

Upon receipt of a TGS Reply, the client must:
1) usethevalue of the nonce to bind the reply to the corresponding TGS Request;

2)  check the validity of the checksum in the encrypted portion of the TGS Reply.

6.4.4.3 Error Reply

If the KDC is able to successfully parse the TGS Request and the TGT that isinside of it, but the TGS Request is
rejected, it must return a Kerberos error message of type KRB_ERROR, as defined in annex B. The error message must
include the optional e-cksum member, which is the keyed hash over the KRB_ERROR message. The checksum type
must be rsa-md5-des3, calculated using the procedure described in clause 6.4.3.1.
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The KRB_ERROR must also include typed-data of REQ-NONCE to bind the error message to the nonce from the TGS
REQ message.
Upon receipt of a KRB_ERROR, the client must check the validity of the checksum.

6.4.5 Kerberos Server Locations and Naming Conventions

6.45.1 Kerberos Realms

A realm name may use the same syntax as a domain name, however Kerberos Realms must bein all capitals. For afull
specification of Kerberos realms, refer to annex B.

6.4.5.2 KDC

Kerberos principal identifier for the local KDC when it isin arole of issuing ticketsis always:
krbtgt/<ream>@<realm>, where <realm> is the Kerberos realm corresponding to the particular IPCablecom zone. This
isthe service namelisted insidea TGT.

A Kerberos client must query KDC FQDNSs for a particular realm name using DNS SRV records, as specified in [39]
and as shown below:

<Service Name>.<Protocol>.<Name> TTL Class SRV Priority Weight Port Target
Where:

. The Service Name for Kerberos in IPCablecom must be"_kerberos'.

e  TheProtocol for Kerberosin IPCablecom must be"_udp".

. The Name must be the Kerberos realm name that this record corresponds to.

e TTL, Class, SRV, Priority, Weight, Port, and Target have the standard meaning as defined in [39].

For example, assume the presence of arealm, PACKETCABLE.COM, with two KDCs: kdcl.packetcable.com and
kdc2.packetcable.com. These KDCs have different priorities. The DNS SRV records in this case would be:

_kerberos._udp.PACKETCABLE.COM. 86400 IN SRV 0 0 88
kdcl.packetcable.com.

_kerberos._udp.PACKETCABLE.COM. 86400 IN SRV 1 0 88
kdc2.packetcable.com.

To obtain records pertaining to the realm PACKETCABLE.COM, the MTA would send a DNS SRV request for:
_kerberos._udp.PACKETCABLE.COM

The client, upon receiving aresponse for aDNS SRV request, must consider the priority/weight as described in the
algorithm in [39] and contact the serversin that order. A client must contact the next server based on priority/weight
and so on, till al possible server FQDNs and the corresponding 1Ps are exhausted, if it fails to get a suitable response
from the first server listed (refer to clause 6.4.8 for timeout procedures).

For example, after the above DNS SRV records are retrieved, the client will try kdcl.packetcable.com first, based on its
priority. (Priority for kdcl.packetcable.comis O, while priority for kdc2.packetcable.comis 1: alower priority number
means a higher priority.)

When an |PCablecom KDC is requesting information from a Provisioning Server (e.g. the mapping of an MTA MAC
address to its corresponding FQDN) it must use a principal name of type NT- PRINCIPAL (1) with a single component
"kdcquery" (without quotes).

In an ASCII representation, the principal identifier is as follows:
kdcquery @<realm>

where <ream> is the Kerberos realm of the KDC.
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6.4.5.3 CMS

A CMS Kerberos principal identifier must be constructed from the CMS FQDN as follows:
cms/<FQDN>@<realm>
where <FQDN> isthe CMS's FQDN (in lower case) and <realm> isits Kerberos realm.

For example, a CM S with an FQDN 'iptel-cmsl.companyl.com’ and with arealm name 'COMPANY 1.COM' would
have the principal identifier:

cmg/iptel-cmsl.companyl.com@COMPANY 1.COM

The Kerberos PrincipalName data structure (inside the Kerberos messages) is defined as follows:

PrincipalName ::= SEQUENCE ({
name-type [0] INTEGER,
name-string [1l] SEQUENCE OF GeneralString

}

Within this data structure, name-type must be NT-SRV-HST (which has the value of 3 according to the Kerberos
specification). The name-string element of the data structure must have exactly two components, where the first
component has the string value "cms" (without the quotes) and the second component isthe CMS's FQDN in lower
case.

For the full syntax of Kerberos principal names, refer to annex B.

For the purpose of setting up an I Psec connection between the CM S and RKS, the first component of the CM S principal
name must be of the form "cms:<ElementID", where the <ElementI D> is described in clause 6.4.5.5.

In the case of a combined network element that integrates the functions of multiple logical elements within the

| PCablecom reference architecture (e.g. asingle network element that provides both CMS and MGC functionality), the
principal name may include all server functions as specified in clause 6.4.5.5.

6.45.4 Provisioning Server

When an |PCablecom MTA Provisioning Server is acting in the role of an SNMP manager, it must use a principal nhame
of type NT-SRV-HST (3) with the following two components:

1) "mtaprovsrvr® (without quotes)
2) the FQDN of the Provisioning Server (in lower case)

In ASCII representation, the Provisioning Server's principal identifier must be as follows:
mtaprovsrvr/<Prov Server FQDN>@<ream>

where <realm> is the Kerberos realm of the Provisioning Server.

When an |PCablecom Provisioning Server is providing a service (to the KDC) that maps each MTA MAC addressto its
corresponding FQDN, it must use a principal name of type NT-SRV-HST (3) with the following two components:

1) "mtafgdnmap" (without quotes)
2) the FQDN of the Provisioning Server (in lower case)

In ASCII representation, the principal identifier must be as follows:
mtafgdnmap/<Prov Server FQDN>@<rea m>

where <realm> is the Kerberos realm of the Provisioning Server.
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6.45.5 Names of Other Kerberized Services

All Kerberized services within IPCablecom, except for the KDC krbtgt service (see 6.4.5.2), must be assigned a service
principal name of type KRB_NT_SRV_HST (Vaue=3), which has the following form according to the Kerberos
specification:

<service name>/<FQDN>

This means that the first component of the service principal name is the service namein lower case, and the last is either
an FQDN in lower-case or an |P address of the corresponding host. If a specific host has an assigned FQDN, its
principal name includes an FQDN and not an | P address. When a KDC receives aticket request for a service on this
host with an | P address instead of an FQDN as the second component of the service principal name, the KDC must
reject such arequest.

When a KDC database contains a service with a principal hame that has an 1P address as the second component, all
ticket requests for this service must use the same service principal name with the same I P address as the second
component. When a KDC receives aticket request for this service with an FQDN as the second component of the
service principal name, the KDC must reject such arequest. (This scenario could happen if a service principal is defined
in the KDC database at the time when the corresponding host does not have an FQDN, and then later an FQDN for this
host is defined as well.)

When an |P addressis used, it must be formatted as follows:
[A.B.C.D]

where A, B, C and D are components of an |Pv4 address expressed as decimal numbers. The components of an IP
address must be separated by a period . and the IP address must be surrounded by square brackets.

Thefollowing is an example of a principal name based on an | P address:
df/[192.35.65.4]

Figure 3 shows a nhumber of interfaces for which the necessary security is provided by I1Psec. In addition to supplying
the required key management using |KE with pre-shared keys, some vendors may choose to implement, and operators
to deploy, a Kerberized key management scheme for these interfaces.

The present document requires that the RK S verifies billing event messages by ensuring that the Element ID contained
in the message matches correctly the | P address at the far end of the IPsec Security Associations. In order to ensure that
the RKSis able to maintain this mapping when Kerberized key management is used to generate the Security
Associations, devices that communicate with the RKS include their Element ID in their principal name. This
information is then passed to the RKSin the cname field of the ticket that the KDC issues; thisticket is passed to the
RKSin the AP-REQ that is used to initiate the |Psec Security Associations.

The first component of the principal name for the various | PCablecom devices must be as follows:
1) BP: bp[:<ElementID>]
2) CMTS: cmty[:<ElementID>]
3) DF: df[:<ElementID>]
4) MG: mg[:<ElementID>]
5) MGC: mgc[:<ElementID>]
6) MP: mp[:<Element|D>]
7)  MPC:; mpc[:<ElementID>]
8) RKS: rkg[:<ElementID>]
9) SG: sg[:<ElementID>]
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where:

<ElementI D> isthe identifier that appearsin billing event messages and it must be included in a principal name of
every server that is capable of generating event messages.

Element 1D is defined as an 5-octet right-justified, space-padded ASCII-encoded numerical string [6]. When converting
the Element ID for use in aprincipal name, any spaces must be converted to ASCII zeroes (0x48).

For example, aCMTS that hasthe Element ID " 311" will have a principal name whose first component is
"cmts:00311". Similarly, a DF with no Element ID will have a principal name whose first component is"df".

Components that contain combined elements (such as a CM S with an integrated MGC) must indicate thisin the
principal name by including al component names, joined with the character "&", in the first component of the principal
name. The following is an example of a principal name for a combined CMS and MGC with asingle | P address:

cms.00210& mgc:00211/[192.35.65.4]
If the combined component uses a single ElementI D, the principal name would be:

cms.00210& mgc:00210/[192.35.65.4]

6.4.6 MTA Principal Names

An MTA principal name must be of type NT-SRV-HST with exactly two components, where the first component must
be the string "mta" (not including the quotes) and the second component must be the FQDN of the MTA:

mta/<MTA FQDN>
where <MTA FQDN> isthe FQDN of the MTA in lower case.

For example, if an MTA FQDN is"mtal2345.msol.com” and itsrealmis"MSO1.COM", the principal identifier would
be:

mta/mtal2345.msol.com@M SO1.COM

6.4.7 Mapping of MTA MAC Address to MTA FQDN

The MTA authenticates itself with the MTA Device Certificate in the AS Request, where the certificate contains the
MTA MAC address but not its FQDN. In order to authenticate the MTA principal name (containing the FQDN), the
KDC must map the MTA MAC address (from the MTA Device certificate) to the MTA FQDN, in order to verify the
principal name in the AS Request.

The protocol for retrieving the MTA FQDNSs is Kerberos-based. The Provisioning Server must listen for the request on
UDP port 2246 and must return the response to the UDP port from which the request was transmitted on the client:

1) MTA FQDN Request - sent from the KDC to the Provisioning Server, containing the MTA MAC address and
the hash of the MTA public key. This message consists of the Kerberos KRB_AP_REQ concatenated with
KRB_SAFE.

2) MTA FQDN Reply - areply to the KDC by the Provisioning Server, containing the MTA FQDN. This
message consists of the Kerberos KRB_AP_REP concatenated with KRB_SAFE.

3) MTA FQDN Error Reply - an error reply in response to the MTA FQDN Request. This message isthe
Kerberos KRB_ERROR.

The format of each of these messagesis specified in the clauses below.

6.4.7.1 MTA FQDN Request

The KDC must first verify the digital signature and certificate chain in the PKINIT Reguest, before sending out an
MTA FQDN Request message to determine the MTA MAC address to FQDN mapping.
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In the case where the PKINIT Request and certificate signatures are all valid but the manufacturer certificate is revoked,
the KDC may still proceed with the MTA FQDN Request. In this case, the KDC must provide the revocation time in the
MTA FQDN Request.

The MTA FQDN Request must be formatted as follows.

Table 6: MTA FQDN Request Format

Field Name Length Description
KRB _AP REQ Variable DER-encoded, the length is in the ASN.1 header
KRB_SAFE Variable DER-encoded

Inthe KRB_AP_REQ, only the following option is supported:
. MUTUAL-REQUIRED - mutual authentication required. This option must always be set.
. All other options are not supported.

The encrypted authenticator in the KRB_AP_REQ must contain the following field, which is optional in Kerberos:
. seg-number - random val ue generated by the KDC.

All other optional fields within the encrypted authenticator are not supported within |PCablecom. In clause 6.5.2.2 there
isarequirement that the recipient of a KRB_AP_REQ accepts certain negative values of seq-number; that requirement
does not apply when processing the KRB_AP_REQ embedded in areceived MTA FQDN message. The authenticator
itself must be encrypted using 3-DES CBC with the Kerberos etype value des3-chc-md5 with the session key from the
ticket that is contained in this KRB_AP_REQ object. The encryption method for des3-cbc-md5 is specified in

clause 6.4.2.2.

KRB_SAFE must contain the following field, which is optional in Kerberos:

. seg-number - same value asin the KRB_AP_REQ, to tie KRB_SAFE to KRB_AP_REQ and avoid replay
attacks.

All other optional fields within KRB_SAFE are not supported within IPCablecom. The keyed checksum within
KRB_SAFE must be of type rsa-md5-des3 and must be computed with the session key in the accompanying
KRB_AP_REQ. The method for computing an rsa-md5-des3 keyed checksum is specified in clause 6.4.3.1.

The data that is wrapped inside KRB_SAFE must be formatted as follows.

Table 7: KRB_SAFE Format

Field Name Length Description

Message Type 1 byte 1= MTA FQDN Request

Enterprise Number 4 bytes Network byte order, MSB first
1 = IPCablecom

Protocol Version 1 byte 2 for this version

MTA MAC Address 6 bytes MTA MAC Address

3 MTA Pub Key Hash 20 bytes SHA-1 hash of DER-encoded SubjectPublicKeylnfo

Manufacturer Cert Revocation |4 bytes 0 = MTA Manufacturer cert not revoked

Time Otherwise, this is UTC time, number of seconds since
midnight of Jan 1, 1970, in network byte order

Once the KDC has sent an MTA FQDN Request, it must save the nonce value that was contained in the seq-number
field in order to validate a matching MTA FQDN Reply.

If the KDC times out before getting areply it must give up and simply drop the PKINIT request with no error code
returned. The KDC must not retry in this case, since it would still have to handle retries of PKINIT Request from the
MTA. At the same time, after atime out the KDC should increase its time out value on the next request to the same
Provisioning Server using an exponential back-off agorithm.
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The Provisioning Server receiving this message must validate the KRB_AP_REQ and verify that it is not areplay using
the procedure specified in the Kerberos standard annex B, aso described in clause 6.5.2. After the KRB_AP_REQ has
been validated, the Provisioning Server must also verify the KRB_SAFE component: that the checksum keyed with the
session key is valid and that the seg-number field matchesthe KRB_AP_REQ.

If the Manufacturer Cert Revocation Time field is 0 and the Provisioning Server supports the storage of MTA public
key hashes, then it must update the MTA public key hash in its database. If the public key hash has changed or is saved
for the first time, the Provisioning Server must al so record the time this update (to the MTA public key hash) is
performed.

If the Manufacturer Cert Revocation Time field is non-zero, the Provisioning Server must validate that the public key
hash has not changed from the previous update and that the revocation time is after the last update to the MTA public
key hash. If not - the error code KRB_MTAMAP_ERR_PUBKEY _not TRUSTED must be returned. If the
Provisioning Server does not support storage of MTA public key hashes and the Manufacturer Cert Revocation Time
field is non-zero, the same error code must be returned.

6.4.7.2 MTA FQDN Reply

The MTA FQDN Reply must be formatted as follows.

Table 8: MTA FQDN Format

Field Name Length Description
KRB_AP_REP Variable DER-encoded, the length is in the ASN.1 header
KRB_SAFE Variable DER-encoded

The encrypted part of the KRB_AP_REP must contain the following field, which is optional in Kerberos:
. seg-number - echoes the value in the KRB_AP_REQ.

All other optional fields within the encrypted part of the KRB_AP_REP are not supported within [PCablecom. It must
be encrypted using 3-DES CBC with the Kerberos etype value des3-c

bc-md5 and must be computed with the session key from the preceding KRB_AP_REQ. The encryption method for
des3-cbc-md5 is specified in clause 6.4.2.2.

KRB_SAFE must contain the following field, which is optional in Kerberos:

. seg-number - same value asin the KRB_AP_REP, to tie KRB_SAFE to KRB_AP_REP and avoid replay
attacks.

All other optional fields within KRB_SAFE are not supported within IPCablecom. The keyed checksum within
KRB_SAFE must be of type rsa-md5-des3 and must be computed with the session key from the preceding
KRB_AP_REQ. The method for computing an rsa-md5-des3 keyed checksum is specified in clause 6.4.3.1.

The data that is wrapped inside KRB_SAFE must be formatted as follows.

Table 9: KRB_SAFE Data Format

Field Name Length Description
Message Type 1 byte 2 = MTA FQDN Reply
Enterprise Number 4 bytes Network byte order, MSB first.
1 = IPCablecom
Protocol Version 1 byte 2 for this version
MTA FQDN variable MTA FQDN
MTA IP Address 4 bytes MTA-IP Address (MSB first)

After the KDC receives this reply message, it must validate the integrity of both the KRB_AP_REP and KRB_SAFE
objects (see annex B) and must also verify that the val ue of the seg-number field is the same for both. If thisintegrity
check fails, the KDC must immediately discard the reply and proceed as if the message had never been received (e.g. if
the KDC was waiting for avalid MTA FQDN Reply it should continue to do so).
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The Provisioning Server may set the MTA P Addressfield of the MTA FQDN Reply to zero. If the KDC receives an
MTA FQDN REPLY with anon-zero MTA IP Addressfield, it must compare it to the IP address contained in the AS
Request. If this check fails, then the KDC must not respond to the AS Request.

6.4.7.3 MTA FQDN Error

If the Provisioning Server is able to successfully parse the KRB_AP_REQ and the ticket that isinside of it, but the
MTA FQDN Request isrejected, it must return an error message.

All errors must be returned as a KRB_ERROR message, as specified in annex B. It must include typed-data of REQ-
SEQ to bind the error message to the sequence number from the authenticator in the KRB_AP_REQ. Also, the error
message must include the optional e-cksum member, which is the keyed hash over the KRB_ERROR message. The
checksum type must be rsa-md5-des3 and must be computed with the session key from the preceding KRB_AP_REQ,
as specified in clause 6.4.3.1. In the case that the client time field inside KRB_AP_REQ differs from the Provisioning
Server's clock by more than the maximum allowable clock skew, a clock skew error must be handled as specified in
clause 6.5.2.3.2.

If the error is application-specific (not a Kerberos-related error), then KRB_ERROR must include typed-data of type
TD-APP-DEFINED-ERROR (value 106). The value of this typed-datais specified in annex B asfollows:

AppSpecificTypedData ::= SEQUENCE {
oid [0] OPTIONAL OBJECT IDENTIFIER,
-- identifies the application
data-value [1] OCTET STRING
-- application specific data

}
Inside AppSpecificTypedData the oid field must be set to:

enterprises (1.3.6.1.4.1) cablelabs (4491) clabProjects (2) clabProjlPCablecom (2) pktcSecurity (4) errorCodes (1)
FQDN (3)
The data-value field must correspond to the following typed-data val ue:
PktcKrbMtaMappingError ::= SEQUENCE {
e-code [0] INTEGER,

e-text [1] GeneralString OPTIONAL,
e-data [2] OCTET STRING OPTIONAL

}

The e-code field must correspond to one of the following error code values:

KRB_MTAMAP_ERR not_ FOUND
KRB_MTAMAP_ERR PUBKEY_not TRUSTED
KRB_MTAMAP_VERSION_UNSUP
KRB_MTAMAP_MSGTYPE_UNKNOWN
KRB_MTAMAP_ENTERPRISE_UNKNOWN
KRB_MTAMAP_NOT_YET_VALID
KRB_MTAMAP_ERR GENERIC

MTA MAC Address not found
MTA public key is not trusted
Unsupported Version Number
Unrecognized Message Type
Unrecognized Enterprise Number
MTA not yet valid

Generic MTA name mapping error

~N O oA WD

The optional e-text field can be used for informational purposes (i.e. logging, network troubleshooting) and the optional
e-datafield isreserved for future use to transport any application data associated with a specific error.

Upon receipt of aKRB_ERROR from the Provisioning Server, the KDC must check the validity of the checksum. If the
KRB_ERROR passes the validity check, the KDC must send a corresponding KRB_ERROR to the MTA (as specified
in clause 6.4.2.1.2), in response to the PKINIT Request. The application specific MAC-FQDN error codes must be
mapped to Kerberos error codes in the error reply to the MTA according to table 10.
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Table 10: Mapping of KRB_MTAMAP_ERR to KRB_ERR

KRB_MTAMAP_ERR_NOT_FOUND KDC_ERR_C_PRINCIPAL_UNKNOWN
KRB_MTAMAP_ERR_PUBKEY_NOT_TRUSTED KDC_ERR_CLIENT REVOKED
KRB_MTAMAP_VERSION_UNSUP KRB_ERR_GENERIC
KRB_MTAMAP_MSGTYPE_UNKNOWN KRB_ERR_GENERIC
KRB_MTAMAP_ENTERPRISE_UNKNOWN KRB_ERR_GENERIC
KRB_MTAMAP_NOT_YET_VALID KDC_ERR_CLIENT _NOTYET
KRB_MTAMAP_ERR_GENERIC KRB_ERR_GENERIC

6.4.8 Server Key Management Time Out Procedure

The Kerberos client must implement a retransmission strategy using exponential back-off with configurable initial and
maximum retransmission timer values for any KDC or application server requests that have not been acknowledged by
the server. The Kerberos client must update the client timestamp field with the current time-of-day reading for each
such retry. During an exponential back-off, when a previous time out value was T;, then the next time out value, value
Tis1, Must satisfy the following criteria:

1,5 X Ti < Ti+1 < 2,5 X Ti

After successfully processing an AS Request or TGS Request and generating a corresponding reply, the KDC must
save:

e  The ASReguest or TGS Request (e.g. the full AS Request / TGS Request or a hash of the AS Request / TGS
Request).

. Thefull KDC reply.

The KDC must maintain thisinformation for all requests with the client time field that is within the time window
(T -ATpax, T + ATwax), Where T isthe current time and ATyax isthe maximum clock skew that is allowed by KDC
policy.

The KDC may also save:
. The client principal identifier.

e  Theinformation that uniquely identifies the client pre-authentication field in the AS Request (PKINIT or
encrypted timestamp in the case of non public key AS Request) or TGS Request (PA-TGS-REQ).

The KDC may maintain thisinformation for all requests with the client time field that is within the time window

(T - ATpax, T + ATyax), Where T isthe current time and ATyax isthe maximum clock skew that is alowed by KDC
policy. If the AS Reguest or TGS Request is identical to the one previoudly received, the KDC must respond with the
same reply message. If only the principal name and pre-authenticator (PKINIT, encrypted timestamp or PA-TGS-REQ)
match, then the KDC must perform one of the following:

. If the received AS Request or TGS Request passes all other error checks, the KDC may reply with a cached
reply message.

. Reject this message as areplay.

The MTA may have learned severa |P addresses for aKDC or application server (refer to clause 6.4.5.2 for more
information on obtaining | P addresses from Realm Names and forming alocal list of | P addresses based on
prioritization). If the number of retransmissions for a KDC | P address has reached its maximum configured value and
there are more | P addresses for the same KDC that have not been tried, then the MTA must direct the retransmissions to
the remaining alternate addressesin itslocal list. Each time that the MTA switchesto anew KDC IP address for
retransmissions, it must start a new exponentia back-off procedure. If there are no more KDC IP addresses to try, then
the MTA should actively query the name server in order to detect the possible change of KDC network interfaces,
regardless of the Time To Live (TTL) associated with the DNS record to seeif any other | P addresses have become
available. If there are new 1P Addresses discovered, the MTA must go through the retransmission strategy again for the
newly discovered IP Addresses.
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For Kerberized key management with application servers, when an application layer isinformed that key management
with aparticular P addressfailed, it is normally up to the application layer to select the next |P address. The switch
over algorithm between multiple | P addresses mapped to the same FQDN is specified by each corresponding
application protocol. For example, in the case of the Kerberized key management between the MTA and the CMS, refer
to the NCS specification [2]. There are a so cases when key management is performed independent of the application
layer, e.g. to pre-establish security associations during MTA initiaization. In those cases, it is up to aspecific MTA
implementation to decide if to fail over and how to fail over to another application server | P address.

An application server may not respond to application messages (e.g. NCS messages) from the MTA. This may occur if
the MTA has valid security parameters with the application server, but the security parameters on the server have been
lost or corrupted (e.g. the CM S rebooted and lost all 1Psec Security Associations).

In the case of NCS signalling, an MTA must no longer use any previously established |Psec SAswith aparticular CMS
each time the NCS backoff and retry algorithm placesan MTA endpoint controlled by that CMSinto a
DISCONNECTED state. After an MTA endpoint has moved to a DISCONNECT state, it will start sending
RSIP/disconnect NCS messages which will need to be protected by newly established |Psec SAs.

6.4.9 Service Key Versioning

The service key that is shared between a KDC and an application server, to encrypt/decrypt service tickets, isa
versioned key (refer to annex B). This key may be changed either due to aroutine key refresh, or because it was
compromised. When the Service key is changed, the application server must retain the older key for a period of time
that is at least as long as the ticket lifetime used when issuing service tickets (i.e. up to 7 days). In the case of aroutine
service key change, the application server must accept any ticket that is encrypted with an older key that it has retained
and is still valid (not compromised). This key versioning on the application server will prevent against many MTAS
from suddenly flooding a KDC with PKINIT Requests for new tickets.

If aservice key is changed because it has been compromised, the application server must flag all older key versionsiit
has retained asinvalid and reject any AP Request that contains aticket that is encrypted with one of these invalid keys.
When rejecting the AP Request, the application server must respond as specified in annex B with a

KRB_AP_ERR BADKEYVER error. The application server must still decrypt the rejected ticket, using the invalid
service key, in order to extract the session key. This session key is needed to securely bind the KRB_ERROR reply
message to the AP Request message using a keyed checksum (see clause 6.5.2.3.1). Note that this step is hecessary in
order to prevent denial-of-service attacks, which could otherwise occur if the MTA was unable to verify the authenticity
of the KRB_ERROR message.

Upon receiving this error reply, the MTA must discard the service ticket which is no longer valid and fetch a new one
fromitsKDC.

6.5 Kerberized Key Management

6.5.1 Overview

This clause specifies how Kerberos tickets are used to perform key management between a client and an Application
Server, where aclient is able to get a Kerberos ticket for the server but not the other way around.

The same protocol described here appliesin a symmetric case - where both sides of a key management interface are
able to get aticket for each other, i.e. each side is both a client and a server. In the symmetric case only the AP Request

and AP Reply messages apply.

The Kerberos session key is used in the AP Request and AP Reply messages that are exchanged in order to re-establish
security parameters. Subkeys from the AP-REQ and AP-REP are used to derive all of the secret keys used for both
directions. The AP Request and AP Reply messages are small enough to fit into a standard UDP packet, not requiring
fragmentation.

A Kerberos AP Request / Reply exchange may occur periodically, to insure that there are always valid security
parameters between the client and the Application Server. It may also occur on-demand, where the security parameters
are alowed to time out and are re-established the next time that application traffic needs to be sent over a secure link.

The UDP port used for all key management messages between the client and the Application Server must be 1293 (on
both devices).
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A recipient of any Kerberized Key Management message that does not fully comply with the IPCablecom requirements

must reject the message.

6.5.2 Kerberized Key Management Messages

Figure 8 illustrates an AP Request / AP Reply exchange.

MTA

Application
Server

Ticket,
Session Ke

4

{ Service Key}

(1) Wake Up*:

Server-nonce
Application Server Kerberos Principal Identifier

(2) AP Request:

Service Ticket,
MTA name + time + hash
encrypted with session key
Server-nonce
Application Specific Data (e.g., SPI for IPsec) —®
list of available ciphersuites
Re-establish flag
SHA-1 HMAC

(3) AP Reply:

time + subkey
encrypted with session key
Application Specific Data (e.g., SPI for IPsec)
selected ciphersuite
SA lifetime
Grace period
Re-establish flag
ACK required flag
SHA-1 HMAC

{subkey +* security parameters} {subkey +» security parameters}

(4) Security Parameter Recovered** >

v

secure session > \

* This message is sent whenever key management is initiated by an
Application Server

** This message is optional, sent whenever the ACK-required flag is set in

the preceeding AP Reply

Figure 8: Kerberos AP Request / AP Reply Exchange

(1) Wake Up - An Application Server sends this message when it initiates a new key management exchange.

To prevent denial-of-service attacks, this message includes a Server-nonce field - arandom value generated by the
Application Server. The Client includes the exact value of this Server-nonce in the subsequent AP Reguest.
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This message also contains the Server Kerberos Principal Identifier, used by the Client to find or to obtain a correct
Kerberos ticket for that Application Server.

The Wake Up message must be formatted as the concatenation of the following fields:
. Key Management Message ID - 1 byte value. Always set to 0x01.

. Domain of Interpretation (DOI) - 1 byte value. Specifies the target protocol for which security parameters are

established.
Table 10a
DOMAIN OF INTERPRETATION VALUES
VALUE TARGET PROTOCOL
1 IPsec
2 SNMPv3

. Protocol Version - 1 byte. The high order nibble is the major version number, and the lower order nibble isthe
minor version number. For 1PCablecom, the major number must be 1, and the minor number must be 0.

. Server-nonce - a4-byte random binary string. Its value must not be all 0's.

. Server Kerberos Principal Identifier - a printable, null-terminated ASCI|I string, representing the Kerberos
Principal Identifier of the Application Server, as defined in clause 6.4.5.

Once the Application Server has sent a Wake Up, it must save the Server-nonce. The Application Server must keep this
nonce in order to validate a matching AP Request. In the case of atime out, the Application Server must adhere to the
exponential retry backoff procedure described in clause 6.4.8. The Application Server must begin each retry by re-
sending a Wake Up message with a new server-nonce value. When the " Timeout Procedure” has completed without
success, the Application Server must discard the server-nonce from the last retry, after which it will no longer accept a
matching AP Request.

(2) AP Reguest - must be sent by the Client in order to establish a new set of security parameters. Any time that the
Client receives a Wake Up message from avalid application server that islisted as part of client configuration data, it
must respond with the AP Request message specified below. If aclient receives a Wake Up message from an unknown
application server, the client must not respond.

In addition, the present document specifies the use of this message by the Client to periodically establish a new set of
security parameters with the Application Server - see clause 6.5.4.2. It also specifies the use of this message by the
Client to establish anew set of security parameters with the Application Server, when the Client somehow loses the
security parameters (e.g. after areboot) - see clause 6.5.3.5.

The Client starts out with avalid Kerberos ticket, previously obtained during a PKINIT exchange. The Application
Server starts out with its Service Key that it can use to decrypt and validate Kerberos tickets.

The Client sends an AP Request that includes aticket and an authenticator, encrypted with the session key. The
Application Server gets the session key out of the ticket and uses it to decrypt and then validate the authenticator.

The AP Request includes the Kerberos KRB_AP_REQ message along with some additional information, specific to
I PCablecom. It must consist of the concatenation of the following fields:

. Key Management Message ID - 1 byte value. Always set to 0x02.

. Domain of Interpretation (DOI) - 1 byte value. Specifies the target protocol for which security parameters are
established. See table above.

. Protocol Version - 1 byte. The high order nibble is the major version number, and the lower order nibble isthe
minor version number. For |PCablecom, the major number must be 1, and the minor number must be 0.

. KRB_AP_REQ - DER encoding of the KRB_AP_REQ Kerberos message, as specified in annex B.
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. Server-nonce - a 4-byte random binary string. If this AP Request isin response to a Wake Up, then the value
must be identical to that of the Server-nonce field in the Wake Up message. If this AP Request isin response
to aRekey, clause 6.5.2.1, then the value must be identical to that of the Server-nonce field in the Rekey
message. Otherwise, the value must be al O's.

e  Application-Specific Data - additional information that must be communicated by the client to the server,
dependent on the target protocol for which security is being established (e.g. IPsec or SNMPv3).

o List of ciphersuites available at the Client:
Number of entriesin thislist (1 byte)

Each entry has the following format:

Authentication Algorithm Encryption Transform ID
(1 byte) (1 byte)

The actual values of the authentication algorithms and encryption transform Ids are dependent on the target
protocol.

. Re-establish flag - a 1-byte Boolean value. When the value is TRUE (1), the Client is making an attempt to
automatically establish a new set of Security Parameters before the old ones expire. Otherwise the valueis
FALSE (0).

. SHA-1 HMAC - (20 bytes) over the contents of this message, not including this field. The 20-byte key for this
HMAC is determined by taking a SHA-1 hash of the session key.

Whenever the AP Request is received (by the Application Server), it must verify the value of thisHMAC. If this
integrity check fails, the Application Server must immediately discard the AP Request and proceed as if the message
had never been received (e.g. if the Application Server was waiting for avalid AP Request it should continue to do so).

Once the client has sent an AP Request, it must save the nonce value that was contained in the seg-number field (a
different nonce from the server-nonce specified above) along with the Server Kerberos Principal Identifier in order to
validate a matching AP Reply. If the client generated this AP Request on its own, it must adhere to the exponential retry
backoff procedure described in clause 6.4.8.

If the AP Request was generated in response to a message sent by the Application Server (Wake Up or Rekey), then the
client must save the nonce and Server Kerberos Principal Identifier until the time specified by the appropriate Key
Management MIB variables (pktcMtaDevProvSolicitedK ey Timeout for Prov Server,
pktcMtaDevCmsSolicitedK ey Timeout for CMS).

After the timeout has been exceeded or when the "Timeout Procedure” has completed without success, the client must
discard this (nonce, Server Kerberos Principal Identifier) pair, after which it will no longer accept a matching AP Reply.

If the MTA generated an AP Request on its own and has reached the maximum number of retries with a particular
application server IP address failing to get an AP Reply, it must retry with alternate application server | P addresses as
specified in clause 6.4.8.

In the case that the Server-nonceis 0 (not filled in) and the Application Server is currently waiting for areply to a Wake
Up or Rekey message from a client at this |P address, it must reject the AP Request and not reply to the client. If the
Application Server is not waiting for areply to a Wake Up or Rekey message, it must verify that this AP Request is not
areplay using the procedure specified in the Kerberos standard (annex B):

. If the timestamp in the AP Request differs from the current Application Server time by more than the
acceptable clock skew then Application Server must reply with an error message specified in clause 6.5.2.3.2.

. If the realm, Application Server name, along with the Client name, time and microsecond fields from the
Kerberos Authenticator (in the AP Request) match any recently-seen such tuples, the
KRB_AP_ERR_REPEAT error may be returned.

e  The Application Server must remember any authenticator presented within the acceptable clock skew, so that a
replay attempt is guaranteed to fail.

J If the Application Server loses track of any authenticator presented within the acceptable clock skew, it must
reject al requests until the interval has passed.
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In the case that the Server-nonce is not 0, the Application Server may follow the above procedure in order to fully
conform with the Kerberos specification (annex B). In this case, the above procedure is not required because matching
the Server-nonce in the Wake Up or Rekey message against the Server-nonce in the AP Request also prevents replays.

(3) AP Reply - Sent by the Application Server in response to AP Request.

The AP Reply must include arandomly generated subkey (inside the Kerberos KRB_AP_REP message), encrypted
with the same session key.

The AP Reply includes the Kerberos KRB_AP_REP message along with some additional information, specific to
IPCablecom. It must consist of the concatenation of the following fields:

o Key Management Message ID - 1 byte value. Always set to 0x03.

. Domain of Interpretation (DOI) - 1 byte value. Specifies the target protocol for which security parameters are
established, see table 10a.

. Protocol Version - 1 byte. The high order nibble is the major version number, and the lower order nibble isthe
minor version number. For 1PCablecom, the major number must be 1, and the minor number must be 0.

. KRB_AP_REP - DER encoding of the KRB_AP_REP Kerberos message, as specified in annex B.

. Application-Specific Data - additional information that must be communicated by the server to the client,
dependent on the target protocol for which security is being established (e.g. |Psec or SNMPv3).

. Selected ciphersuite for the target protocol, using the same format as defined for AP Request. The number of
entries in the list must be one.

. Security parameters lifetime - a 4-byte value, MSB firgt, indicating the number of seconds from now, when
these security parameters are due to expire.

. Grace period - a4-byte value in seconds, MSB first. Thisindicatesto the client to start creating a new set of
security parameters (with anew AP Request / AP Reply exchange) when the timer gets to within this period of
their expiration time.

. Re-establish flag - a 1-byte Boolean value. When the value is TRUE (1), a new set of security parameters must
be established before the old one expires. When the value is FAL SE (0), the old set of security parameters
must be alowed to expire.

e  ACK-required flag - a 1-byte Boolean value. When the value is TRUE (1), the AP Reply message requires an
acknowledgement, in the form of the Security Parameter Recovered message.

. SHA-1 HMAC - (20 bytes) over the contents of this message, not including this field. The 20-byte key for this
HMAC is determined by taking a SHA-1 hash of the session key.

Whenever the AP Reply is received (by the Client) it must:

e veify thevalue of HMAC field in AP Reply. If HMAC integrity check fails, the Client must immediately
discard the AP Reply.

e  veify that the AP Reply Source IP Address matches the AP Request Destination |P Addressin the list of
outstanding AP Requests. The Client must immediately discard the AP Reply, which cannot be matched for
the corresponding AP Request.

e  verify that the nonce value contained in the seqg-number field in AP Reply matches the one in the
corresponding AP Request. The Client must immediately discard the AP Reply if seq-number field valuein
AP Reply does not match.

If the AP Reply is discarded, the Client must proceed asif the message had never been received (e.g. if the Client was
waiting for avalid AP Reply it should continue to do so).

Once the Application Server has sent an AP Reply with the ACK-required flag set, it must compute the expected value
in the Security Parameter Recovered message and save it for an appropriate timeout period during which it will accept a
matching Security Parameter Recovered Message. Once the appropriate timeout period is exceeded, the Application
Server must discard the saved values and no longer accept a matching Security Parameter Recovered Message.
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Each time the Application Server times out waiting for the Security Parameter Recovered message, it must continue
with the exponential back-off algorithm until al retries have been exhausted, as specified in clause 6.4.8. The
Application Server must begin each retry by re-sending a Wake Up message with a new server-nonce value.

(4) Security Parameter Recovered - Sent by the Client to the Application Server to acknowledge that it received an AP
Reply and successfully set up new Security Parameters. This messageis only sent when ACK-required flag is set in the
AP Reply.

This message must consist of the concatenation of the following:
. Key Management Message ID - 1 byte value. Always set to 0x04.

. Domain of Interpretation (DOI) - 1 byte value. Specifies the target protocol for which security parameters are
established, see table 10a.

. Protocol Version - 1 byte. The high order nibble is the major version number, and the lower order nibble isthe
minor version number. For |PCablecom, the major number must be 1, and the minor number must be 0.

. HMAC - a 20-byte SHA-1 HMAC of the preceding AP Reply message. The 20-byte key for thisHMAC is
determined by taking a SHA-1 hash of the subkey from the AP Reply.

If the receiver (Application Server) gets a bad Security Parameter Recovered message that does not match an AP Reply,
the Application Server must discard it and proceed asiif this Security Parameter Recovered message was never received.

6.5.2.1 Rekey Messages

The Rekey message replaces the Wake Up message and provides better performance, whenever areceiver (Application
Server) wants to trigger the establishment of a Security Parameter with a specified Client. The Rekey message requires
the availability of the shared Server Authentication Key, which is not always available. Thus, support for the Wake Up
message is still required.

The Rekey message was added specifically for use with the NCS-based clustered Call Agents, potentially consisting of
multiple IP addresses and multiple hosts. Any IP address or host within one cluster needs the ability to quickly establish
anew Security Parameter with a Client, without a significant impact to the ongoing voice communication.

The use of the Rekey message eliminates the need for the AP Reply message, thus reducing the key management
overhead to asingle roundtrip. Thisisillustrated in figure 9.
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MTA CMS
Ticket, .
Session Key, Service Key,
Server Auth Key Server Auth Key
(1) Rekey:
CMS nonce
CMS Kerberos Principal Identifier
< timestamp

IPsec parameters:
list of available ciphersuites
SA lifetime
IPsec grace period
Re-establish flag

SHA-1 HMAC

(2) AP Request:
CMS ticket,
MTA name + time + subkey + hash
encrypted with the

session key

CMS nonce

IPsec parameters:
ASD
selected ciphersuite

SHA-1 HMAC

{sub-key* IPSEC ESP Keys} { sub-key* IPSEC ESP Keys}
v < IPSEC ESP > \j

Figure 9: Rekey Message to Establish a Security Parameter

The messageslisted in figure 9 are defined as follows:

(1) Rekey - sent by the Application Server to establish a new set of Security Parameters. It must be a concatenation of
the following:

Key Management Message ID - 1 byte value. Always set to 0x05.

Domain of Interpretation (DOI) - 1 byte value. Specifies the target protocol for which security parameters are
established, see table 10a.

Protocol Version - 1 byte. The high order nibble is the major version number, and the lower order nibble isthe
minor version number. For |PCablecom, the major number must be 1, and the minor number must be 0.

Server-nonce - a 4-byte random binary string. Its value must not be al O's.

Server Kerberos Principal Identifier - a printable, null-terminated ASCI|I string, representing the Kerberos
Principal Identifier of the Application Server, as defined in clause 6.4.5. This allows the Client to both find the
right Server Authentication Key and to pick the right Kerberos ticket for the subsequent AP Request message.

Timestamp - a string of the format Y'Y MM DDhhmmssZ, representing UTC time. Thisstring is not NULL-
terminated.

Application-Specific Data - additional information that must be communicated by the server to the client,
dependent on the target protocol for which security is being established (e.g. |Psec).
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. List of ciphersuites available at the server - see above specification for the AP Request message.

. Security parameters lifetime - a4-byte value, MSB first. Thisindicates the number of seconds from now, when
this set of security parametersis due to expire.

. Grace period - a4-byte value in seconds, MSB first. Thisindicatesto the client to start creating a new set of
security parameters (with anew AP Request / AP Reply exchange) when the timer gets to within this period of
their expiration time.

. Re-establish flag - a 1-byte Boolean value. When the value is TRUE (1), a new set of security parameters must
be established before the old one expires. When the value is FAL SE (0), the old set of security parameters
must be alowed to expire.

. SHA-1 HMAC - over the concatenation of all of the above listed fields.

The Server Authentication Key used for thisHMAC isuniquely identified by the following name pair (client principal
name, server principal name). This key must be updated at the Application Server right after it sends an AP Reply
message. It must be set to a (20-byte) SHA-1 hash of the Kerberos session key used in that AP Reply. The Client must
also update this key as soon as it receives the AP Reply. (Note that multiple AP Replies will continue using the same
Kerberos session key, until it expires. That means that the derived Server Authentication Key may have the same value
astheold one.)

It ispossible, that the Application Server sends a Rekey message as soon asit sends an AP Reply (from another IP
address), and before the Client is able to derive the new Server Authentication Key. In that case, the Client will not
authenticate the Rekey message and the Application Server will haveto retry.

Similarly, after sending an AP Reply the Application Server might immediately send an | P packet using the just
established Security Parameter, when the Client is not yet ready to receiveit. In this case, the Client will reject the
packet and the Application Server will have to retransmit.

Both of these error cases could be completely avoided with a 3-way handshake (a Client acknowledging an AP Reply
with a Security Parameter Recovered message).

Whenever the Rekey message isreceived (by the Client), it must verify the value of thisHMAC. If thisintegrity check
fails, the Client must immediately discard this message and proceed as if the message had never been received.

Once the Application Server has sent a Rekey, it must save the server-nonce in order to validate a matching AP
Reguest. In the case of atime out, the Application Server must adhere to the exponential retry backoff procedure
described in clause 6.4.8. The Application Server must begin each retry by re-sending a Rekey message with a new
server-nonce value. When the "Timeout Procedure” has completed without success, the Application Server must discard
the server-nonce from the last retry, after which it will no longer accept a matching AP Request.

When this Rekey message is received and validated by the Client, al previously existing outgoing Security Parameters
with this Application Server 1P address must be removed at thistime. If the Client previously had atimer set for
automatic refresh of Security Parameters with this Application Server |P address, that automatic refresh must be reset or
disabled.

The Client must verify that this Rekey message is not a replay using the procedure similar to the one for AP Request in
the Kerberos standard annex B:

. If [Tews - (Tura + Skew)| > The acceptable Clock Skew then the Client must drop the message. Here, Teusis
the timestamp in the Rekey message and Ty 14 IS the reading of the MTA local clock. Skew isthe saved
difference between the Application Server and MTA clock. PktcSrvrToMtaMaxClockSkew is currently in the
MTA MIB (see[25] and [48]) as the variable pktcMtaDevCmsM axClock Skew.

. If the Server-nonce, principal name and timestamp fields match any recently seen (within the
pktcSrvrToMtaM axClockSkew) Rekey messages, then the Client must drop the message.

(2) AP Request - must be sent by the Client as aresponse to a Rekey message. Unlike the AP Request message
described above, this one must aso include the subkey (inside KRB_AP_REQ ASN.1 structure). KRB_AP_REQ will
have a Kerberos flag set, indicating that an AP Reply must not follow.

The format of the AP Request is as specified above in clause 6.5.2. The only differenceisthat the list of ciphersuites
here must contain exactly one entry - the ciphersuite selected by the client from the list provided in the Rekey message.
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Right before the client sends out this AP Request, it must establish the security parameters with the corresponding
server |P address. If the corresponding Rekey message had the Re-establish flag set, the client must be prepared to
automatically re-establish new security parameters, as specified in clause 6.5.

Once this AP Request is received and verified by the Application Server, the server must also establish the security
parameters.

6.5.2.2 IPCablecom Profile for KRB_AP_REQ / KRB_AP_REP Messages
Inthe KRB_AP_REQ, only the following option is supported:

. MUTUAL-REQUIRED - mutual authentication required. When this option is set, the server must respond with
an AP Reply message. When this option is not set, the AP Reply message must not be sent in reply.

All other options must not be set. If an application server receives a request containing the unsupported option
USE-SESSION-KEY, it must return an error with the error code KRB_AP_ERR_METHOD. If an application
server receives areguest containing any other unsupported options, it must return an error with the error code
KRB_ERR_GENERIC.

When MUTUAL-REQUIRED is set, the encrypted authenticator in the KRB_AP_REQ must contain the
following field, which is optional in Kerberos:

- seg-number must contain a pseudo-random number generated by the client (to be used as a nonce).

- The server must accept otherwise-valid KRB-AP-REQ messages that contain a seg-number in the
range -2"31 to -1.

When MUTUAL-REQUIRED is not set, the encrypted authenticator must contain the following field that is optional in
Kerberos.

. subkey - used to generate security parameters for the target protocol. The subkey type must be set to -1. The
actual subkey length is dependent on the target protocol.

When MUTUAL-REQUIRED is set, the target protocol is I1Psec and the client isan MTA, the client may include the
subkey field; in the case that the target protocol is IPsec and the client is other than an MTA, the client should include
the subkey field. For |Psec, the subkey, if present, must contain a pseudo-random number of length 46 octets generated
by the client.

Other optiona fieldsin the authenticator must not be present. If the authenticator contains the authorization-data field,
the application server must return an error with the error code KRB_ERR_GENERIC. If the authenticator contains any
other optional fields (apart from subkey and authorization-data), the application server must ignore those fields.

The negative key type is used to indicate that it is application-specific and not defined in the Kerberos specification.
When the Kerberos specification is updated to include this key type, the IPCablecom specification will be updated
accordingly.

The authenticator itself must be encrypted using 3-DES CBC with the Kerberos etype value des3-cbc-md5 asit is
specified in clause 6.4.2.2.

In the encrypted part of the KRB_AP_REP, the optional subkey field must be used for I1PCablecom. Its type and format
must be the same as when it appearsin the KRB_AP_REQ (see above).

The optional seg-number must be present, and must echo the value that was sent by the client in the KRB_AP_REQ. In
this context, the seq-number field is used as a random nonce. The encrypted part of the KRB_AP_REP must be
encrypted with the Kerberos etype value des3-cbc-md5 as specified in clause 6.4.2.2.

6.5.2.3 Error Handling

6.5.2.3.1 Error Reply

If the Application Server is able to successfully parse the AP Request and the ticket that isinside of it, but the AP
Reguest isrejected, it must return an error message. This error message must be formatted as the concatenation of the
following fields:

. Key Management Message ID - 1 byte value. Always set to 0x06.
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. Domain of Interpretation (DOI) - 1 byte value. Specifies the target protocol for which security parameters are
established. See clause 6.5.2.

. Protocol Version - 1 byte value. The high order nibble is the major version number and the lower order nibble
is the minor version number. For | PCablecom the mgjor version number must be 1 and the minor version
number must be 0.

. KRB_ERROR - Kerberos error message as specified in annex B. It must include typed-data of REQ-SEQ to
bind the error message to the sequence number from the authenticator in the AP-REQ message. The value
encapsulated by the REQ-SEQ typed data must be the same as the value of the seq-number that was sent by
the client inthe KRB_AP_REQ. Also, the error message must include the optional e-cksum member, which is
the keyed hash over the KRB_ERROR message. The checksum type must be rsa-md5-des3, asiit is specified
in clause 6.4.3.1.

If the error is application-specific (not a Kerberos-related error), then the KRB_ERROR must include typed-data of type
TD-APP-DEFINED-ERROR (value 106). The value of this typed-datais the following ASN.1 encoding (specified in
annex B):

AppSpecificTypedData ::= SEQUENCE {
oid [0] OPTIONAL OBJECT IDENTIFIER,
-- identifies the application
data-value [1] OCTET STRING
-- application specific data
}

Both the oid and the data-val ue fields inside AppSpecificTypedData are specified separately for each DOI.

Upon receiving this error reply, the Client must verify both the keyed checksum and the REQ-SEQ field, to make sure
that it matches the seg-number field from the authenticator in the AP Request.

If the Application Server is not able to successfully parse the AP Request and the ticket, it must drop the request and it
must not return any response to the Client. In case of aline error, the Client will time out and re-send its AP Request. If
the verification has failed, then the MTA must ignore this error message and continue waiting for the reply asif the
error message was never received.

When a client receives an error message, in some cases the present document calls for the client to take some recovery
steps and then send a new AP Request message. When aclient is responding to an error message, it isnot aretry and
must not be considered to be part of the client's back-off and retry procedure specified in clause 6.4.8. The client must
reset its timers accordingly, to reflect that the AP Request in response to an error message is not aretry.

Although the present document calls for an application server to return some specific error codes under certain error
conditions, in the case when a server is repeatedly getting the same error from the same client | P address, it may at
some point choose to stop sending back any further replies (errors or otherwise) to this client.

6.5.2.3.2 Clock Skew Error

When the Application Server clock and the client clock are off by more than the limit for a clock skew, an error code
KRB_AP_ERR_SKEW must be returned. The value for the maximum clock skew allowed by the Application Server
must not exceed 5 minutes. The optional client's time in the KRB_ERROR must be filled out, and the client must
compute the difference (in seconds) between the two clocks based upon the client and server time contained in the
KRB_ERROR message. The client should store this clock difference in non-volatile memory and must use it to adjust
Kerberos timestamps in subsequent AP Request messages by adding the clock skew to itslocal clock value each time.
The client must maintain a separate clock skew value for each realm and may share the same clock skew between the
KDC and various application servers within that realm. The clock skew values are intended for uses only within the
Kerberos protocol and should not otherwise affect the value of the local clock (since aclock skew islikely to vary from
realm to realm).

In the case that an AP Request failed due to a clock skew error, aclient must immediately retry after adjusting the
Kerberos timestamp inside the AP Request message.

Additionally, the Client must validate the time offset returned in the clock skew error, to make sure that it does not
exceed a maximum allowable amount. This maximum time offset must not exceed 1 hour. This Client check against a
maximum time offset protects against an attack, where arogue KDC attempts to fool a Client into accepting an expired
KDC certificate (later, during the next PKINIT exchange).
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6.5.2.3.3 Handling Ticket Errors After a Wake Up

6.5.2.3.3.1 KRB_AP_ERR_BADKEYVER after a Wake Up

This clause addresses a scenario when an application server sends a Wake Up to a client and subsequently receives an
AP Request that contains aticket that is encrypted using an obsol ete service key (resultsin the
KRB_AP_ERR_BADKEY VER error code). This error normally requires the client to get another ticket and retry but in
this particular scenario the client hasto retry in the middle of a key management transaction.

In this scenario, the application server must reply to theinvalid AP Request with the KRB_ERROR message with the
KRB_AP_ERR BADKEY VER error code. Subsequent to the reply, the server must wait for another AP Request and
must use the same time out value that it would normally use when waiting for an AP Request. The client, upon getting
back the above error code must attempt to obtain a new ticket from the KDC (if the client has not done so already while
waiting for server's reply) and if successful, must send another AP Request to the application server. If the client is
unsuccessful in obtaining another ticket, it must not reply. If the server times out waiting for the second AP Request, it
must proceed asif it timed out waiting for the original AP Request.

If the application server is able to validate the second AP Request, it must then proceed as specified in clause 6.5.3. If
the second AP Request again resultsin the KRB_AP_ERR_BADKEYVER error, the server must abort key
management with this client and not reply.

6.5.2.3.3.2 KRB_AP_ERR_SKEW After a Wake Up

An application server is not required to check for aclock skew in this case, but if it does generate the
KRB_AP_ERR_SKEW, the same procedure must be followed asin clause 6.5.2.3.3.1, except that the client must retry
after adjusting the timestamp (see clause 6.5.2.3.2) instead of getting a new ticket.

6.5.3 Kerberized IPsec

This clause specifies the Kerberized key management profile specific to IPsec ESP in transport mode. | Psec uses the
term Security Association (SA) to refer to a set of security parameters. |Psec Security Associations are always uni-
directional and they must always be established in pairs within |PCablecom.

An MTA must establish SAs with the | P address from where the corresponding Kerberized | Psec key management
message (AP-REP or REKEY) has been received. Note that a CM S can notify an MTA that it islistening for NCS
messages on a different port. Also, both the CM'S and the MTA can send NCS messages from different ports, and the
response must be sent to the port from which the message was sent. Kerberized Key Management does not alow for the
negotiation of source or destination ports. Therefore SAs established to protect NCS signalling need to support multiple
ports. One way to accomplish thisisto establish two separate policies, outbound and inbound, in the IPsec Security
Policy Database (see [19]). Table 11 illustrates an example policy that would support changes in port numbers. Note
that this table only illustrates inbound and outbound policies for NCS signalling between a specific MTA and a specific
CMS. Thetableis not a complete | Psec Security Policy Database. Other entries would be required to support
communications over different protocols with the same host (e.g. Kerberized Key Management), communications with
other hosts, or default policies for unknown hosts.

Table 11: Example IPsec Security Policy Database Entries
for NCS Signalling between MTA and CMS

Direction Policy Source IP Source Port Destination IP Destination Port
Inbound - this Apply IPsec  |Remote IP  |Wildcard - any port  |Local IP address |Bind to local port(s) that NCS
applies to ESP address messages will be sent from,
messages being and the provisioned NCS
received listening port.

Outbound - this Apply IPsec  |Local IP Bind to local port(s) |Remote IP Wildcard - any port
applies to ESP address that messages will  |address

messages being be sent from.

sent

The DOI value for IPsec must be set to 1.

The ASD (Application-Specific Data) field in the AP Request key management message must be the SPI (Security
Parameter Index) for the client's inbound Security Association. It is a4-byte integer value, MSB first.
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The ASD (Application-Specific Data) field in the AP Reply and Rekey key management messages must be the SPI
(Security Parameter Index) for the server's inbound Security Association. It is a4-byte integer value, MSB first

The subkey for IPsec must be a 46-byte value, defined as follows:
. If the AP-REQ does not include a subkey, the 46-octet subkey from AP-REP is taken as the subkey for 1Psec.

. If the AP-REQ does include a subkey but no AP-REP (in the case of Rekey) is sent, then the 46-octet AP-REQ
subkey is used as the subkey for |Psec.

e  Otherwise, both the AP-REQ and the AP-REP messages include 46-octet subkeys, and their bit-by-bit XOR is
the 46-byte subkey for | Psec.

An MTA must not perform Kerberized Key Management or establish | Psec Security Associations with a CMS when the
pktcMtaDevCmsl psecCtrl flag for that CMSis set to false in the pktcMtaDevCmsT able. Note that this flag may only be
set inthe MTA configuration file and cannot be updated using SNMPv3. In the case of an NCS Redirect or any other
dynamic method for associating a new CMS with an MTA endpoint where there is not an entry in the
pktcMtaDevCmsT able for the new CMS, the MTA must perform Kerberized Key Management and establish | Psec
Security Associations with the new CMS.

The CMS must be capable of disabling its Kerberized Key Management interface. The CM S must not perform
Kerberized Key Management or establish | Psec Security Associations when so configured.

6.5.3.1 Derivation of IPsec Keys

After the Application Server sends out an AP Reply message, it is ready to derive anew set of |Psec keys. Similarly,
after the Client receivesthis AP Reply, it is ready to derive the same set of keys for IPsec. This clause specifies how the
IPsec keys are derived from the Kerberos subkey.

The size of the Kerberos subkey must be 46 bytes (the same as with the SSL or TLS pre-master secret).
The IPsec ESP keys must be derived in the following order:
1) Message authentication key for Client->Application Server messages

2)  Encryption key for Client->Application Server messages
3) Message authentication key for Application Server->Client messages
4)  Encryption key for Application Server->Client messages
For specific authentication and encryption algorithms that may be used by 1PCablecom for IPsec, refer to clause 6.1.2.

The derivation of the required keying material must be based on running a one-way pseudo-random function F(S,
"IPsec Security Association™) recursively until the right number of bits has been generated. Here, Sisthe Kerberos
subkey and the ASCII string "I Psec Security Association™ is taken without quotes and without a terminating null
character. F isdefined in clause 9.6.

6.5.3.2 Periodic Re-establishment of IPsec Security Associations

An IPsec SA is defined with an expiration time Texp and a grace period GPp.. The clauses below specify how both the
Client and the Application Server handle the re-establishment of 1Psec Security Associations (re-establish flag was
TRUE in the AP Reply). When the re-establishment of 1Psec SAsis required there must always be at least one SA
available for each direction and there must not be an interruption in the call signalling.

6.5.3.2.1 Periodic Re-establishment of IPsec SAs at the Client

If the re-establish flag is set, the Client must attempt to establish a new set of IPsec SAs (one for each direction) starting
at the time Texp - GPjpse. At thistime, the Client must send an AP Request as specified in clause 6.5. The destination 1P
Address of the AP Reguest message must be the destination IP Address of the outbound IPsec SA that is about to
expire. After the Client receives an AP Reply, it must perform the following steps:

1) Create new IPsec SAs, based on the negotiated ciphersuite, SPIs and on the established K erberos subkey, from
which the IPsec keys are derived as specified in clause 6.5. The expiration time for the outgoing SA must be
set to TEXP, while the expiration time for the incoming SA must be set to TEXP + GPIPsec.

ETSI



73 ETSITS 103 161-9 V1.1.1 (2011-10)

2)  Fromthis point forward, the new SA must be used for sending messages to the Application Server. The old SA
that the Client used for sending Signalling messages to the Application Server may be explicitly removed at
thistime, or it may be alowed to expire (using an IPsec timer) at the time TEXP.

3)  Continue accepting incoming Signalling messages from the Application Server on both the old and the new
incoming SAs, until the time TEXP + GPIPsec. After thistime, the old incoming SA must expire. If a Client
receives a Signalling message from the Application Server using a new incoming SA at an earlier time, it may
at that time remove the old incoming SA.

If the client fails to get any reply from the server and hasto retry one or more times with another AP Request, the re-
establish flag must be set to FALSE in each retry. Thisimplies that when CM S processes aretry, it will remove any
existing outgoing IPsec SAs, including the ones that may have been created after the processing of the initial AP
Request, and proceed as if it is processing the SAs on demand (see clause 6.5.3.5.1).

6.5.3.2.2 Periodic Re-establishment of IPsec SAs at the Application Server

When an AP Request message is received with re-establish flag set, the Application Server must perform the applicable
processing stepsin clause 6.5.2. If the client isan MTA, the Application Server must also verify that the source IP
addressin the received datagram of the AP Request message is the same | P address as was used when the initial SA was
established. The Application Server must ignore the AP Request if the | P addresses do not match.

In addition, the Application Server must perform the following steps, in the specified order, immediately before an AP
Reply isreturned.

1) Create new IPsec SAs, based on the negotiated ciphersuite, SPIs and on the established Kerberos subkey, from
which the IPsec keys are derived as specified in clause 6.5.

2)  Send back an AP Reply.

3) Continue sending Signalling messages to the Client using an old outgoing SA until the time TEXP. During the
same period, accept incoming messages from either the old or the new incoming SA.

4) At thetime TEXP both the old incoming and the old outgoing SAs must expire. At the time TEXP, the
Application Server must switch to the new SA for outgoing Signalling messages to the Client. If for some
reason the new 1Psec SAs were not established successfully, there would not be any |Psec SAsthat are
available after thistime.

6.5.3.3 Expiration of IPsec SAs

An IPsec SA is defined with an expiration time Texp and a grace period GPp. This clause specifies how both the
Client and the Application Server must handle the expiration of 1Psec Security Associations (re-establish flag was
FALSE in the AP Reply).

At the Client:

e Outgoing SA expiresat Texp

) Incoming SA expiresat Texp + GPipsec
At the Application Server:

e  Outgoing SA expiresat Texp

. Incoming SA expiresat Texp + GPipsec

Whenever an IPsec SA has been expired and a Signalling message needs to be sent by either the Client or the
Application Server, the key management layer must be signalled to establish anew IPsec SA. It is established using the
same procedures as the ones specified in clause 6.5.3.5.

6.5.3.4 Initial Establishment of IPsec SAs

When a Client is rebooted, it does not have any current |Psec SAs established with the Application Server, since | Psec
SAs are not saved in non-volatile memory. In order to re-establish them, it must go through the recovery procedure that
isdescribed in clause 6.5.3.5.
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6.5.3.5 On-demand Establishment of IPsec SAs

This clause describes the recovery steps that must be taken in the case that an IPsec SA is somehow lost and needs to be
re-established.

6.5.3.5.1 Client Loses an Outgoing IPsec SA

If aclient attempts to send a Signalling message to the Application Server without a valid IPsec SA, the IPsec layer in
the Client will realize the SA is missing and return an error back to the Signalling application. In this case, the following
recovery steps must be taken at the key management layer:

1) TheClient first makes surethat it has avalid Kerberos ticket for the Application Server. If not, it must first
perform a PKINIT exchange as specified in clause 6.4.2.

2) Client sends a new AP Request to the Application Server and gets back an AP Reply, as specified in
clause 6.5.2. After the receipt of an AP Reply the Client must:

- create new |Psec SAS,
- remove any old outgoing | Psec SAS,
- be prepared to use both of the newly created |Psec SAs.

3) If the Kerberosticket includes the optional caddr field and the caddr does not contain a matching source IP
address for the AP Request datagram, the Application Server must ignore the request.

4) The Application Server must not set the ACK-required flag in the AP Reply. Right after sending out an AP
Reply, the Application Server must be prepared to both send and receive messages on the newly created SAs.

5)  After receiving this AP Request (with Re-establish flag = FALSE), the Application Server must remove any
existing outgoing |Psec SAsthat it might already have for this Client.

The key management application running on the Client must send an explicit signal to the Signalling application when
it completes the re-establishment of the IPsec SAs.

6.5.3.5.2 Client Loses an Incoming IPsec SA

When the Client receives an | P packet from an Application Server on an unrecognized |Psec SA, the Client must ignore
this error and the packet must be dropped.

6.5.3.5.3 Application Server Loses an Outgoing IPsec SA

When an Application Server attempts to send a Signalling message to the Client, and the | Psec layer in the Application
Server redlizes avalid SA is missing, the |Psec layer must return an error back to the Signalling application.

NOTE: Inthis case, there are no actual messages exchanged between the MTA and the CM S or other application
Servers.

In this case, the following recovery steps must be taken at the key management layer:

1) Application Server sends a Wake Up message to the Client.

2) TheClient makes surethat it has avalid Kerberos ticket for the Application Server. If not, it must first obtain
it from the KDC.

3) Client sends anew AP Request to the Application Server, as specified in clause 6.5.2. If the Kerberos ticket

includes the optional caddr field and the caddr does not contain a matching source | P address for the AP
Request datagram, the Application Server must ignore the request.
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4)  For each AP Request, the Client generates a nonce and puts it into the seg-number field. As specified in
clause 6.5.2, the Client will save this nonce for a period of time specified by the
pktcMtaDevCmsSolicitedK ey Timeout MI1B object and wait for a matching AP Reply (thisis not the same
nonce as the Server-nonce received in the Wake Up). However, after this timeout, the Client must not retry
and must abort an attempt to establish an IPsec SA in response to areceived Wake Up.

Once the Client gets back a matching AP Reply, it will be in the format specified in clause 6.5.2. The ACK-
required flag in the AP Reply must be set, to insure that the Client replies with the SA Recovered message in
the following step.

If this Client previously had any outgoing | Psec SAs with this Application Server IP address, they must be
removed at thistime. If the Client previously had atimer set for automatic refresh of |Psec SAswith this
Application Server |P address, that automatic refresh must be reset or disabled. The Client may start using
both of the newly created SAs. If the AP Reply had the Re-establish flag set, the Client must be prepared to
automatically re-establish new 1Psec SAs, as specified in clause 6.5.3.2.

The Application Server can receive Signalling messages from the Client on the new incoming SA, but cannot
yet start using an outgoing SA for sending messages to the Client.

5) Immediately after the Client establishes the new 1Psec SASs, it must send a SA Recovered message to the
Application Server.

6) Upon receipt of this message, the Application Server must immediately activate the new outgoing SA for
sending Signalling messages to the Client.

The key management application running on the Application Server must send an explicit signal to the Signalling
application when it completes the re-establishment of the IPsec SAs.

6.5.3.5.4 Application Server Loses an Incoming IPsec SA

When the Application Server receives an IP packet from a Client on an unrecognized |Psec SA, the Application Server
must ignore this error and the packet must be dropped. In this case, any attempt at recovery (e.g. establishing a new SA)
is prone to denial-of-service attacks.

6.5.3.6 IPsec-Specific Errors Returned in KRB_ERROR

Inside AppSpecificTypedDatathe oid field must be set to: enterprises (1.3.6.1.4.1) cablelabs (4491) clabProjects (2)
clabProjPacketCable (2) pktcSecurity (4) errorCodes (1) ipSec (1).

The data-value field must correspond to the following typed-data val ue:

PktcKrbIpsecError ::= SEQUENCE {
e-code [0] INTEGER,
e-text [1l] GeneralString OPTIONAL,
e-data [2] OCTET STRING OPTIONAL

}

The e-code field must correspond to one of the following error code values:

KRB_IPSEC ERR_NO_POLICY 1 No IPsec policy defined for request
KRB_IPSEC ERR_NO_CIPHER 2 No support for requested ciphersuites
KRB_IPSEC_NO_SA_AVAIL 3 No IPsec SA available (i.e. SAD isfull)
KRB_IPSEC ERROR_GENERIC 16  Generic KRB IPsec error

The optional e-text field can be used for informational purposes (i.e. logging, network troubleshooting) and the optional
e-datafield isreserved for future use to transport any application data associated with a specific error.
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6.5.4 Kerberized SNMPv3

This clause specifies the Kerberized key management profile specific to SNMPv3, see [28]. In the case of SNMPv3, the
security parameters are associated with the usmUserName (SNMPv3 user name), the agent's usmUserEnginel D
(SNMPv3 engine ID) and the manager's usmUserEnginel D.

Multiple SNM P managers on different hosts but with the same user name are considered as unique Kerberos principals.
Still, the SNMPv3 keys generated by any one of these SNM P managers must be shared across all the managers - aslong
asthey apply to the same SNMPv3 user name and the same SNMPv3 engine ID (of the agent).

The security parameters consist of a single authentication key, a single privacy (encryption) key, SNMPv3 boot count
and engine time. SNMPv3 privacy can be turned off by selecting a NULL encryption transform.

The DOI value for SNMPv3 must be set to 2.

The ASD field in the AP Request message must be set to the concatenation of the following:

Table 12: Required Format for Data in the AP Request

Attribute Length
Agent's snmpEnginelD Length 1 byte
Agent's snmpEnginelD variable
Agent's snmpEngineBoots 4 bytes, network byte order
Agent's snmpEngineTime 4 bytes, network byte order
usmUserName Length 1 byte
usmUserName variable

The ASD field in the AP Reply message must be set to the concatenation of the following:

Table 13: Required Format for Data in the AP Reply

Attribute Length
Manager's snmpEngineld Length 1 byte
Manager's snmpEngineld variable
Manager's snmpEngineBoots 4 bytes, network byte order
Manager's snmpEngineTime 4 bytes, network byte order
usmUserName Length 1 byte
usmUserName variable

For IPCablecom MTAS, the usmUserName containsin it the MTA MAC address (see [4]). The manager must verify
that this MAC address and the MTA FQDN specified in the MTA principal name match. The manager must also verify
that any SNMP INFORM message containing a MAC address from the MTA contains a correct MAC address - the
same one that isin the usmUserName. The usmUserName field inside the application-specific datafield in the AP
Reply must be the same as the one in the preceding AP Request.

The Rekey message is not used for SNMPv3 key management.
The subkey for SNMPv3 must be a 46-byte value.

6.5.4.1 Derivation of SNMPv3 Keys

After the server sends out an AP Reply message, it is ready to derive anew set of SNMPv3 keys. Similarly, after the
client receives this AP Reply, it is ready to derive the same set of keys for SNMPv3. This clause specifies how the
SNMPv3 keys are derived from the Kerberos subkey.

The size of the Kerberos subkey must be 46 bytes.

The derived SNMPv3 keys must be as follows, in the specified order:
- SNMPv3 authentication key
- SNMPv3 privacy key
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For specific authentication and encryption algorithms that may be used by 1PCablecom for SNMPv3, refer to clause 6.3.

The derivation of the required keying material must use a one-way pseudo-random function F(S, "SNMPv3 Keys")
recursively until the right number of bits has been generated. Here, Sisthe subkey and the string "SNMPv3 Keys' is
taken without quotes and without aterminating null character. F is defined in clause 9.6.

6.5.4.2 Periodic Re-establishment of SNMPv3 Keys

Periodic re-establishment of SNMPv3 keys, where the next set of keysis created before the old one expired, is currently
not supported by IPCablecom. The re-establish flag in the AP Reply key management message must be set to FALSE.

6.5.4.3 Expiration of SNMPv3 Keys

Expiration of SNMPv3 keysis currently not supported by |PCablecom. The values of the Security Parameters Lifetime
and Grace Period fieldsin the AP Reply must be set to 0.

6.5.4.4 Initial Establishment of SNMPv3 Keys

When aclient is rebooted, it may not have any saved SNM Pv3 keys established with the SNMP Manager. In order to
re-establish them, it goes through the recovery procedure that is described in clause 6.5.4.5.1.

6.5.4.5 Error Recovery

This clause describes the recovery steps that must be taken in the case that SNMPv3 keys are somehow lost and need to
be re-established.

6.5.4.5.1 SNMP Agent Wishes to Send with Missing SNMPv3 Keys.

In the case of SNMP, an SNMP agent is not responsible for re-establishing SNMPv3 keys because it does not send
unsolicited requests to the Provisioning Server after the initial provisioning is done. Still, an SNMP agent could attempt
to re-establish SNMPv3 keys after it gets an SNM Pv3 authentication error back from the SNMP manager. If the SNMP
agent determines that it has incorrect SNMPv3 keys, it must perform the following steps before it is able to send out an
SNMP message:

1) Theagent first makes sure that it has a valid Kerberos ticket for the Application Server. If not, it must first
obtain it as specified in clause 6.5.2.

2) Theagent sends a new AP Reguest to the manager and gets back an AP Reply, as specified in clause 6.5.2.
After the receipt of the AP Reply the agent is prepared to use the newly created SNMPv3 keys. In this
scenario, the SNM P manager must not set an ACK-required flag in the AP Reply. Right after sending out an
AP Reply, the manager is prepared to both send and receive messages with the new SNMPv3 keys. After
receiving this AP Reguest (with Re-establish flag = FALSE), the manager must remove its previous set of
SNMPv3 keysthat it might already have for this agent (and for this SNMPv3 user name).

It is possible that the SNMP manager already initiated key management (with a Wake Up) but instead receives an
unsolicited AP Request from the agent (with server-nonce = 0). This unlikely scenario might occur if the manager and
the agent decide to initiate key management at about the same time. In this case, the SNMP manager must ignore the
unsolicited AP Request message and continue waiting for the one that isin response to a Wake Up.

6.5.4.5.2 SNMP Agent Receives with Missing SNMPv3 Keys

If SNMP agent receives arequest from SNMP manager and is unable to find SNMPv3 keys for the specified USM User
Name, the agent must process the SNM P message according to [28] and [38].

6.5.4.5.3 SNMP Manager Wishes to Send with Missing SNMPv3 Keys

SNMP manager attempts to send a message to the agent and does not find the desired user's SNMPv3 keys (or considers
the existing SNMPv3 keysinvalid or compromised). In this case, the following recovery steps must be taken at the key
management layer:

1) Manager sends a Wake Up message to the agent.
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2) Theagent makes surethat it has avalid Kerberos ticket for the manager. If not, it must first obtain it from the
KDC.

3) Agent sends anew AP Request to the manager, as specified in clause 6.5.2. For each AP Request, the agent
generates a nonce and putsit into the seq-number field. As specified in clause 6.5.3.5.3, the agent will save
this nonce for a period of time specified by the pktcMtaDevProvSolicitedKeyTimeout M1B object and wait for
amatching AP Reply (thisis not the same nonce as the server-nonce received in the Wake Up). However, after
this timeout, the agent must not retry and must abort an attempt to establish SNMPv3 keysin responseto a
received Wake Up.

Once the agent gets back a matching AP Reply, it will bein the format specified in clause 6.5.2. The ACK-
required flag in the AP Reply must be set, to insure that the agent replies with the SA Recovered message in
the following step.

If this agent previously had SNMPv3 keys for the specified SNMPv3 user, they must be removed at this time.

4)  After thereceipt and validation of the AP Reply, the agent sends SA Recovered message to the manager. At
this time the agent will be ready to use the new SNMPv3 keys and will enable SNMPv3 security.

5)  Upon receipt of the SA Recovered message, the manager will immediately activate the new set of SNMPv3
keys and will enable SNMPv3 security.

It is possible that the SNMP agent already initiated key management (with an unsolicited AP Request) but instead
receives a Wake Up from the manager. This unlikely scenario might occur if the manager and the agent decide to
initiate key management at about the same time. In this case, the SNMP agent must abort waiting for the reply to the
unsolicited AP Request message and instead generate a new AP Request in response to the Wake Up.

If an SNMP agent receives a second Wake Up message from a different SNMP manager (FQDN or | P address) before
the first key management session has been completed, the SNMP agent must ignore the second Wake Up message.

6.5.4.6 SNMPv3-Specific Errors Returned in KRB_ERROR
Inside AppSpecificTypedData the oid field must be set to:

enterprises (1.3.6.1.4.1) cablel abs (4491) clabProjects (2) clabProjPacketCable (2) pktcSecurity (4)
errorCodes (1) snmpv3 (2).

The data-value field must correspond to the following typed-data value:

PktcKrbSnmpv3Error ::= SEQUENCE {
e-code [0] INTEGER,
e-text [1l] GeneralString OPTIONAL,
e-data [2] OCTET STRING OPTIONAL

}

The e-code field must correspond to one of the following error code values:

KRB_SNMPV3 ERR_USER_NAME 1 Unrecognized SNMPv3 user name
KRB_SNMPV3_ERR_NO_CIPHER 2 No support for requested ciphersuites
KRB_ SNMPV3_ERR_ENGINE_ID 3 Invalid SNMPv3 Engine ID Specified
KRB_ SNMPV3_ERROR_GENERIC 16 Generic KRB SNMPv3 error

The optional e-text field can be used for informational purposes (i.e. logging, network troubleshooting) and the optional
e-datafield isreserved for future use to transport any application data associated with a specific error.

6.6 End-to-End Security for RTP

RTP security is currently fully specified in clause 7.6.2.1. Key Management for RTP requires that both the (encryption)
Transform ID and the Authentication Algorithm are specified, analogous to the I Psec key management. This clause lists
the Transform IDs and Authentication Algorithms that are available for RTP security.
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Table 14: RTP Packet Transform Identifiers

Transform ID Value Key Size Must Description
(in bits) Support

RTP_ENCR_NULL 0x50 N/A yes Encryption turned off
RTP_AES 0x51 128 yes AES-128 in CBC mode with 128-bit block size
RTP_XDESX_CBC 0x53 192 no DESX-XEX-CBC
RTP_DES_CBC_PAD 0X54 128 no DES-CBC-PAD
RTP_3DES_CBC 0X56 128 no 3DES-EDE-CBC
reserved 0x57-59 - -

The RTP_AES and RTP_ENCR_NULL Transform IDs must be supported. AES-128 [35] must be used in CBC mode
with a 128-bit block size and an Initialization Vector (1V) generated in accordance with clause 7.6.2.1.2.2.2. AES-128
requires 10 rounds of cryptographic operations[35].

Table 15: RTP IPCablecom Authentication Algorithms

Authentication Value Key Size (in bits) Must Description
Algorithm Support

AUTH NULL 0x60 0 yes Authentication turned off

reserved 0x61 - -

RTP_MMH_2 0x62 variable (see clause |yes 2-byte MMH MAC
7.6.2.1.2.1.1)

reserved 0x63 - -

RTP_MMH_4 0x64 variable (see clause |yes 4-byte MMH MAC
7.6.2.1.2.1.1)

reserved 0x65 - -

The Authentication Algorithms AUTH_NULL, RTP_MMH_2 and RTP_MMH_4 must be supported.

6.7

End-to-End Security for RTCP

RTCP security is currently fully specified in clause 7.6.2.2. Key Management for RTCP requires that both the
(encryption) Transform ID and the Authentication Algorithm be specified. This clause lists the Transform IDs and

Authentication Algorithms that are available for RTCP security.
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Table 16: RTCP Packet Transform ldentifiers

Transform ID Value Key Size Must Support Description
(in bits)
RTCP_ENCR_NULL 0x70 0 yes Encryption turned off.
AES-CBC 0x71 128 yes AES-128 in CBC mode with 128-bit block
size
XDESX-CBC 0x72 192 no DESX-XEX-CBC
DES-CBC-PAD 0x73 128 no DES-CBC-PAD
3DES-CBC 0x74 128 no 3DES-EDE-CBC
reserved 0x75-7f - -

The AES-CBC and RTCP_ENCR_NULL Transform IDs must be supported. AES-128 [35] must be used in CBC mode
with a 128-bit block size and a randomly generated Initialization Vector (V). AES-128 requires 10 rounds of
cryptographic operations [35].

Table 17: RTCP Authentication Algorithms

Transform ID Value Key Size Must Description
(in bits) Support

RTCP_AUTH NULL 0x80 N/A yes Authentication turned off

HMAC-SHA1-96 0x81 160 yes First 12 bytes of the HMAC-SHAL as
described in [23]

HMAC-MD5-96 0x82 128 no First 12 bytes of the HMAC-MD5 as
described in [37]

reserved 0x83-8f - -

The HMAC-SHA1-96 and RTCP_AUTH_NULL authentication algorithm must be supported.

6.8

BPI+

All E-MTAs and S-MTAs must use DOCSIS® 1.1 compliant cable modems that implement BPI+ [9]. Baseline Privacy
Plus (BPI+) provides security services to the DOCSIS® 1.1 datalink layer traffic flows running across the cable access
network, i.e. between CM and CMTS. These services are message confidentiality and access control. The BPI+ security
services operating in conjunction with DOCSIS® 1.1 provide cable modem users with data privacy across the cable
network and protect cable operators from theft of service.

The protected DOCSIS® 1.1 MAC data communications services fall into three categories:
. Best-effort, high-speed, | P data services;
. QoS (e.g. constant bit rate) data services; and
. IP multicast group services.

When employing BPI+, the CMTS protects against unauthorized access to these data transport services by (1) enforcing

encryption of the associated traffic flows across the cable network and (2) authenticating the DOCSIS® MAC
management messages that CMs use to establish QoS service flows. BPI+ employs a client/server key management
protocol in which the CMTS (the server) controls distribution of keying material to client CMs. The key management
protocol ensures that only authorized CMs receive the encryption and authentication keys needed to access the

protected services.

Baseline Privacy Plus has two component protocols:

e Anencapsulation protocol for encrypting packet data across the cable network. This protocol defines (1) the
frame format for carrying encrypted packet datawithin DOCSIS® MAC frames, (2) a set of supported
cryptographic suites, i.e. pairings of data encryption and authentication agorithms, and (3) the rules for
applying those algorithms to a DOCSIS® MAC frame's packet data.

e A key management protocol (Baseline Privacy Key Management or "BPKM" provides the secure distribution
of keying datafrom CMTS to CMs. Through this key management protocol, CM and CMTS synchronize
keying data; in addition, the CMTS uses the protocol to enforce conditional access to network services.
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Baseline Privacy Plus does not provide any security services beyond the DOCSIS® 1.1 cable access network. The
majority of 1PCablecom signalling and media traffic flows, however, take paths that traverse the managed | P "back
haul" networks, which lie behind CMTSs. Since DOCSIS® and |PCablecom service providers typically will not
guarantee the security of their managed I P back haul networks, the IPCablecom security architecture defines end-to-end
security mechanisms for all these flows. End-to-end security is provided at the Network layer through 1Psec, or, in the
case of Client mediaflows, at the application/transport layer through RTP application layer security. Thus, IPCablecom
does not rely on BPI+ to provide security services to its component protocol interfaces.

6.9 TLS

6.9.1 Overview

The TLS protocol [17] provides privacy and data integrity over areliable transport layer protocol such as TCP. The
protocol is composed of two layers: the TLS Record Protocol and the TLS Handshake Protocol. The TLS Record
Protocol is used to securely encapsulate upper layer protocols, while the TLS Handshake Protocol provides the key
management functionality required to establish TLS sessions.

In IPCablecom, TLSis used to secure SIP based signalling between SIP endpoints such as the CMS and EBPs.

6.9.2 IPCablecom Profile for TLS with SIP

Unless specified within the present document, | PCablecom SIP interfaces requiring TLS must be compliant with the
TLS specification [17] and any requirements specified in [40] relating to its usage in SIP.

TLS[17] supports the negotiation and use of compression methods. However, since these methods are not specified
within TLS[17], compression must not be used in | PCablecom.

6.9.2.1 TLS Ciphersuites

In TLS, the ciphersuite includes the authenticated key agreement (AKE) method used in the TLS handshake, as well as
encryption and authentication ciphers used to secure the record layer. Ciphersuites are negotiated with the TLS client
presenting alist of supported ciphersuitesin the Client Hello message, and the server responding with the selected
ciphersuite in the Server Hello message.

Table 18 describes the TL'S ciphersuites defined in [17] and [41] supported by | PCablecom:

Table 18: TLS Ciphersuites

TLS Ciphersuite Support AKE Method Encryption Auth.
TLS RSA WITH _AES 128 CBC_SHA must RSA AES-128 CBC  |SHA
TLS_DHE_RSA WITH_AES_128 CBC_SHA must Ephemeral Diffie-Hellman |AES-128 CBC |SHA
with RSA signatures
TLS RSA WITH 3DES EDE_CBC SHA should RSA 3DES CBC SHA
TLS_DHE_RSA_WITH_3DES_EDE_CBC_SHA |should Ephemeral Diffie-Hellman |3DES CBC SHA
with RSA signatures

6.9.2.2 IPCablecom TLS Certificates

TLSisaclient-server based protocol with optional client authentication. However, in | PCablecom, mutual
authentication using RSA based certificates must be used. The TLS server must send a Certificate Request to the client.
Both the TLS client and server certificates must conform to the IPCablecom Server Certificate as specified in

clause 8.2.3.4.4.

I PCablecom Server Certificates include a server identifier (based on FQDN or IP address) embedded within the CN of
the Subject Name field. Before accepting or continuing with a TLS connection, the TLS server or client must validate
the remote server identifier to ensure it matches the 1P address used for the TCP/TLS connection, in addition to any
other local policy (i.e. provisioned list of allowed remote TLS endpoints based on FQDN or IP address).
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In addition to the Cablelabs® Service Provider Root certificate, a TLS implementation may support a list of trusted
CAs (Certificate Authorities) to facilitate i nter-working between 1PCablecom domains (i.e. between Server Providers).

6.9.2.3 Connection Persistence and Re-Use

Since TCP connection and TL S session establishment (which relies on TCP) can be quite costly both in terms of
performance and network latency, they are not suited for on-demand SIP signalling. As such, TL S sessions should be
kept persistent as much as possible and SIP connection re-use should be supported.

6.9.2.4 Session Caching

InTLS, it ispossible to resume a previous session if it has been cached on both the TLS client and server. Resuming
sessions drastically speeds up the session establishment, as fewer messages are exchanged and authentication is based
on symmetric key cryptography.

In IPCablecom, TLS session caching should be supported. A TLS client initiating a TLS session must attempt to resume
acached session if it has retained a session for the remote server. The duration for which a TLS client or server must
retain a cached sessionisalocal policy and implementation specific.

7 Security Profile

The IPCablecom architecture defines over half a dozen networked components and the protocol interfaces between
them. These networked components include the media terminal adapter (MTA), call management server (CMS),
signalling gateway (SG), media gateway (MG) and avariety of OSS systems (DHCP, TFTP and DNS servers, network
management systems, provisioning servers, etc.). |PCablecom security addresses the security requirements of each
constituent protocol interface by:

. Identifying the threat model specific to each constituent protocol interface.

. I dentifying the security services (authentication, authorization, confidentiality, integrity, non-repudiation)
required to address the identified threats.

. For each constituent protocol interface, specifying the particular security mechanism providing the required
security services.

Clause 5.2 summarizes the threat model s applicable to IPCablecom'’s protocol interfaces. In this clause, we identify the
security service requirements of each protocol interface and security mechanisms providing those services.

The security mechanisms include both the security protocol (e.g. IPsec, RTP-layer security, SNMPv3 security) and the
supporting key management protocol (e.g. IKE, PKINIT/Kerberos).

The security analysisin clause 5.3.3 is organized by functional categories. For each functional category, we identify the
congtituent protocol interfaces, the security services required by each interface, and the particular security mechanism
employed to deliver those security services. Each per-protocol security description includes the detailed information
sufficient to ensure interoperability. Thisincludes cryptographic agorithms and cryptographic parameters (e.g. key
lengths).
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As aconvenient reference, each functional category's security analysis includes a summary security profile matrix of the
following form (Media security profile matrix shown):

Table 19: RTP - RTCP Security Profile Matrix

RTP (MTA - MTA,
MTA - PSTN GW)

RTCP (MTA - MTA,
MTA - MG, MG - MG)

authentication optional (indirect) optional (indirect)
access control optional optional

integrity optional yes
confidentiality yes yes
non-repudiation no no

Security mechanisms

Application Layer Security via RTP
IPCablecom Security Profile keys distributed
over secured MTA-CMS links

AES-128 encryption algorithm

Optional 2-byte or 4-byte MAC based on
MMH algorithm

IPCablecom supports ciphersuite
negotiation.

Application Layer Security via RTCP IPCablecom
Security Profile keys distributed over secured
MTA-CMS links

RTCP ciphersuites are negotiated separately from
the RTP ciphersuites and include both encryption
and message authentication algorithms.

Keys are derived from the end-end secret using
the same mechanism as used for RTP encryption

Each matrix column corresponds to a particular protocol interface. All but the last row corresponds to a particular
security service; the cell contents in these rows indicate whether the protocol interface requires the corresponding
security service. The final row summarizes the security mechanisms selected to provide the required services.

NOTE:

components the protocol s run between.

7.1

The protocol interface column headings not only identify the protocol, but also indicate the network

Device and Service Provisioning

Device provisioning is the process by which an MTA is configured to support voice communications service. The MTA
provisioning processis specified in [4].

Figure 10 illustrates only the flows involved with the Secure provisioning processes. The provisioning specification lays
out in detail these Secure Provisioning flows along with two non-secure MTA provisioning flows called Basic and
Hybrid. The Secure Provisioning flows involving security mechanisms are described in this clause. Refer to the
provisioning specification for the non-secure flows[4].
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Flows | [ir, [emrs | 5ees | 2Ree® *Ton | Sewver | orice | DS | TrTP | kDG | MS | provider K| SYSH0C

Start with DOCSIS 1.1 Initialization / Registration

CM-1 DHCP Broadcast Discpver (Otion Code 60 wj MTA dpvice identifigr)

CM-2 |_DHCP Qffer (Qption Cpde 122 w/ Telephony Service Provider's DHCP seryer address)
CM-3 DHCP Request (devicg ID, e.g., MAC Address

CM-4 DHCP ACK (GM IP, ftp srv addr, CM Cpnfiguration filename)

CM-5 "DOCSIS 1.1 dm config file request

CM-6 | DOCSI$ 1.1 cpnfig filg

CM-7 ToD Refuest

cM-8 ToD Rebponsé |

CM-9 " CM regibtratioh with CMTS

CM-10 CMTS Registration AGK
Complete DOC§IS 1.1 Initialization] / Registration

MTA-1 DHCP Broadcast Discpver (Option Code 60 w| MTA dpvice idlentifigr)

MTA-2 DHCP Offer (Qption Cpde 122/ w/ name of proyision rgalm)

MTA-3 | DHCP Request

MTA-4 | DHCP ACK 1

MTA-5 DNS Request

MTA-6 DNS SRV (KDC host name asgsociated|with the provigoning REALM)

MTA-7 " DNS Rdquest R

MTA-8 _DNS Responsg (KDC |P Address)

MTA-9 AS Regqiest

MTA-9a MTA FQDN Request

MTA-9b | MTAFQDNReply

MTA-10 [ _AS Reply

MTA-11 TGS Request

MTA-12 | TGS Reply ]

MTA-13 | AP Reqlest

MTA-14 | AP Reply ]

MTA-15 | SNMP Ihform

MTA-16 | SNMP Get Refjuest(s) for MTA device'capabilirties (optional /|iteratiye)

MTA-17 SNMP Get Response(s) contajning MTIA device capabhilities (optionpl / iterative)
MTA-18 | MTA config file

MTA-19 | SNMP Set with URL epcoded file dowrjload access method ?TFTP or HTTP) and filepame
MTA-20 Resolve TETP|server FQDN |

MTA-21 | TFTP server I addregs

MTA-22 Telephany config file request

MTA-23 | Telephany corfig file i

MTA-24 MTA send telephony service pyovider YSLOG a notifjcation |of proyisioning completed
MTA-25 Notify completjon of teJephony|provisioping (MTA MAC addregss, ESN, pass/fail)
SEC-1 DNS Request 7

SEC-2 _DNS SRV (KDC host ame associated|with the telephpny REALM)

SEC-3 DNS Request

SEC-4 |_DNS Rgsponsg (MSO|KDC IP|Address) ]

SEC-5 AS Reqpest (RKINIT) (MTA Device Cart, MTA Manufacturer|Cert, MTA FQDN, Prov|CMS ID)
SEC-5a MTA FQDN Request

SEC-5b ) MTA FQDN Repl

SEC-6 _AS Reply (PKINIT) (TGT with MTA seryice proyide FQDN) 7
SEC-7 TGS Request [CMS Kgrberos ticket)

SEC-8 TGS Reply (CMS Kerheros Tigket) ]
SEC-9 AP Request

SEC-10 _AP Reply

Figure 10: IPCablecom Provisioning Flows

As part of the provisioning process, the MTA performs Kerberos key management (AS Request/AS Reply and AP
Request/AP Reply, and optional TGS Request/ TGS Reply).
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Table 20 describes the execution of the Kerberos key management step during MTA Provisioning.

Table 20: Kerberos Key Management During MTA Provisioning

Flow Step

Security Requirement

Life Time

Step Bypass Permitted

MTA-9/MTA-10 - AS
Request/AS Reply
(see clause 6.4.1)

TGT ticket if using TGS Request,
Provisioning Server Ticket if otherwise.

Max. 7 days.

This step must not be performed
if the MTA already possesses a
valid ticket for the Provisioning
Server.

MTA-11/MTA 12 -
TGS Request/TGS
Reply

(see clause 6.4.4)

Applies when a TGT is used. Obtains a
Provisioning Server Ticket.

Lifetime set to expire
no later than the
expiration time of the
TGT ticket.

This step must not be performed
if the MTA already possesses a
valid ticket for the Provisioning
Server.

MTA-9a/MTA-9b -
MTA FQDN
Request/MTA FQDN
Reply

(see clause 6.4.7)

MTA FQDN Request and Reply are
protected using Kerberos tickets.

These steps will not occur if
MTA-9 is skipped. Otherwise, this
step cannot be bypassed.

MTA-13/MTA-14 - AP
Request/AP Reply
(see clause 6.5.2 and
clause 6.5.4)

Initial SNMPV3 authentication and
privacy keys for the MTA. The user
name for the MTA is specified as
"MTA-Prov-xx:xx:xx:xx:xx:xx". Where
XX XX XX XX XX: XX represents the MAC
address of the MTA.

AP Req /AP Rep messages do not
specify the SNMPv3 key expiration
time in the protocol, but the SNMP
Manager may still set up expiration
time locally; after the keys expire the
manager can send a Wake Up
message to create a new set of
SNMPV3 keys.

Expiration is not
supported by
IPCablecom.

None - new SNMPv3 keys and
User Ids are created each time
the MTA is reinitialized. It is
assumed that SNMPv3 keys and
User Ids are not saved in
NVRAM. Also note that this step
is used for Engine ID
determination and SNMPv3 time
synchronization - the two sides
exchange initial values for
SNMPv3 boots and engine time
parameters.

An MTA must get a new ticket before performing Kerberized Key Management with a particular Application Server if
the ticket(s) it currently possessesis not valid. A ticket would no longer be valid if the KDC REALM or Application
Server FQDN changes, if the MTA's | P address has changed, or if the current time, adjusted by the time offset for that
REALM or Application Server, does not fall within the ticket validity period.

The PKINITgp for the Provisioning Server's realm is specified in the MTA MIB inside the realm table. When the MTA
implementation requestsa TGT in an AS Reguest and when the MTA needs to obtain tickets for one or more CMSsin
the same realm as the Provisioning Server, the PKINITgp value specified in the MIB must be used to refresh the TGT.
In al other cases, the AS Request for the TGT in the Provisioning Server's realm or for the Provisioning Server's ticket
directly may be issued on-demand.

The TGS Grace Period is hot specified for the key management between the MTA and the Provisioning Server. The
TGS Request for the Provisioning Server's ticket may be issued on-demand.

7.1.1

Device provisioning occurs when an MTA device isinserted into the network. A provisioned MTA device that is not
yet associated with a billing record may have minimal voice communications service available.

Device Provisioning

Device provisioning involves the MTA making itself visible to the network, obtaining its I P configuration and
downloading its configuration data.

As defined in [4], the IPCablecom architecture supports three provisioning flow:
. Basic Flow.
. Hybrid Flow.

. Secure Flow.
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The Basic and Hybrid Flows are completely insecure flows (i.e. there are no mechanismsin the flows that would
prevent a user from provisioning their own MTA). The Basic and Hybrid Flows also do not provide a means to secure
the SNMP management interface on the MTA.. Service providers that choose to deploy MTAs with one of these
insecure flows must accept that there are security risks. For example, a Denial-of-Service attack could be mounted by
sending SNMP TRAPs and INFORM s to the cable operator's management system. The management system would
have to process them, even though they are unauthenticated. Unfortunately, the inclusion of these insecure flows also
poses security risks for Service Providers that choose to deploy MTAs with the Secure Flow.

MTAs that support the insecure flows may be provisioned by a user, even if the service provider is using the Secure
Flows. Unauthorized provisioning of an MTA allows a user to provide their own configuration file. The MTA could
then be used to communicate normally with a CMS. Alternatively, un-authorized provisioning of an MTA could be
used to bypass service provider controls on secure software download (in the case of the SMTA) and provide a
software image that has some perceived value (such as security vulnerability).

With respect to the Secure Flow, support for SNMPv2c coexistence for network management operations also introduces
vulnerabilities to service providers that use the Secure Flow (unauthenticated TRAPs and INFORMSs could be sent). The
best way to address these vulnerabilitiesis to disable SNMPv2c coexistence.

Therefore it is recommended, as aways, that service providers use multiple layers of security to ensure that their CM Ss
and back-office systems are protected against rogue MTAS.

7111 Security Services

7.1.1.1.1 MTA-DHCP Server

Authentication and Message Integrity is desirable on thisinterface, in order to prevent denia -of-service attacks that
cause an MTA to be improperly configured. Securing DHCP is considered an operational issue to be evaluated by each
network operator. It is possible to use access control through the local DHCP relay inside the local loop. I1Psec can be
used for security between the DHCP relay and the DHCP server.

7.1.1.1.2 MTA-SNMP Manager

This clause appliesto all SNMPv3 messages between the MTA and an SNMPv3 Manager. Within the I|PCablecom
architecture, the Provisioning Server includes the SNMPv3 Manager function, although SNMPv3 traffic occurs both
during and after the provisioning phase.

Authentication: the identity of the MTA that is sending configuration parameters and faults to the SNMP manager
must be authenticated, to prevent denial of service attacks. For example, the Provisioning Server may be tricked into
continuously creating bogus configuration files or into creating a configuration file based on incorrect MTA capabilities
that in effect disable that MTA.

Also, during the provisioning sequence the MTA istold (viaan SNMP Set) the parameters needed to find, authenticate
and decrypt its configuration file. If this SNMP Set were forged, it would disrupt the MTA provisioning sequence.

M essage I ntegrity: required to prevent denial of service attacks at the OSS and at the MTA - see the above description
of the denial of service attacks under authentication.

Confidentiality: may be used to protect sensitive MTA configuration data. |PCablecom currently does not specify any
such sensitive MTA parameters and so confidentiality is optional.

Access Control: write access to the MTA configuration parameters must be allowed only to the authorized OSS users,
to prevent denia of service/misconfiguration attacks. Read access can be enforced in conjunction with confidentiality,
which is optional (see above on confidentiality).

Note that DHCP is used to configure the MTA with the Kerberos realm name, which pointsit to a particular KDC.
DHCP aso configures the MTA with the location of the Provisioning Server. Since |PCablecom currently does not
specify DHCP security, by faking DHCP responsesit is possible to point MTAs to awrong Provisioning Server and to a
wrong KDC that permits security establishment with that Provisioning Server. (The MTA would only authenticate that
wrong KDC if the Cablelabs® Service Provider Root CA signed the KDC certificate.) So, it is possible to bypass access
control, but the attack has to be orchestrated by another cable operator that had also been certified by 1PCablecom.
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7.1.1.1.3 MTA-Provisioning Server, via TFTP Server

Authentication: reguired to prevent denial-of-service attacks that cause an MTA to be improperly configured.

M essage I ntegrity: required to prevent denial-of-service attacks that cause an MTA to be either improperly configured
or configured with old configuration data that was replayed.

Confidentiality: optional, it is up to the Provisioning Server to decide whether or not to encrypt thefile.

Access Control: not required at the TFTP Server. If needed, MTA configuration file is encrypted with the Provisioning
Server-MTA shared key.

Non-Repudiation: not required.

7.1.1.2 Cryptographic Mechanisms
7.1.1.2.1 Call Flows MTA-15, 16, 17: MTA-SNMP Manager: SNMP Inform/Get
Requests/Responses

All SNMP traffic between the MTA and the SNMP Manager in both directionsis protected with SNMPv3 security [28]
during the Secure Provisioning process. | PCablecom requires that SNM Pv3 message authentication is always turned on
with privacy being optional (see clause 6.3). The only SNMPv3 encryption algorithm is currently DES-CBC. Thisisthe
limitation of the SNMPv3 |ETF standard, athough stronger encryption algorithms are desirable. See clause 6.3 for the
list of SNMPv3 cryptographic algorithms supported by |PCablecom.

7.1.1.2.2 Call Flow MTA-18: Provisioning Server-TFTP Server: Create MTA Config File

This clause describesthe MTA Config file creation in the Secure Provisioning Flow. In this flow, the Provisioning
Server buildsan MTA device configuration file. This file must contain the following configuration info for each
endpoint (port) inthe MTA:

. CMS name (FQDN format)

o Kerberos Realm for thisCMS

. Telephony Service Provider Organization Name
o PKINIT Grace Period

Thisfile must be authenticated and may be encrypted. If the configuration file is encrypted then the SNMPv3 privacy
must be used in order to transport the configuration file encryption key securely. Once the Provisioning Server builds
the configuration file, it will perform the following steps:

1) TheProvisioning Server decidesto encrypt the file, it creates a configuration file encryption key and encrypts
the file with this key. The encryption algorithm must be the same as the one that is used for SNMPv3 privacy.
It then stores the key and the cipher. The file must be encrypted using the following procedure:

a) prepend the file contents with a random byte sequence, called a confounder. The size of the confounder
must be the same as the block size for the encryption a gorithm. In the case of DESit is 8 bytes.

b) append random padding to the result in (a). The output of this step is of length that is a multiple of the
block size for the encryption algorithm.

¢) encrypt theresult in (b) using IV=0. The output of this step is the encrypted configuration file.

2) It createsa SHA-1 hash of the configuration file and storesit. If the file was encrypted, the hash is taken over
the encrypted file.

3) Itsendsthefollowing itemsto the MTA inthe SNMP SET in the flow MTA-19:
a) pktcMtaDevConfigKey, which isthe configuration file encryption key MIB variable generated in step 1.
b) pktcMtaDevConfigHash, which isthe SHA-1 of the configuration file MIB variable generated in step 2.

¢) Name and location of the configuration file.
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Steps 1 and 2 must occur only when a configuration file is created or an existing file is modified. If the
pktcMtaDevConfigKey is set, then the MTA must use this key to decrypt the configuration file. Otherwise, MTA must
assume that the file is not encrypted. SNMPv3 provides authentication when the pktcMtaDevConfigHash is set and
therefore the configuration file is authenticated indirectly via SNMPv3.

In the event that SNMPv3 privacy is selected during the key management phase, but is using a different algorithm than
the one that was selected to encrypt the configuration file (or the configuration file was previously in the clear), the
configuration file must be re-encrypted and the TFTP server directory must be updated with the new file. Similarly, if
the Provisioning Server decides not to encrypt the file thistime, after it was previously encrypted, the TFTP server
directory must be updated with the new file.

MTA endpoints may also be configured for |P Telephony service while the MTA is operational. In that case the same
information that is normally assigned to an endpoint in a configuration file must be assigned with SNMP Set
commands.

7.1.1.2.3 Call Flows MTA-19, 20 and 21: Establish TFTP Server Location

This set of call flowsis used to establish the IP address of the TFTP server from where the MTA will retrieve its
configuration file. Although flow MTA-19 is authenticated via SNMPv3, MTA-20 and 21 are not authenticated.

Flow MTA-21 alows for denial-of-service attacks, where the MTA is pointed to awrong TFTP server (1P address). The
MTA cannot be fooled in accepting the wrong configuration file since checking the hash of the file authenticates the
file - this denial-of-service attack will result in failed MTA provisioning.

The denial-of-service threats, where responses to DNS queries are forged, are currently not addressed by | PCablecom. It
is mainly because DNS security (DNSSEC) is not yet available as a commercial product and would cause significant
operationa difficulty in the conversion of the DNS databases.

7.1.1.2.4 Call Flows MTA-22, 23: MTA-TFTP Server: TFTP Get/Get Response

The TFTP get request is not authenticated and thus anyone can request an MTA configuration file. Thisfile does not
contain any sensitive data and may be encrypted with the Provisioning Server-M TA shared key if the Provisioning
Server chooses to. In this case no one except the MTA can make use of thisfile.

Thisflow isopen for a denial-of-service attack, where the TFTP server is made busy with useless TFTP-get requests.
This denial-of-service attack is not addressed at this time.

The TFTP get response retrieves a configuration file from the TFTP server. The contents of the configuration file are
listed in clause 7.1.1.2.2.

7.1.1.25 Security Flows

For each CM S specified in the pktcMtaDevCmsT abl e table with pktcMtaDevCmsl psecCtrl value set to true and
assigned to a provisioned MTA endpoint, the MTA must perform the following security flows after the provisioning
process and prior to any NCS message exchange. For each CM S specified in pktcMtaDevCmsT able with
pktcMtaDevCmsl psecCitrl set to false, the MTA must not perform the following flows and must send and receive NCS
messages without | Psec (i.e. NCS packets are sent in the "clear").
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Table 21: Post-MTA Provisioning Security Flows

Sec Flow | Flow Description | If Step Fails, Proceed Here

Get Kerberos tickets associated with each CMS with which the MTA communicates.

SEC-1 DNS SRV Request SEC-1
The MTA requests the Telephony KDC host name for the Kerberos realm.

This step must not be performed if the MTA already possesses a valid ticket
for the CMS.

SEC-2 DNS SRV Reply SEC-1
Returns the Telephony KDC host name associated with the provisioning
REALM. If the KDC's IP Address is included in the Reply, proceed to SEC-5.

This step must not be performed if the MTA already possesses a valid ticket
for the CMS.

SEC-3 DNS Request SEC-1
The MTA now requests the IP Address of the Telephony KDC.

This step must not be performed if the MTA already possesses a valid ticket
for the CMS.

SEC-4 DNS Reply SEC-1
The DNS Server returns the IP Address of the Telephony KDC.

This step must not be performed if the MTA already possesses a valid ticket
for the CMS.

SEC-5 AS Request Report alarm. Abort
For each different CMS assigned to voice communications endpoints, the establishment of signalling
MTA requests a TGT or a Kerberos Ticket for the CMS by sending a PKINIT |security.

REQUEST message to the KDC. This request contains the MTA Device
Certificate and the MTA FQDN.

This step must not be performed if the MTA already possesses a valid ticket
for the CMS.

SEC-5a MTA FQDN Request
The KDC requests the MTA's FQDN from the Provisioning Server.

This step will not occur if the MTA skips SEC-5.

SEC-5b MTA FQDN Reply
The Provisioning Server replies to the KDC request with the MTA's FQDN.

This step will not occur if the MTA skips SEC-5.

SEC-6 AS Reply Proceed to SEC-5 or abort
The KDC sends the MTA a PKINIT REPLY message containing the signalling security depending
requested Kerberos Ticket. upon error conditions.
This step must not be performed if the MTA already possesses a valid ticket
for the CMS.

SEC-7 TGS Request Report alarm. Abort
In the case where the MTA obtained a TGT in SEC-6, it now obtains the establishment of signalling
Kerberos ticket for the TGS request message. security.

This step must not be performed if the MTA already possesses a valid ticket
for the CMS.

SEC-8 TGS Reply Proceed to SEC-7/SEC-5 or
Response to TGS Request containing the requested CMS Kerberos Ticket. |abort signalling security
This step must not be performed if the MTA already possesses a valid ticket [depending upon error
for the CMS. conditions.

SEC-9 AP Request Report alarm. Abort
The MTA requests a pair of IPsec simplex Security Associations (inbound establishment of signalling
and outbound) with the assigned CMS by sending the assigned CMS an AP |security.

REQUEST message containing the CMS Kerberos Ticket.

SEC-10 AP Reply Proceed to SEC-9/SEC-
The CMS establishes the Security Associations and then sends an AP 7ISEC-5 or abort signalling
REPLY message with the corresponding IPsec parameters. The MTA security depending upon
derives IPsec keys from the subkey in the AP Reply and establishes IPsec  |error conditions.

SAs.

Several tablesinthe MTA MIB are used to control security flows SEC-1 through SEC-10 (see table 21).

The CM S table (pktcMtaDevCmsT able) and the realm table (pktcMtaDevRealmTable) are used for managing the MTA
security signalling. The realm table defines the domains for the CM Ss. The CM S table defines the CM Ss within the
domains. An endpoint is associated with one CMS at any given time. The following restrictions must be adhered to:

a) Therealmtablein the configuration file must at a minimum include an entry for the realm that isidentified in
DHCP option 122, suboption 6.

ETSI



90 ETSITS 103 161-9 V1.1.1 (2011-10)

b) There must be arealm table entry for each CM Stable entry. Multiple CM S table entries may utilize the same
realm table entry.

¢) Each MTA endpoint defined in the NCS endpoint table (pktcNcsEndPntConfigTable) must be configured with
aCMS FQDN (pktcNcsEndPntConfigCall Agentld) that is also present in the CM Stable
(pktcMtaDevCmskqdn).

d) All membersof aCMS cluster defined by the same FQDN must use the same configuration for establishing
Security Associations as defined in pktcMtaDevCmsTable.

€) If NCSsignaling selectsa CMS (with an N: parameter selection) that is not defined by an entry inthe CMS
table, the same realm and CM S parameters, with the exception of the CMS FQDN and
pktcMtaDevCmsl psecCitrl, are used as defined in the current CM S table entry. The pktcMtaDevCmsl psecCtrl
flag for the new CM S must be set to true.

The use of the security-relevant MIB tablesimmediately following step MTA-25 is as follows:

1) TheMTA findsalist of CMSswith which it needsto establish IPsec SAs. Thislist must include every CMS
that is assigned to a configured endpoint, as specified by the NCS MIB table pktcNcsEndPointConfigTable.
Thislist of CMSs must include only CM Ssthat are listed in the pktcMtaDevCmsT able.

2)  For each CMSinthe above list, the MTA must attempt to establish IPsec Security Associations as follows:
a)  Find the corresponding CM S table entry.

b) If the MTA does not already possess a valid ticket for the specified CMS, use the
pktcMtaDevCmsK erbRealmName parameter in the CM S table entry to index into
pktcMtaDevRealmTable. Then, using the parameters associated with that realm, perform steps SEC-1
through SEC-6 and optionally SEC-7 and SEC-8 in order to obtain the desired CM S ticket.

¢) Perform IPsec key management according to flows SEC-9 and SEC-10. This step may occur at any time
after step b. above, but it must occur before any signalling messages are exchanged with that CMS.

The CMS table entry contains various timing parameters used in steps SEC-9 and SEC-10. In the case of
time outs or other errors, the MTA may retry using the timing parameters specified in the CM S table
entry.

The above steps must also apply when an additional MTA endpoint is activated (see [4]) or when an
endpoint is configured (via SNMP sets) for anew CMS in the NCS MIB (see [26] and [47]).

3) Anytimebeforean MTA endpoint sends a signalling message to a particular CMS, it must ensure that the
respective Security Association is present. If the MTA is unable to establish IPsec SAswith aCMSthat is
associated with a configured endpoint (by the NCS MIB), it must set the NCS MIB variable
pktcNcsEndPntStatusError to noSecurityAssociation (2).

After theinitial establishment of the IPsec Security Associationsfor CMSs, the MTA MIB is utilized in subsequent key
management as follows:

When the MTA receives a Wake Up message, it must respond with an AP Request when the corresponding
CMS FQDN isfound in the pktcMtaDevCmsT able and must not respond otherwise.

NOTE: Establishment of IPsec Security Associations due to a Wake Up does not result in any call signalling
traffic between the MTA and the CMS.

7.1.1.25.1 Call Flows SEC-5,6: Get a Kerberos Ticket for the CMS

The MTA uses PKINIT protocol to get a Kerberos Ticket for the specified CM S (see clause 6.4.3). After the KDC
receives aticket requedt, it retrievesthe MTA FQDN from the provisioning server so that it can verify the request
before replying with aticket. The Telephony KDC issues the Kerberos Ticket for a group of one or more CMSs
uniquely identified with the pair (Kerberos Realm, CM S Principal Name).

In the event that different MTA ports are configured for a different group of CMSs, the MTA must obtain multiple
Kerberos Tickets by repeating these call flows for each CMS. Note that there is no requirement that the MTA obtain all
the tickets from asingle KDC.
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7.1.1.25.2 Call Flows SEC-7,8,9: Establish IPsec SAs with the CMS

The MTA uses the Kerberos Ticket to establish a pair of simplex |Psec Security Associations with the given CMS. In
the event that different MTA ports are configured with different CMS FQDN names, multiple pairs of SAswill be
established (one set for each CMS).

When a single Kerberos ticket isissued for clustered Call Agents, it is used to establish more than one pair of 1Psec
SAs.

A CMS FQDN may translate into alist of multiple IP addresses, as would be the case with the NCS clustered Call
Agents. In those cases, the MTA must initiate Kerberized key management with one of the | P addresses returned by the
DNS Server. The MTA may also establish SAs with the additional CM S I P addresses.

Additional IPsec SAs with the other IP addresses may be established later, as needed (e.g. the current CM S | P address
does not respond).

7.1.1.3 Key Management

7.1.1.3.1 MTA - SNMP Manager

Key Management for the MTA-Provisioning SNMPv3 user must use the Kerberized key management protocol asitis
specified in clause 6.5.4. The MTA and the Provisioning Server must support this key management protocol. Additional
SNMPv3 users may be created with the standard SNMPv3 cloning method [28] or with the same Kerberized key
management protocol.

In order to perform Kerberized key management, the MTA must first locate the KDC. It retrieves the provisioning
realm name from DHCP and then uses a DNS SRV record lookup to find the KDC FQDN(s) based on the realm name
(see clause 6.4.5.1). When there is more than one KDC (DNS SRV record) found, DNS assigns a priority (and possibly
aweighting) to each one. The MTA will choose a KDC based on the DNS priority and weight labelling and will go
through the list until it findsa KDC that is able to respond.

7.1.1.3.2 MTA - TFTP Server

The optional encryption key for the MTA configuration file is passed to the MTA with an SNMP Set command (by the
Provisioning Server) shown in the provisioning flow MTA-19. SNMPv3 security is utilized to provide message
integrity and privacy. In the event that SNMPv3 privacy is not enabled, the MTA configuration file must not be
encrypted and the file encryption key must not be passed to the MTA.

The encryption algorithm used to encrypt the file must be the same as the one used for SNMPv3 privacy. The samefile
encryption key may be re-used on the same configuration file while the MTA configuration file contents are unchanged.
However, if the MTA configuration file changes or if adifferent encryption algorithm is selected for SNMPv3 privacy,
the Provisioning Server must generate a new encryption key, must re-encrypt the configuration file and must update the
TFTP Server with the re-encrypted file.

7114 MTA Embedded Keys

The MTA device must be manufactured with a public/private RSA key pair and an X.509 device certificate that must be
different from the BPI+ device certificate.

7.1.15 Summary Security Profile Matrix - Device Provisioning

The following matrix applies only to the Secure Provisioning Flow and SNMPv3.
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Table 22: Security Profile Matrix - MTA Device Provisioning

SNMP

TFTP (MTA - TFTP server)

authentication

Yes

Yes: authentication of source of configuration data.

access control

Yes: write access to MTA configuration
is limited to authorized SNMP users.
Read access can also be limited to the
valid users when confidentiality is

Yes: write access to the TFTP server must be limited to
the Provisioning Server but is out of scope for
IPCablecom. Read access can be optionally indirectly
enabled when the MTA configuration file is encrypted.

enabled.
integrity Yes Yes
confidentiality Optional Optional (of MTA configuration information during the
TFTP-get).
non-repudiation No No
security SNMPvV3 authentication and privacy. Hash of the MTA configuration file is sent to the MTA
mechanisms Kerberized key management protocol |over SNMPv3, providing file authentication. When the
defined by IPCablecom. file is encrypted, the key is also sent to the MTA over
SNMPv3 (with SNMPv3 encryption turned on).
7.1.2 Subscriber Enrolment

The subscriber enrolment process establishes a permanent customer billing account that uniquely identifiesthe MTA to
the CM S via the endpoint ID, which containsthe MTA's FQDN. The billing account is also used to identify the services
subscribed to by the customer for the MTA.

Subscriber enrolment may occur in-band or out-of-band. The actual specification of the subscriber enrolment processis
out of scope for IPCablecom and may be different for each Service Provider. The device provisioning procedure
described in the previous clause alows the MTA to establish IPsec Security Associations with one or more Call Agents,
regardless of whether or not the corresponding subscriber had been enrolled.

As aresult, when subscriber enrolment is performed in-band, a communication to a CSR (or to an automated subscriber
enrolment system) is protected using the same security mechanisms that are used to secure all other voice
communication.

During each communication setup (protected with |Psec ESP), the CM'S must check the identity of an MTA against its
authorization database to validate which voice communications services are permitted. If that MTA does not yet
correspond to an enrolled subscriber, it will be restricted to permitting a customer to contact the service provider to
establish service ("customer enrolment"). Some additional services, such as communications with emergency response
organizations (e.g. 911), may also be permitted in this case. Since in-band customer enrolment is based on standard
security provided for call signalling and media streams, no further details are provided in this clause. Refer to clause 7.6
and to clause 6.6 on media streams.
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7.2 Quiality of Service (QoS) Signalling

7.2.1 Dynamic Quality of Service (DQoS)

7.21.1 Reference architecture for embedded MTAS
MTA MTA
D pkt-g3 pkt-q7 pkt-g3 —
8 | CMS/Gate CMS/Gate |—
pkt-q4 Controller Controller 8 okt-q4
Peat CM kt-g2 pkt-q1
pKt-q pkt g5 pki-g5 pkt-g2 CM ——
CMTS CMTS
pkt-q6 pkt;y
Record Record

Keeping /\ Keeping
Server Server

Figure 11: QoS Signalling Interfaces in IPCablecom Network

7.21.2 Security Services

7.2.1.2.1 CM-CMTS DOCSIS® 1.1 QoS Messages
Refer to the DOCSIS® 1.1 RFI specification [8].

7.2.1.2.2 Gate Controller - CMTS COPS Messages

Authentication, Access Control and M essage I ntegrity: required to prevent QoS theft and denial-of-service attacks.

Confidentiality: required to keep customer information private.

7.2.1.3 Cryptographic Mechanisms

7.2.1.3.1 CM-CMTS DOCSIS® 1.1 QoS Messages
The DOCSIS® 1.1 QoS messages are specified in the DOCSIS® 1.1 RFI specification [8].

721311 QoS Service Flow

A Service Flow isaDOCSIS® MAC-layer transport service that provides unidirectional transport of packets either to
upstream packets transmitted by the CM or to downstream packets transmitted by the CMTS. A service flow is
characterized by a set of QoS Parameters such as latency, jitter, and throughput assurances. In order to standardize
operation between the CM and CMTS, these attributes include details of how the CM requests mini-dots and the
expected behaviour of the CMTS upstream scheduler.

DOCSIS® defines a Classifier, which consists of some packet matching criteria (IP source address, for example), a
Classifier priority, and areference to a service flow. If a packet matches the specified packet matching criteria, it isthen
delivered on the referenced service flow.
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Downstream Classifiers are applied by the CMTS to packets it is transmitting, and Upstream Classifiers are applied at
the CM and may be applied at the CM TS to police the classification of upstream packets.

The network can be vulnerable to | P packet attacks; i.e. attacks stemming from an attacker using another MTA's IP
source address and flooding the network with the packets intended for another MTA's destination address. A CMTS
controlling downstream service flows will limit an MTA's downstream bandwidth according to QoS allocations. If the
CMTS s flooded from the backbone network with extra packets intended for one of its M TAs, packets for that MTA
may be dropped to limit the downstream packet rate to its QoS allocation. The influx of the attacker's packets may result
in the dropping of good packets intended for the destination MTA.

To thwart this type of network attack, access to the backbone network should be controlled at the entry point. This can
be accomplished using a variety of QoS Classifiers, but is most effective when the packet source is verified by its
source | P address. Thiswill limit the ability of arogue source to flood the network with unauthorized IP packets.

CMTSs should use classifiers to police upstream packets (including verifying source | P addresses) arriving over the
HFC access network.

For more information regarding the use of packet Classifiers, refer to the DOCSIS® 1.1 RFI specification [8].

7.2.1.3.2 Gate Controller - CMTS COPS Messages

To download a QoS policy for a particular communications connection, the Gate Controller function in the CM S must
send COPS messages to the CMTS. These COPS messages must be both authenticated and encrypted with |Psec ESP.
Refer to clause 6.1.2 on the details of how IPsec ESP is used within |PCablecom and for the list of available
ciphersuites.

7.2.1.4 Key Management

7.2.1.4.1 Gate Controller - CMTS COPS Messages

Key management for this COPS interfaceis either IKE or Kerberos. Implementations must support |KE with pre-shared
keys. Implementations may support |KE with X.509 certificates and they may support Kerberos using symmetric keys.
For more information on the IPCablecom use of IKE, refer to clause 6.2.2. For more information on the |PCablecom
use of Kerberos with symmetric keys, refer to clauses 6.4.3 and 6.5.

When the Gate Controller detects afailure of all COPS connections associated with a particular outgoing |Psec SA, it
must delete all associated SAs (IKE and IPsec SAsif IKE is used as the Key management protocol or only |Psec SAsif
Kerberosis used as the Key management protocol).

Subsequently, every N times (1 < N < 10) that the Gate Controller tries to recover the connection, the SAs must be
removed.

7.2.1.4.2 Security Profile Matrix Summary

Table 23: Security Profile Matrix - DQo0S

COPS
(CMTS-CMS)

Authentication Yes

access control Yes

Integrity Yes

Confidentiality yes

non-repudiation No

security mechanisms IPsec with encryption and message integrity IKE or Kerberos
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7.3 Billing System Interfaces

7.3.1 Security Services

7311 CMS-RKS Interface

Authentication, Access Control and M essage | ntegrity: required to prevent service theft and denial-of-service
attacks. Want to insure that the billing events reported to the RKS are not falsified.

Confidentiality: required to protect subscriber information and communication patterns.

7.3.1.2 CMTS-RKS Interface

Authentication, Access Control and M essage I ntegrity: required to prevent service theft and denial-of-service
attacks. Want to insure that the billing events reported to the RKS are not falsified.

Confidentiality: required to protect subscriber information and communication patterns. Also, effective QoS
information and network performance is kept secret from competitors.

7.3.1.3 MGC - RKS Interface

Authentication, Access Control and M essage I ntegrity: required to prevent service theft and denial-of-service
attacks. Want to insure that the billing events reported to the RKS are not falsified.

Confidentiality: required to protect subscriber information and communication patterns.

7.3.2 Cryptographic Mechanisms

Both message integrity and privacy must be provided by |Psec ESP, using any of the ciphersuitesthat are listed in
clause 6.1.2.

RADIUS itself defines MD5-based keyed MAC for message integrity at the application layer. And, there does not
appear to be away to turn off this additional integrity check at the application layer. For IPCablecom, the key for this
RADIUS MAC must always be hardcoded to the value of 16 ASCII Os. Thisin effect turns the RADIUS keyed MAC
into an MD5 hash that can be used to protect against transmission errors but does not provide message integrity. No key
management is needed for RADIUS MACs.

Billing event messages contain an 8-octet Element ID of the CMS, CMTS or the MGC. The RKS must verify each
billing event by ensuring that the specified Element 1D correctly correspondsto the IP address. This check is done viaa
lookup into a map of 1P addresses to Element IDs. Refer to clause 7.3.3 on how this map is maintained. A combined
element (such as a combined CMS/MGC) may use the same | P address and Security Association to convey Event
Messages from both elements. Additionally, both elements may use the same Element ID. Refer to clause 7.3.3.1 for
information on how to maintain a map of multiple elements and Element 1Ds.

7.3.2.1 RADIUS Server Chaining

RADIUS servers may be chained. This means that when the local RADIUS server that is directly talking to the CM S or
CMTSclient is not able to process a message, it forwards it to the next server in the chain.

I PCablecom specifies security mechanisms only on the links to the local RADIUS server. |PCablecom also requires
authentication, access control, message integrity and privacy on the interfaces between the chained RADIUS servers,
but the corresponding specifications are outside of the scope of 1PCablecom.

Key Management (in the following clause) applies to the local RADIUS Server/RKS only.
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7.3.3 Key Management

7.33.1 Key CMS - RKS Interface

The CMS and the RKS must negotiate a shared secret (CMS-RK'S Secret) using IKE or Kerberos with symmetric keys
(implementations must support IKE with pre-shared keys, they may support IKE with X.509 certificates and they may
support Kerberos using symmetric keys). For more information on the IPCablecom use of IKE, refer to clause 6.2.2. For
more information on the |PCablecom use of Kerberos with symmetric keys, refer to clauses 6.4.3 and 6.5.

The key management protocol must run asynchronous to billing event generation, and will guarantee that thereis
awaysavalid, non-expired CMS-RKS Secret.

An RK'S must maintain a mapping between an | P address and an Element ID for each host with which it has |Psec
Security Associations. How this mapping is created depends on the |Psec key management protocol:

1) IKE with Pre-Shared Keys. One way to implement this mapping is to provide alocal database of which
Element 1D(s) are associated with the source | P address.

2) IKE with Certificates. As specified in clause 8.2.3.4.3, a certificate of a server that sends billing event
messages to an RKS containsits Element ID(s) in the CN attribute of the distinguished name. During IKE
phase 1, the RK'S must save a mapping between the | P address and its Element ID(s) that is contained in the
certificate.

3) Kerberized Key Management. As specified in clause 6.4.5.5, a principal name of each server that reports
billing event messages to the RKS includes its Element ID(s). After an RKS receives and validates an AP
Request message, it must save a mapping between the | P address and its Element ID(s) that is contained in the
principal name.

When an event message arrives at the RKS, the RKS must retrieve a source IP address based on the Element ID, using
the mapping established during key management. The RK'S must ensure that this address is the same as the source 1P
addressin the | P packet header.

7.3.3.2 CMTS - RKS Interface

The CMTS and the RKS must negotiate a shared secret (CMTS-RKS Secret) using IKE or Kerberos (implementations
must support |KE with pre-shared keys; they may support IKE with X.509 certificates and they may support Kerberos
using symmetric keys). For more information on the | PCablecom use of IKE, refer to clause 6.2.2. For more
information on the |PCablecom use of Kerberos with symmetric keys, refer to clauses 6.4.3 and 6.5.

The key management protocol must be running asynchronous to billing event generation, and will guarantee that there
isalwaysavalid, non-expired CMTS-RK S Secret.

An RKS maintains a mapping between an | P address and an Element ID for each host with which it has 1Psec Security
Associations, as specified in clause 7.3.3.1. Thisincludesthe CMTS.

When a billing event arrives at the RKS, the RKS must retrieve a source | P address based on the Element 1D, using the
mapping established during key management. The RKS must ensure that this address is the same as the source |P
addressin the | P packet header

7.3.3.3 MGC - RKS Interface

The MGC and the RK'S must negotiate a shared secret (MGC-RKS Secret) using IKE or Kerberos (implementations
must support |KE with pre-shared keys; they may support IKE with X.509 certificates and they may support Kerberos
using pre-shared keys). For more information on the | PCablecom use of IKE, refer to clause 6.2.2. For more
information on the |PCablecom use of Kerberos with symmetric keys, refer to clauses 6.4.3 and 6.5.

The key management protocol must be running asynchronous to billing event generation, and will guarantee that there
isalwaysavalid, non-expired MGC-RK S Secret.

An RKS maintains a mapping between an | P address and an Element ID for each host with which it has IPsec Security
Associations, as specified in clause 7.3.3.1. Thisincludes the MGC.
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When an event message arrives at the RKS, the RK'S must retrieve a source IP address based on the Element ID, based

on the mapping established during key management. The RKS must ensure that this address is the same as the source |P
addressin the | P packet header.

7.3.4 Billing System Summary Security Profile Matrix

Table 24: Security Profile Matrix - RADIUS

RADIUS Accounting RADIUS Accounting RADIUS Accounting
(CMS - RADIUS Server/RKS) | (CMTS - RADIUS Server/RKS) | (MGC - RADIUS Server/RKS)
authentication yes yes yes
access control yes yes yes
integrity yes yes yes
confidentiality yes yes yes
non-repudiation  |no no no
security IPsec ESP with encryption and |IPsec ESP with encryption and IPsec ESP with encryption and
mechanisms message integrity enabled. message integrity enabled. message integrity enabled.
key management using IKE or |key management using IKE or key management using IKE or
Kerberos Kerberos Kerberos

7.4 Call Signalling

7.4.1 Network Call Signalling (NCS)

7411 Reference Architecture

Figure 12 shows the network components and the various interfaces to be discussed in this clause.

CMS b
(Call Agent Cluster)

CMS a | pkt-s16: _| Remote

CMSS CMS
[
pkt-s5: NCS
[
pkt-s3: RTP ———— Remote

MTA —— pkt-s4: RTCP MTA

Figure 12: NCS Reference Architecture

Figure 12 shows a CM S containing a cluster of Call Agents, which are identifiable by one CMS FQDN. It also shows,
even though thisis not alikely scenario in early deployments, that different CM Ss could potentially manage different
endpointsinasingle MTA.

The security aspects of interfaces pkt-s3 and pkt-s4 (RTP bearer channel and RTCP) are described in clause 6.6 of the
present document. The protocol interface pkt-s16 (CMSto CMYS) is SIP with IPCablecom extensions, as specified
in[32].

When a call is made between two endpoints in different zones, the call signalling hasto traverse the path between two
different CM Ss. The signalling protocol between CM Ssis SIP with 1PCablecom specific extensions. See [32] for more
details. Initialy, theinitiating CM'S may not have a direct signalling path to aterminating CMS. The call routing table
of theinitiating CM S may point it to an intermediate SIP proxy. That SIP proxy, in turn, may point to another SIP
proxy. In general, we make no assumptions about the number of SIP proxiesin the signalling path between the CM Ss.
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Once the two CM Ss have discovered each other's |ocation, they have the option to continue SIP signalling directly
between each other. The SIP proxies that route traffic between Domains are called Exterior Border Proxies (EBPs).
EBPs enforce access control on all signalling messages routed between domains. They also provide application level
security on sensitive information contained within SIP messages. While not depicted in figure 12, CMSS may also be
used between aCM S and an MGC.

As SIP proxies and CM Ss may be in different | PCablecom domains (and consequently different trust domains), there
must be asignalling path and trust relationship between two domains, before any direct SIP signalling can take place.

I PCablecom Server certificates are used for TLS mutual authentication in CM SS and provide the trust infrastructure for
SIPsignalling. A CM S or EBP, may be configured to only trust specific Service Provider CA certificates and/or
FQDNSs (i.e. access list) of external CM Ss and EBPs. Generally, trust between different Service Provider domainsis be
provided by the EBPs.

7.4.1.2 Security Services

The same set of requirements applies to both CMS-MTA and CMS-CM S signalling interfaces.

Authentication: signalling messages should be authenticated, in order to prevent athird party masguerading as either
an authorized MTA, CMS, MGC, or SIP Proxy.

Confidentiality: NCS messages carry dialled numbers and other customer information, which must not be disclosed to
athird party. Thus confidentiality of signalling messages should be required. The signalling messages carry media
stream keying material that must be kept private on each signalling hop, and should also be kept private end-to-end
between the initiating and target CM Ss, to avoid exposure at SIP signalling proxies. There is no standard, well-
supported mechanism to support end-to-end privacy of keying material, however, so only hop-by-hop confidentiality is
supported in IPCablecom.

M essage integrity: should be assured in order to prevent tampering with signalling messages - e.g. changing the dialled
numbers.

Access control: Services enabled by the NCS signalling should be made available only to authorized users - thus access
control isrequired at the CMS.

7.4.1.3 Cryptographic Mechanisms

IPsec ESP must be used to secure the NCS signalling between the CMS and MTA. IPsec keys must be derived using the
mechanism described in clause 6.5.3.1.

TLS must be used to secure the SIP signalling (CM SS) between CM Ss and between CM Ss and SIP proxies (EBPs).

Thefirst SIP signalling roundtrip between the initiating and target CM Ss may transit through any number of
intermediate SIP signalling proxies. Since TLSis applied separately on each signalling hop, the contents of the SIP
signalling message is decrypted and re-encrypted at each SIP signalling proxy. The full contents of the SIP signalling
message, including media stream keying material, are available in the clear at each intermediate SIP signalling proxy.

7.4.1.3.1 MTA-CMS Interface

Each signalling message coming from the MTA and containing the MTA domain name (included in the NCS endpoint
ID field) must be authenticated by the CMS. This domain name is an application-level NCSidentifier that will be used
by the Call Agent to associate the communication with a paying subscriber. In order to perform this authentication, the
CMS must maintain an |P address to FQDN map for each MTA |P address that has a current SA. This map must be
built during the key management process described in the following clause and does not need to reside in permanent
storage.

7.4.1.3.2 CMS-CMS, CMS-MGC, CMS-SIP Proxy and SIP Proxy - SIP Proxy Interfaces

When aCM S or MGC or a SIP Proxy receives a SIP signalling message, it should map the source | P address to the
identity (FQDN) of the CM S or SIP Proxy and to the local policy associated with that FQDN. This lookup would utilize
an IP addressto FQDN map for all MGCs and SIP Proxies that have current TLS sessions with this host. Thismap is
built during key management described in the following clause and does not need to reside in permanent storage.
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7.4.1.4 Key Management

7.4.1.4.1 MTA-CMS Key Management

The MTA must use Kerberos with PKINIT to obtain a CM S service ticket (see clause 6.4.3). The MTA should first
obtain a TGT (Ticket Granting Ticket) viathe AS Request/AS Reply exchange with the KDC (authenticated with
PKINIT). In the case that the MTA obtained a TGT, it performs a TGS Request/TGS Reply exchange to obtain the
CMS service ticket (see clause 6.4.4).

After the MTA has obtained a CM S ticket, it must execute a Kerberized key management protocol (that utilizes the
CM S ticket) with the CM S to create SAs for the pkt-s10 interface. This Kerberized key management protocol is
specified in clause 6.5. Clause 6.5 al so describes the mechanism to be deployed to handle timed-out 1Psec keys and
Kerberos tickets. The mechanism for transparently handling key switchover from one key lifetime to another key
lifetimeis also defined.

The key distribution and timeout mechanism is not linked to any specific NCS message. Rather, the MTA will obtain
the Kerberos ticket from the KDC when started and will refresh it based on the timeout parameter. Similarly, the MTA
will obtain the sub-key (and thus IPsec ESP keys) based on the | Psec timeout parameters. In addition, when the |Psec
ESP keys are timed out and the MTA needs to transmit data to the CMS, it will perform key management with the CM'S
and obtain the new keys. It is also possible for the |Psec SAsto expire at the CM S while it has datato send to the MTA.
In this case, clause 6.5.3.5.3 describes the technique for the CM S to initiate key management and establish new Security
Associations.

741411 Call Agent Clustering

At the time that the CM S receives a Kerberos ticket for establishing an IPsec SA, it must extract the MTA FQDN from
the MTA principal name in the ticket and map it to the IP address. This map islater used to authenticate the MTA
endpoint ID in the NCS signalling messages.

Inthe case a CM S, or an application server, is constructed as a cluster of Call Agents with different | P addresses, all
Call Agents should share the same service key for decrypting a Kerberosticket. Thusthe MTA will need to execute
single PKINIT Request/Reply sequence with the KDC and multiple AP Request/Reply sequence for each Call Agent in
the cluster. The Kerberos messages are specified in clause 6.4.4.

Optimized key management is specified for the case when in the middle of a communication, a clustered Call Agent
sends a message to an MTA from a new |P address, where it does not yet have alPsec SA with that MTA
(seeclause 6.5.2.1).

In this optimized approach, the CM S sends a Rekey message instead of the Wake Up. This Rekey messageis
authenticated with aSHA-1 HMAC, using a Server Authentication Key, derived from a session key used to encrypt the
last AP Reply sent from the same CM S (or another CM S with the same Kerberos Principal Name).

Additionally, the Rekey message includes | Psec parameters, to avoid the need for the AP Reply message. The MTA
responds with a different version of the AP Request that includes the MTA-CMS Secret, normally sent by the CMSin
the AP Reply. As aresult, after the MTA responds with the AP Request, a new 1Psec SA can be established with no
further messages. The total price for establishing anew SA with this optimized approach is a single roundtrip time. This
isillustrated in figure 13.
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Figure 13: Key Management for NCS Clusters
Infigure 13, an NCS clustered Call Agent suddenly decides to send an NCS message from a new |P address that did not
previously have any SA established with that MTA.

The first Security Association SA; with CMS at | P, was established with a basic AP Request / AP Reply exchange.
HMAC key Ksra for authenticating Rekey message from the CM S was derived from the session key used to encrypt the
AP Reply.

When a new SA; needs to be established between the MTA and CM S at 1P;, the key management is as follows:

(4) The CMS at |P; sends a REKEY message, similar in functionality to the Wake Up message, but with a significantly
different content. It contains:

. I Psec parameters (also found in the AP Reply): SPI, selected ciphersuite, SA lifetime, grace period, and re-
establish flag. The purpose of adding these |Psec parametersto REKEY is to eliminate the need for the

subsequent AP Reply message.
. SHA-1 HMAC using K gga.

(5) AP Request that includes the MTA-CM S secret, normally sent in the AP Reply message. Thisisalegal Kerberos
mode, where the key is contained in the AP Request and AP Reply is not used at all.

For more details, refer to clause 6.5.3.

7.4.1.4.1.2 MTA Controlled by Multiple CMSs

In the case asingle MTA is controlled by multiple CM Ss and each CM S is associated with a different Kerberos realm,
the MTA will need to execute multiple PKINIT Request/Reply exchanges with the KDC, one for each realm, optionally
followed by a TGS Request/Reply exchanges. Then, an MTA would execute multiple AP Request/Reply exchangesin
order to create the Security Associations with the individual CM Ss.

7.4.1.4.1.3 Transferring from one CMS to another via NCS signalling

When control of an MTA endpoint is transferred from one CM S to another via NCS signalling, the following steps are
taken:

1) Thenew CMS might not have been included in the CM S table. In that case, the corresponding table entry must
be locally created. Refer to clause 7.1.1.2.5 for instructions on how to create the new CM Stable entry.

2) If the MTA does not already have IPsec SAs established with thisCM S (e.g. viaan earlier Wake Up), it must
attempt to establish them at thistime.
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3) If the MTA now possesses valid IPsec Security Associations with the new CMS, the NCS signalling software
is notified and the Security Association can be utilized. Further signalling traffic for this affected endpoint
related to the prior CM S Security Association must not be sent.

7.4.1.4.2 CMS-CMS, CMS-MGC, CMS-SIP Proxy, SIP Proxy-SIP Proxy Key Management

When aCM S, MGC, or a SIP Proxy has data to send to another CMS, MGC, or SIP Proxy and does not already have a
TLS Session with that host, it must first establish a TLS session with the other CMS, MGC, or SIP Proxy (see
clause 6.9).

A CMSor aSIP Proxy should create TL S sessions ahead of time (before they are needed) whenever possible and
maintain persistent connections.

741421 Example of Inter-Domain Call Setup with TLS Sessions

The following example diagram, depicts atypical SIP signalling flow for an inter-domain call setup in which EBPs are
used (refer to [32] for further details on CMSS call flows). It illustrates several pointsin the end-end call setup where
different TLS sessions and TCP connections may be required and also emphasi zes the importance of connection
persistence and re-use to minimize TCP connection and TL S session establishment during the call setup (i.e. in order to
minimize performance impacts and call setup delays). It should be noted that in a peering relationship between two SIP
User Agents (i.e. CM Ss and/or EBPs) often results in two TCP connections, one for SIP transactions initiated in each
direction. Thisis due to the fact most TCP connections are initiated using ephemeral source ports and SIP transactions
are initiated by sending SIP requests to a User Agent's well-known SIP port. As for securing each TCP connection with
TLS, TLSclientstypically cache TLS sessions based on specific remote | P address and port pairs, thereforeitis
unlikely TLS session caching using acommon TLS master key can be used for both of the TLS sessions.

The inter-domain signalling flow begins with CMS"A" sending an INVITE to EBP"A" (CMS"A" isinitiating a SIP
INVITE transaction and will signal the well-known SIP port on EBP"A"). A TLS session is required and may need to
be established for the TCP connection if one does not aready exist (which can be re-used) for this new transaction.
Similarly, aTLS sessionisrequired for each hop in this INVITE transaction, and may require a TLS session to be
established between EBP"A" and EBP "B", and also between EBP "B" and CMS"B".

The 183 (Session Progress) response from CM S "B" is routed back through the EBPsto CMS " A" using the previously
established TLS sessions. Once CMS"A" receives this 183 responsg, it sends a PRACK (Provisional ACK) directly to
CMS"B". ThisPRACK isa SIP request which initiates a new transaction, and requires a TL S session be established
with CMS"B"'s well-known SIP port. CMS "B" sends a 200 OK response back to CMS"A" (using the same TLS
session and TCP connection) as athe final response to this PRACK transaction. Upon receiving aresponse to itsinitial
INVITE, CMS"A" will also send an UPDATE request to CMS "B" over the previously established TLS session, to
indicate resource reservation has been completed. CMS "B" will respond with a 200 OK, completing this UPDATE
transaction.

Upon receiving the UPDATE, CMS"B" reserves any necessary resource and sends back a 180 (Ringing) provisional
response to CMS"A" over the previoudly established TLS session. This provisional response will also initiate PRACK /
200 OK transaction between the two CMSs, over the same TL S session.

Once the terminating end answers the call, CM S "B" sends the 200 OK final response to the INVITE. However, this
response is sent back viathe EBPs using the same TLS sessions used for the INVITE. CMS"A" will acknowledge
receipt of this 200 OK response by sending an ACK (a SIP request) directly to CMS"B". This ACK is sent using the
previously established TLS session used for the first PRACK.

Once the call is established, the exampleillustrates the case where the terminating end goes on hook. CMS"B" initiates
aBYE/ 200 OK transaction by sending aBYE (SIP request) to CMS"A". Asthis BYE request is sent to the well-
known SIP signalling port of CMS"A", it isvery likely CMS"B" will need to use a different TCP connection and TLS
session than the ones used for sending SIP requests from CMS"A" to CMS"B" (assuming CMS"A" isusing an
ephemeral port for its TCP connection to CMS"B").

As can be seen from this example, two TCP connections with two distinct TLS sessions may be required between two
CMSs. It isimportant to support persistent and re-usable connections and TL S session caching in order to minimize
impacts on CM S performance and call latency.
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Figure 14:. CMS - CMS Signalling Flow with Security

7.4.2 Call Signalling Security Profile Matrix

Table 25: Security Profile Matrix - Network Call Signalling

MTA-CMS CMS-CMS CMS-SIP Proxy /
SIP Proxy-SIP Proxy

authentication optional yes yes
access control optional yes yes
integrity optional yes yes
confidentiality optional yes yes
non-repudiation no no no

security
mechanisms

IPsec ESP with encryption and message |TLS with encryption and

integrity enabled.

Authentication via Kerberos with PKINIT
Kerberized key management defined by
IPCablecom Security may be disabled
through the provisioning process

message integrity.
Authentication via X.509
certificates (or symmetric
keys when TLS session
caching is used)

TLS with encryption and
message integrity.
Authentication via X.509
certificates (or symmetric
keys when TLS session
caching is used)
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7.5 PSTN Gateway Interface

7.5.1 Reference Architecture

An IPCablecom PSTN Gateway consists of three functional components:

. aMedia Gateway Controller (MGC) which may or may not be part of the CMS;
. aMedia Gateway (MG); and
e aSignaling Gateway (SG).

These components are described in detail in[5].

7511 Media Gateway Controller

The Media Gateway Controller (MGC) isthe PSTN gateway's overall controller. The MGC receives and mediates call-
signalling information between the | PCablecom and the PSTN domains (from the SG), and it maintains and controls the
overall state for all communications.

7.5.1.2 Media Gateway

Media Gateways (MG) provide the bearer connectivity between the PSTN and the |PCablecom I P network.

7.5.1.3 Signalling Gateway

| PCablecom provides support for SS7 signalling gateways. The SG contains the SG to MGC interface. Refer to [5] for
more detail on signalling gateways.

The SS7 Signalling Gateway performs the following security-related functions:

. I solates the SS7 network from the |P network. Guards the SS7 network from threats such as Information
Leakage, integrity violation, denial-of-service, and illegitimate use.

o Provides mechanism for certain trusted entities ("TCAP Users") within the | PCablecom network, such as Call
Agents, to query external PSTN databases via TCAP messages sent over the SS7 network.

7.5.2 Security Services

75.2.1 MGC - MG Interface

Authentication: Both the MG and the MGC must be authenticated, in order to prevent athird party masquerading as
either an authorized MGC or MG.

Access Control: MG resources should be made available only to authorized users - thus access control is required at the
MG.

Integrity: must be assured in order to prevent tampering with the TGCP signalling messages - e.g. changing the dialled
numbers.

Confidentiality: TGCP signalling messages carry dialled numbers and other customer information, which must not be
disclosed to athird party. Thus confidentiality of the TGCP signalling messages is required.

7.5.3 Cryptographic Mechanisms

7.5.3.1 MGC - MG Interface

IPsec ESP must be used to both authenticate and encrypt the messages from MGC to MG and vice versa. Refer to
clause 6.1.2 for details of how IPsec ESP is used within IPCablecom and for the list of available ciphersuites.

ETSI



104 ETSITS 103 161-9 V1.1.1 (2011-10)

7.5.4 Key Management

7541 MGC - MG Interface

Key management for the MGC-MG interface is either IKE or Kerberos. |mplementations must support IKE with pre-
shared keys. |mplementations may support |KE with X.509 certificates and they may support Kerberos using symmetric
keys. For more information on the | PCablecom use of IKE, refer to clause 6.2.2. For more information on the

| PCablecom use of Kerberos with symmetric keys, refer to clauses 6.4.3 and 6.5.

The key management protocol ensures that there is always a valid, non-expired MGC - MG secret.

7.5.5 MGC-MG Summary Security Profile Matrix

Table 26: Security Profile Matrix - TGCP

TGCP (MG - MGC)

authentication yes

access control yes

integrity yes

confidentiality yes

non-repudiation no

security mechanisms IPsec

IKE or Kerberos

7.6 Media Stream

This security specification alows for end-to-end ciphersuite negotiation, so that the communicating parties can choose
their preferred encryption and authentication algorithms for the particular communication.

7.6.1 Security Services

7.6.1.1 RTP

Authentication: End-to-end authentication cannot be required, because the initiating party may want to keep their
identity private. Optional end-to-end exchanges for both authentication and additional key negotiation are possible but
are outside of the scope for I1PCablecom.

Encryption: The media stream between MTAs and/or MGs should be encrypted for privacy. Without encryption, the
stream is vulnerable to eavesdropping at any point in the network.

Key Distribution viathe CM S, atrusted third party, assuresthe MTA (or MG) that the communication was established
through valid signalling procedures, and with avalid subscriber. All this guarantees confidentiality (but not
authentication).

M essage I ntegrity: It is desirable to provide each packet of the media stream with a message authentication code
(MAC). A MAC ensures the receiver that the packet came from the legitimate sender and that it has not been tampered
with en route. A MAC defends against a variety of potential known attacks, such as replay, clogging, etc. It also may
defend against as-yet-undiscovered attacks. Typically, aMAC consists of 8 or more octets appended to the message
being protected. In some situations, where data bandwidth is limited, aMAC of this sizeisinappropriate. As a tradeoff
between security and bandwidth utilization, a short MAC consisting or 2 or 4 octetsis specified and selectable as an
option to protect media stream packets. Use of the MAC during an end-to-end connection is optional; whether it is used
or not is decided during the end-to-end ciphersuite negotiation (see clause 7.6.2.3.1).

Low complexity: Media stream security must be easy to implement. Of particular concernisa PSTN gateway, which
may have to apply security to thousands of media streams simultaneously. The encryption and MAC a gorithms used
with the PSTN gateway must be of low complexity so that it is practical to implement them on such ascale.
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7.6.1.2 RTCP

Authentication: see the above clause.

Encryption: within IPCablecom, RTCP messages are not permitted to contain the identity of the RTCP termination
endpoint. Snooping on RTCP messages, therefore, does not reveal any subscriber-specific information but may reveal
network usage and reliability statistics. RTCP encryption is optional.

M essage I ntegrity: RTCP signalling messages (e.g. BY E) can be manipulated to cause denial-of-service attacks and
ateration of reception statistics. To prevent these attacks, message integrity should be used for RTCP.

7.6.2 Cryptographic Mechanisms

MTAs and MGs must have an ability to negotiate a particular encryption and authentication agorithm. I1f media security
parameters are negotiated and RTP encryptionison (Transform ID isnot RTP_ENCR_NULL), each media RTP packet
must be encrypted for privacy. If RTP encryption is on, encryption must be applied to the RTP payload and must not be
applied to the RTP header. Security must not be applied to RTP packets if the negotiated RTP ciphersuiteis
AUTH_NULL and RTP_ENCR_NULL. Each RTP packet may include an optional message authentication code
(MAC). The MAC algorithm can aso be negotiated. The MAC computation must span the packet's unencrypted header
and encrypted payload. The receiver must perform the same computation as the sender and it must discard the received
packet if the value in the MAC field does not match the computed value.

Keys for the encryption and MAC cal culation must be derived from the End-End secret, which is exchanged between
sending and receiving MTA as described in clause 7.6.2.3.1.

7.6.2.1 RTP Messages

Figure 15 shows the format of an encoded RTP packet. |PCablecom must adhere to the RTP packet format as defined
by RFC 1889 [10] and RFC 1890 [42] after being authenticated and decrypted (where the MAC bytes, if included, are
stripped off as part of the authentication).

The packet's header consists of 12 or more octets, as described in [10]. The only field of the header that is relevant to
the encoding process is the timestamp field.

The RTP header has the following format (RFC 1889 [10]):

0 1 2 3

01(2)34567/89012345/6789012345678901
=2|P|X| CC M PT Sequence Number

Timestamp
Synchronization Source (SSRC) Identifier
Contributing Source (CSRC) Identifier

Figure 15: RTP Packet Header Format

Thefirst twelve octets are present in every RTP packet, while the list of CSRC identifiers is present only when inserted
by a mixer.
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(4 octets)

timestamp

header (4 octets)

(4 or more octets) authenticated

payload
(0 or more octets) encrypted

optional MAC
(0, 2, or 4 octets)

Figure 16: Format of Encoded RTP Packet

In IPCablecom, an RTP packet will carry compressed audio from the sender's voice codec, or it will carry a message
describing one or more events such asa DTMF tone, trunk or line signalling, etc. For simplicity, the former is referred
to asa"voice packet" and the latter as an "event packet.”

A voice packet's payload consists of compressed audio from the sender's voice codec. The length of the payload is
variable and depends on the voice codec as well as the number of codec frames carried by the packet.

An event packet's payload consists of a message describing the relevant event or events. The format of the messageis
outside the scope of the present document. The length of the payload is variable, but it will not exceed a known,
maximum value.

For either type of packet, the payload must be encrypted. If the optional MAC is selected, the MAC field is appended to
the end of the packet after the payload.

Parameters representing RTP packet characteristics are defined as follows:

° N, the number of octets in one frame of compressed audio. Each codec has a well-defined value of N. Inthe
case of acodec that encodes silence using short frames, N, refers to the number of octetsin a nonsilent frame.

. Ny, the number of speech samplesin one frame of uncompressed audio. The number of speech samples
represented by a voice packet is an integral multiple of N.

. N, the frame number. The first frame of the sender's codec has a value of zero for N;. Subsequent frames
increment N¢ by one. Nt increments regardless of whether aframeis actually transmitted or discarded as silent.

. M, the maximum number of frames per packet. Mf is determined by the codec's frame rate and by the sender's
packetization rate. The packetization rate is specified during communications setup. For NCS signalling, itisa
parameter in the Local ConnectionOptions - see[2].

For example, suppose the speech samplerate is 8 000 samples/sec, the frame rate is 10 ms, the packetization

rateis 30 ms, and the compressed audio rate is 16 000 hits/sec. Then N = 20, N, = 80, M = 3, and N; counts
the sequence 0, 1, 2.
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Ne, the maximum number of bytes that might be sent within the duration of one codec frame. It is assumed that
an event packet can have a payload aslarge as that of a voice packet, but no longer. In the case of a block
cipher, the cryptographic keys do not change after midstream codec changes. When a codec change does not
require a corresponding key change, the value of N, must be calculated as follows:

Ne=MAX { NcK } forK=1,... N
where N1, N2, ... NK are the different frame sizes for codecs that are supported by a particular endpoint.
Otherwise, N = N, , where N, is the frame size for the current codec.

. Ny, the number of MAC octets. Thisvalueis O, if the optional MAC is not selected; or 2 or 4, representing the
MAC sizeif the optional MAC is selected.

Nm
“—>
(bytes)

Header Timestamp CSCI Payload MMH MAC

Mf (Frames / Packet) ——/

Frame N (N-1) Frame N (1) Frame N (N+1)

Compressed Frame octet ‘ octet‘ octet ‘ octet octet
o o o

[¢«——— Nc (Octets / Frames)

Uncompressed Frame S‘S‘S‘S‘S‘S‘S‘S‘S‘

[sls[s]s]s]s
® o o

< Nu (Samples) »

Figure 17: RTP Packet Profile Characteristics

7.6.2.1.1 RTP Timestamp

According to RFC1889 [10], the timestamp field is a 32-bit value initially chosen at random. to |PCablecom, the
timestamp must increment according to the codec sampling frequency. The timestamp in the RTP header must reflect
the sampling instant of the first octet in each RTP packet presented as offset from the initial random timestamp value.

The timestamp field may be used by the receiver to synchronize its decryption process to the encryption process of the
sender.

Based on the definition of the timestamp and the packet parameters described in the previous clause, the timestamp
must equate to the value: ((N*N,) + (RTP Initial Timestamp)) modulo 2%, where N; is the frame number of the first
frame included in the packet.

7.6.2.1.2 Packet Encoding Requirements

Prior to encoding the packets of an RTP stream, the sending MTA must derive the keys and parameters from the End-
End Secret it shares with the receiving MTA, as specified in clause 7.6.2.3.3.

An MTA must derive two distinct sets of these quantities, one set for processing outgoing packets and another set for
processing incoming packets.
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7.6.21.2.1 Encryption and MMH MAC Option

7.6.2.1.21.1 Deriving an MMH MAC Key

The MMH MAC Key size must be determined before generating the MMH MAC Key. The following algorithm
specifies how to derive the MMH MAC Key when being used with block ciphers.

MMH MAC key size= (M; * Ng) + N + Ny - 2+ P

where Ms is the maximum number of frames per packet; N is maximum number of octetsin one frame of compressed
audio; N, isthe maximum number of octetsin the RTP header, as defined in clause 7.6.2.1; and N, is the number of
octetsin the MAC. Therefore, (M; * Ng) + N, represents the maximum size of an RTP packet, and N, - 2 represents the
additional two octets that are added to the key size when a four octet MMH MAC isused. (The key size isthe same as
the maximum RTP packet size when atwo octet MMH MAC isused.) PisO or 1, as needed to make the MMH MAC
key size an even number so that it is a multiple of the word size (2 bytes) used in the MMH MAC agorithm.

The number of octetsin the RTP header ranges from 12 to 72, inclusive, depending on the number of CSRC identifiers
that are included [10]. An implementation must choose Ny, at least as large as required to accommodate the maximum
number of CSRC identifiers that may occur during a session. An implementation must set Ny, to 72 if the maximum
number of CSRC identifiersis otherwise unknown.

Since the key derivation procedure generates the MMH MAC key last (see clause 7.6.2.3.3.1), it is not necessary to
generate a complete MMH MAC key at the start of the RTP session. | mplementations may generate less than the full
MMH MAC key and generate the rest | ater, as needed. For example, instead of using avalue of N, that reflects all
possible codecs supported by an endpoint, an implementation might initially derive an MMH key of size

(M¢* N¢) + Np + Ny, - 2 + P, where N, is the frame size for the currently selected codec. Later, after a codec change that
resultsin alarger value of N, additional bytes for the MMH key may be generated.

7.6.2.1.2.1.2 RTP Timestamp Wrap-around
Let us say that theinitial RTP timestamp valueis To. A timestamp wrap-around occurs when:

e an RTP packet with sequence number i has a timestamp value 2% - &, for
0< &; <= ATuax » Where ATyax isthe maximum difference between two consecutive RTP timestamps.

. an RTP packet with a sequence number i+1 has atimestamp value &, for 0 <= &, < ATyax.
The wrap-around point is between the RTP packetsi and i+1.

Each endpoint must keep a count Nygap0f RTP timestamp wrap-arounds, with arange from 0 to 2°-1 and initialized to
zero at the start of the connection Nywrap must be incremented by the sender right after the wrap-around point. Nywrap
must also be incremented by the receiver before it decrypts any RTP packets after the wrap-around point.

7.6.2.1.2.2 Block Cipher Encryption of RTP Packets

The AES Block Cipher must be supported for encryption of RTP packets. The following clauses specify how to support
any Block Cipher, including AES.

7.6.2.1.2.2.1 Block Termination

If an implementation supports block ciphers, residual block termination (RBT) must be used to terminate streams that
end with less than a full block of datato encrypt (see clause 9.3).

7.6.2.1.2.2.2 Initialization Vector

An Initialization Vector (IV) isrequired when using a block cipher in CBC mode to encrypt RTP packet payloads. The
size of an IV isthe same as the block size for the particular block cipher. For example, the IV size for DESX and 3-DES
is 64 bits, while for AES-CBC it is 128 hits. In order to calculate the IV each endpoint must keep track of Nwgrap - the
count of timestamp wrap-arounds during this RTP session, see clause 7.6.2.1.2.1.2. The IV must be calculated new for
each RTP packet as specified below:

1) Takethefirst N bits of the header, where N = min(cipher block size, RTP header size).
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2) Intheresult of the previous step replace the first 16 bits of the header with the 16-bit value of NWRAP, MSB
first.

3) Pad theresult of previous step with O's on the right, so that the resulting bit string is equal in size to the cipher
block size.

4)  XOR theresult of the previous step with the RTP Initialization Key (defined in clause 7.6.2.3.3.1). The size of
the RTP Initialization Key is the same as the cipher block size.

5)  Encrypt the result of the previous step using the same block cipher that is used to encrypt RTP packets, but in
ECB mode. The result of this step is the Initiaization Vector for this RTP packet.

7.6.21.2.2.3 MMH-MAC Pad Derivation When Using a Block Cipher

The MMH-MAC agorithm requires a one-time pad for each RTP packet. The MMH-MAC Pad must be derived by
performing the MMH Function on the Block Cipher's V. For a 2-byte MMH-MAC, use the MMH Function described
in clause 9.7.1.1; for a4-byte MMH-MAC, use the MMH Function described in clause 9.7.1.2.

The |V is calculated according to clause 7.6.2.1.2.2.2 for block ciphersthat require an IV. Even if the block cipher does
not require an 1V, one must be derived according to clause 7.6.2.1.2.2.2 and used as the basis of the MMH-MAC Ped
derivation.

A key isalso required by the MMH digest function in order to calculate the pad. The MMH MAC key derived in
clause 7.6.2.3.3.1 must be truncated according to clause 9.7.2.2 and must then be used as the key to the MMH digest.
Accordingly, the MMH MAC key is truncated to:

<sizeof IV>+ N, -2

Where <size of IV> is 16 bytesfor AES, N, is the size of the MMH MAC in bytes, as defined in clause 7.6.2.1, and
N, - 2 represents the additional two octets that are added to the key size when a four octet MMH MAC is used). (The
truncated key size isthe same asthe IV size when atwo octet MMH MAC is used.)

7.6.2.1.3 Packet Decoding Requirements

Prior to decoding the packets of an RTP stream, the receiving MTA must derive the keys and parameters from the End-
End Secret it shares with the sending MTA, as specified in clause 7.6.2.3.3.

The derived quantities must match the corresponding quantities at the sending MTA.

7.6.2.1.3.1 Timestamp Tolerance Check

Before processing areceived packet, the receiver should perform a sanity check on the timestamp value in the RTP
header, consisting of items (1) and (2) below:

1) Beginning with the RTP timestamp in the first packet received from a sender, the receiver calculates an
expected value for the timestamp of the sender's next RTP packet based on timestamps received in the sender's
previous packets for the session.

2) Thenext packet is rejected without being processed if its timestamp value is outside a reasonabl e tolerance of
the expected value. (Timestamps from rejected packets are not to be used to predict future packets). The
tolerance value is defined to be:

a)  sufficiently tight to ensure that an invalid timestamp value cannot derail the receiver's state so much that
it cannot quickly recover to decrypting valid packets;

b) ableto account for known differencesin the expected and received timestamp values, such as might
occur at call startup, codec switch over and due to sender/receiver clock drift.

If the timestamp value in the RTP headers from a sender never comes back within the acceptable range, the receiver
discontinues the session.

At the receipt of each packet, the receiver adjustsits time relationship with the sender within the acceptable tolerance
range of estimated val ues.
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7.6.2.1.3.2 Packet Authentication

If authentication is used on an RTP packet stream, verification of the MAC must be the first step in the packet decoding
process. When the timestamp tolerance check is performed, the MAC may be verified on packets with valid RTP
timestamps immediately after the check is completed.

If the MAC does not verify, the packet must be rejected.

7.6.2.2 RTCP Messages

7.6.2.2.1 RTCP Format

RFC 1889 [10] defines the packet format of RTCP messages.

v=2|p | count | pkttype length

SSRC

Figure 18: RTCP Packet Format

The RTCP packet type could be SR (sender reports), RR (receiver reports), SDES (source description), BY E (leaving
conference), and APP (application specific function). The length varies depending on the message type, but generally
around 40 bytes.

7.6.2.2.2 RTCP Encryption

RTCP messages must always be encrypted in their entirety when the negotiated encryption algorithm is a block cipher
in CBC mode. RTCP messages must not be encrypted when the negotiated encryption agorithm is
RTCP_ENCR_NULL. However, the encoded RTCP messages must still be formatted according to clause 7.6.2.2.2
when RTCP_ENCR_NULL is selected in conjunction with a non-NULL authentication algorithm

(e.g. HMAC-SHA1-96 or HMAC-MD5-96). Security must not be applied to RTCP packets if the negotiated RTCP
ciphersuiteisRTCP_AUTH_NULL and RTCP_ENCR_NULL. After the message is encrypted, an additional header
and MAC (Message Authentication Code) are added. The result packet has the format in figure 19.

Sequence number (4 bytes)

Encrypted RTCP message

MAC

Figure 19: RTCP Encrypted Packet Format
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Thefirst 4 bytes must be the sequence number, MSB first. The initial sequence number for each direction of traffic
must be 0. Afterwards, the sequence number for each direction must be incremented by 1. Generally, one RTCP
message is sent every 5 seconds for each channel. Thus 32 bits for the sequence number field would be big enough for
any connections without wrapping around.

ThelV (Initiaization Vector) must immediately follow the sequence number. The IV must be randomly generated by
the sender for each RTCP message and the IV size must be the same as the block size for the selected block cipher. The
Initialization Vector (1V) must not be included when RTCP_ENCR_NULL is used.

The original cleartext RTCP message encrypted in its entirety must immediately follow the IV. The MAC (Message
Authentication Code) computed over the concatenation of the sequence number, 1V and the encrypted message must
follow the encrypted RTCP message. The size of the MAC is agorithm-dependent.

7.6.2.2.3 Sequence Numbers

The receiver of RTCP messages should keep a dliding window of the RTCP sequence numbers. The size of the dliding
window Wrrcp depends on the reliability of the UDP transport and islocally configured at each endpoint. Wgrcp should
be 32 or 64. The dliding window is most efficiently implemented with a bit mask and bit shift operations.

When the receiver isfirst ready to receive RTCP packets, the first sequence number in this window must be 0 and the
last must be Wgrcp - 1. All sequence numbers within this window must be accepted the first time but must be rejected
when they are repeated. All sequence numbersthat are smaller than the "left" edge of the window must be rejected.

When an authenticated RTCP packet with a sequence number that islarger than the "right” edge of the window is
received, that sequence number is accepted and the "right" edge of the window is replaced with this sequence number.
The"left" edge of the window is updated in order to maintain the same window size.

When for awindow (Sright - Wrrep + 1, Sright), Sequence number Syew is received and Syew > Sricht, then the new
window becomes:

(Svew - Wrrer + 1, Syew)

7.6.2.2.4 Block Termination

Residual block termination (RBT) must be used to terminate RTCP messages that end with less than a full block of data
to encrypt (see clause 9.3).

7.6.2.2.5 RTCP Message Encoding

Each RTCP message must be encoded using the following procedure:
1) ArandomlV isgenerated.

2) Theentire RTCP message is encrypted with the selected block cipher and the just generated 1V.
3) The current sequence number, 1V and the encrypted RTCP message are concatenated in that order.

4) TheMAC iscomputed (using the selected MAC algorithm) over the result in ¢) and appended to the message.

7.6.2.2.6 RTCP Message Decoding

Each RTCP message must be decoded using the following procedure:
1) Regenerate the MAC code and compare to the received value. If the two do not match, the message is dropped.

2)  The sequence number is verified based on the diding window approach specified in clause 7.6.2.2.3. If the
sequence number is rejected, the message is dropped. The sliding window is also updated as specified in
clause 7.6.2.2.3.

3) The RTCP message is decrypted with the shared encryption key and with the IV that is specified in the
message header.
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7.6.2.3 Key Management

The key management specified here for end-to-end communication is identical in the cases of the MTA-to-PSTN and
MTA-to-MTA communications. In the case of the MTA-to-PSTN communications, one of the MTAsisreplaced by a
MG (Media Gateway).

The descriptions below refer to MTA-to-MTA communications only for simplicity. In this context, an MTA actualy
means a communication end point, which can be an MTA or aMG. In the case that the end pointisaMG, itis
controlled by an MGC instead of aCMS.

During call setup MTA, (theinitiating MTA) and MTA, (the terminating MTA) exchange randomly generated keying
material, carried inside the call signalling messages. Call signalling messages are themselves protected by 1Psec ESP or
TLS at each hop. This keying material is then used to generate the AES-CBC keys used to protect both RTP and RTCP
messages between the two MTAS.

MTA, generates two randomly generated values. End-End Secret, (46-bytes) and Pad; (46-bytes).
MTA generates two randomly generated values. End-End Secret; (46-bytes) and Pad, (46-bytes).

MTA, uses End-End Secret; and Pad; to derive encryption and authentication keys to be applied to its outbound traffic
and used by MTA; to decrypt and authenticate it.

MTA; uses End-End Secrety and Pad, to derive encryption and authentication keys to be applied to its outbound traffic,
and used by MTA, to decrypt and authenticate it. As aresult, both MTAy and MTA contribute randomly generated
bytesto al of the keying material for both RTP and RTCP traffic.

The distribution of the end-to-end keying material is specific to the call signalling from [2] and is described in the
following clauses.

7.6.2.3.1 Key Management over NCS

Figure 20 shows the actual NCS messages that are used to carry out the distribution of end-to-end keys. Each NCS
message that isinvolved in the end-to-end key management is labelled with a number of the corresponding key
management interface.

The name of each NCS message isin bold. Below the NCS message name is the information needed in the NCS
message, in order to perform end-to-end key distribution. Messages between the CM Ss are |abelled as SIP+ messages.
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Figure 20: End-End Secret Distribution over NCS

Figure 20 shows that before the start of this scenario, both the source and destination MTAs had already established an
IPsec ESP session with their local CMS. It is aso assumed that CMS-CM S signalling is secure.

This allows the End-End Secrets to be distributed securely, with privacy, integrity and anti-replay mechanisms already
in place. The CM Ss have access to this keying material but are trusted by the MTAS.

7.6.2.31.1 NULL Ciphersuite Combinations and Ordering

RTP_ENCR_NULL must only be used in conjunction with AUTH_NULL. RTP packets, with authentication but no
encryption, are not allowed.

RTCP_AUTH_NULL must only be used in conjunction with RTCP_ENCR_NULL. RTCP messages with encryption
and without authentication are not allowed.

Both RTP and RTCP security must be enabled or disabled together. The following five combinations must not be
generated:

. RTP NULL encryption and RTP non-NULL authentication

. RTCP non-NULL encryption & RTCP NULL authentication
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. RTP non-NULL encryption and RTCP NULL authentication
o RTP NULL encryption and RTCP non-NULL authentication
. RTP NULL encryption and RTCP non-NULL encryption

If the MTA receives Local ConnectionOptions parameter that meet the above combinations, the MTA must return the
error code 524 (Internal inconsistency in Local ConnectionOptions). Otherwise, if the MTA receives
RemoteConnectionDescriptor parameter that meet the above combinations, then the MTA must return the error code
505 (Unsupported RemoteConnectionDescriptor).

For both RTP and RTCP ciphersuite lists exchanged during ciphersuite negotiation, the combination of NULL
encryption and NULL authentication algorithms must always be included last. For example, the list of RTP ciphersuites
"60/50;62/51;64/51" is not allowed, while the list of RTP ciphersuites "62/51;64/51;60/50", or "60/50" is allowed. If the
list of ciphersuitesin Local ConnectionOptions includes the NULL authentication and NULL encryption combination
(60/50 for RTP, and 80/70 for RTCP), but this combination is not last, the MTA must return error code 524 (Internal
inconsistency in Loca ConnectionOptions). Otherwise, if this combination is not last in a RemoteConnectionDescriptor,
error code 505 (Unsupported RemoteConnectionDescriptor) must be returned.

7.6.2.3.1.2 Ciphersuite Negotiation For MTAs

The present document only defines security for RTP/RTCP media streams, therefore ciphersuite negotiation applies
only to RTP/RTCP media streams. Use of security for any other type of media streams is not specified.

An MTA must perform RTP and RTCP ciphersuite negotiation when processing any of the following:
e  aCreateConnection command
. a ModifyConnection command with a RemoteConnectionDescriptor parameter
. a ModifyConnection command where the L ocal ConnectionOptions parameter includes ciphersuite fields

An MTA must not perform ciphersuite negotiation in any other case. The stepsinvolved in ciphersuite negotiation are
the following:

1) Anapproved list of ciphersuitesisformed by taking the intersection of the internal list of ciphersuites and
ciphersuites allowed by the L ocal ConnectionOptions parameter, subject to the constraints specified in
clause 7.6.2.3.1.1. Theinternal list of ciphersuites contains the ciphersuites that the MTA supports and which
the present document requires. If the Local ConnectionOptions parameter was not included, or if the
ciphersuite fields were not provided in the Local ConnectionOptions parameter, the approved list of
ciphersuites contains the previously agreed upon approved list, or if no such list exists, the internal list of
ciphersuites.

2) If the approved list of ciphersuitesis empty, an error response must be generated, error code 532 (Unsupported
value(s) in Loca ConnectionOptions).

3) Otherwise, anegotiated list of ciphersuitesis formed by taking the intersection of the approved list of
ciphersuites and ciphersuites allowed by the RemoteConnectionDescriptor parameter (if present), subject to
the constraints specified in clause 7.6.2.3.1.1. If a RemoteConnectionDescriptor was not provided, the
negotiated list of ciphersuites thus contains the approved list of ciphersuites. If a RemoteConnectionDescriptor
parameter is provided without fields containing the RTP and RTCP ciphersuite lists, then the RTP
AUTH_NULL/RTP_ENCR_NULL and RTCP_AUTH_NULL/RTCP_ENCR_NULL ciphersuites are
assumed for the remote endpoints, and the regular ciphersuite negotiation process continues (i.e. the negotiated
list of ciphersuitesis formed by taking the intersection of the approved list of ciphersuites and the RTP
AUTH_NULL/RTP_ENCR_NULL and RTCP_AUTH_NULL/RTCP_ENCR_NULL ciphersuites).

4)  If the negotiated list of ciphersuitesis empty, a ciphersuite negotiation failure has occurred and an error
response must be generated. If a RemoteConnectionDescriptor parameter was provided, two different error
codes can be returned:

a) If the endpoint does not support any of the ciphersuites allowed by the RemoteConnectionDescriptor,
error code 505 (Unsupported RemotedConnectionDescriptor) must be used.
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b) If the endpoint does support at least one of the ciphersuites, but the negotiated list of ciphersuites ended
up being empty, error code 506 (Unable to satisfy both Loca ConnectionOptions and
RemoteConnectionDescriptor) must be used.

Otherwise, ciphersuite negotiation has succeeded, and the negotiated list of ciphersuitesis returned in the
Local ConnectionDescriptor parameter. Note that both L ocal ConnectionOptions and the
RemoteConnectionDescriptor parameters can contain alist of ciphersuites that must be ordered by preference
provided by the CM S in the RemoteConnectionDescriptor parameter. When both are supplied, the MTA
should adhere to the preferences provided by the CM S in the RemoteConnectionDescriptor parameter, and
otherwise, the MTA should adhere to the preferences provided in the Local ConnectionOptions parameter. If
the MTA receives a RemoteConnectionDescriptor parameter with AUTH_NULL/RTP_ENCR_NULL for
RTPor RTCP_AUTH_NULL/RTCP_ENCR_NULL for RTCP that is not last in the list, it must return the
error code 505 (Unsupported RemoteConnectionDescriptor).

The following requirements apply during ciphersuite negotiation:

A CM S must be capable of sending the allowable lists of ciphersuites for RTP and/or RTCP in the

Local ConnectionOptions parameter of a CreateConnection command (CRCX) or a ModifyConnection
command (MDCX) in the order of preference specified by the operator subject to the constraints specified in
clause 7.6.2.3.1.1.

Whenever possible, aMTA should select the first supported ciphersuite for RTP and the first supported
ciphersuite for RTCP in the RemoteConnectionDescriptor parameter. This alowsthe MTA to immediately
start sending RTP and RTCP packets to the other MTA. An MTA may instead select alternate ciphersuites
specified by the other MTA.

When returning a Local ConnectionDescriptor and the negotiated list of RTP and RTCP ciphersuitesis NULL,
an MTA must not include an End-End Secret or Pad.

When returning a Local ConnectionDescriptor and the negotiated list of RTP and RTCP ciphersuites contains
at least one non-NULL selection each, an MTA must include an End-End Secret (for incoming RTP and RTCP
packets) and may include a Pad value (for outgoing RTP and RTCP packets). The following rules apply:

1) TheMTA must generate a new End-End Secret when responding to a CreateConnection command.

2) The MTA must generate a new End-End Secret when responding to a ModifyConnection command if the
remote connection address (e.g. P Address) or the remote transport address (e.g. port) are not identical
to what was previously assigned.

3) TheMTA must use the existing End-End Secret when responding to a M odifyConnection command
where there was no previous RemoteConnectionDescriptor provided.

4) The MTA must generate a new Pad when responding to a CreateConnection command without a
RemoteConnectionDescriptor.

5) The MTA must generate a new Pad when generating a new End-End Secret in responseto a
M odifyConnection command without a RemoteConnectionDescriptor.

6) If not otherwise required, the MTA may generate a new Pad when generating a new End-End Secret.
7) The MTA must not generate a new Pad when not generating a new End-End Secret.

If, in response to a CreateConnection command, the list of ciphersuites selected for RTP contains at |east one
non-NULL encryption or authentication algorithm, before sending the response message, an MTA must:

1) Establishinbound RTP security based on the preferred (first) RTP ciphersuite, its End-End Secret (which
it generated), and a Pad value (if included in the RemoteConnectionDescriptor), as described in
clause 7.6.2.3.3.1 of the present document.

2)  If aRemoteConnectionDescriptor was included and it contains media security attributes, establish
outbound RTP security based on the selected RTP ciphersuite, End-End Secret (generated by the other
MTA), and a Pad value (which it may have generated) as described in clause 7.6.2.3.3.1 of the present
document.
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If connection mode allows, be ready to receive RTP packets, which may arrive any time after the
Response message is sent.

If, in response to a CreateConnection command, the list of ciphersuites for RTCP contains at least one non-
NULL encryption algorithm, before sending the response message, an MTA must:

1

2)

3)

Establish inbound RTCP security based on the preferred (first) RTCP ciphersuite, its End-End Secret
(which it generated), and a Pad value (if included in the RemoteConnectionDescriptor), as described in
clause 7.6.2.3.3.1 of the present document.

If a RemoteConnectionDescriptor was included and it contained media security attributes, establish
outbound RTCP security based on the selected RTCP ciphersuite, End-End Secret (generated by the far-
end MTA), and a Pad value (which it may have generated) as described in clause 7.6.2.3.3.1 of the
present document.

Be ready to receive RTCP packets, which may arrive any time after the Response message is sent.

If, in response to a M odifyConnection command that includes a RemoteConnectionDescriptor, and negotiated
lists of ciphersuites for RTP and RTCP contain at least one non-NULL encryption or authentication algorithm
each, before sending the response message, an MTA must:

1)

2)

3)

4)

5)

If aPad was included in the RemoteConnectionDescriptor and it is different than a Pad that may have
previously been received, remove any existing inbound RTP keys and generate new ones, based on the
keysthat are generated from both the End-End Secret (generated locally) and the Pad (generated by the
other MTA). The MTA must re-initialize the RTP timestamp if new keys are generated. The ciphersuites
used for these inbound keys are taken from the RemoteConnectionDescriptor parameter just received
from the CMS.

If aPad was included in the RemoteConnectionDescriptor and it is different than a Pad that may have
previously been received, remove any existing inbound RTCP keys and generate new ones, based on the
keysthat are generated from both the End-End Secret (generated locally) and the Pad (generated by the
other MTA). The MTA must re-initialize RTCP sequence numbersif new keys are generated. The
ciphersuites used for these inbound keys are taken from the RemoteConnectionDescriptor parameter just
received from CMS.

If the RemoteConnectionDescriptor parameter was received without a Pad, check if the first RTP
ciphersuite field in the RemoteConnectionDescriptor parameter differs from the one that the MTA
originally selected. Also, check to seeif a Pad had been previously received. If the ciphersuites differ, or
if a Pad had been previously received, perform the following steps:

a) Remove any existing inbound RTP key.

b) If the new RTP ciphersuite isnon-NULL, generate new inbound RTP keys and RTP timestamp
from the same End-End Secret (generated locally) as the last time, as specified in
clause 7.6.2.3.3.1.

If the RemoteConnectionDescriptor parameter was received without a Pad, check if the first RTCP
ciphersuite field in the RemoteConnectionDescriptor parameter differs from the one that the MTA
originally selected. Also, check to see if a Pad had been previously received. If the ciphersuites differ, or
if a Pad had been previously received, perform the following steps:

a) Remove any existing inbound RTCP key.

b) If the new RTCP ciphersuite is non-NULL, generate new inbound RTCP keys from the same End-
End Secret (generated locally) asthe last time, as specified in clause 7.6.2.3.3.1, and reset the
RTCP sequence number to 0.

If the End-End Secret included in the RemoteConnectionDescriptor has changed or the negotiated RTP
ciphersuite has changed, perform the following steps:

a) Remove any existing outbound RTP keys.

b) If the new list of RTP ciphersuitesis non-NULL, generate new outbound RTP keys, based on the
End-End Secret (generated by the other MTA) and the Pad (generated locally), and generate a new
RTP timestamp.
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6) If the End-End Secret included in the RemoteConnectionDescriptor has changed or the negotiated RTCP
ciphersuite has changed, perform the following steps:

a) Remove any existing outbound RTCP keys.

b) If the new list of RTCP ciphersuitesis non-NULL, generate new outbound RTCP keys, based on
the End-End Secret (generated by the other MTA) and the Pad (generated locally), and reset the
RTCP sequence number to 0.

7) Beready to send RTCP messages to and receive RTCP messages from the remote MTA. If connection
mode allows, be ready to send and receive RTP messages with the remote MTA. If the list of
ciphersuites for RTP was sent within a M odifyConnection command, the CMS may send an inactive
directive to the MTA in the same command. The MTA should be returned to active status only when the
new ciphersuite negotiation is compl ete.

. If, in response to a M odifyConnection command that does not include a RemoteConnectionDescriptor, and
negotiated lists of ciphersuites for RTP and RTCP contain at least one non-NULL encryption or authentication
agorithm each, before sending the response message, an MTA must:

1) If thefirst RTP ciphersuites field in the negotiated list differs from the one that the MTA previoudly
selected, then perform the following steps:

a) Remove any existing inbound RTP keys.

b)  Generate new inbound RTP keys from the previous End-End Secret (locally generated) and Pad
(generated by the other MTA), and generate a new RTP timestamp.

2) If thefirst RTCP ciphersuites field in the negotiated list differs from the one that the MTA previously
selected, then perform the following steps:

a) Remove any existing inbound RTCP keys.

b)  Generate new inbound RTCP keys from the previous End-End Secret (locally generated) and Pad
(generated by the other MTA), and reset the RTCP sequence number to 0.

3) Beready to send RTCP messages to and receive RTCP messages from the remote MTA. If connection
mode allows, be ready to send and receive RTP messages with the remote MTA. If the list of
ciphersuites for RTP was sent within a M odifyConnection command, the CMS may send an inactive
directive to the MTA in the same command. The MTA should be returned to active status only when the
new ciphersuite negotiation is complete.

. If an MTA receives a ModifyConnection command, and the resulting intersection of ciphersuites resultsin
NULL encryption and authentication algorithms for RTP and RTCP, then the MTA must remove any existing
RTP and RTCP keys and do not perform security on the RTP and RTCP packets.

. If an MTA returns a Local ConnectionDescriptor parameter, it must return the latest negotiated list of
ciphersuites.

The following message flow isinformative. Each of the numbered flows in figure 20 is described bel ow:
(1) CMSy->MTA,

CM S0 may send the allowable lists of ciphersuites for the new communication to MTAOQ in the
CreateConnection (CRCX) command, inside the L ocal ConnectionOptions parameter, if the CM S has been
configured to do so. The ciphersuites are provided in the order of preference specified by the operator subject
to the constraints specified in clause 7.6.2.3.1.1. There can be two lists of ciphersuites, onelist for RTP
security and one for RTCP security. Each of these two lists may be included to specify the list of allowable
ciphersuites, however ciphersuite negotiation will take place for both RTP and RTCP irrespective of whether
thelists are included or not.

If RTP and/or RTCP ciphersuites are included but do not adhere to the rules provided in clause 7.6.2.3.1.1, the
MTA returns an error, e.g. 524 (Internal inconsistency in Local ConnectionOptions).
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MTA;->CMS

MTA, performs ciphersuite negotiation according to the ciphersuite negotiation procedure described above,
and returns anon-empty list of RTP ciphersuitesin the response message. Thislist containsthe list of MTAy's
list of allowed ciphersuites in the order of preference specified by CM S if the Local ConnectionOptions
ciphersuites parameter(s) isincluded in step (1), as specified above. If RTP or RTCP ciphersuite negotiation
fails, MTA, returns an error code as specified above.

If the lists of negotiated ciphersuites for RTP and RTCP contain at least one non-NULL combination each,
MTAQO generates the End-End Secret, and Pad; value and returns them along with the ciphersuitesin the
Local ConnectionDescriptor parameter. For further details on the NCS message syntax, refer to [2]. Note that
the NULL authentication and NULL encryption combinations will be at the end of each ciphersuite list.

The response message a so includes the Connectionld and the Endpointld for MTAq as described in[2]. The
pair (Connectionld, Endpointld) uniquely identifies this connection, where the Endpointld isan NCSidentifier
for MTA,.

If thelist of ciphersuites for RTP contains at least one non-NULL encryption or authentication agorithm,
before sending the response message, MTA, must:

1) Establishinbound RTP security based on its preferred (first) RTP ciphersuite and End-End Secret, as
described in clause 7.6.2.3.3.1 of the present document.

2)  If connection mode allows, be ready to receive RTP packets, which may arrive any time after this
message is sent by the MTA,,. If thelist of ciphersuites for RTP was sent within a ModifyConnection
command, the CM'S may send an inactive directive to the MTA in the same command. The MTA should
be returned to active status only when the new ciphersuite negotiation is complete.

If thelist of ciphersuites for RTCP contains at |east one non-NULL encryption agorithm, before sending the
response message, MTA must:

1) Establish inbound RTCP security based on its preferred (first) RTCP ciphersuite and End-End Secret,, as
described in clause 7.6.2.3.3.1 of the present document.

2) Beready to receive RTCP packets, which may arrive any time after this message is sent by MTA,,.

If MTA decides to use an alternate ciphersuite listed by MTAq, MTA will later have to update its RTP and
RTCP keys. If MTA decides to send MTA, packets before ciphersuite negotiation had completed, processing
on those packets at MTAq will fail (since it assumed a different ciphersuite). If media stream security is
disabled (AUTH_NULL/RTP_ENCR_NULL ciphersuitelist for RTP and
RTCP_AUTH_NULL/RTCP_ENCR_NULL for RTCP), MTA, will later have to discard its keys and send and
receive RTP and RTCP packets without any security.

CMS ->CMS,

CM S, must send End-End Secret, (if included), Pad; (if included) and the list of RTP and RTCP ciphersuites to
CMS; (local to MTA,) as selected by MTAq. CM S, will later forward thisinformation to MTA ;. Note that
End-End Secrety and Pad; will not be included if the RTP and RTCP ciphersuites lists both contain only the
NULL authentication and NULL encryption combination.

CMS, -> MTA,

CMS; sends a CreateConnection to MTA;. CMS; may provide lists of approved RTP and RTCP ciphersuites,
if the CM S has been configured to do so. The ciphersuites are provided in the order of preference specified by
the operator subject to the constraints specified in clause 7.6.2.3.1.1. The RemoteConnectionDescriptor must
be included in this CRCX command. It must contain End-End Secret, (if sent in step (3))and Pad, (if sentin
step (3)) received from MTAq (ViaCM Sp). It must also contain the ciphersuites preferred by MTA,.
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MTA,;->CMS,

MTA, has received a CRCX message that contains both Local ConnectionOptions and
RemoteConnectionDescriptor parameters and must follow the ciphersuite negotiation procedure described
above to negotiate RTP and RTCP ciphersuites. Thislist will consist of MTA,'s alowed ciphersuitesin the
order of preference specified by CM S, if the Loca ConnectionOptions ciphersuites parameter isincluded in
step (4). If RTP and RTCP ciphersuite negotiation succeeds and there is at least one RTP ciphersuite and at
least one RTCP ciphersuite, then MTA returns the negotiated list of ciphersuites in the subsequent response
message, in the Local ConnectionDescriptor parameter, in the form of SDP attributes. Note that if media stream
security is being disabled, the NULL authentication and NULL encryption combination will be the only entry
in both the RTP and RTCP ciphersuites lists. If RTP or RTCP ciphersuite negotiation fails, MTA; must return
an error code as specified above.

In the event that MTA; receives SDP in the RemoteConnectionDescriptor parameter without ciphersuites
media attributes, MTA assumes that the lists of RTP and RTCP ciphersuites supported by the remote endpoint
iISRTPAUTH_NULL/RTP_ENCR_NULL and RTCP_AUTH_NULL/RTCP_ENCR_NULL.

If the RTP and RTCP ciphersuites provided do not adhere to the rules provided in clause 7.6.2.3.1.1, the MTA
returns an error, e.g. 524 (Internal inconsistency in Local ConnectionOptions).

Whenever possible, MTA should select the first supported ciphersuite for RTP and the first supported
ciphersuite for RTCP in the RemoteConnectionDescriptor parameter. Thisalows MTA; to immediately start
sending RTP and RTCP packetsto MTA,. MTA; may instead select alternate ciphersuites specified by MTA,,.
MTA returns a response message, which includes lists of the selected ciphersuitesinside the

Loca ConnectionDescriptor parameter, in the form of SDP attributes. The first ciphersuite in each list (one for
RTP and one for RTCP) must be the one that was selected by MTA ;. Additional ciphersuitesin each list are
aternativesin aprioritized order. If at any time, MTA, wants to switch to one of the alternatives that were
selected by MTA,, it would have to go through a new key negotiation. The response message must also
include the Connectionld (generated by MTA ;) as specified in [2]. Thus, both End-End Secret, and End-End
Secret, are now associated with a pair (Endpointld, Connectionl d).

If the lists of ciphersuites for RTP and RTCP contain at |east one non-NULL selection each, then MTA; must
generate the End-End Secret; for the incoming RTP and RTCP packets, MTA; must and return it along with
the ciphersuite lists in the Local ConnectionDescriptor parameter. If the lists of ciphersuites for RTP and RTCP
contain at least one non-NULL selection each, MTA; should also generate Pad, and return it in the same

L ocal ConnectionDescriptor parameter.

Although the option of not generating Pad, is provided in order to better support early media flows from
MTA,, it resultsin MTA; using a send key that is completely dependent on arandom value generated by
MTA,. In other words, privacy of the media stream generated by MTA; in this case depends on the strength of
MTA's random number generator.

If the list of ciphersuites for RTP contains at least one non-NULL encryption or authentication algorithm,
before sending the response message, MTA; must:

1) Establish inbound RTP security based on its selected RTP ciphersuite, End-End Secret; and Pad,, as
described in clause 7.6.2.3.3.1 of the present document.

2)  Establish outbound RTP security based on its selected RTP ciphersuite and End-End Secret,, as
described in clause 7.6.2.3.3.1 of the present document. If Pady was generated by MTA,, the outbound
RTP security will aso be based on Pad,.

3)  If connection mode allows, be ready to receive RTP packets, which may arrive from MTA, any time
after this message is sent.

If thelist of ciphersuites for RTCP contains at |east one non-NULL encryption or authentication algorithm,
before sending the response message, MTA1 must:

1) Establish inbound RTCP security based on its selected RTCP ciphersuite, End-End Secretl and Padl as
described in clause 7.6.2.3.3.1 of the present document.

2)  Establish outbound RTCP security based on its selected RTCP ciphersuite and End-End Secret0, as
described in clause 7.6.2.3.3.1 of the present document. If PadO was generated by MTA1, the outbound
RTCP security will aso be based on PadO.
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3) Beready to receive RTCP messages, which may arrive from MTAOQ any time after this message is sent.

Any time after sending this response message to the CMS;, MTA; may begin sending RTP and RTCP packets
to MTA.. However, in the case that MTA; generated Pad, or selected a different ciphersuite from the one
preferred by MTA,, MTA( will not be able to decrypt packets from MTA 4, until MTAq has received MTA;'s
SDP.

CMS, ->CM

CMS,; must forward the End-End Secrety, (if included) Pad, (if included) and the selected ciphersuites sent
fromMTA; to CMS,. Note that End-End Secret, and Pad; will not be included if the RTP and RTCP
ciphersuites lists both contain only the NULL authentication and NULL encryption algorithm combination.

CMS, -> MTA,

CM S, may send to MTA, in the ModifyConnection command, inside the Local ConnectionOptions parameter,
thelists of allowed RTP and RTCP ciphersuites. These ciphersuites should be what CM S, policy allows. (The
reason that CMS; is not required to send the lists of ciphersuitesis because it might have already sent them to

MTA, in a CreateConnection command. CM S, would send the ciphersuites again for consistency

In the event that MTA, receives SDP in the RemoteConnectionDescriptor parameter without fields containing
ciphersuites media attributes, MTA, assumes that the RTP and RTCP ciphersuite lists supported by the remote
endpoint are AUTH_NULL/RTP_ENCR_NULL for RTPand RTCP_AUTH_NULL/RTCP_ENCR_NULL
for RTCP.

In the event that CM S, received SDP from MTA ,, the RemoteConnectionDescriptor parameter must be
included in this ModifyConnection command. If present, it must contain the RTP and RTCP ciphersuites (and
aternatives) selected by MTA ;. If ciphersuites are included in the Local ConnectionOptions parameter or a
RemoteConnectionDescriptor parameter is included with the ModifyConnection command, MTA must
perform ciphersuite negotiation as described above.

If the RemoteConnectionDescriptor is not sent in thisMDCX command, MTA, will still be able to receive
RTP and RTCP messages but will be unable to send anything to MTA;.

After receiving this message, MTA, must:

1) If Pady wasreceived, remove its inbound RTP keys and replace them with new ones, based on the keys
that are generated from both End-End Secrety and Pad,. Re-initialize the RTP timestamp for the new
keys. The ciphersuites used for these inbound keys are taken from the RemoteConnectionDescriptor just
received from CMS,.

2) If Pady wasreceived, remove itsinbound RTCP keys and replace them with new ones, based on the keys
that are generated from both End-End Secrety and Pad,. Re-initialize RT CP sequence numbers for the
new keys. The ciphersuites used for these inbound keys are taken from the RemoteConnectionDescriptor
just received from CM S,.

3) If the RemoteConnectionDescriptor was received without Pad,, check if the first RTP ciphersuite in the
RemoteConnectionDescriptor differs from the onethat MTA, selected in step (2). If they differ, perform
the following steps:

a) Removetheinbound RTP key.

b) If the new RTP ciphersuiteis non NULL, generate new inbound RTP keys and RTP timestamp
from the same End-End Secret, as the last time, as specified in clause 7.6.2.3.3.1.

4)  If the RemoteConnectionDescriptor parameter was received without Pad,, check if the first RTCP
ciphersuite field in the RemoteConnectionDescriptor parameter differs from the one that MTA, selected
in step (2). If they differ, perform the following steps:

a)  Removetheinbound RTCP key.

b) If the new RTCP ciphersuiteis non NULL, generate a new key based on the key generated from the
same End-End SecretO as the last time, but for the new authentication and/or encryption a gorithms.

5) If the RemoteConnectionDescriptor parameter was received, establish outbound RTP keys, based on
End-End Secret1 and Padl.
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6) If the RemoteConnectionDescriptor parameter was received, establish outbound RTCP keys, based on
End-End Secret1 and Padl.

7) Beready to send and receive RTCP messages with MTAL. If connection mode allows, be ready to send
and receive RTP messages with MTAL

For full syntax of the NCS messages, please refer to the NCS signalling specification [2].

7.6.2.3.2 Ciphersuite Format

Each ciphersuite for both RTP security and RTCP security must be represented as follows:
Authentication Algorithm (1 byte) - Encryption Transform ID (1 byte) - represented
represented by 2 ASCII hex characters by 2 ASCII hex characters
(using characters 0-9, A-F). (using characters 0-9, A-F).

For the list of available transforms and their values, refer to clause 6.6 for RTP security and 6.7 for RTCP security. For
the exact syntax of how the Authentication Algorithm and the Encryption Transform ID are included in the signalling
messages, refer to [2] for NCS.

7.6.2.3.3 Derivation of End-to-End Keys

7.6.2.3.3.1 Initial Key Derivation

The End-End Secrets must be 46 bytes long. The Pad parameters must be 46 bytes long.

Keys are independently derived by each MTA from either just the End-End Secret or from the End-End Secret and Pad
concatenated together. The Pad may or may not be available - see the call flow details specified in clause 7.6.2.3.1.

The keys derived from one End-End Secret (and possibly a Pad) must be used to secure RTP and RTCP messages
directed to only one of the MTAS. There is a separate End-End Secret and a separate Pad value for each direction,
negotiated through NCS signalling. The keys must be derived as follows, in the specified order:

1) RTP (mediastream security). Derive a set of the following keys with the derivation function F(S, "End-End
RTP Security Association"). Here, Sis concatenation of the following binary values, each in MSB-first order:

a End-End Secret.
b) Ped (optional, if it was negotiated through signalling).

The string "End-End RTP Security Association” is taken without quotes and without a terminating null
character. Function F (specified in clause 9.6) is used to recursively generate enough random bytes to produce
all of the keys and other parameters that are specified below, in the listed order:

a) RTPprivacy key.
b) RTPInitial Timestamp (integer value, 4 octets, Big Endian byte order.

¢) RTPInitiadization Key (required when using ablock cipher to encrypt the RTP payload). The length
must be the same as the selected cipher's block size. Thisvalueis used to derive the IV according to
clause 7.6.2.1.2.2. The resulting 1V is used for the block cipher in CBC mode (if applicable) and for the
random pad used to calculate the MMH-MAC.

d) RTPpacket MAC key (if MAC option is selected). The requirements for the MMH MAC key can be
foundin clause 7.6.2.1.2.1.1.

2) RTCP security. Derive a set of the following keys in the specified order with the derivation function F(S,
"End-End RTP Control Protocol Security Association"). Here, Sis concatenation of the following binary
values:

a) End-End Secret.

b) Pad (optional, if it was negotiated through signalling).

ETSI



122

ETSITS 103 161-9 V1.1.1 (2011-10)

Function F (specified in clause 9.6) is used to recursively generate enough random bytes to produce all of the
keysthat are specified below, in the listed order:

a) RTCP authentication key.

b) RTCP encryption key.

7.6.2.4 RTP-RTCP Summary Security Profile Matrix
Table 27: Security Profile Matrix - RTP and RTCP
RTP (MTA - MTA, RTCP (MTA - MTA,
MTA - MG) MTA - MG, MG - MG)

authentication optional (indirect) (see note) optional (indirect)

access control optional optional

integrity optional optional

confidentiality optional optional

non-repudiation no no

security mechanisms

Application Layer Security via RTP
IPCablecom Security Profile

End-to-End Secret distributed over secured
MTA-CMS links. Final keys derived from
this secret.

AES-128 in CBC mode encryption
algorithm

Optional 2-byte or 4-byte MAC based on
MMH algorithm

RTP encryption and authentication can be
optionally turned off with the selection of
NULL encryption and NULL authentication
algorithms. RTP security and RTCP
security are disabled together.
IPCablecom requires support for
ciphersuite negotiation.

RTCP messages are secured by RTCP application
layer security mechanisms specified in the profile.
RTCP ciphersuites are negotiated separately from
the RTP ciphersuites and include both encryption
and message authentication algorithms. RTCP
encryption can be optionally turned off with the
selection of a null encryption algorithm.

Both RTCP encryption and authentication can be
optionally turned off with the selection of NULL
encryption and NULL authentication algorithms.
RTCP security and RTP security are disabled
together.

Keys are derived from the end-end secret using the
same mechanism as used for RTP encryption.

NOTE: MTAs do not authenticate directly. Authentication refers to the authentication of identity.
7.7 Audio Server Services
7.7.1 Reference Architecture

Figure 21 shows the network components and the various interfaces to be discussed in this clause, see [27].
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Figure 21: Audio Server Components and Interfaces

Figure 21 shows a network-based Media Player (MP). It has an optional Audio Server Protocol (ASP) interface (Ann-2)
to the Media Player Controller (MPC), in the case that MPC and MP are not integrated into asingle physical entity.
Security on thisinterface is specified in this clause.

Thereisaso an NCS signalling interface (Ann-1) between the MTA and CM S and between the Media Gateway
Controller (MGC) and the Media Gateway (MG). Refer to clause 7.4.1 for NCS signalling security. Thereisalso a
signalling interface (Ann-3) between the CM S and the MPC and the CM S and the MGC. This interface is proprietary
for 1PCablecom, and thus the corresponding security interface is not specified (although this clause lists recommended
security services for Ann-3).

Finally, there is amedia stream (RTP and RTCP) interface (Ann-4) between the MTA and the MP. Thisis a standard
media stream interface, for which security is defined in clause 6.6 of the present document.

The Audio Server Architecture also allows local playout of announcements at the MTA. In those cases, an
announcement isinitiated with NCS signalling between the MTA and the CM S (interface Ann-1). No other interfaces
are needed for MTA-based anhouncement services.

71.7.2 Security Services

7.7.2.1 MTA-CMS NCS Signalling (Ann-1)

Refer to the security servicesin the NCS signalling clause 7.4.1.2 of the present document.
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7.7.2.2 MPC-MP Signalling (Ann-2)

Authentication: all signalling messages must be authenticated, in order to prevent athird party masquerading as either
an authorized MPC or MP. A rogue MPC could configure the MP to play obscene or inappropriate messages. A rogue
MP could likewise play obscene or inappropriate messages that the MPC did not intend it to play. If MP isunableto
authenticate to the MPC, the MPC should not pass it the key for media packets, preventing unauthorized announcement

playout.

Confidentiality: if a snooper is able to monitor ASP signalling messages on thisinterface, he or she might determine
which services are used by a particular subscriber or which destinations a subscriber is communicating to. This
information could then be sold for marketing purposes or simply used to spy on other subscribers. Thus, confidentiality
isrequired on this interface.

M essage integrity: must be assured in order to prevent tampering with signalling messages. This could lead to playout
of obscene or inappropriate messages - see authentication above.

Access control: an MPC should keep alist of valid Media Players and which announcements each supports. Along with
authentication, thisinsures that wrong announcements are not played out.

7.7.2.3 MTA-MP (Ann-4)

Security services on this media packet interface are listed in clause 7.6.1.

7.7.3 Cryptographic Mechanisms

7.73.1 MTA-CMS NCS Signalling (Ann-1)

Refer to the cryptographic mechanismsin the NCS signalling clause 7.4.1.3 of the present document.

7.7.3.2 MPC-MP Signalling (Ann-2)

IPsec ESP must be used to both authenticate and encrypt the messages from MPC to MP and vice versa. Refer to clause
6.1.2 for details of how IPsec ESP is used within |PCablecom and for the list of available ciphersuites.

7.7.3.3 MTA-MP (Ann-4)

Cryptographic mechanisms on this media packet interface are specified in clause 7.6.2.
7.7.4 Key Management

7.74.1 MTA-CMS NCS Signalling (Ann-1)

Refer to the key management in the NCS signalling clause 7.4.1.

7.7.4.2 MPC-MP Signalling (Ann-2)

The MPC and the MP negotiate a shared secret (MPC-MP Secret) using |KE or Kerberos (implementations must
support IKE with pre-shared keys;, they may support IKE with X.509 certificates and they may support Kerberos using
symmetric keys). For more information on the I|PCablecom use of IKE, refer to clause 6.2.2. For more information on
the |PCablecom use of Kerberos with symmetric keys, refer to clauses 6.4.3 and 6.5.

The key management protocol must be running asynchronous to the signalling messages and will guarantee that thereis
always a valid, non-expired MPC-MP Secret.

7.7.4.3 MTA-MP (Ann-4)

Key Management on the media packet interface is specified in clause 7.6.2.3. This case is very similar to the key
management for the MTA-MG mediainterface. The flow of signalling messages and the syntax of carrying keys and
ciphersuites must be the same, except that here MG is replaced with the MP and MGC (which delivers the key to MG)
is replaced with MPC (which delivers the key to MP).

ETSI



125 ETSITS 103 161-9 V1.1.1 (2011-10)

7.7.5 MPC-MP Summary Security Profile Matrix

The CMSto MPC protocol is not defined in IPCablecom and thus is outside the scope of the present document. The
corresponding column in the following matrix provides only the security requirements on that interface. Security
specifications on that interface will be added in future revisions of the present document.

Table 28: Security Profile Matrix - Audio Server Services

Ann-1: NCS (MTA - Ann-2: Ann-3: Ann-4: RTP Ann-4: RTCP
CMS) and (MG - MGC) ASP unspecified (MTA-MP) (MTA-MP)
(MPC-MP) | (CMS-MPC) and
(CMS - MGC)
Interface
Security
Requirement
authentication yes yes yes yes (indirect) yes (indirect)
access control yes yes yes optional optional
Integrity yes yes yes optional yes
confidentiality yes yes yes yes yes
non-repudiation _ [no no no no no
security IPsec ESP in transport  |IPsec Application RTCP messages
mechanisms mode, encryption and IKE or Layer Security are secured by
message integrity both  |Kerberos via RTP Packet |RTCP application
enabled Cable Security layer security
Kerberos with PKINIT Profile keys mechanisms
key management for distributed over |specified in the
MTA - CMS interface secured MTA- profile.
IKE or Kerberos for MG CMS and MP- Keys are derived
- MGC interface MPC links from the end-end
AES-128 secret using the
encryption same mechanism
algorithm as used for RTP
Optional 2-byte  |encryption.
or 4-byte MAC
based on MMH
algorithm.
NOTE: Although (CMS - MPC) is a proprietary interface, the following are security requirements for the CMS-
MPC interface.

7.8 Lawful Interception Interfaces

7.8.1 Reference Architecture

The IPCablecom system for Lawful Interception (see [30]) consists of the following elements and interfaces:

cMS Signaling cvs |Signaling | vice

COPS
Events Events Events TGCP

Events Dol Events Dol
elivery elivery
CMTS Function Function Content MG
Content Content

Figure 22: Lawful Interception Security Interfaces

The DF (Delivery Function) in this diagram is responsible for redirecting duplicated media packets to law enforcement,
for the purpose of wiretapping.
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The event interface between the CM S or the MGC and the DF provides descriptions of calls, which is necessary to
perform wiretapping That information includes the media stream encryption key and the corresponding encryption
algorithm. This event interface uses RADIUS and is similar to the CMS-RK S interface.

The COPS interface between the CMS and the CM TS is used to signal the CMTS to start/stop duplicating media
packets to the DF for a particular call. Thisisthe same COPS interface that is used for (DQoS) Gate Authorization
messages. For the corresponding security services, refer to clauses 7.2.1.2.2, 7.2.1.3.2 and 7.2.1.4.1.

The TGCP signalling interface between the MGC and MG is used to signal the MG to start/stop duplicating media
packets to the DF for a particular call. Thisisthe same TGCP signalling interface that is used during call setup on the
PSTN Gateway side. For the corresponding security services, refer to clauses 7.8.2.1, 7.8.3.1 and 7.8.4.1.

The event interface between the CMTS and DF is needed to tell the DF when the actual call begins and when it ends. In
I PCablecom, the start and end of the actua call is signalled with RADIUS event messages generated by the CMTS.

The interface between the CM TS and DF for call content is where the CM TS encapsul ates copies of the RTP media
packets - including the original 1P header -inside UDP and forwards them to the DF. Since the original media packets
are already encrypted (and optionally authenticated), no additional security is defined on this interface. Similarly, there
is no additional security applied to the call content interface between the MG and DF: the MG simply encapsul ates
copies of the encrypted RTP packets inside UDP and forwards them to the DF.

The event interface between the two DFsis used to forward call information in the case where a wiretapped call is
forwarded to another location that is wiretapped using a different DF. Thisinterface utilizes the RADIUS protocol - the
same as all other event message interfaces.

The interface between the two DFsfor call content is used to forward media packets (including the original |P header)
in the case where a wiretapped call is forwarded to another location that is wiretapped using a different DF. Since the
original media packets are already encrypted (and optionally authenticated), no additional security is defined on this
interface.

7.8.2 Security Services

7.8.2.1 Event Interfaces CMS-DF, MGC-DF, CMTS-DF and DF-DF

Authentication, Access Control and M essage I ntegrity: required to prevent service theft and denial-of-service
attacks. Want to insure that the DF (law enforcement) has the right parameters for wiretapping (prevent denial -of-
service). Also, want to authenticate the DF, to make sure that the copy of the media stream is directed to the right place
(protect privacy).

Confidentiality: required to protect subscriber information and communication patterns.

7.8.2.2 Call Content Interfaces CMTS-DF, MG-DF, MG-DF and DF-DF

Authentication and Access Control: aready performed during the phase of key management for protection of event
messages - see the above clause. In order to protect privacy, a party that is not properly authorized should not receive
the call content decryption key.

M essage I ntegrity: optional for voice packets, sinceit is generally hard to make undetected changes to voice packets.
No additional security is required here - an optional integrity check would be placed into the media packets by the
source (MTA or MG).

Confidentiality: required to protect call content from unauthorized snooping. However, no additional security is
required in this case - the packets had been previously encrypted by the source (MTA or MG).

7.8.3 Cryptographic Mechanisms

7.8.3.1 Interface between CMS and DF

Thisinterface must be protected with 1Psec ESP in transport mode, where each packet is both encrypted and
authenticated - identical to the security for the CMS-RK S interface specified in clause 7.3.3.1.
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Aswith the CMS-RK S interface, the MAC vaue normally used to authenticate RADIUS messagesis not used
(message integrity is provided with 1Psec). The key for this RADIUS MAC must always be hardcoded to 16 ASCI|I Os.

7.8.3.2 Interface between CMTS and DF for Event Messages

Thisinterface must be protected with 1Psec ESP in transport mode, where each packet is both encrypted and
authenticated - identical to the security for the CMTS-RK S interface specified in clause 7.3.3.2.

Aswith the CMTS-RKS interface, the MAC value normally used to authenticate RADIUS messagesis not used
(message integrity is provided with 1Psec). The key for this RADIUS MAC must always be hardcoded to 16 ASCI|I Os.

7.8.3.3 Interface between DF and DF for Event Messages

This interface must be protected with |Psec ESP in transport mode, where each packet is both encrypted and
authenticated - identical to the security for the CMS-RK S interface specified in clause 7.3.3.1.

Aswith the CMS-RK S interface, the MAC value normally used to authenticate RADIUS messages is hot used
(message integrity is provided with I Psec). The key for this RADIUS MAC must always be hardcoded to 16 ASCI| Os.

7.8.3.4 Interface between MGC and DF

This interface must be protected with IPsec ESP in transport mode, where each packet is both encrypted and
authenticated - identical to the security for the MGC-RK S interface specified in clause 7.3.3.3.

Aswith the MGC-RKS interface, the MAC value normally used to authenticate RADIUS messages is not used
(message integrity is provided by IPsec). The key for this RADIUS MAC must always be hardcoded to 16 ASCII Os.

7.8.4 Key Management

7.84.1 Interface between CMS and DF

The CM S and the DF must negotiate a pair of 1Psec Security Associations (inbound and outbound) using IKE or
Kerberos (implementations must support |KE with pre-shared keys; they may support IKE with X.509 certificates and
they may support Kerberos using symmetric keys). For more information on the | PCablecom use of IKE, refer to
clause 6.2.2. For more information on the IPCablecom use of Kerberos with symmetric keys, refer to clauses 6.4.3
and 6.5.

The key management protocol will be running asynchronous to the event message generation, and will guarantee that
thereis always a valid, non-expired pair of Security Associations.

7.84.2 Interface between CMTS and DF

The CMTS and the DF must negotiate a pair of Security Associations (inbound and outbound) using IKE or Kerberos
(implementations must support IKE with pre-shared keys; they may support IKE with X.509 certificates and they may
support Kerberos using symmetric keys). For more information on the | PCablecom use of IKE, refer to clause 6.2.2. For
more information on the |PCablecom use of Kerberos with symmetric keys, refer to clauses 6.4.3 and 6.5.

The key management protocol will be running asynchronous to the event message generation, and will guarantee that
there is always a valid, non-expired pair of Security Associations.

7.8.4.3 Interface between DF and DF

The two DF hosts must negotiate a shared secret (DF-DF Secret) using IKE with certificates. The |PCablecom profile
for IKE with certificatesis specified in clause 6.2.2. IKE will be running asynchronous to the event message generation.
In the case where an event message needs to be sent to a DF with which thereis not avalid SA, the IPsec layer must
automatically signal IKE to proceed with the key management exchanges and build a pair of 1Psec SAs (inbound and
outbound).
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Not all interfaces between the same pair of DFs will require IPsec. For example, the call content interface does not run
over |Psec. In order for the IPsec SAsto be established only for the DF-DF event message interface, each DF must
alocate a set of UDP ports on which it will both send and receive DF-DF event messages. | Psec policy database for
each DF must specify either an enumeration or a range of local UDP ports for which IPsec is enabled and which will be
used exclusively for DF-DF event messages. If there are multiple calls that are simultaneously wiretapped and
forwarded between the same pair of DFs (on different UDP ports) - they must all be protected with asingle pair of
IPsec SAs (inbound-outbound). Whenever a DF attempts to send on one of those UDP ports, it will either use an
existing |Psec SA for a particular destination DF, or it will trigger IKE to establish a pair of SAs (inbound-outbound)
for the specific target DF. When the CMStells a DF to forward event messages to another DF, it specifies the
destination DF with an IP address. This means that the DF identity that needs authentication during an IKE exchangeis
the IP address. An IKE certificate for a DF contains the | P address of that DF. This IP address in the certificate must be
used by IKE to validate the DF's | P address - to prevent | P address spoofing attacks.

After apair of DF-DF SAs has been idle for some period of time, a DF may decide to remove it. In this case, the DF
must send an | SAKMP Delete message to the other DF - to notify the other side of the SA deletion. Upon receiving a
Delete message, the other DF must also remove that pair of SAs.

It will still be possible (with very small probability) that a DF uses alPsec SA to send an event message to another DF;
but when the event message arrives the target DF has already deleted the corresponding SA and has to drop the
message. If there is still a problem after several timeouts and retries (e.g. ISAKMP Delete message was lost in transit),
the sending DF must remove all of the corresponding IPsec SAs and re-run IKE to set up new SAs.

7.8.4.4

INTERFACE BETWEEN MGC AND DF

MGC and the DF must negotiate a pair of 1Psec SAs (inbound and outbound) using IKE with pre-shared keys.

IKE will be running asynchronous to the event message generation and will guarantee that there is always a valid, non-
expired pair of SAs.

At the DF, MGC Element IDs must somehow be associated with the corresponding IP addresses. One possibility isto
associate each pre-shared key directly with the Element ID. IKE negotiations will use an ISAKMP identity payload of
type ID_KEY_ID to identify the pre-shared key. The value in that identity payload will be the Element ID used in event

Messages.

Later, when an event message arrives at the DF, it will be able to query the database of SAs and retrieve a source |P
address, based on the Element ID. The DF will make sure that it is the same as the source | P address in the | P packet
header. One way to query this database is through SNMP, using an IPsec MIB.

7.8.5 Lawful Interception Security Profile Matrix
Table 29: Security Profile Matrix - Lawful Interception
CMS-DF Events, DF-DF Events CMTS-DF Content DF-DF Content
MGC-DF Events and and MG-DF Content

CMTS-DF Events
Authentication yes yes yes (indirect) yes (indirect)
Access control yes yes optional optional
Integrity yes yes optional optional
Confidentiality yes yes yes yes
Non-repudiation  |no no no no

Security
mechanisms

IPsec with encryption
and message integrity
enabled

Key management is
IKE or Kerberos

IPsec with encryption
and message integrity
enabled

Key management is IKE
with certificates

RTP packets are
already encrypted and
authenticated by the
source (MTA or MG)

RTP packets are
already encrypted and
authenticated by the
source (MTA or MG)
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7.9 CMS Provisioning

7.9.1 Reference Architecture

Provisioning is defined as the operations necessary to provide a specified service to a customer. |PCablecom service
provisioning can be viewed as two distinct operations: MTA provisioning and CM S subscriber provisioning. CMS
provisioning refersto the interface between the Provisioning Server and the CMS.

7.9.2 Security Services

Authentication: Provisioning Server needs to be authenticated to prevent athird party from masquerading asa
provisioning server to enable services for unauthorized MTAs. CM S needs to be authenticated to prevent someone from
impersonating the CM S to receiving provisioning messages, thereby compromising privacy and deny service to
provisioned MTAs.

Access Control: required along with authentication to prevent unauthorized access to provisioning data as well as
denial-of-service.

Integrity: must be assured to disallow tampering with provisioning messages, in order to prevent a class of denial-of-
service attacks.

Confidentiality: Provisioning messages contains private customer information, thus confidentiality is required.

7.9.3 Cryptographic Mechanisms

IPsec ESP must be used to both authenticate and encrypt the messages from CM S to Provisioning Server and vice
versa. Refer to clause 6.1.2 for details of how |Psec ESP is used within IPCablecom and for the list of available
ciphersuites.

7.9.4 Key Management

Key management for the CMS-Provisioning Server interface is either IKE or Kerberos. Implementations must support
IKE with pre-shared keys. Implementations may support |KE with X.509 certificates and they may support Kerberos

using symmetric keys. For more information on the IPCablecom use of IKE, refer to clause 6.2.2. For more information
on the IPCablecom use of Kerberos with symmetric keys, refer to clauses 6.4.3 and 6.5.

7.9.5 Provisioning Server-CMS Summary Security Profile Matrix

Table 30: Security Profile Matrix - CMS Provisioning

CMS - Provisioning Server

Authentication yes

Access control yes

Integrity yes

Confidentiality yes

Non-repudiation no

Security Mechanisms IPsec

IKE or Kerberos
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8 IPCablecom Certificates
| PCablecom uses digital certificates, which comply with the X.509 specification [33] and the IETF PKIX
specification [34].

8.1 Generic Structure

8.1.1 Version

The Version of the certificates must be V3. All certificates must comply with [34] except where the non-compliance
with the RFC is explicitly stated in this clause of the present document.

8.1.2 Public Key Type

RSA Public Keys are used throughout the hierarchy. The subjectPublicKeylnfo.algorithm.algorithm Object Identifier
(OID) used must be 1.2.840.113549.1.1.1 (rsaEncryption).

The public exponent for all RSA |PCablecom keys must be F4 - 65537.

8.1.3 Extensions

The following four extensions must be used as specified in the clauses below. Any other certificate extensions may aso
be included but must be marked as non-critical .

8.13.1 subjectKeyldentifier

The subjectKeyldentifier extension included in al 1PCablecom CA certificates as required by [34] (e.g. al certificates
except the device and ancillary certificates) must include the keyl dentifier value composed of the 160-bit SHA1 hash of
the value of the BIT STRING subjectPublicKey (excluding the tag, length and number of unused bits from the ASN1
encoding) (see [34]).

8.1.3.2 authorityKeyldentifier

The authorityKeyldentifier extension must be included in all IPCablecom certificates, with the exception of root
certificates, and must include a keyldentifier value that isidentical to the subjectKeyldentifier in the CA certificate.

8.1.3.3 KeyUsage

The KeyUsage extension must be used for al IPCablecom CA certificates and must be marked as critical with avalue
of keyCertSign and cRLSign. A KeyUsage extension may be included in end-entity certificates and should be marked
ascritica if included as specified in [34].

8.1.34 BasicConstraints

The basicConstraints extension must be used for all IPCablecom CA certificates and must be marked as critical. The
values for each certificate for basicConstraints must be marked as specified in each of the certificate description tables
(tables 31, 32, 33, 34, 35, 36, 37, 38, 39 and 40).

8.1.4  Signature Algorithm

The signature mechanism used must be SHA-1 with RSA Encryption. The specific OID is 1.2.840.113549.1.1.5.

8.1.5 SubjectName and IssuerName

If astring cannot be encoded as a PrintableString it must be encoded as a UTF8String (tag [UNIVERSAL 12]).
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When encoding an X.500 Name;
1) Each RelativeDistinguishedName (RDN) must contain only asingle element in the set of X.500 attributes.

2)  The order of the RDNsin an X.500 nhame must be the same as the order in which they are presented in the
present document.

It should be noted that [34] and X.509 defines constraints (i.e. upper bounds) on the length of the attribute values. For
example, the maximum length for common name (CN), organization name (O) and organizational unit (OU) name
valuesis 64 characters. Where the present document mandates the inclusion of a static string in one of these values, (i.e.
CN=<Company> |PCablecom System Operator CA) companies must ensure that the addition of their identifying
information does not cause the total length of the value to exceed the upper bound. In the case where a company's name
causes the length of the val ue to exceed the upper bound, the vendor must truncate or abbreviate their information to
ensure the total length does not exceed the upper bound.

8.1.6  Certificate Profile Notation
The tables below use the following notation:
0 Extension detail s are specified by [c:critical, n:non-critical; m:mandatory, o:optional].
. Optional subject naming attributes are surrounded by sgquare brackets (e.g. [L = <city>]).

e  Variable naming attribute values are surrounded by angle brackets. (e.g. CN = <Company Name> |PCablecom
CA). Values not surrounded by angle brackets are static and cannot be modified.

8.2 Certificate Trust Hierarchy

There are two distinct certificate hierarchies used in |PCablecom.

MTA Device | PCablecomTelephony
Hierarchy Hierarchy
MTA Root IP Telephony
‘ Root
MTA
Manufacturer Telephony
| Service Provider | |
MTA
| Local System
Operator

1 1
KDC J DF J

J.170_F25

Figure 23: IPCablecom Certificate Hierarchy

8.2.1 Certificate Validation

Within IPCablecom certificate validation in general involves validation of awhole chain of certificates. Asan example,
when the Provisioning Server validates an MTA Device certificate, the actual chain of three certificatesis validated:

MTA Root Certificate + MTA Manufacturer Certificate + MTA Device Certificate.
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The signature on the MTA Manufacturer Certificate is verified with the MTA Root Certificate and the signature on the
MTA Device Certificate is verified with the MTA Manufacturer Certificate. The MTA Root Certificate is self-signed
and is known in advance to the Provisioning Server. The public key present inthe MTA Root Certificate is used to
validate the signature on this same certificate.

Usually thefirst certificate in the chain is not explicitly included in the certificate chain that is sent over the wire. In the
cases where the first certificate is explicitly included it must aready be known to the verifying party ahead of time and
must NOT contain any changes to the certificate with the possible exception of the certificate serial number, validity
period and the value of the signature. If changes other than the certificate serial number, validity period and the value of
the signature, exist in the IP Telephony Root certificate that was passed over the wire in comparison to the known |P
Telephony Root certificate, the device making the comparison must fail the certificate verification.

The exact rules for certificate chain validation must fully comply with [34], where they are referred to as " Certificate
Path Validation". In general, X.509 certificates support aliberal set of rules for determining if the issuer name of a
certificate matches the subject name of another. The rules are such that two name fields may be declared to match even
though a binary comparison of the two name fields does not indicate a match. [34] recommends that certificate
authorities restrict the encoding of name fields so that an implementation can declare a match or mismatch using simple
binary comparison. An I PCablecom security follows this recommendation. Accordingly, the DER-encoded
thsCertificate.issuer field of an IPCablecom certificate must be an exact match to the DER-encoded
tbsCertificate.subject field of itsissuer certificate. An implementation may compare an issuer name to a subject name
by performing a binary comparison of the DER-encoded tbsCertificate.issuer and thsCertificate.subject fields.

The clauses below specify the required certificate chain, which must be used to verify each certificate that appears at the
leaf node (i.e. at the bottom) in the IPCablecom certificate trust hierarchy illustrated in figure 23.

Validity period nesting is not checked and intentionally not enforced. Thus, the validity period of a certificate need not
fall within the validity period of the certificate that issued it.

8.2.2 MTA Device Certificate Hierarchy

The device certificate hierarchy exactly mirrors that of the DOCSIS® 1.1/BPI+ hierarchy. It is rooted in an |PCablecom
MTA Root certificate, which is used as the issuing certificate of a set of manufacturer's certificates. The manufacturer's
certificates are used to sign the individual device certificates.

Theinformation contained in the following tables contains the | PCablecom specific values for the required fields
according to [34]. These IPCablecom specific values must be followed according to the table bel ow, except that
Validity Periods should be as given in the tables. If arequired field is not specificaly listed for |PCablecom then the
guidelinesin [34] must be followed.

8221 MTA Root Certificate

This certificate must be verified as part of a certificate chain containing the MTA Root Certificate, MTA Manufacturer
Certificate and the MTA Device Certificate.

Table 31: MTA Root Certificate

MTA Root Certificate

Subject Name Form C=Us

O=CableLabs

OU=PacketCable

CN=PacketCable Root Device Certificate Authority

Intended Usage This certificate is used to sign MTA Manufacturer Certificates and is used by the KDC. This
certificate is not used by the MTAs and thus does not appear in the MTA MIB

Signed By Self-Signed

Validity Period 20+ Years. It is intended that the validity period is long enough that this certificate is never
re-issued

Modulus Length 2 048

Extensions keyUsage[c,m](keyCertSign, cRLSign)

subjectKeyldentifier[n,m]
basicConstraints[c,m](cA=true, pathLenConstraint=1)
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8.2.2.2 MTA Manufacturer Certificate

This certificate must be verified as part of a certificate chain containing the MTA Root Certificate, MTA Manufacturer
Certificate and the MTA Device Certificate.

The state/province, city and manufacturer's facility are optional attributes. A manufacturer may have more than one
manufacturer's certificate, and there may exist one or more certificates per manufacturer. All Certificates for the same
manufacturer may be provided to each MTA either at manufacture time or during afield update. The MTA must select
an appropriate certificate for its use by matching the issuer name in the MTA Device Certificate with the subject name
inthe MTA Manufacturer Certificate. If present, the authorityKeyldentifier of the device certificate must be matched to
the subjectK eyl dentifier of the manufacturer certificate as described in [34].

The <CompanyName> field that is present in O and CN may be different in the two instances.

Table 32: MTA Manufacturer Certificate

MTA Manufacturer Certificate

Subject Name Form C=<country>

O=<CompanyName>
[ST=<state/province>]

[L=<city>]

OU=PacketCable

[OU=<Manufacturer's Facility>]
CN=<CompanyName> PacketCable CA

Intended Usage This certificate is issued to each MTA manufacturer and can be provided to each MTA as
part of the secure code download as specified by the IPCablecom Security Specification
(either at manufacture time, or during a field update). This certificate appears as a read-only
parameter in the MTA MIB.

This certificate along with the MTA Device Certificate is used to authenticate the MTA
device identity (MAC address) during authentication by the KDC.

Signed By MTA Root Certificate CA

Validity Period 20 Years

Modulus Length 2048

Extensions keyUsage[c,m](keyCertSign, cRLSign)

subjectKeyldentifier[n,m]
authorityKeyldentifier[n,m](keyldentifier=<subjectKeyldentifier value from CA certificate>)
basicConstraints[c,m](cA=true, pathLenConstraint=0)

8.2.2.3 MTA Device Certificate

This certificate must be verified as part of a certificate chain containing the MTA Root Certificate, MTA Manufacturer
Certificate and the MTA Device Certificate.

The state/province, city and manufacturer's facility are optional attributes. The Manufacturer's Facility OU field, (if
present) may be different from the Manufacturer's Facility OU field (if present) in the MTA Manufacturer certificate.

The MAC address must be expressed as six pairs of hexadecimal digits separated by colons, e.g. "00:60:21:A5:0A:23".
The Alpha HEX characters (A-F) must be expressed as uppercase letters.

The MTA device certificate should not be replaced or renewed.
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Table 33: MTA Device Certificate

MTA Device Certificate

Subject Name Form C=<country>

O=<Company Name>
[ST=<state/province>]
[L=<city>]

OU=PacketCable
[OU=<Product Name>]
[OU=<Manufacturer's Facility>]
CN=<MAC Address>

Intended Usage This certificate is issued by the MTA manufacturer and installed in the factory. The
provisioning server cannot update this certificate. This certificate appears as a read-only
parameter in the MTA MIB.

This certificate is used to authenticate the MTA device identity (MAC address) during

provisioning.
Signed By MTA Manufacturer Certificate CA
Validity Period At least 20 years
Modulus Length 1024, 1 536 or 2 048
Extensions keyUsage[c,0](digitalSignature, keyEncipherment)

authorityKeyldentifier[n,m](keyldentifier=<subjectKeyldentifier value from CA certificate>)

8.2.3 IPCablecom Telephony Certificate Hierarchy

The Service Provider Certificate Hierarchy isrooted in an IP Telephony Root certificate. That certificate is used as the
issuing certificate of a set of service provider's certificates. The service provider's certificates are used to sign an
optional local system certificate. If the local system certificate exists then that is used to sign the ancillary equipment
certificates, otherwise the ancillary certificates are signed by the Service Provider's CA.

The information contained in the following table contains the |PCablecom specific values for the required fields
according to [34]. These specific values must be followed according to table 34, except that Validity Periods should be
as given in the certificate description tables (tables 31, 32, 33, 34, 35, 36, 37, 38, 39 and 40). If arequired field is not
specifically listed then the guidelinesin [34] must be followed.

8.2.3.1 IP Telephony Root Certificate

Before any Kerberos key management can be performed, an MTA and a KDC need to perform mutual authentication
using the PKINIT extension to the Kerberos protocol. An MTA authenticates aKDC after it receives a PKINIT Reply
message containing a KDC certificate chain. In authenticating the KDC, the MTA verifies the KDC certificate chain,
including KDC's Service Provider Certificate signed by the IP Telephony Root Certificate.

Table 34: IP Telephony Root Certificate

IP Telephony Root Certificate

Subject Name Form C=Us
O=CableLabs
CN=CableLabs Service Provider Root CA
Intended Usage This certificate is used to sign Service Provider CA certificates. This certificate is installed into

each MTA at the time of manufacture or with a secure code download as specified by the
IPCablecom Security Specification and cannot be updated by the Provisioning Server.
Neither this root certificate nor the corresponding public key appears in the MTA MIB.

Signed By Self-signed

Validity Period 20+. Itis intended that the validity period is long enough that this certificate is never
re-issued.

Modulus Length 2 048

Extensions keyUsage[c,m](keyCertSign, cRLSign)

subjectKeyldentifier[n,m]
basicConstraints[c,m](cA=true)
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8.2.3.2 Service Provider CA Certificate

Thisisthe certificate (see table 35) held by the telephony service provider, signed by the IP Telephony Root CA. Itis
verified as part of a certificate chain that includes the IP Telephony Root Certificate, Telephony Service Provider
Certificate, optional Local System Certificate and an end-entity server certificate. The authenticating entities normally
aready possess the IP Telephony Root Certificate and it is not transmitted with the rest of the certificate chain.

The fact that a Telephony Service Provider CA Certificate is always explicitly included in the certificate chain allows a
Service Provider the flexibility to change its certificate without requiring re configuration of each entity that validates
this certificate chain (e.g. MTA validating a PKINIT Reply). Each time the Service Provider CA Certificate changes, its
signature must be verified with the IP Telephony Root Certificate. However, a new certificate for the same Service
Provider must preserve the same value of the OrganizationName attribute in the SubjectName.

The <Company> field that is present in O and CN may be different in the two instances.

Table 35: Service Provider CA Certificate

Service Provider CA Certificate

Subject Name Form

C=<Country>
O=<Company>
CN=<Company> CableLabs Service Provider CA

Intended Usage

This certificate corresponds to a top-level Certification Authority within a domain of a single
Service Provider. In order to make it easy to update this certificate, each network element is
configured with the OrganizationName attribute of the Service Provider Certificate
SubjectName. This is the only attribute in the certificate that must remain constant.

In the case of an MTA, there is a read-write parameter in the MIB that identifies the
OrganizationName attribute for each Kerberos realm (that may be shared among multiple
MTA endpoints). The MTA does not accept Service Provider certificates that do not match
this value of the OrganizationName attribute in the SubjectName.

An MTA needs to perform the first PKINIT exchange with the MSO KDC right after a reboot,
at which time its MIB tables are not yet configured. At that time, the MTA must accept any
Service Provider OrganizationName attribute, but it must later check that the value added
into the MIB for this realm is the same as the one in the initial PKINIT Reply.

Signed By Signed by IP Telephony Root Certificate

Validity Period 20 years

Modulus Length 2 048

Extensions keyUsage[c,m](keyCertSign, cRLSign)
subjectKeyldentifier[n,m]
authorityKeyldentifier[n,m](keyldentifier=<subjectKeyldentifier value from CA certificate>)
basicConstraints[c,m](cA=true, pathLenConstraint=1)

8.2.3.3 Local System CA Certificate

Thisisthe certificate (see table 36) held by the local system. The existence of this certificate is optional, asthe
Telephony Service Provider CA may be used to directly sign al network server end-entity certificates. A certificate
chain with aLoca System Certificate MUST consist of the IP Telephony Root CA Certificate, Service Provider CA
Certificate, Local System CA Certificate and an end entity certificate.

The <Company> field that is present in O and CN may be different in the two instances.
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Table 36: Local System CA Certificate

Local System CA Certificate

Subject Name Form C=<Country>

O=<Company>

OU=<Local System Name>

CN=<Company> CableLabs Local System CA

Intended Usage A Service Provider CA may delegate the issuance of certificates to a regional Certification
Authority called Local System CA (with the corresponding Local System Certificate).
Network servers are allowed to move freely between regional Certification Authorities of the
same Service Provider. Therefore, the MTA MIB does not contain any information regarding
a Local System Certificate (which might restrict an MTA to KDCs within a patrticular region).

Signed By Service Provider CA Certificate
Validity Period 20 years

Modulus Length 1024, 1536, 2048

Extensions keyUsage[c,m](keyCertSign, cRLSign)

subjectKeyldentifier[n,m]
authorityKeyldentifier[n,m](keyldentifier=<subjectKeyldentifier value from CA certificate>)
basicConstraints[c,m](cA=true, pathLenConstraint=0)

8.2.3.4 Operational Ancillary Certificates

All of these are signed by the either the Local System CA or by the Service Provider CA. Other ancillary certificates
may be added to the present document at a later time.

8.234.1 Key Distribution Centre Certificate

This certificate must be verified as part of a certificate chain containing the | P Telephony Provider Root Certificate,
Service Provider CA Certificate and the Ancillary Device Certificates.

The PKINIT specification in annex C requires the KDC certificate to include the subjectAltName v.3 certificate
extension, the value of which must be the Kerberos principal name of the KDC.

Table 37: Key Distribution Centre Certificate

Key Distribution Centre Certificate

Subject Name Form C=<Country>

O=<Company>

[OU=<Local System Name>]

OU= CableLabs Key Distribution Centre
CN=<DNS Name>

Intended Usage To authenticate the identity of the KDC server to the MTA during PKINIT exchanges. This
certificate is passed to the MTA inside the PKINIT replies and is therefore not included in the
MTA MIB and cannot be updated or queried by the Provisioning Server.

Signed By Service Provider CA Certificate or Local System Certificate
Validity Period 20 years.

Modulus Length 1024, 1536 or 2 048

Extensions keyUsage[c,0](digitalSignature)

authorityKeyldentifier[n,m](keyldentifier=<subjectKeyldentifier value from CA certificate>)
subjectAltName[n,m] (See annex C)

8.2.3.4.2 Delivery Function (DF)

This certificate must be verified as part of a certificate chain containing the | P Telephony Root Certificate, Service
Provider CA Certificate and the Ancillary Device Certificates.

This certificate is used to sign phase 1 IKE intra-domain exchanges between DFs (which are used in Lawful
Interception, referred to in table 38 as Electronic Surveillance). Although Local System Name is optional, it is required
when the Local System CA signsthis certificate. The IP address must be specified in standard dotted-quad notation,
e.g. 245.120.75.22.
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Table 38: DF Certificate

DF Certificate

Subject Name Form

C=<Country>

O=<Company>

[OU=<Local System Name>]
OU=PacketCable Electronic Surveillance
CN=<IP address>

Intended Usage

To authenticate IKE key management, used to establish IPsec Security Associations
between pairs of DFs. These Security Associations are used when a subject that is being
legally wiretapped forwards the call and event messages containing call info have to be
forwarded to a new wiretap server (DF).

Signed By Service Provider CA Certificate or Local System CA Certificate
Validity Period 20 years
Modulus Length 2 048

Extensions keyUsage[c,0](digitalSignature)
authorityKeyldentifier[n,m](keyldentifier=<subjectKeyldentifier value from CA certificate>)
subjectAltName[n,m](dNSName=<DNSName>)

8.2.3.4.3 IPCablecom Server Certificates

These certificates must be verified as part of a certificate chain containing the Service Provider Root Certificate, Service
Provider Certificate, Local System Operator Certificate (if used) and the Ancillary Device Certificates.

These certificates are used to identify various serversin the | PCablecom system. For example, they may be used to sign
phase 1 IKE exchanges or to authenticate a PKINIT exchange. Although the Local System Name isoptional, itis
required when the Local System CA signs this certificate. 2| P address values must be specified in standard dotted
decimal notation: e.g. 245.120.75.22. DNS Name values must be specified as a fully qualified domain name (FQDN):
e.g. device.packetcable.com.
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Table 39: IPCablecom Server Certificates

IPCablecom Server Certificates

Subject Name Form

C=<Country>

O=<Company>

OU=PacketCable

OU=[<Local System Name>]

OU=<Sub-System Name>[&<Sub-System Name>]
CN=[<Server Identifier>]

Or,

CN=[<Element ID>][&<Element ID>]

The CN will contain either a <Server Identifier> or one or more <Element ID>s. If the CN
contains a <Server ldentifier>, the value of <Server Identifier> must be the server's FQDN or its
IP address, optionally followed by a colon (:) and an Element ID with no white space either
before or after the colon.
<Element ID> is the identifier that appears in billing event messages and it must be included in
a certificate of every server that is capable of generating event messages. This includes a
CMS, CMTS and MGC. There may be multiple <Element ID> fields, each separated by the
character "&".
[6] defines the Element ID as an 5-octet right-justified, space-padded ASCII-encoded numerical
string. When converting the Element ID for use in a certificate, any spaces must be converted
to ASCII zeroes (0x30). For example, a CMTS that has the Element ID " 311" will have a
common name "00311".
The value of <Sub-System Name> must be one of the following:
e For Border Proxy: bp
For Cable Modem Termination System: cmts
For Call Management Server: cms
For Media Gateway: mg
For Media Gateway Controller: mgc
For Media Player: mp
For Media Player Controller: mpc
For Provisioning Server: ps
For Record Keeping Server: rks
e For Signalling Gateway: sg

Components that contain combined elements (such as a CMS with an integrated MGC) must
indicate this in the Subject Name by including all Sub-System Names, joined with the character
"&", in the OU field. In the case of combined elements, a single Element ID or multiple Element
IDs may be used. If multiple Element IDs are used, all Element IDs must be included in the CN,
and the order of these Element IDs must correspond to the order of the Sub-System Name
fields in the OU. The following is an example OU and CN for a combined CMS and MGC. The
CMS with Element ID" 311" and a MGC with Element ID " 312"

OU=cms&mgc

CN=00311&00312
The following is an example OU and CN for a combined CMS and MGC. In this case, the CMS
and MGC share a single Element ID of " 311",

OU=cms&mgc

CN=00311&00311

Intended Usage

These certificates are used to identify various servers in the IPCablecom system. For example
they may be used to sign phase 1 IKE exchanges or to authenticate a device in a PKINIT
exchange

Signed By

Telephony Service Provider Certificate or Local System Certificate

Validity Period

Set by cable operator policy

Modulus Length

2 048

Extensions

keyUsage[c,o0](digitalSignature, keyEncipherment)
authorityKeyldentifier[n,m](keyldentifier=<subjectKeyldentifier value from CA cert>)
subjectAltName[n,0](dNSName=<DNSName> | iPAddress=<IP Address Name>)

The keyUsage tag is optional. When it is used it must be marked as critical.

The subjectAltName extension must be included for all servers that are capable of generating
event messages.

For all other servers, the subjectAltName extension may be included. If the subjectAltName
extension is included, it must include the corresponding name value as specified in the CN field
of the subject.
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8.2.34.4 TLS Certificates

These certificates must be verified as part of a certificate chain containing the Service Provider Root Certificate, Service
Provider Certificate, Local System Operator Certificate (if used) and the Ancillary Device Certificates.

These certificates are used to authenticate TL S handshake exchanges (and encrypt when using RSA key exchange).
Although the Local System Nameisoptional, it isrequired when the Local System CA signsthis certificate. DNS
Name values must be specified as afully qualified domain name (FQDN): e.g. device.packetcable.com.

Table 40: IPCablecom TLS Certificates

IPCablecom Server Certificates

Subject Name Form C=<Country>
O=<Company>

OU=[<Local System Name>]
OU=PacketCable
CN=[<Server Identifier>]

The value of <Server Identifier> must be the server's FQDN. Note that only a single FQDN can
be included in the CN field.

Intended Usage These certificates are used to authenticate TLS handshake exchanges (and encrypt when
using RSA key exchange).

Signed By Telephony Service Provider Certificate or Local System Certificate

Validity Period Set by cable operator policy

Modulus Length 1024, 1536, 2 048

Extensions KeyUsage[c,m](digitalSignature, keyEncipherment)

extendedKeyUsage[n,m] (id-kp-serverAuth, id-kp-clientAuth)
authorityKeyldentifier[n,m](keyldentifier=<subjectKeyldentifier value from CA cert>)

8.2.4 Certificate Revocation

Out of scope for IPCablecom at thistime.

9 Cryptographic Algorithms

This clause describes the cryptographic algorithms used in the IPCablecom security specification. When a particular
algorithm is used, the algorithm must follow the corresponding specification.

9.1 AES

AES-128 is a 128-hit block cipher that must be implemented according to the AES (Advanced Encryption Standard)
proposed submission specified in [35]. AES-128 is used in CBC mode with a 128-bit block size in IPCablecom. AES-
128 requires 10 rounds of cryptographic operations in encryption or decryption. The Initialization Vector for CBC mode
is specified for each use of AES in IPCablecom.

In 1997, the National Institute of Standards and Technology (NIST) initiated a process to select a symmetric-key
encryption algorithm to be used to protect sensitive (unclassified) Federal information in furtherance of NIST's statutory
responsibilities. In 1998, NIST announced the acceptance of fifteen candidate algorithms and requested the assistance of
the cryptographic research community in analysing the candidates. This analysis included an initial examination of the
security and efficiency characteristics for each algorithm. NIST reviewed the results of this preliminary research and
selected MARS, RC6(tm), Rijndael, Serpent and Twofish as finalists. Having reviewed further public analysis of the
finalists, NIST has decided to propose Rijndagl as the Advanced Encryption Standard.

9.2 DES

The Data Encryption Standard (DES) is specified in [31] For Media Stream encryption, | PCablecom does not require
error checking on the DES key, and the full 64-bits of key provided to the DES algorithm will be generated according to
clause 7.6.2.3.3.1.
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9.2.1 XDESX

An option for the encryption of RTP packetsis DESX-XEX, XDESX, or DESX, has been proven as a viable method for
overcoming the weaknessesin DES while not greatly adding to the implementation complexity. The strength of DESX
against key search attacksis presented in [45]. The CBC mode of DESX-XEX is shown afigure below, where DESX-
XEX isexecuted within the block called "block cipher." Inside the block, DESX-XEX is performed as shownin a
figure below using a 192-bit key. K1 isthe first 8-bytes of the key, and K2 represents the second 8-bytes of key; and K3
the third 8-bytes of key.

9.2.2 DES-CBC-PAD

Thisvariant of DES is also based on the analysis of DESX presented in [45]. When using DESX in CBC mode, an
optimized architecture is possible. It can be described in terms of the DES-CBC configuration plus the application of a
random pad on the final DES-CBC output blocks. This configuration uses 128-bits of keying material, where 64-bits are
applied to the DES block according to [31], and an additional 64-bits of keying material is applied as the random pad on
the final DES-CBC output blocks.

In this case, the same IV used to initialize the CBC mode is used as keying material for the random pad. Each block of
DES-CBC encrypted output is X OR-ed with the 64-bit Initialization Vector that was used to start the CBC operation. If
ashort block results from using Residual Block Termination (see clause 9.3), the left-most-bits of the IV are used in the
final XOR padding operation. This mode of DES-CBC is shown afigure below, where DES is executed in the block
called "block cipher.” A 64-hit key valueis used.

9.2.3 3DES-EDE

Another option for the encryption of RTP packets for |PCablecom, is 3DES-EDE-CBC. The CBC mode of 3DES-EDE
isshown in afigure below, where 3DES-EDE is executed within the block called "block cipher.” Inside the block,
3DES-EDE is performed as shown in a figure below using a 128-bit key. K1 isthe first 8-bytes of the key, and K2
represents the second 8-bytes of key; and K3=K 1.

9.3 Block Termination

If block ciphers are supported, a short block (n bits < block size depending on the cipher algorithms) must be terminated
by residual block termination as shown in the figure below. Residual block termination (RBT) is executed as follows:

Given afina block having n bits, where n is less than block size, the n bits are padded up to a block by appending
(block size - n) bites of arbitrary value to the right of the n-bits. The resulting block is encrypted using B-bit CFB mode,
with the next-to-last ciphertext block serving as the initialization vector for the CFB operation (see [43], B. Schneier's
Applied Cryptography). Here, B stands for the cipher-specific block size. The leftmost n bits of the resulting ciphertext
are used as the short cipher block. In the special case where the complete payload is less than the cipher block size, the
procedure is the same as for a short final block, with the provided initialization vector serving as the initialization vector
for the operation. Residual block termination isillustrated in the figure below for both encryption and decryption
operations.
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CBC Encryption Architecture
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Figure 24: CBC Mode
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Figure 26: DESX-XEX as Block Cipher
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Figure 28: CBC with Residual Block Termination

9.4 RSA Signature

All public key signatures for 1PCablecom must be generated and verified using the RSA signature algorithm described
in[16]. The format for all |PCablecom signatures must be compliant with the Cryptographic Message Syntax [12].

9.5 HMAC-SHA1

The keyed hash employed by the HM AC-Digest Attribute must use the HM A C message authentication method [11]
with the SHA-1 hash algorithm [15].
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9.6 Key Derivation

Key derivation clauses in the present document refer to afunction F(S, seed), where Sis a shared secret from which
keying material is derived, and seed is a constant string of bytes. Below is the specification of F(S, seed), borrowed
fromTLS[17]:

A() isdefined as: A(0) = seed
A(i) = HMAC_SHA-1(S, A(i-1))
F(S, seed) = HMAC_SHA-1(S, A(1) + seed) +
HMAC_SHA-1(S, A(2) + seed) +
HMAC_SHA-1(S, A(3) + seed) + ...
where + indicates concatenation.

F(S, seed) isiterated as many times as is necessary to produce required quantity of data. Unused bytes at the end of the
last iteration will be discarded.

9.7 The MMH-MAC

In this clause the MMH Function and the MMH Message Authentication Code (MAC) are described. The MMH-MAC
is the message authentication code option for the media flows. As discussed in clause 7.6.2, the MMH-MAC is
computed over the RTP header and the payload is generated by the codec. The MMH Function will be described next,
followed by a description of the MMH-MAC.

9.7.1 The MMH Function

The Multilinear Modular Hash (MMH) Function described below is avariant of the MMH Function described in [18].
Some of the computations described below use signed arithmetic whereas the computations in [18] use unsigned
arithmetic. The signed arithmetic variant described here was selected for its computational efficiency when
implemented on DSPs. All of the properties shown for the MMH function in [18] continue to hold for the signed
variant.

The MMH Function has three parameters: the word size, the number of words of input, and the number of words of
output. MMHI[ w,s,t] specifies the hash function with word size @, sinput words and t output words. For | PCablecom
the word size isfixed to 16 bits. @= 16. The number of output words will be either 1 or 2: t €{1,2}. The MMH Hash
Function will first be described for t = 1, i.e. one output word.

9.7.1.1 MMH[16,s,1]

For the remainder of this clause 9.7, MMH[16,s,1] is denoted by H. In addition to s words of input, H also takes as input
akey of swords. When H is used in computing the MMH-MAC, the key israndomly generated and remains fixed for
several inputs as described in clause 9.7.2. The key is denoted by k and the ith word of the key by ki: k = k1, k2,..., ks.
Likewise the input message is denoted by m and the ith word of the input message by mi: m=m1, m2,..., ms.

To describe H, the following definitions are needed. For any even positive integer n, S, is defined to be the following
set of nintegers: {-n/2,...,0,...,(n/2)-1}. For example, S, ={-2%,...,0,...,2">-1} isthe set of signed 16 bit integers.
For any integer z, zsmod n is the unique element wof S, such that z= @ (mod n). For example, if zisa 32 bit signed

integer in 32 bit twos complement representation, then z smod 2*° can be computed by taking the 16 least significant
bits of zand interpreting those bitsin 16 bit twos complement representation.

For any positive integer g, Z, denotes the following set of g integers: {0, 1, ..., o-1}.

As described above H takes as input a key of swords. Each of the swordsisinterpreted as a 16 bit signed integer, i.e.
an element of S216 . H a'so takes as input a message of swords. Each of the swordsisinterpreted as a 16 bit signed

integer, i.e. an element of S216 . The output of H is an unsigned 16-bit integer, i.e. an element of sz . Alternatively,

therangeof His S5 X S°

i X Oy and the domainis Z 6 -
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H is defined by a series of steps. For kme S,

1) DefineH;asHykm) = > ° .k -m smod 2%,

2)  Define H, as Hy(k,m) = Hy(k,m) mod p where p is the prime number p = 2°+ 1.
3) DefineH as H(k,m) = H(km) mod 2¢.

Equivalently,

H(k,m) = (((i k -m jsmod 232] mod pj mod 2'°

i=1

Each step is discussed in detail below.

Stepl. Hy(k,m) isthe inner product of two vectors each of s 16 bit signed integers. The result of the inner product
is taken smod 2* to yield an element of S

NOTE: Theentire sum need not be computed before performing the smod 2% operation. The smod 2% operation
can be computed on partial sums since (x +y) smod 2% = (x smod 2*? + y smod 2%) smod 2%,

That is, if the inner product isin twos complement representation of 32 or more bits, the 32 least significant bits
are retained and the resulting integer is interpreted in 32 bit twos complement representation.

Step 2. This step consists of taking an element x of 8232 and reducing it mod p to yield an element of Z,. If xis

represented in 32 bit twos complement notation then this reduction can be accomplished very simply as follows.
Let a be the unsigned integer given by the 16 most significant bits of x. Let b be the unsigned integer given by the
16 least significant bits of x. There are two cases depending upon whether X is negative.

Case 1. If x is non-negative then x = a2'°+ b wherea €{0,...,2">-1} and b € {0,...,2"®- 1} . From the modular
equation:

a2+ b=a2®+b-a(2®+ 1) (mod (2'° + 1))
it follows that x = b - a(mod p). The quantity b-aisin therange {-2°+ 1,...,2*° - 1}. Thereforeif b - ais
non-negativethenxmodp=b-a. If b- aisnegativethenxmodp=b-a+p.

Case 2. If xisnegative then x = a2'®+ b - 2* wherea e {2%,...,2"° - 1}
and b e{0,...,2'°- 1}. From the modular equation:

a2'°+b-2%=b+a2"- a(2'°+ 1) - 2%+ 2'%2'°+ 1) (mod (2'° + 1))
it followsthat x= b - a + 2*%(mod p). The range of the quantity b - a + 2'°is given by:
1<b-a+2%<27-2%.1<2p-1
Therefore, if b-a+ 2% <pthenxmodp=b-a+2® Ifb-a+2®° >pthenxmodp=b-a+2“-p.
Step 3. This step takes an element of Z, and reduces it mod 2'°. Thisis equivalent to taking the 16 least

significant bits.

9.7.1.2 MMH[16,5,2]

This clause describes the MMH Function with an output length of two words, which in this case is 32 bits. For
convenience, let H' = MMH[16,s,2]. H' takesakey of s+ 1 words. Let k = ky,...,ks.1. Furthermore, define k) to bethe s
words of k starting with ky, i.e. K = ky,... ks. Define K to be the swords of k, starting with ks, i.e. k? = ks, ... Ksi1. FOr

any ke S;;l andany Mme S, m, H'(km) is computed by first computing H(k",m) and then H(K®,m) and
concatenating the results. That is, H'(k,m) = H(K™,m) o H(K® m).
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9.7.2 The MMH-MAC

This clause describes the MMH-MAC. The MMH-MAC has three parameters; the word size, the number of words of
input, and the number of words of output. MMH-MAC[ m,s,t] specifies the message authentication code with word size
®, Sinput words and t output words. For 1PCablecom the wordsize is fixed to 16 bits. @ = 16. The number of output
wordswill beeither 1or 2:te{1,2}.

For convenience, let M = MMH-MAC[16,s,t]. When using M, a sender and receiver share akey k of s+ t-1 words. In
addition, they share a sequence of key streams of t words each, one one-time pad for each message sent. Let r® bethe
key stream used for the ith message sent and received. For the ith message, m" , the message authentication code is
computed as:

M(k, 1, m®P) = H(k, m®" ) +r®.

HereH = MMH[16,s1], " isin Z_,, and additionis mod 2.

9.7.2.1 MMH-MAC When Using a Block Cipher

When cal culating the MMH-MAC when encryption is performed by one of the available block ciphers, the block cipher
is used to calculate the t words of r (i) key stream (pad) as defined in clause 7.6.2.1.2.2.3.

9.7.2.2 Handling Variable-Size Data

In order to handle data of al possible sizes up to a maximum value, the following rules must be followed for computing
an MMH function:

. If the datais not a multiple of the word size, pad the data up to a multiple of the word size (16-bits) with zero-
bytes. In other words, if the length of message mis not a multiple of word size w, but rather of length b octets,
b=nxw+rwithn>0and0<r <w, then pad message m at the end with w-r zero-bytes before passing it as
the input to M.

. It the key islarger than what is needed for a particular message, truncate the key. In other words, if a message
mis not of length s words, but rather of length v < swords, then truncate the value of thekey ktov +t- 1
words beforeit is used to calculate the MMH hash. (For MMH hash with 1 word output, t =1 and Kk is
truncated to v words. For 2 word output, t = 2 and k is truncated to v + 1 words.)

9.8 Random Number Generation

Good random number generation is vital to most cryptographic mechanisms. |mplementations should do their best to
produce true-random seeds; they should also use cryptographically strong pseudo-random number generation
algorithms. RFC 1750 [44] gives some suggestions; other possibilitiesinclude use of a per-MTA secret installed at
manufacture time and used in the random number generation process.

10 Physical Security

10.1  Protection for MTA Key Storage

An MTA must maintain in permanent write-once memory an RSA key pair. An MTA should deter unauthorized
physical access to this keying material.

Thelevel of physical protection of keying material required by the |PCablecom security specification for an MTA is
specified in terms of the security levels defined in the FIPS PUBS 140-2, Security Requirements for Cryptographic
Modules, standard (see [46]). An MTA should, at a minimum meet FIPS PUBS 140-2 Security Level 1
requirements [46].

The IPCablecom Security specification's minimal physical security requirements for an MTA will not, in normal
practice, jeopardize a customer's data privacy. Assuming the subscriber controls the access to the MTA with the same
diligence they would protect a cellular phone, physical attacks on that MTA to extract keying data are likely to be
detected by the subscriber.
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An MTA'sweak physical security requirements, however, could undermine the cryptographic protocol's ability to meet
its main security objective: to provide a service operator with strong protection from theft of high value networks.

The IPCablecom Security specification requirements protect against unauthorized access to these network services by
enforcing an end-to-end message integrity and encryption of signalling flows across the network and by employing an
authenticated key management protocol. If an attacker is able to legitimately subscribe to a set of services and also gain
physical accessto an MTA containing keying material, then in the absence of strong physical protection of this
information, the attacker can extract keying material from the MTA, and redistribute the keys to other users running
modified illegitimate MTA's, effectively alowing theft of network services.

There are two distinct variations of "active attacks" involving the extraction and redistribution of cryptographic keys.
These include the following:

1

2)

3)

An "RSA active clone" would actively participate in |PCablecom key exchanges. An attacker must have some
means by which to remove the cryptographic keys that enable services, from the clone master, and install these
keysinto aclone MTA. An active clone would work in conjunction with an active clone master to passively
obtain the clone master's keying material and then actively impersonate the clone master. A single active clone
may have numerous active clone master identities from which to select to obtain access to network services.
This attack allows, for example, the theft of non-local voice communications.

An DH active clone would a'so actively participate in the IPCablecom key exchanges and like the RSA active
clone, would require an attacker to extract the cryptographic keys that enable the service from the clone master
and install these keysinto aclone MTA. However, unlike the RSA active clone, the DH active clone must
obtain the clone masters random number through alternate means or perform the key exchange and risk
detection. Like an RSA active clone, an DH active clone may have numerous clone master identities from
which to select to obtain access to the network services.

An "active black box" MTA, holding another MTA's session or |Psec keys, would use the keys to obtain
access to network-based services or traffic flows similar to the RSA active clone. Since both session keys and
I Psec keys change frequently, such clones have to be periodically updated with the new keying material, using
some out-of-band means.

An active RSA clone, for example, could operate on a cable access network within whatever geographic
region the cloned parent MTA was authorized to operate in. Depending upon the degree to which a service
operator's subscriber authorization system restricted the location from which the MTA could operate, the
clone's scope of operation could extend well beyond asingle DOCSIS® MAC domain.

An active clone attack may be detectable by implementing the appropriate network controls in the system
infrastructure. Depending on the access fraud detection methods that are in place, a service operator has a good
probability of detecting a clone's operation should it attempt to operate within the network. The service
operator could then take defensive measures against the detected clone. For example, in the case of an active
RSA clone, it could block the device's future network access by including the device certificate on the
certificate hot list. Also the service operator's subscriber authorization system could limit the geographic
region over which a subscriber, identified by its cryptographic credentials, could operate. Additionally the
edge router functionality in the CM TS could limit any access based upon IP address. These methods would
limit the region over which an active RSA clone could operate and reduce the financial incentive for such an
attack.

The architectural guidelines for |PCablecom security are determined by balancing the revenues that could be
lost due to the classes of active attacks against the cost of the methods to prevent the attack. At the extreme
side of preventive methods available to thwart attacks, both physical security equivalent to FIPS PUB 140-2
Level 3 and network based fraud detection methods could be used to limit the access fraud that allows theft of
network based services. The network based intrusion detection of active attacks allows operators to consider
operational defenses as an alternative to increased physical security. If the revenues threatened by the active
attacks increase significantly to the point where additional protective mechanisms are necessary, the long term
costs of operational defenses would need to be compared with the costs of migrating to MTAs with stronger
physical security. The inclusion of physical security should be an implementation and product differentiation
specific decision.

Although the scope of the current | PCablecom specifications do not specifically define requirements for MTAsS
to support any requirements other than voice communications, the goa of the IPCablecom effort isto provide
for the eventual inclusion of integrated services. Part of these integrated services may include the "multicast"
of high value content or extremely secure multicast corporate videoconference sessions.
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Two additional attacks enabling a compromise of these types of services are defined:

1) An"RSA passive clone" passively monitors the parent MTA's key exchanges and, having a copy of the parent
MTA's RSA private key, is able to obtain the same traffic keying material the parent MTA has accessto. The
clone then uses the keying material to decrypt downstream traffic flows it receives across the shared medium.
This attack islimited in that it only allows snooping, but if the traffic were of high value, the attack could
facilitate the theft of high value multicast traffic.

2) A "Passive black box" MTA, holding another MTA's short-term (relative to the RSA key) keys, usesthe
keying material to gain access to encrypted traffic flows similar to the RSA passive clone.

The passive attacks, unlike the active attacks, are not detectable using network based intrusion detection
techniques since these units never make themselves known to the network while performing the attack.
However, this type of service theft has unlimited scale since the passive clones and black boxes, even though
they operate on different cable access networks (sometimes referred to as the same DOCSIS® MAC domain)
asthe parent MTA from whom the keys were extracted, gain access to the protected data the parent MTA is
currently receiving since the encryption of the data most likely occurred at the source. (These are general |P
multicast services, not to be confused with the specific DOCSIS® 1.1/ BPI+ multicast implementation, where
passive clones would be restricted to a single downstream CM TS segment.) The snooping of the point-to-point
datais limited to the DOCSIS® MAC domain of the parent MTA. Passive attacks may be prevented by
ensuring that the cryptographic keys that are used to enable the services cannot be tampered with in any
manner.

In setting goals and guidelines for the | PCablecom security architecture, an assessment has to be made of the
value of the services and content that can be stolen or monitored by key extraction and redistribution to passive
MTASs. The cost of the solution should not be greater that the lost revenue due to theft of the service or
subscribers terminating the service due to lack of privacy. However at thistime, there is no clear cost that can
be attributed to either the lost revenue from high value multicast services or the loss of subscribers due to
privacy issues unique to this type of network. Therefore, it was concluded that passive key extraction and
redistribution attacks would pose an indeterminate financial risk to service operators; and that the cost of
protection (i.e. incorporation of stronger physical security into the MTA) should be balanced against the value
of the risk. Aswith the active attacks, the decision to include additional functionality to implement physical
security in the MTA should be left as an implementation and product differentiation issue and not be mandated
as arequirement of the |PCablecom security specification.

10.2 MTA Key Encapsulation

As stated in the previous clause, FIPS PUB 140-2 Security Level 1 specifies very little actual physical security and that
an MTA must deter unauthorized "physical" accessto its keying material. This restricted access also includes any
ability to directly read the keying material using any of the MTA interfaces.

One of the (many) requirements of FIPS PUB 140-2 Security Level 3 isthat "the entry or output of plaintext Critical
Security Parameters (CSPs) be performed using ports that are physically separated from other ports, or interfaces that
are logically separated using a trusted path from other interfaces. Plaintext CSPs may be entered into or output from the
cryptographic module in encrypted form (in which case they may travel through enclosing or intervening systems)”. As
also mentioned in the previous clause, the IPCablecom security specification is not requiring compliance with any of
the FIPS PUB 140-2 Security Level 3 requirements.

However, it is strongly recommended that any persistent keying material should be encapsulated such that there is no
way to extract the keying material from the MTA using any of the MTA interfaces (either required in the IPCablecom
specifications or proprietary provided by the vendor) without modificationsto the MTA.

In particular, an MTA subscriber may also be connected to the Internet via a Cable Modem (which may be embedded in
the same MTA). In that case, hackers may potentially exploit any weakness in the configuration of the subscriber's local
network and steal MTA's secret and private keys over the network. If instead, the MTA subscriber is connected to a
company Intranet, the same threat still exists, although from a smaller group of people.
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11 Secure Software Download

|PCablecom 1.5 includes only Embedded MTAs. E-MTAs are embedded with DOCSIS® 1.1 cable modems (including
BPI+). E-MTAs must have their software upgraded by the Cable Modem according to the DOCSIS® 1.1 requirements
as specified in [8] and [9].
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Annex A (informative):
IPCablecom Admin Guidelines and Best Practices

This annex describes various administration guidelines and best practices recommended by |PCablecom. These are
included to help facilitate network administration and/or strengthen overall security in the 1PCablecom network.

A.1  Routine CMS Service Key Refresh

I PCablecom recommends that the CM S service keys be routinely changed (refreshed) at least once every 90 daysin
order to reduce the risk of key compromises. The refresh period should be a provisioned parameter that can be used in
one the following ways:

In the case of manual key changes, an administrator is prompted or reminded to manually change a CM S service key.
In the case of autonomous key changes (using Kerberos Set/Change Password) it will define the refresh period.
Note that in the case of autonomous key refreshes, whereby administrative overhead and scalability are not an issue, it

may be desirable to use arefresh period that is less than 90 days (but at least the maximum ticket lifetime). This may
further reduce the risk of key compromise.
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Annex B (normative):
Kerberos Network Authentication Service

See RFC 4120 [14].
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Annex C (informative):
PKINIT Specification

See RFC 4556 [49)].
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Annex D (informative):
Example of MMH Algorithm Implementation

This annex gives an example implementation of the MMH MAC agorithm. There may be other implementations that
have advantages over this example in particular operating environments. This exampleis for informational purposes
only and is meant to clarify the specification.

The example implementation uses the term "MMH16" for the case where the MAC length is 2 octets and "MMH32" for
the case where the length is 4 octets.

A main program is included for exercising the example implementation. The output produced by the programis
included.

/*
Demo of PacketCable MMH16 and MMH32 MAC algorithms.

This program has been tested using Microsoft C/C++ Version 5.0.
It is believed to port easily to other compilers, but this has
not been tested. When porting, be sure to pick the definitions
for intleée, int32, uintlée, and uint32 carefully.

*

/

#include <stdio.h>

/*
Define signed and unsigned integers having 16 and 32 bits.
This is machine/compiler dependent, so pick carefully.
*
/
typedef short intlé6;
typedef unsigned short uintle;
typedef int int32;
typedef unsigned int uint32;

/*

Define this symbol to see intermediate values.
Comment it out for clean display.

*/

#define VERBOSE

int32 reduceModF4 (int32 x) {

/*

Routine to reduce an int32 value modulo F4, where F4 = 0x10001.
Result is in range [0, 0x10000].

*/

int32 xHi, xLo;
/* Range of x is [0x80000000, Ox7fffffff]. */

/*

If x is negative, add a multiple of F4 to make it non-negative.
This loop executes no more than two times.

*/

while (x < 0) x += Ox7fff7fff;

/* Range of x is [0, OxX7Efffffff]. */
/* Subtract high 16 bits of x from low 16 bits. */
xHi = x >> 16;

xLo = x & Oxffff;
x = xLo - xHi;
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/* Range of x is [Oxffff8001, Ox0000ffff]. */

/* If x is negative, add F4. */
if (x < 0) x += 0x10001;

/* Range of x is [0, 0x10000]. */

return x;

}

uintlé mmhlé6 (

unsigned char *message,
unsigned char *key,
unsigned char *pad,

int msgLen

) A

/*
Compute and return the MMH16 MAC of the message using the
indicated key and pad.

The length of the message is msglLen bytes; msglen must be even.
The length of the key must be at least msgLen bytes.

The length of the pad is two bytes. The pad must be freshly
picked from a secure random source.

*/

intlé x, y;

uintlé u, v;

int32 sum;

int i;

sum = 0;

for (i=0; i<msglLen; i+=2) {

/* Build a 16-bit factor from the next two message bytes. */
X = *message++;

X <<= 8;

X |= *message++;

/* Build a 16-bit factor from the next two key bytes. */

y = *key++;
Yy <<= 8;
y |= *key++;

/* Accumulate product of the factors into 32-bit sum */
sum += (int32)x * (int32)y;

#ifdef VERBOSE
printf (" x %04x y %04x sum %08x\n", x & Oxffff, vy & Oxffff, sum);
#endif

}

/* Reduce sum modulo F4 and truncate to 16 bits. */
u = (uintlé) reduceModF4 (sum) ;

#ifdef VERBOSE
printf (" sum mod F4, truncated to 16 bits: %04x\n", u & Oxffff);
#endif

/* Build the pad variable from the two pad bytes */
v = *pad++;
vV <<= 8;

v |= *pad;

#ifdef VERBOSE
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printf (" pad variable: %04x\n", v & Oxffff);
#endif

/* Accumulate pad variable, truncate to 16 bits */
u = (uintile) (u + v);

#ifdef VERBOSE
printf (" mmhlé value: %04x\n", u & Oxffff);
#endif

return u;

}

uint32 mmh32 (

unsigned char *message,
unsigned char *key,
unsigned char *pad,

int msglLen

)

/*
Compute and return the MMH32 MAC of the message using the
indicated key and pad.

The length of the message is msglLen bytes; msglen must be even.
The length of the key must be at least (msglen + 2) bytes.

The length of the pad is four bytes. The pad must be freshly
picked from a secure random source.

*/

uintleée x, y;
uint32 sum;

x = mmhlé6 (message, key, pad, msglen) ;

y = mmhlé (message, key+2, pad+2, msglen) ;
sum = X;

sum <<= 16;

sum |= y;

return sum;

}

void show(char *name, unsigned char *src, int nbytes)

/*
Routine to display a byte array, in normal or reverse order

*/

int i;
enum {
BYTES _PER_LINE = 16

if (name) printf ("%s", name) ;

for (i=0; i<nbytes; i++)

if ((i % BYTES_PER_LINE) == 0) printf("\n");

printf ("%$02x ", srcli]);
}

printf ("\n") ;

}
int main()

uintlé maclé;
uint32 mac32;
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unsigned char message[] = {
Ox4e, Ox6f, 0x77, 0x20, 0x69, 0x73, 0x20, 0x74, 0x68,
0x65, 0x20, 0x74, 0x69, 0x6d, 0x65, 0x2e,

bi

unsigned char key[] = {
0x35, 0x2c, Oxcf, 0x84, 0x95, Oxef, 0xd7, O0xdf, 0xbs8,
0xf5, 0x74, 0x05, 0x95, Oxeb, 0x98, 0xd6, Oxeb, 0x98,

}i

unsigned char padlé[]
Oxae, 0x07,

}i

unsigned char pad32[]
Oxbd, Oxel, 0x89, 0x7b,

}i

unsigned char macBuf [4];

1]
—

1]
—

printf ("Example of MMH16 computation\n") ;
show ("message", message, sizeof (message)) ;
show ("key", key, sizeof (message)) ;

show ("pad", padlé, 2);

maclé = mmhlé6 (message, key, padlé6, sizeof (message)) ;
macBuf [1] = (unsigned char)maclé; maclé >>= 8;
macBuf [0] = (unsigned char)maclé;

show ("MMH16 MAC", macBuf, 2);
printf ("\n") ;

printf ("Example of MMH32 computation\n") ;
show ("message", message, sizeof (message)) ;
show ("key", key, sizeof (message)+2);

show ("pad", pad32, 4);

mac32 = mmh32 (message, key, pad32, sizeof (message)) ;
macBuf [3] = (unsigned char)mac32; mac32 >>= 8;
macBuf [2] = (unsigned char)mac32; mac32 >>= 8;
macBuf [1] = (unsigned char)mac32; mac32 >>= 8;
macBuf [0] = (unsigned char)mac32;

show ("MMH32 MAC", macBuf, 4);
printf ("\n") ;

return O;
}

Hereis the output produced by the program:

Example of MMH16 computation

message

4e 6f 77 20 69 73 20 74 68 65 20 74 69 6d 65 2e
key

35 2c cf 84 95 ef d7 df b8 f5 74 05 95 eb 98 d6
pad

ae 07

x 4e6f y 352c sum 104a7614

x 7720 y cf84 sum f9bac294

x 6973 y 95ef sum ce0a23fl

x 2074 y d7df sum c8f3d4fd

X 6865 y b8f5 sum abfb55a6

x 2074 y 7405 sum bab087ea

x 696d y 95eb sum 8f00bff9

X 652e y 98d6 sum 663aa46d
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sum mod F4, truncated to 16 bits:
ae07
ec3a

pad variable:
mmhlée value:
MMH16 MAC

ec 3a

Example of MMH32 computation

message
4e 6f 77 20 69
key

35 2c cf 84 95
eb 98

pad
bd el 89 7b

x 4e6f y 352c sum 104a7614
x 7720 y cf84 sum f9bac294
X 6973 y 95ef sum cela23fl
x 2074 y d7df sum c8f3d4fd
X 6865 y b8f5 sum abfb55a6
x 2074 y 7405 sum bab087ea
X 696d y 95eb sum 8f00bff9
X 652e y 98d6 sum 663aa46d
sum mod F4, truncated to 16 bits:
pad variable: bdel

mmhlé value: fcl4

x 4e6f y cf84 sum £125323c
x 7720 y 95ef sum bfcal9lc
x 6973 y d7df sum af427949
x 2074 y b8f5 sum a640e84d
X 6865 y 7405 sum d590b646
x 2074 y 95eb sum c8le04c2
X 696d y 98d6 sum 9dalddeO
X 652e y e€b98 sum 95912b30
sum mod F4, truncated to 16 bits:
pad variable: 897b

mmhlé value: 1fla

MMH32 MAC
fc 14 1f 1la

73 20 74 68 65 20 74 69 6d 65 2e

ef d7 df b8 f5 74 05 95 eb 98 dé6

3e33

3e33

959f
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Annex E (normative):
Oakley Groups

PKINIT states that DH parameters should be taken from the first or second Oakley groups as defined in [26].
Additionally, the present document requires that DH groups are used exactly as defined in [26].

[26] defines several so-called "Oakley groups.” Only the first two are relevant to the present document. [26] requires
implementations to support the first group, and recommends that they support the second. This annex isincluded
because [26] does not give values of q (the p-1 factor) for the groups, and these are necessary in order to encode the
dhpublicnumber type used in the subjectPublicKeylnfo data structure in PKINIT.

Thefirst two Oakley groups are defined as follows:

First Oakley Group:

Prime (p):

FFFFFFFF
29024E08
EF9519B3
E485B576

FFFFFFFF
8A67CC74
CD3A431B
625E7EC6

Generator (g or b):

2.

Factor (Q):

T7FFFFFFF
94812704
F7CA8CD9
F242DABB

FFFFFFFF
4533E63A
E69D218D
312F3F63

Second Oakley Group:

Prime (p):

FFFFFFFF
29024E08
EF9519B3
E485B576
EE386BFB
FFFFFFFF

FFFFFFFF
8A67CC74
CD3A431B
625E7EC6
5A899FA5
FFFFFFFF

Generator (g or b):

2.

Factor (q):

TFFFFFFF
94812704
F7CA8CD9
F242DABB
F71C35FD
FFFFFFFF

FFFFFFFF
4533E63A
E69D218D
312F3F63
AD44CFD2
FFFFFFFF

CO90FDAA2
020BBEA6
302BOA6D
F44C42E9

E487ED51
0105DF53
98158536
7TA262174

CO90FDAA2
020BBEA6
302B0A6D
F44C42E9
AE9F2411

E487ED51
0105DF53
98158536
7TA262174
D74F9208

2168C234
3B139B22
F25F1437
A63A3620

10B4611A
1D89CD91
F92F8A1B
D31D1B10

2168C234
3B139B22
F25F1437
A637ED6B
7C4B1FE6

10B4611A
1D89CD91
FO92F8A1B
D31BF6B5
BE258FF3

C4C6628B
514A0879
4FE1356D
FFFFFFFF

62633145
28A5043C
A7F09AB6
TFFFFFFF

C4C6628B
514A0879
4FE1356D
OBFF5CB6
49286651

62633145
28A5043C
A7F09AB6
85FFAESB
24943328
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80DC1CD1
8E3404DD
6D51C245
FFFFFFFF

CO6EOE68
C71A026E
B6ABE122
FFFFFFFF

80DC1CD1
8E3404DD
6D51C245
F406B7ED
ECE65381

CO6EOE68
C71A026E
B6ABE122
7A035BF6
F67329C0
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