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Intellectual Property Rights

IPRs essential or potentially essential to the present document may have been declared to ETSI. The information
pertaining to these essential IPRs, if any, is publicly available for ETSI member s and non-member s, and can be found
in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETS in
respect of ETS standards', which is available from the ETS| Secretariat. Latest updates are available on the ETSI Web

server (http://ipr.etsi.org).

Pursuant to the ETSI IPR Palicy, no investigation, including I PR searches, has been carried out by ETSI. No guarantee
can be given as to the existence of other IPRs not referenced in ETSI SR 000 314 (or the updates on the ETS| Web
server) which are, or may be, or may become, essential to the present document.

Foreword

This Technical Specification (TS) has been produced by ETSI Technical Committee Access, Terminals, Transmission
and Multiplexing (ATTM).

The present document is part 5 of a multi-part IPCablecom 1.5 deliverable covering the Digital Broadband Cable
Access to the Public Telecommunications Network; |P Multimedia Time Critical Services, asidentified below:

Part 1: "Overview";

Part 2. "Architectura framework for the delivery of time critical services over Cable Television Networks using
Cable Modems”;

Part 3:  "Audio Codec Requirements for the Provision of Bi-Directional Audio Service over Cable Television
Networks using Cable Modems”;

Part 4:  "Network Call Signalling Protocol”;

Part 5: " Dynamic Quality of Servicefor the Provision of Real Time Servicesover Cable Television
Networksusing Cable M odems”;

Part 6:  "Event Message Specification”;

Part 7:  "MediaTerminal Adapter (MTA Management Information Base (MIB)";
Part 8:  "Network Call Signalling (NCS) MIB Requirements’;

Part 9:  "Security";

Part 10: "Management Information Base (MIB) Framework";

Part 11. "Mediatermina adapter (MTA) device provisioning”;

Part 12:  "Management Event Mechanism";

Part 13: "Trunking Gateway Control Protocol - MGCP option”;

Part 14: "Embedded MTA Analog Interface and Powering Specification™
Part 15:  "Analog Trunking for PBX Specification”;

Part 16: "Signalling for Call Management Server”;

Part 17: "CMS Subscriber Provisioning Specification”;

Part 18: "MediaTerminal Adapter Extension MIB";

Part 19:  "IPCablecom Audio Server Protocol Specification - MGCP option";

Part 20: "Management Event MIB Specification”;

ETSI
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Part 21:. "Signalling Extension MIB Specification”.
NOTE 1: Additional parts may be proposed and will be added to thelist in future versions.

NOTE 2: The choice of a multi-part format for this deliverable is to facilitate maintenance and future
enhancements.

ETSI
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1 Scope

The present document describes a dynamic Quality-of-Service (QoS) mechanism for the | PCablecom project. It was
issued to facilitate design and fiel d-testing leading to the manufacture and interoperability of conforming hardware and
software by multiple vendors.

IPCablecom is a set of protocols developed to deliver Quality of Service enhanced communications services using
packetized data transmission technology to a consumer's home over the cable network. 1PCablecom utilizes a network
superstructure that overlays the two-way data-ready cable television network. While theinitial service offeringsin the
I PCablecom product line are anticipated to be Packet V oice and Packet Video, the long-term project vision
encompasses alarge family of packet-based services.

The present document addresses requirements for a client device to obtain access to | PCablecom network resources. In
particular, it specifies a comprehensive mechanism for a client device to request a specific Quality of Service from the
DOCSIS® network. Extensive examplesillustrate the use of the present document.

The scope of the present document is to define the QoS Architecture for the "Access' portion of the |PCablecom
network, provided to requesting applications on a per-flow basis. The access portion of the network is defined to be
between the Multimedia Terminal Adapter (MTA) and the Cable Modem Termination System (CMTS), including the
DOCSIS® network. The method of QoS allocation over the backbone is unspecified in the present document. Interface
to the managed I P backbone and issues related to | P multicast are not within the scope of the present document. The
present document al so recogni zes that per-flow reservations may be required within the customer premises, and the
protocol developed addresses this potential need.

To summarize, the scope of the present document is:
e  Allocation of QoS between the MTA and the CMTS.
. Specification of the interfaces which are available for control and delivery of QoS in IPCablecom Networks.
. Support for |PCablecom embedded MTAS.
. Support for Network-based Call Signalling (NCS) [3].

The present document assumes that DOCSIS® QoS (specifically RFI version 1.1 [2] or later) is used to control and
deliver QoS across the DOCSIS® networks. Any reference to DOCSIS® in the present document is understood to be
DOCSIS® version 1.1 or later.

2 References

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
reference document (including any amendments) applies.

Referenced documents which are not found to be publicly available in the expected location might be found at
http://docbox.etsi.org/Reference.

NOTE: While any hyperlinksincluded in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

2.1 Normative references

The following referenced documents are necessary for the application of the present document.

[1] IETF RFC 2748: "The COPS (Common Open Policy Service) Protocol”, January 2000.
2] ETSI ES 201 488: "Data-Over-Cable Service Interface Specifications Radio Frequency Interface
Specification”.
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ETSI TS 103 161-4: "Access, Terminals, Transmission and Multiplexing (ATTM); Integrated
Broadband Cable and Television Networks; |PCablecom 1.5 Part 4: Network Call Signalling
Protocol”.

IETF RFC 0791: "Internet Protocol”, September 1981.

IETF RFC 2474: "Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6
Headers', December 1998.

Informative references

The following referenced documents are not necessary for the application of the present document but they assist the
user with regard to a particular subject area.

[i.1]
[i.2]
[i.3]
[i.4]

[i.5]

[.6]

IETF RFC 2753: "A Framework for Policy Based Admission Control”, January 2000.
IETF RFC 3084 "COPS Usage for Policy Provisioning”, March, 2001.
IETF RFC 2327: SDP: Session Description Protocol, April 1998.

ETSI TS 103 161-6: "Access, Terminals, Transmission and Multiplexing (ATTM); Integrated
Broadband Cable and Television Networks; IPCablecom 1.5; Part 6: Event Message
Specification”.

ETSI TS 103 161-3: "Access, Terminals, Transmission and Multiplexing (ATTM); Integrated
Broadband Cable and Television Networks; IPCablecom 1.5; Part 3: Audio Codec Requirements
for the Provision of Bi-Directional Audio Service over Cable Television Networks using Cable
Modems".

IETF RFC 2749: "COPS Usage for RSVP", January 2000.

[i.7] IETF RFC 3551: "RTP Profile for Audio and Video Conferences with Minimal control”,
July 2003.

[1.8] ETSI TS 103 161-2: "Access, Terminals, Transmission and Multiplexing (ATTM); Integrated
Broadband Cable and Television Networks; IPCablecom 1.5 Part 2: Architectural framework for
the delivery of time critical services over Cable Television Networks using Cable Modems”.

[i.9] IETF RFC 3168: "The Addition of Explicitly Congestion Notification (ECN) to IPI", September
2001.

[1.10] ETSI TS 103 161-9: "Access, Terminas, Transmission and Multiplexing (ATTM); Integrated
Broadband Cable and Television Networks; |PCablecom 1.5 Part 9: Security”.

[i.11] ITU-T Recommendation G.114: "One-way transmission time".

3 Definitions, symbols and abbreviations
3.1 Definitions

For the purposes of the present document, the following terms and definitions apply:

access control: limiting the flow of information from the resources of a system only to authorized persons, programs,
processes, or other system resources on a network

admitted: alowed

authentication: process of verifying the claimed identity of an entity to another entity.

authorization: act of giving accessto a service or device if one has permission to have the access

downstream: direction from the headend toward the subscriber |ocation
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embedded M TA: single node that contains both an MTA and a cable modem

endpoint: Terminal, Gateway or Multipoint Conference Unit (MCU)

event message: message capturing a single portion of a connection.

gateway: devices bridging between the | PCablecom IP V oice Communication world and the PSTN

NOTE: Examples arethe Media Gateway, which provides the bearer circuit interfaces to the PSTN and
transcodes the media stream, and the Signalling Gateway, which sends and receives circuit switched
network signalling to the edge of the |PCablecom network.

header: protocol control information located at the beginning of a protocol data unit

jitter: variability in the delay of a stream of incoming packets making up aflow such as a voice communication
latency: time, expressed in quantity of symbols, taken for a signal element to pass through a device

Media Access Control (M AC): sublayer of the Data Link Layer that normally runs directly over the physical layer

M ultimedia Terminal Adapter (M TA): device that contains the interface to a physical voice device, a network
interface, CODECs, and all signalling and encapsulation functions required for Vol P transport, class features signalling,
and QoS signalling

Pulse Code M odulation (PCM): A commonly employed algorithm to digitize an analogue signal (such as a human
voice) into adigital bit stream using simple analogue-to-digital conversion techniques.

subflow: unidirectional flow of IP packets characterized by a single source and destination | P address and single source
and destination UDP/TCP port

upstream: direction from the subscriber location toward the headend

3.2 Abbreviations

For the purposes of the present document, the following abbreviations apply:

ATM Asynchronous Transfer Mode

BPI+ Baseline Privacy Plus Interface Specification
CBR Constant Bit Rate

CM Cable Modem

CMS Call Management Server

CMTS Cable Modem Termination System

CODEC COder-DECoder

COPS Common Open Policy Service (defined in RFC 2748 [1])
CRCX Create Connection

DF Delivery Function

DQoS Dynamic Quality-of-Service

DSA Dynamic Service Add

DSC Dynamic Service Change

DSCP DiffServ Code Point

E-MTA Embedded MTA

ETS European Telecommunications Standards I nstitute
GC Gate Controller

IANA Internet Assigned Numbered Authority

IETF Internet Engineering Task Force

IP Internet Protocol

ITU-T International Telecommunication Union-Telecommunication Standardization Sector
LCO Loca Connection Option

LDAP Lightweight Directory Access Protocol

LDP Local Decision Point

LLC Logical Link Control

LUB Local Connection Option

MAC Media Access Control

MTA Multimedia Terminal Adapter

ETSI
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NCS Network Call Signalling

Oss Operations Systems Support

PCM Pulse Code Modulation

PDP Policy Decision Point

PEP Policy Enforcement Point

PSTN Public Switched Telephone Network
QoS Quiality of Service

RADIUS Remote Authentication Dial-1n User Service
RAP Resource Allocation Protocol

RFC Request for Comments

RFI The DOCSIS® Radio Frequency Interface document
RKS Record Keeping Server

RSVP Resource Reservation Protocol
RTCP Real-Time Control Protocol

RTO Retransmission Timeout

RTP Real-time Transport Protocol

SDP Session Description Protocol

TCP Transmission Control Protocol

TLV Type-Length-Value

TOS Type of Service

UDP User Datagram Protocol

VBD Voice Band Data

VolP Voice-over-1P

4 Void

5 Technical Overview

Enhanced Quality of Serviceisrequired for supporting interactive multimedia applications. Resources may be
constrained in segments of the network, requiring allocation of resourcesin the network. The scope of the present
document is to define the Quality of Service Architecture for the " Access" portion of the IPCablecom network. The
access portion of the network is defined to be between the Multimedia Terminal Adapter (MTA) and the Cable Modem
Termination System (CMTS), including the DOCSIS® network. The present document also recognizes that per-flow
reservations may be required within the customer premises, and the protocols developed herein address this potential
need. Although some segments of the backbone network may require resource reservation to provide adequate quality
of service, the protocols for backbone resource management are considered to be outside the scope of the present
document.

Resources are allocated on the DOCSIS® network for individual flows associated with each session of an application,
per subscriber, on an authorized and authenticated basis. A DQOS session, or simply a session, is defined by the present
document to be a single bi-directional data flow between two clients. When a multi-media application needs multiple
bi-directional data flows (e.g. one for voice and a separate for video), separate DQOS sessions are established for each.
Applications may use only half of the session's bi-directional data flow, thereby providing send-only or receive-only
services. For example, in atypica voice communications application, a simple communication between two partiesis
implemented by a single session, while complex, multiparty communications (e.g. "conference calls") are implemented
by multiple simultaneous sessions.

Network-based Call Signalling (NCS) is the defined |PCablecom Call Signalling Protocol. This Dynamic QoS
document is the underlying QoS framework for this call signalling protocol. QoS is allocated for flows associated with a
session in concert with the signalling protocol.

The present document introduces the concept of a segment-by-segment QoS framework. 1t exploits the information
available from signalling protocols to perform the QoS on both the "local" segment (on the DOCSIS® network close to
the originating party) and the "remote" segment (the DOCSIS® network close to the terminating party). Thus, the
present document allows different providers to use the most appropriate mechanisms for the segment that they are
managing. Using a concatenation of the segments with QoS, end-to-end QoS assurance for the session is provided.
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The Dynamic QoS document incorporates protocols to enable providers of packet-based voice communications using
the IPCablecom framework to use different charging models, including both flat-rate charging as well as usage-based
charging. It isthe intent of the present document to ensure that enhanced QoS is provided only to authorized and
authenticated users. The specific techniques used for authorizing and authenticating a user are beyond the scope of the
present document.

This Dynamic QoS document recognizes the requirements of a commercially viable voice communications service
analogous to that offered by means of the public switched telephone network. It isimportant to ensure that resources are
available before the two parties involved in the session are invited to communicate. Thus, resources are reserved before
the recipient of the communication is notified that someone is trying to initiate a communication. If there are
insufficient resources for a session, then the session is blocked.

The protocols developed in the present document explicitly recognize the need to ensure that there is no potential for
fraud or theft of service by end-points that do not wish to cooperate with the call signalling and QoS signalling
protocols with the intent of avoiding being charged for usage. The present document introduces the concept of a two-
phase for resource reservation (reserve and commit). The two-phases allow a provider to both allocate resources only
when they are required (when the voice path is cut-through) which may be used for billing. Further, because the second
phase to commit resources requires an explicit request from the MTA, it enables the provider to prevent fraud and theft
of service.

5.1 IPCablecom QoS Architecture Requirements

The following list presents the QoS requirements for supporting multimedia applications over |PCablecom Networks.
1) Provide IPCablecom accounting for the QoS resources on a per-session basis.

It is anticipated that, from a billing perspective, one of the resources that will need to be accounted for isthe
use of QoS in the DOCSIS® network. Thus, information needs to be identified and tracked that allows
reconciliation of the use of the DOCSIS® QoS resource with | PCablecom session activity.

2)  Both two-phase (reserve-commit) and single phase (commit) QoS activation models.

Under application control it should be possible to utilize either atwo-phase or single-phase QoS activation
model. In the two-phase model the application reserves the resource, and later commitsit. In the single phase
model both reservation and commitment occur as a single autonomous operation. Asin the DOCSIS® model,
resources that are reserved but not yet committed are available for temporary assignment to other (e.g. best
effort) service flows. The present document provides mechanisms for both two-phase and single-phase
activation for embedded MTAS.

3)  Provide |PCablecom defined policies to control QoS in both the DOCSIS® network and the | P backbone.

It should be possible for different types of sessions to have different QoS characteristics. For example, sessions
within asingle cable operator provider's domain may receive different QoS than sessions outside the domain
(e.g. international sessions including linksto the PSTN). This dynamic QoS document may allow a cable
operator to provide different QoS for different types of customers (e.g. higher QoS for subscribers of a
business service at certain times of the day compared to residential customers), or different types of
applications for asingle customer.

4)  Prevent (minimize) abusive QoS usage.

Two types of abusive QoS usage are identified: that which is accurately billed but leads to denying service to
others, and that which is not accurately billed and leads to theft of service. Subscriber applications and

I PCablecom applications (either embedded or PC-based) may inadvertently or intentionally abuse their QoS
privileges (e.g. use of enhanced QoS, which the provider wants limited to voice applications, by an FTP
application). Even though the DOCSIS® network is expected to enforce a subscriber's access to QoS, rich
packet classification and signalling control mechanisms should exist to keep the subscriber (and the subscriber
devices) from fraudulent use of QoS. Admission control procedures should be employed to reduce denial-of -
service attacks.

5)  Provide admission control mechanisms for both upstream and downstream directionsin the DOCSIS®
network.

Both upstream and downstream QoS should be subject to per-session admission control.
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DOCSIS® QoS.

It should be possible to police (defined as marking, dropping, or delaying packets) all aspects of QoS defined
in the service at the CMTS using the DOCSIS® QoS mechanisms. Furthermore, it should be possible to
support multiple flow mapping models - single |PCablecom session to a single Service Flow and multiple

| PCablecom sessions to a single Service Flow.

Policy isenforced by the CMTS.

Ultimate policy control is entrusted to the CMTS. The philosophy is that any client can make any QoS request,
but the CMTS (or an entity behind the CMTS) is the only entity entrusted to grant or deny QoS requests.

| PCablecom entities must be as unaware as possible of specific DOCSIS® QoS primitives and parameters.

For IPCablecom, like any other application that uses the IP-network, the design objective is to minimize the
amount of access-link-specific knowledge contained within the application layer. The less access-link
knowledge in the application layer, the more applications will be available for development and deployment,
and the fewer testing and support-problems will be encountered.

Reclamation of QoS resources for dead/stale sessions.

It is necessary to re-claim and re-allocate precious QoS resources for sessions that are no longer active, but
have not been properly torn down. There should be no resource 'leaks' in the DOCSIS® link. For example, if an
| PCablecom client module malfunctions in the midst of an |PCablecom session, all DOCSIS® QoS resources
used by the session should be released within a reasonable period of time.

Dynamic QoS policy changes.

It isdesirable to dynamically change QoS policies for subscribers. For example, this requirement addresses the
ability to change a customer's service level (e.g. upgraded from a"bronze" serviceto a"gold" service) on-the-
fly without resetting the cable modem.

Absol ute minimum session setup latency time and post pickup delay.

The IPCablecom Network should allow for emulation and enhancement of the PSTN experience to the user,
and should be equally good, if not better, in session setup and post pickup delay metrics.

Multiple concurrent sessions.

It is desirable to allocate QoS resources (e.g. bandwidth) for not only individual point-to-point sessions, but
also for multiple point-to-point sessions (e.g. conference calls, combined audio/video calls).

Dynamic adjustment of QoS parameters in the middle of IPCablecom sessions.

It should be possible for the |PCablecom service to change QoS mid-session, e.g. network-wide resource
adjustments or creation of compatible CODEC parameters (necessitating QoS changes), or user defined feature
to vary QoS levels, or detection of fax or modem streams (necessitating change from compressing CODEC to
G.711).

Support multiple QoS control models.

Strong cases can be made for both subscriber-side and network-side initiation of QoS signalling. In subscriber
side signalling, an application can initiate its request for QoS immediately when the application believes it
needs Qo0S. Also, subscriber side signalling supports application models that are peer-to-peer. In network-side
signalling, implementation of the end-point application can be completely unaware of QoS (especialy in the
DOCSIS® network). Network-side signalling supports application models that are client-server (with the
server being trusted). It is expected that both models will be present in |PCablecom (and other DOCSIS®
application) networks. The current document is for subscriber-side signalling only.

Support both embedded-MTA and standalone-MTA QoS signalling.

It should be possible to signal QoS from both an embedded-MTA and standalone-MTA.. The present document
only covers the embedded-M TA using direct access to the DOCSIS® MAC signalling (viaan internal interface
as suggested in DOCSIS® RFI [2]).
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5.2 IP QoS Access Network Elements

The following network elements are employed to support QoS for IPCablecom Networks.

5.2.1 Multimedia Terminal Adapter (MTA)

The |PCablecom network client device (i.e. the MTA) can be one of the following devices. These devices reside at the
customer site and are connected through the DOCSIS® 1.1 channel to the network. All MTAs are assumed to implement
some multimedia signalling protocol, such asNCS [3]. An MTA may be either a device with a standard two-wire
telephone set in the MTA-1 configuration, or may add video input/output capabilities in the MTA-2 configuration. It
may have minimal capabilities, or may implement this functionality on a multimedia personal computer, and have al of
the capabilities of the PC at its disposal.

From the point of view of QoS, there are two types of MTAS:
1) Embedded/Integrated MTA.

Thisisaclient multimedia terminal which incorporates a DOCSIS® MAC-layer interface to the DOCSIS®
network.

2) Standalone MTA.

ThisisaClient that implements the multimedia functionality without incorporating a DOCSIS® MAC-layer
interface. The standalone MTA will typically use Ethernet, USB, or |IEEE 1394 as the physical interconnect to
aDOCSIS® Cable Modem. The standalone MTA may be connected to a customer network, and use transport
facilities of the customer network (possibly including intermediate | P routers) to establish sessions over the
DOCSIS® network.

5.2.2 Cable Modem (CM)

Thisis an |PCablecom network element as defined by [2]. The CM isresponsible for classifying, policing and marking
packets once the traffic flows are established by the signalling protocols described herein.

5.2.3 Cable Modem Termination System (CMTS)

The CM TS isresponsible for allocating and scheduling upstream and downstream bandwidth in accordance with MTA
requests and QoS authorizations established by the network administrator. The CMTS acts as a Policy Enforcement
Point (PEP) per the IETF Resource Allocation Protocol (RAP) Framework [i.1].

The CMTS implements an "1PCablecom Dynamic QoS Gate" (hereafter called just "Gate") between the DOCSIS®
cable network and an |P Backbone. The Gate isimplemented using the packet classification and filtering functions
defined for DOCSIS® 1.1.

The CMTS may or may not also be configured asan "IS-DS Boundary" entity. An 1S-DS Boundary interfaces to an
inter-network using the Integrated Services (IntServ) model of QoS control and some other model, e.g. Differentiated
Services (DiffServ).

5.2.4 Call Management Server (CMS) and Gate Controller (GC)

The IPCablecom Call Management Server (CMS) entity performs services that permit MTAs to establish Multimedia
sessions (including voice communications applications such as " |P telephony” or "VolP"). The term Gate Controller
(GC) isused to refer to the portion of either type of CM S that performs the Quality of Service related functions.

In the IPCablecom Dynamic QoS Model, the Gate Controller controls the operation of the Gates implemented on a
CMTS. The GC acts as a Policy Decision Point (PDP) per the IETF Resource Allocation Protocol (RAP)
Framework [i.1].

5.2.5 Record Keeping Server (RKS)

The Record Keeping Server is an |PCablecom network element that only receives information from | PCablecom
elements described in the present document. The RKS can be used as a billing server, diagnostic tool, etc.
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5.3 IPCablecom Dynamic QoS Architecture

The IPCablecom QoS architecture is based upon DOCSIS® 1.1, RSVP, and I ntegrated Services Guaranteed QoS.

Specifically, the |PCablecom QoS architecture uses the protocol as defined in DOCSIS® 1.1 [2] within the cable
network. These messages support static and dynamic installation of packet classifiers (i.e. Filter-Specs) and flow
scheduling (i.e. FlowSpecs) mechanisms to deliver enhanced IP quality of service. DOCSIS® QoS is based upon the
objects which describe traffic and flow documents, similar to the T Spec and RSpec objects as defined in the IETF
Resource reSerV ation Protocol (RSVP). This allows QoS resource reservations to be defined on a per flow basis.

In the DOCSIS® QoS architecture, traffic flows are considered as unidirectional - thus, an interactive session comprises
two flows, each subject to the operations shown below. For each (unidirectional) flow:

. The CM, where traffic enters the IP QoS enabled cable network, is responsible for:
- Classification of | P traffic into IP QoS flows based on defined filter documents.
- Performing traffic shaping and policing as required by the flow document.
- Maintaining state for active flows.
- Altering the TOS field in the upstream | P headers based on the network operator's policy.
- Obtaining the required IP QoS from the CMTS (DOCSIS® QoS).
- Applying DOCSIS® QoS mechanisms appropriately.
. The CMTSisresponsible for:
- Providing the required QoS to the CM based upon policy configuration.
- Allocating upstream bandwidth in accordance to CM requests and network QoS policies.

- Classifying each arriving packet from the network side interface and assigning it to a QoS level based on
defined filter documents.

- Policing the TOS field in received packets from the cable network to enforce TOS field settings per
network operator policy.

- Altering the TOS field in the downstream | P headers based on the network operator's policy.
- Performing traffic shaping and policing as required by the flow document.

- Forwarding downstream packets to the DOCSIS® network using the assigned QoS.

- Forwarding upstream packets to the backbone network devices using the assigned QoS.

- Maintaining state for active flows.

The backbone network may either utilize Integrated Services based mechanisms or use Differentiated Services
mechanisms. In a DiffServ backbone, network routers forward a packet, providing the appropriate |P QoS, based on the
setting of the TOS field. In a DiffServ backbone, no per-flow state is required in the core network devices.

5.4 QoS Interfaces

Quality of service signalling interfaces are defined between many of the components of the |PCablecom network as
shown in figure 1. Signalling involves communication of QoS requirements at the application layer (e.g. SDP
parameters), network layer (e.g. RSVP), and at the data-link layer (e.g. DOCSIS® 1.1 QoS). Also, the requirement for
policy enforcement and system linkages between the OSS subscriber provisioning, admission control within the
managed | P backbone, and admission control within the DOCSIS® network creates the need for additional interfaces
between components in the | PCablecom network.

An expanded explanation of QoS architecture framework is contained in the IPCablecom Architecture 1.5 Framework
Technical Report [i.8], and is shown in figure 1.
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Figure 1: QoS Signalling Interfaces in IPCablecom Network

Interfaces Pkt-gl through Pkt-q7 are available for controlling and processing QoS. Not all interfaces are used in all
configurations and protocol variations. All but the Pkt-g5 interface are utilized by DQoS. The following matrix briefly
identifies each interface and how each interface is used in the present document.

Interface Description Notes
Pki-g1 MTA - CM E-MTA, MAC Control Service Interface
Pkt-g2 CM - CMTS (DOCSIS®) DOCSIS®, CM-initiated
Pkt-q3 MTA - GC/CMS NCS
Pkt-g4 CM - Provisioning Server N/A
Pkt-g5 GC - CMTS Gate Management
Pkt-q6 CMTS - RKS Billing
Pkt-q7 CMS to CMS CMS to CMS Signalling

Pkt-ql: Interface between the M TA and CM
Thisinterface is only defined for the embedded MTA. The interface decomposes into three sub-interfaces:

e Control: used to manage DOCSIS® service-flows and their associated QoS traffic parameters and classification
rules.

. Synchronization: used to synchronize packetization and scheduling for minimizing latency and jitter.
e  Transport: used to process packets in the media stream and perform appropriate per-packet QoS processing.

Thisinterfaceis conceptually defined in annex E of DOCSIS® RFI [2]. For standalone MTAs, no instance of this
interface is defined.

Pkt-g2: DOCSIS® QoS I nter face between CM and CMTS

Thisisthe DOCSIS® RFI QoS interface (control, scheduling, and transport). Control functions can be initiated from
either the CM or the CMTS. However the CM TS is the final policy arbiter and granter of resources by performing
admission control for the DOCSIS® network. This interface is defined in [2].

Pkt-g3: Application Layer signalling between GC/CMSand MTA

Thisisthe |PCablecom Network-Based Call Signalling Protocol (NCS). Many parameters are signalled across this
interface such as the media stream, | P addresses, port numbers, and the selection of Codec and packetization
characteristics. Thisinterfaceis defined in NCS[3].

Pkt-g4: Signalling from the DOCSI S®/I PCablecom Provisioning to the DOCSIS® CM

Thisinterfaceis not utilized for QoS signalling in DQoS.
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Pkt-g5: Interface between the GC/CM Sand CMTS

Thisinterface is used to manage the dynamic Gates for media stream sessions. This interface enables the | PCablecom
network to request and authorize QoS.

Pkt-g6: CMTSto Record Keeping Server
Thisinterface is used by the CMTS to signal to the RKS all changesin session authorization and usage.
Pkt-q7: CMSto CM Sinterface

Thisinterface is used for session management and resource coordination between a pair of CMSs.

55 Framework for IPCablecom QoS

In order to justify its costs to the end user, a commercial multimedia service (e.g. voice communications capability) may
require a high level of transport and signalling performance, including:

. Low delay - end-to-end packet delay needs to be small enough that it does not interfere with normal
multimedia interactions. For normal telephony service using the PSTN, the ITU-T recommends no greater than
300 ms roundtrip delay. Given that the end-to-end backbone propagation delay may absorb a significant
amount of this delay budget, it isimportant to control delay on the access channel, at least for long-distance
cals.

NOTE: ITU-T Recommendation G.114 [i.11] states that a one-way delay of 150 msis acceptable for most user
applications. However, highly interactive voice and data applications may experience degradation even
when delays are below 150 ms. Therefore any increase in processing delay (even on connections with
transmission times well below 150 ms) should be discouraged unless there are clear service and
application benefits.

. Low packet loss - packet loss needs to be small enough so that voice quality or performance of fax and voice-
band modems is not perceptibly impaired. While [oss concealment algorithms can be used to reproduce
intelligible speech even with high loss rates, the resulting performance cannot be considered to be adequate as
areplacement for existing circuit-switched tel ephone service. Loss requirements for acceptable voice-band
modem performance are even more stringent than those for voice.

. Short post-dial delay - the delay between the user signalling a connection request and receiving positive
confirmation from the network needs to be short enough that users do not perceive a difference from the post-
dial delay they are accustomed to in the circuit switched network, or believe that the network has failed. This
is of the order of one second.

. Short post-pickup delay - the delay between a user picking up aringing phone and the voice path being cut
through needs to be short enough so that the "hello" is not clipped. This should be less than a few hundred
milliseconds (ideally less than 100 ms).

A key contribution of the Dynamic QoS framework is a recognition of the need for coordination between signalling,
which controls access to application specific services, and resource management, which controls access to network-
layer resources. This coordination provides anumber of critical functions. It ensures that users are authenticated and
authorized before receiving access to the enhanced QoS associated with the service. It ensures that network resources
are available end-to-end before alerting the destination MTA. Finaly, it ensures that the use of resources is properly
accounted for, consistent with the conventions of traditional voice-grade telephone service (to which some IPCablecom
services are similar from a customer perspective) in which charging occurs only after the party receiving a
communication picks up.

In order to support the above requirements, the QoS protocols assure that all resources are committed to all transport
segments before the signalling protocols cause alerting of the destination. Likewise, during tear down of a session, the
QoS protocol s include measures to assure that all resources dedicated exclusively to the session are released. Without
this coordination between the two directions of data flows, it would be possible for users to thwart the QoS controls and
obtain free service. For example, if the paying client terminates the session, but the non-paying does not, a " half
channel" remains that can be used to fraudulently transfer datain one direction. The QoS protocols approximate the "all
or nothing" transaction semantics for session creation and destruction.
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It isdesired that the mechanisms used to implement the session be based on existing standards and practices, and also
that the results of this work be usable to support alternative call models. These desires have led to the use of the IETF
Real Time Protocol (RTP) to carry multimedia data, carried over the IETF User Datagram Protocol (UDP). In-band
signalling to set up Quality of Serviceis carried out using DOCSIS® Dynamic QoS messages.

The QoS architecture should provide support for new emerging applications that are dependent on multicast data
delivery. Although thisis not a strict requirement in the QoS architecture, providing support for multicast will enable
the future development of arich set of multimedia applications. It has not yet been examined whether the resource
management enhancements introduced here will support multicast seamlessly or not.

For purposes of managing Quality of Service, the bearer channel for a session is managed as three distinct segments: the
access network for the originating side of the session, a backbone network, and the access network for the terminating
side of the session. DOCSIS® network resources are managed as a pair of dynamic service flows, using the mechanisms
defined in DOCSIS® 1.1 [2]. Backbone resources may be managed either per-flow or, more likely, through an
aggregated quality of service mechanism. Management of backbone resources is outside the scope of the present
document.

A QoS-defined construct called a gate provides a control point for the connection of access networks to high quality
backbone service. A gate isimplemented by a CMTS and consists of a packet classifier, atraffic policer, and an
interface to an entity that gathers statistics and events (all of these components exist in DOCSIS® 1.1). A gate can
ensure that only those sessions that have been authorized by the service provider receive high quality service. Gates are
managed selectively for aflow. For |PCablecom-based voice communications service, they are opened for individual
calls. Opening a gate involves an admission control check that is performed when a resource management request is
received from the client for an individual session, and it may involve resource reservation in the network for the session
if necessary. The upstream packet filter in the gate allows a flow of packets to receive enhanced QoS for a session from
a specific | P source address and port number to a specific P destination address and port number. The downstream
packet filter in the gate allows a flow of packets to receive enhanced QoS for a session from a specific | P source address
to a specific | P destination address and port number.

A Gateisalogical entity that residesinaCMTS. A GatelD is associated with an individual session and is meaningful at
the Gate; the Gatel D is an identifier that islocally unique at the CMTS, and is assigned by that CMTS. A Gateis uni-
directional in nature. If aGate is"Closed", then data going upstream/downstream on the DOCSIS® 1.1 access network
may either be dropped or provided best-effort service. The choice of dropping packets or serving them on a best-effort
basisisapolicy choice of the provider.

The gate controller is responsible for the policy decision of when and whether the gate should be opened. A gateis
established in advance of aresource management request. This allows the policy function, which is at the gate
controller, to be "stateless” in that it does not need to know the state of sessions that are already in progress.

While the gate controls the QoS-guaranteed stream, other flows, such as RTCP or signalling messages, are not policed
by the gate. The support of enhanced QoS for signalling messages may play a very important role if the cable systemis
utilizing high best effort data traffic. In order to meet the signalling performance targets given at the beginning of this
clause it may be crucial to use a dedicated signalling flow with proper QoS constructs. It should further be noted that
the exact nature of the QoS that should be given to the dedicated signal flow depends on traffic and the CMTS design
and isleft as avendor differentiation point.

5.6 Requirements of Access Network Resource Management

Providing voice communications service over 1P networks with the same level of quality asis available over the PSTN
imposes bounds on loss and delay metrics for voice packets and requires active resource management in both the access
and backbone networks. The service provider needs to be able to control access to network resources, in order to ensure
that adequate capacity is available on an end-to-end basis, even under unusual or overload conditions. The service
provider may seek additional revenue for providing a voice communications service with these enhanced quality
characteristics (i.e. quality beyond that obtained with a"best-effort” service). The mechanisms provided herein for
managed access to enhanced QoS enable the service provider to ensure that access is provided only to authorized and
authenticated users on a session-by-session basis and there is no theft of that service.

Clients of the service signal their traffic and performance parametersto the "gate” at the network edge, where the
network makes an admission control decision based on both resource availability as well as policy information
associated with the gate.
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In DOCSIS® networks capacity is limited and it is necessary to do resource management on a per-flow basis. In the
backbone there may be several alternatives, ranging from per-flow per-hop admission control to coarse-grained resource
provisioning. The present document deals only with access network QoS, and is agnostic about backbone network QoS
schemes.

5.6.1 Preventing Theft of Service
The network resources dedicated to the session are protected from misuse, including:

e  Authorization and Security - ensuring that users are authenticated and authorized before receiving access to the
enhanced QoS associated with the voice communications service. The CMS/Gate Controller involved in call
signaling istrusted to perform these checks and is the only entity which istrusted to create anew gatein a
CMTS. The CMS/GC acts as a policy decision point from the perspective of QoS management.

. Resource control - ensuring that the use of resourcesis properly accounted for, consistent with the conventions
of providersthat are part of the PSTN in which charging occurs only after the called party picks up. This
includes prevention of utilization of reserved resources for purposes other than the session to which they are
assigned. Thisis achieved through the use of gates and coordination between gates, which bind together
address filtering mechanisms with resource reservations.

Since this service may be billed on a per-use basis, there is a significant risk of fraud and service theft. The architecture
enables the provider to charge for quality of service. Thus, it prevents theft of service scenarios, several of which are
described in Annex A.

Theft of service scenarios are addressed in the present document. They motivate some of the components of the QoS
and Call Signalling architectures and protocols.

5.6.2  Two-phase Resource Commitment

A two-phase protocol for resource commitment is essential to a commercial-grade voice communications service, for
two reasons unique to the requirements associated with such a service. First, it ensures that resources are available
before signalling the party at the far end that a communication isincoming. Secondly, it ensures that usage recording
and billing are not started until the far end picks up, which is also the point at which voice may be cut-through. These
properties are provided by conventional telephony signalling protocols; the same semantics will be emulated here. Also,
if bandwidth is alocated before the far end picks up, a theft of service becomes possible. Requiring the end-points to
explicitly send a commitment message ensures that usage recording is based on knowledge of the end-point and its
explicit action.

This framework also supports entities, such as announcement servers and PSTN gateways that need the voice to be cut
through after the first phase of the resource management protocol.
5.6.3 Segmented Resource Assignment

The Dynamic QoS Architecture partitions resource management into distinct access and backbone segments.
Segmented resource assignment is beneficial for two reasons:

. It allows for different bandwidth provisioning and signalling mechanisms for originator's network, far end
network, and backbone network.

. It allows for resource-poor segments to maintain per-flow reservations and carefully manage resource usage.
At the same time, when backbone segments have sufficient resources to manage resources more coarsely, it
alows the backbone to avoid keeping per-flow state, and thus enhance scalability.

When the backbone does not require explicit per-flow signalling (such as with a Diff Serv backbone), it reduces the time
taken to set up a session (minimize post-dial delay) and avoids impacting the voice cut-through time (minimize post-
pickup delay).

It potentially reduces the amount of reservation state that is be stored if the remote client isa PSTN gateway.
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After the first phase of call signalling, both clients have completed capability negotiation and know what resources are
needed end-to-end. Clients send resource management messages using the MAC Control Services Interface. The CMTS
maps the resource management messages to the resource management protocol used over the backbone (e.g. IETF
DiffServ). It also maps the resource management message to the resource management protocol used over the access
link (i.e. DOCSIS® 1.1).

5.6.4 Resource Changes during a Session

It is possible to change the resources alocated for a session during the life of the session. This facilitates mid-session
changes such as switching from alow-rate voice codec to G.711 when modem tones are detected, and the addition of
video data to a session that starts as voice only.

5.6.5 Dynamic Binding of Resources

Dynamic binding of resources (re-reserve) is a reguirement to enable efficient use of resources when services such as
call waiting are invoked. Abstractly, re-reserving takes bandwidth allocated for a session between a Vol P host and a
client and reallocates that same bandwidth to a session with a different client.

It isimportant to understand the potential danger in de-allocating the session bandwidth, then making a new request for
alocation of the new bandwidth. Thereisarisk of another client using the last remaining bandwidth between the two
steps, leaving the original session without an assured quality path. The one-step re-reserve mechanism avoids this, as
the bandwidth is not made available to other clients.

5.6.6 Dynamic QoS Performance

QoS messaging takes place in real time while callers wait for services to be activated or changed. Thus, the protocol
needs to be fast. The number of messagesis minimized, especially the number of messages which transits the backbone,
and the number of upstream DOCSIS® messages.

DOCSIS® management messages, and call signalling messages (collectively referred to as signalling messages) are all
transported over the DOCSIS® network on a best effort basis. If the CM is also supporting data services, best effort
service may be unable to provide the low latency needed for signalling messages. In this situation, the CM may be
provisioned with a separate service flow, with enhanced QoS, to carry signalling traffic. For example, the signalling
service flow could use real-time polling, or non-real-time polling service. This separate service flow is provisioned in
the same manner as other DOCSIS® media streams, and may include classifiers such that its presence is transparent to
the MTA.

56.7 Session Class

Resources may be reserved for different types of services and each service may in turn define different classes of
services for its sessions. QoS reservations for sessions designated by the service provider to be of higher priority (e.g.
for emergency calls) suffer alower likelihood of blocking than normal sessions. The determination of what session
classto assign to a session is performed by the service provider, and is apolicy that is exercised by the originating Call
Agent/Gate Controller complex at the time theinitial session request.

5.6.8 Intermediate Network Support

The architecture should not prohibit intermediate networks between the MTA or Multimedia host and cable modem
(e.g. customer network). Although the intermediate network may not fall under the cable operator's administrative
domain or responsibility, allocation of bandwidth in the cable operator DOCSIS® network is possible when an
intermediate network exists. It is aso desirable to present a solution that transparently allows for the reservation of
resources on the intermediate network.

5.6.9 Backbone QoS Support

It is possible that some mechanism for explicitly managing backbone resources will be necessary. The scope of the
present document is QoS over the DOCSIS® network, but the architecture provides open, sufficiently general interfaces
that are compatible with many of the known backbone QoS mechanisms.
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5.6.10 Handling Multiple Codecs

The NCS signalling used within IPCablecom allows for connections to be established with multiple codecs. In the case
where a connection is successfully negotiated with multiple codecs in the negotiated list, it isimportant that the proper
resources are allocated to make subsequent codec changes within the negotiated list work as expected. However, it is up
to the CM S asto when it authorizes bandwidth during the call setup phase, it is also under the CM S control as to how
efficient it would like to be in its Authorized envelop. Should it choose to authorize bandwidth before the initial NCS
CreateConnection command (CRCX), it would need to base the Authorized envelop on the proposed LCO parameters
(since it does not know the subset that the MTA might negotiate). If the CM S waits until later in the call setup phase
when the codecs have been further negotiated, then it could authorize a subset of the LCO based on the current
negotiated list without any negative impact (the DSA/DSC will still pass authorization). Here are the resource
components that need to be allocated:

e Authorized Bandwidth: When the CM S asks the MTA to reserve or commit resources by including a Gatel D
in an NCS CreateConnection or ModifyConnection command (CRCX or MDCX), the CM'S must ensure that
the Authorized bandwidth in the gate will handle any legal resource request (DSA/DSC) from the MTA to the
CMTS that results from the codec negotiation procedure. In other words, the bandwidth authorized by the
CMS/GC must be greater than or equal to the Least-Upper-Bound of the negotiated codec list.

. Reserved Bandwidth: The MTA must reserve the Least-Upper-Bound of the codec bandwidth that can be used
during the call (possible codecs are determined from codec negotiation procedure defined in NCS[3]).

NOTE: If the Reserved bandwidth is greater than the committed bandwidth, then the reserved bandwidth needs to
be refreshed using DSC'sto the CMTS.

. Committed Bandwidth: The MTA must only commit the current codec in use in the upstream direction. This
alows the extra unused bandwidth (difference between the Reserved and Committed) to be used for best-effort
traffic. In the downstream direction, the MTA must commit the Least-Upper-Bound of the codec bandwidth
that can be used during the call (possible codecs are determined from codec negotiation procedure defined in
NCS[3]).

This procedure ensures that a CM S request to switch to any one of the vocoders in the negotiated list will be successful.
Thisis especialy important in supporting features such as fax/modem that require a switch to G.711 for successful
transmission.

If a system provider feelsthat the above allocation of resources places too much of a constraint on the number of voice
channels that can be supported (since resources may be over reserved in many cases), then the CMS only needsto state
asingle codec in the Local ConnectionOptions of the connection request. This will ensure that the reserved and
committed resources are equal (using the same mechanism as defined in the multiple codec case). Then, if the CMS
wants to switch codecs it will need to place the new codec in the Local ConnectionOptions of a subsequent modify
connection. However, there are certain risks with this approach. For example, when a modem call is detected and
reported to the CM S, it may be possible that the resulting modify connection to use G.711 fails due to insufficient
resources on the CMTS. Thiswould not be the case if multiple codecs where defined since the LUB would already be
reserved and guaranteed accessible for a subsequent commit.

5.6.11 V.152 Support

In order to efficiently support the use of V.152 Voice Band Data (VBD) in the DQoS network, an optimization to the
MTA LUB behaviour described in clauses 5.6.10 and 6.1.1 are required. The following paragraph describes this
enhancement.

When V.152 VBD isin the negotiated list of codecs, the MTA, when reserving the resources associated with the
session, must reserve the resources for the negotiated codec list without taking into account the resources required for
V.152 VBD. When the MTA detects aswitch to V.152 VBD is required, the MTA must re-reserve and re-commit the
resources required for V.152 VBD usage. The MTA should attempt this re-reservation and re-committal as soon as
possible (after the discovery that a switch to V.152 VBD isrequired for the session), to meet the strict timing
requirements of some analogue modems. Once the bandwidth for VV.152 VBD is reserved/committed, the full V.152
VBD bandwidth must remain reserved/committed for the duration of the call unlessinstructed otherwise viathe CMS.

For V.152 VVBD support, the CM S continues to authorize enough resources to satisfy the LUB of the session (including
the resources needed for V.152 VBD). This allowsthe MTA to re-reserve and re-commit during the session without
requiring authorization of additional resources from the CMS.
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5.6.12 MTA Port-to-Port Calls

When voice calls are established between different ports (endpoints) on the same MTA, DOCSIS® forwarding rules
specify that the CM must not forward packets over the DOCSIS® network. As aresult, the actions taken by the CMS
and MTA in this special circumstance are different from atypical MTA to MTA call flow. A port-to-port call is defined
by both endpoints using the same | P address.

If an MTA receives a connection request without a Gatel D, it must not initiate any DSx messaging to the CMTS. If an
MTA isinstructed to make a port-to-port call, the MTA must not initiate any DSx messaging to setup a service flow for
this connection and must not send any of the voice packets over the network. In addition, if the MTA has previously
created a service flow for a call where the far-end SDP was not available (but a Gatel D was specified in a CRCX or
MDCX), then it must subsequently tear down the service flow if a port-to-port call is recognized once the remote SDP
isreceived.

The CMS should recognize port-to-port calls and should omit Gate Control to the CMTS and should omit the Gatel D in
the connection command to the MTA. Similar to the MTA case above, if the CM S has already established a gate for a
call where the remote SDP was not available, it should expect a Gate-Close message from the CMTS once the MTA
tears down the service flow upon detection of the port-to-port call. The CMS must not tear down a call between
endpoints with the same | P address on receipt of a GATE-CLOSE message.

5.6.13 Multiple Grants per Interval

For efficient use of DOCSIS® resources, the MTA may choose to place multiple sub-flows with the same QoS
parameter sets on the same service flow. Since the ServiceFlowScheduling type is part of the QoS parameter set, it must
be common for all sub-flows that use the same DOCSIS® Service Flow. For example, if aflow supporting silence
suppression uses UGS/AD, and the existing Service Flow is configured for just UGS the new flow will be created on a
separate Service Flow. For ease of implementation, when using multiple grants per interval, the existing Service Flow
scheduling type cannot be changed.

The CMTS may support grants per interval greater than 1. If an MTA requests multiple grants per interval and the DSx
message is rejected by the CM TS (i.e. the CMTS scheduler cannot properly schedule this request on the existing
Service Flow, but may be able to service this request on a separate service flow), the MTA may re-try using a separate
service flow for the request (resources permitting).

The active grants per interval field in the extended MAC header is used to keep track of the active grants on a particular
service flow that contains multiple sub-flows. For example, if you have 2 active calls and one enters silence
suppression, the active grants in extended MAC header is decreased from 2 to 1. In this scenario, no DSC refreshis
required on the flow because activity detection is flow based not grant based. The grants per interval in the DSC
remains at 2 for Admitted and Active and flow refresh would only be required when the active grants goesto 0 al
sub-flows enter silence suppression. The active grants per interval must be less than or equal to the number of
sub-flows.

The PHS rules for all sub-flowsin a service flow must be the same.

5.7 Theory of Operation

5.7.1 Basic Session Setup

Resource reservation is partitioned into separate Reserve and Commit phases. At the end of the first phase, resources
are reserved but are not yet available to the MTA. (On the DOCSIS® links, the service flowsin each direction are
admitted.) At the end of the second phase, resources are made available to the MTA and usage recording is started so
that the user can be billed for usage. (On the DOCSIS® links, the service flows are active.)
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4. Reserve then
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Figure 2. Resource Management Phase 1

Figure 2 shows the first phase of the resource management protocol for a call. In this description, subscripts"O" and
"T" designate the originating and terminating points of the call. As shownin figure 2, MTAo and MTA request
resource reservation (DOCSIS® Dynamic Services signalling for embedded clients) to CMTSy and CMTS;
respectively. CMTSg and CM TS; perform an admission control check for resource availability (initiating signalling for
resource reservation in the backbone if necessary) and send areply to the respective MTAs which, in turn, respond to
theCMS.

Figure 3 shows the second phase. After determining that resources are available, the CM S sends a message to MTA
instructing it to start ringing the phone. When the called party picks up the phone, MTA+ sends a message to the CMS
and the CMSinstructs MTAg and MTA+ to request acommittal of resources. The arrival of the Commit messages at
CMTS; and CM TS, causes them to open their gates, and also starts accounting for resource usage. To prevent some
theft of service scenarios, each CMTS informs the respective CM S of the state change by sending a Gate-Open

message.

3. Answer

CMS/Gate
Controller

Controller
Announcement
-
o

PSTN Gateway

Figure 3: Resource Management Phase 2

57.2 Gate Coordination

QoS signalling leads to the creation of a gate at each CMTS associated with a client involved in the session. Each gate
maintai ns usage data for the session and controls whether the packets generated by the associated client receive access
to enhanced QoS. Gate coordination is needed to prevent fraud and theft of service in situations where a malfunctioning
or modified client does not issue the expected signalling messages. It is essential that protocol mechanisms are robust
against abuse (see Annex A). A gate coordination protocol ensures that:

. A potential for one-way session establishment without billing is avoided. Because the clients may have
adequate intelligence and are not trusted, one can envisage the clients establishing two one-way sessionsto
provide the users with an adequate interactive voice communication channel. Gate coordination prevents such
sessions being established without the provider being able to charge for them.

. The opening and closing of each gate is closely synchronized with the corresponding state changes on the
CMS.
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5.7.3 Changing the Packet Classifiers Associated With a Gate

Once apair of gatesis set up, clients can communicate over the network with enhanced QoS. Several features needed
for acommercial voice communications service involve changing the clients involved in a session, for example when a
session istransferred or redirected, or during three-way calling. This requires the packet classifiers associated with a
gate to be modified to reflect the address of the new client. In addition, changing the end-pointsinvolved in a session
may affect how the session is billed. Asaresult, gates include addressing information for origination and termination
points.

5.7.4 Session Resources

The relationship between different categories of resources, authorized, reserved, and committed, is shown in figure 4. A
set of resources is represented by an n-dimensional space (shown here as 2-dimensional) where n is the number of
parameters (e.g. bandwidth, burst size, jitter, classifiers) needed to describe the resources. The exact procedures for
comparing n-dimensional resource vectorsare givenin[2].

When a session isfirst established, DQOS protocols authorize the use of some maximum amount of resources, indicated
by the outer oval, specifying the authorized resources. When a client makes areservation for a session, it reserves a
certain amount of resources, which are not greater than those for which it has been authorized. When the session is
ready to proceed, the client commits to some amount of resources, which are not more than the reserved resources. In
many common cases, the committed and reserved resources will be equal. The committed resources represent resources
that are currently in use by the active session, whereas reserved resources represent those that are tied up by the client
and have been removed from the pool for admission control purposes, but which are not necessarily being used by the
client.

Authorized Resources

Reserved Resources

Committed Resources

Figure 4: Authorized, Reserved, and Committed Resources

Authorizations only affect future resource reservation requests. Resources that have been reserved prior to an
authorization change are not affected.

Resources that have been reserved but not committed are available to the system for short-term uses only, such as
handling of best-effort data. These resources are not available for other reservations (i.e. overbooking is not allowed).
The maximum portion of the available resources that can be reserved at onceis apolicy decision by the CMTS, and
outside the scope of DQOS.

Excess resources reserved above those committed are released unless the client explicitly requests they be kept through
periodic reservation refresh operations. Maintaining such a condition for long periods of time is discouraged, as it
reduces the overall capacity of the system. However, there are situations (e.g. call waiting service, where the call on
hold requires resources beyond those needed for the active call) where excess reservations are necessary.
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575 Admission Control and Session Classes

It is envisaged that the Gate at the CM TS may use one or more session classes for resources reserved froman MTA.
Session classes define provisioned admission control policies, or their parameters. It is expected that the provider would
provision the necessary parameters and/or the alternative admission control policiesin the CMTS and in the Gate
Controller. For instance, a session class for normal voice communications, and an overlapping session class for
emergency calls could be defined to allow the alocation of up to, respectively, 50 % and 70 % of the total resourcesto
these classes of calls, and leaving the remainder 30 % to 50 % of the total bandwidth available to other, possibly lower
priority, services. Session classes may furthermore enable pre-emption of already reserved resources, in which case the
policy for such pre-emption would be provisioned by the service provider. When the Authorized Envelopeis
communicated to the Gate at the CMTS by the Gate Controller in the Gate-Set message, the Gate Controller includes
adeguate information to indicate which session class should apply when the corresponding DSA/DSC request is
processed.

5.7.6 Resource Renegotiations

Several of the supported session features require renegotiations of the QoS parameters associated with a session during
the lifetime of the session. For example, clients might start communicating using a low-bit-rate audio codec. They can
subsequently switch to a higher bit-rate codec or add a video stream, as long as the requested QoS is within the
authorized envelope and there is available bandwidth on the network. The use of an authorized QoS envelopethat is
pre-authorized by the Gate Controller acting as the policy decision point gives clients the flexibility to renegotiate QoS
with the network without requiring subsequent Gate Controller involvement. This essentially means that use of
resources up to the limits of the envelopeis pre-authorized but NOT pre-reserved. Successful allocation of resources
within the authorized envelope requires an admission control decision, and is not guaranteed. Subseguent to admission
control, the resources are reserved for the flow, although the actual usage of the resourcesis permitted only after the
Commit phase of the Resource Reservation protocol completes. However, no admission control decision isrequired at
the time of commitment of resources. Each change in commitment of resources within the limits of the admission
control decision does not require a further reservation. All reservation requests that pass admission control must fit
within the authorization envel ope.

5.7.7 Dynamic Binding of Resources (Re-reserve)

The Dynamic QoS Architecture recognizes that there may be a need to share resources across multiple sessions,
especialy when resources are in short supply. In particular, when using the call-waiting feature in telephony-like
applications, the client may be involved in two simultaneous sessions, but will be active in only one conversation at a
time. It is feasible in this case to share the network-layer resources (in particular, on the access link) between the two
conversations. Therefore, this architecture allows a set of network layer resources (such as a bandwidth reservation) to
be explicitly identified, and allows one or more gates to be associated with those resources. Signalling primitives allow
the resources associated with a gate to be shared with another gate at the same CMTS. Thisimproves the efficiency
with which resources in the DOCSIS® network are utilized.

When switching back and forth between two sessions in a call-waiting scenario, a client needs to keep enough resources
reserved to accommodate either of the sessions, which in general may not need the same amount of resources. Thus, the
re-commit operation may change the committed resources. However, the reserved resources do not change in this case,
asthe client should not have to go through admission control when switching back to the other session.

Whereas the committed resources are always associated with the current active session (and its corresponding IP flow),
the reserved resources may be bound to different flows and different gates at different times. A handle, called aresource
ID, isused to identify a set of reserved resources for the purpose of binding a flow to those resources.

ETSI



26 ETSITS 103 161-5 V1.1.1 (2011-10)

5.7.8 Support for Billing

QoS signalling can be used to support a broad range of billing models, based on only a stream of event records from the
CMTS. Since the gateisin the data path, and since it participates in resource management interactions with a client,
resource usage accounting is done by the gate. The gate in the CM TS is the appropriate place to do resource accounting,
sincethe CMTS isdirectly involved in managing resources provided to a client. It is also important to do usage
accounting in the CMTS to cope with client failures. If aclient that isinvolved in an active session crashes, the CMTS
must detect this and stop usage accounting for the session. This can be accomplished by monitoring the flow of packets
along the data path for continuous-media applications, or by other mechanisms (such as station maintenance) performed
by the CMTS. In addition, since the gate retains state for flows that have been authorized by a service-specific Gate
Controller, it is used to hold service-specific information related to charging, such as the account number of the
subscriber that will pay for the session. The policy function in the Gate Controller thus becomes statel ess.

The support required in the CMTS is to generate and transmit an event message to a record keeping server on every
change to the QoS, as authorized and specified by a gate. Opague data provided by the Gate Controller that may be
relevant to the record keeping server may also be included in the message. Requirements for handling of event records
are contained in [i.4].

5.7.9 Backbone Resource Management

When a CM TS receives aresource reservation message from an MTA, it first verifies that adequate upstream and
downstream bandwidth is available over the access channel using locally available scheduling information. If this check
is successful, the CMTS can either generate a new backbone resource reservation message, or forward towards the
backbone a modified version of the resource reservation message received fromthe MTA. The CMTS performs any
backbone-technol ogy-specific mapping of the resource reservation that is needed. This enables the architecture to
accommodate different backbone technologies, at the service provider's choosing. The specific mechanisms for
reserving backbone QoS are outside the scope of the present document.

A bi-directional model is used for resource reservation in the DOCSIS® network where the routing is symmetric. A
unidirectional model is used for resource reservation in the backbone, which alows routing asymmetries. Thus, when
MTA makes areservation with the CMTS, it knows two things: that it has adequate bandwidth in both directions over
the DOCSIS® network, and that it has adequate bandwidth over the backbone networks for the MTAg to MTAT flow.
Thus, MTA knows that resources are available end-to-end in both directions once it gets areply from MTA~.

5.7.10 Setting the DiffServ Code Point

This architecture also allows for the use of a Differentiated Services backbone, where there is adequate bandwidth to
carry voice conversations, but access to this bandwidth is on a controlled basis. Access to the bandwidth and
differentiated treatment is provided to packets with the appropriate encoding of bitsin the field of the IP header
specified for Differentiated Service. Thisis called the DiffServ code point (DSCP). The DS field maintains backward
compatibility with the present uses of the |P Precedence bits of the IPv4 TOS byte [5]. It is desirable to be able to set
the DiffServ code point of packets that are about to enter the provider backbone from the CMTS. Since resources
consumed by these packets in the backbone may depend heavily on this marking, this architecture provides control of
the marking to network entities. This allows the network and service provider the control on use of the enhanced QoS
rather than trusting the MTA. The provider can configure policiesin the CMTS that determine how to set the DSCP for
flows that pass through the CMTS. Such policies are sent to the CM TS in the gate setup protocol from the CMS/GC.

For implementation efficiency, the information is passed to the MTA about the appropriate DSCP for it to use on a
given session. The CMTS still needs to police received packets to ensure that correct DSCP is being used and that the
volume of packetsin a given classis within authorized bounds.

5.8 Sample Mapping of SDP Descriptions into RSVP
Flowspecs

Session descriptor protocol messages are used to describe multimedia sessions for the purposes of session
announcement, session invitation, and other forms of multimedia session initiation [i.3] and [2]. This clause describes a
mechanism for mapping the SDP description into RSV P FlowSpecs.
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A typical SDP description contains many fields that contain information regarding the session description (protocol
Version, session name, session attribute lines, etc.), the time description (time the session is active, etc.), and media
description (media name and transport, media title, connection information, media attribute lines, etc.). The two critical
components for mapping an SDP description into an RSV P FlowSpec message are the media name and transport
address (m) and the media attribute lines (a).

The media name and transport address (m) are of the form:
m = <media> <port> <transport> <fmt list>
The media attribute line(s) (a) are of the form:
a= <token>:<value>
A typical IP voice communication would be of the form:
m = audio 3456 RTP/AVP 0
a=ptime:10

On the transport address line (m), the first term defines the media type, which in the case of an IP voice session is audio.
The second term defines the UDP port to which the mediais sent (port 3456). The third term indicates that this stream is
an RTP Audio/Video profile. Finally, the last term is the media payload type as defined in the RTP Audio/Video Profile
(reference RFC 3551 [i.7]). In this case, the O represents a static payload type of u-law PCM coded single channel audio
sampled at 8 KHz. On the media attribute line (a), the first term defines the packet formation time (10 ms).

Payload types other than those defined in [i.7] are dynamically bound by using a dynamic payload type from the range
96 to 127, asdefined in [i.3], and a media attribute line. For example, atypical SDP message for G.726 would be
composed as follows:

m = audio 3456 RTP/AVP 96
a = rtpmap: 96 G726-32/8000

The payload type 96 indicates that the payload type islocally defined for the duration of this session, and the following
line indicates that payload type 96 is bound to the encoding "G726-32" with a clock rate of 8000 samples/sec. For every
defined CODEC (whether it is represented in SDP as a static or dynamic payload type) there needs to be atable
mapping from either the payload type or ASCII string representation to the bandwidth requirements for that CODEC.

For non-well-known codecs, the bandwidth requirements cannot be determined by the media hame and transport
address (m) and the media attribute (a) lines alone. In this situation, the SDP must use the bandwidth parameter (b) line
to specify its bandwidth requirements for the unknown codec. The bandwidth parameter line (b) is of the form:

b= <modifier> : <bandwidth-value>
For example:
b=AS:99

This bandwidth parameter along with the media attributes must be used to map the SDP into a FlowSpec, which will be
used in the policy authorization decision and subsequent gate allocation.

NOTE: Itisapolicy decision onthe CMS/CMTS whether the requested bandwidth in the SDP is accepted or
rejected.

The bandwidth parameter (b) will include the necessary bandwidth overhead for the IPFUDP/RTP headers. In addition,
any PHS used in the DOCSIS® link will not be reflected in requested bandwidth. In the specific case where multiple
codecs are specified in the SDP, the bandwidth parameter should contain the maximum of the desired codec
bandwidths.

The mapping of RTP/AVP code to RSV P FlowSpec is according to the table 4 of the |PCablecom CODEC
document [i.5].
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6 Embedded MTA to CM QoS Protocol (pkt-gl)

The CMTS must support the DOCSIS® MAC interface as described in this clause. An embedded MTA must utilize the
mechanisms defined in this clause for dynamically reserving local QoS resources.

Using this approach, an embedded MTA directly signals for the local access QoS using the MAC Control Service
interface defined in [2]. An embedded MTA signalsits session level QoS requirementsin its signalling protocol (NCS).
Once the embedded MTA determines that QoS resources need to be reserved or committed, the MTA must initiate
DOCSIS® Dynamic Service Flow signalling to cause the creation, change, and/or deletion of Service Flow(s) and the
allocation of DOCSIS® resources. Whether the session is originated by the embedded MTA or by a peer or network
node, the MTA passes the QoS requirements to the DOCSIS® MAC viathe MAC Control Service Interface. This
resultsin the creation or modification of the necessary Service Flow(s) for the session using the Dynamic Service Flow
messaging mechanisms of DOCSIS® 1.1. The clauses that follow discuss the MTA's mapping of session level QoS
requirements into DOCSIS®, the DOCSIS® support for two phase reserve/commit, and use of the DOCSIS® 1.1 MAC
Control Service Interface.

6.1 RSVP FlowSpecs

The Integrated Services architecture uses general purpose (layer 2 independent) descriptions of the traffic characteristics
and resource requirements of a flow. The description of the traffic is known as a T Spec, the resource requirements are
contained in an RSpec, and the combination of these is known as a FlowSpec. In order to reserve resources on a specific
layer 2 medium such as a DOCSIS® cable network, it is necessary to define a mapping from the layer two independent
FlowSpec to specific layer two parameters. Mappings for a variety of other technologies (ATM, 802.3 LANS, etc.) have
aready been defined.

Other documents (e.g. the IPCablecom CODEC document [i.5]) contain the mapping requirements of higher-layer
service descriptions (e.g. SDP as used in Vol P applications) into FlowSpecs. This clause specifies how the CMTS and
MTA must map FlowSpecs to DOCSIS® layer 2 parameters.

Integrated Services currently defines two types of service, controlled load and guaranteed, the latter being the more
suitable for latency sensitive applications. When making a reservation for guaranteed service, the FlowSpec contains:

TSpec
bucket depth (b) - bytes
bucket rate (r) - bytes/second
peak rate (p) - bytes/second
min policed unit (m) - bytes
maximum datagram size (M) - bytes

RSpec
reserved rate (R) - bytes/second
dack term (S) - microseconds

The TSpec terms are mostly self-explanatory. (r,b) specifies atoken bucket that the traffic conformsto, p is the peak
rate at which the source will send, and M is the maximum packet size (including IP and higher layer headers) that will
be generated by the source. The minimum policed unit, m, is usually the smallest packet size that the source will
generate; if the source sends a smaller packet, it will count as a packet of size m for the purposes of policing.

To understand the RSpe, it is helpful to understand how delay is calculated in an Integrated Services environment. The
maximum end-to-end delay experienced by a packet receiving guaranteed serviceis

Delay = b/R + Ci/R + Dy

where b and R are as defined above, and Ctot and Dtot are accumulated ‘error terms' provided by the network elements
along the path, which describe their deviation from ‘ideal’ behaviour.

The rate R provided in the RSpec is the amount of bandwidth allocated to the flow. It must be greater than or equal to r
from the T Spec for the above delay bound to hold. Thus, aflow's delay bound is completely determined by the choice
of R; the reason to use avalue of R greater than r would be to reduce the delay experienced by the flow.
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Sinceit isnot permissible to set R < r, a node making a reservation may perform the above calculation and determine
that the delay bound istighter than needed. In such a case, the node may set R = r and set Sto a non-zero value. The
value of Swould be chosen such that

Desired delay bound =S+ b/R + Ci; / R + Dy

Guaranteed Service does not attempt to bound jitter any more than isimplied by the delay bound. In general, minimum
delay that a packet might experience is the speed of light delay, and the maximum is the delay bound given above; the
maximum jitter is the difference between these two. Thusjitter may be controlled by suitable choice of R and S.

6.1.1 Complex SDP Descriptions with Multiple Codecs

There are various situations in which a reservation needs to cover arange of possible FlowSpecs. For example, for some
applicationsit is desirable to create a reservation, which can handle a switch from one codec to another mid-session
without having to pass through admission control at each switch-over time.

The Sender TSpec must contain the Least Upper Bound (LUB) of the necessary flow parameters for the component
flows.

The Least Upper Bound of flows with two different DOCSIS® scheduling Typesis not allowed.

The Least Upper Bound (LUB) of two flows A and B, LUB(A, B), isthe "smallest" envelope that can carry both of the
flows A, B non-simultaneously. LUB(A, B) is calculated on a parameter-by-parameter basis as follows:

Define the TSpec values for aflow o asin clause 6. Also define the period P, asM,, / r,. Then LUB(A, B) isgiven by:
LUB(A, B) ={ b Luga, 5y = MAX(ba, bg),

lLus, B) = M LUB(A, B) / PLUB(A, B))1

PLusa, B) = MAX(Pa, Ps, I'Lus(a, B))s

M Lug(a, B) = MAX(M,a, Mg),

M Lusa, B) = MAX(Ma, M5)

}
where;

P Luga, 8) = GCF(Pa, Pg);

the function MAX(X, y) means "take the higher of the pair (X, y)";

the function MAX(X, ¥, 2) = MAX(MAX(X, ), 2);

the function GCF(X, y) means "take the Greatest Common Factor of the pair (X, y)".
The LUB of nflows (n#2), LUB(ny, Ny, ...), isdefined recursively as:

LUB(Ny, Ny, ..., N) = LUB(Ny, LUB(N, ..., N))

In addition, the slack term in the corresponding RSpec must allow any component flow to use the resources. In order to
ensure that this criterion is met, the RSpec for the flow is set to the minimum value of the RSpec valuesin the
component flows. That is:

S_UB(A, B) = MIN(Sa, Sg)
Where the function MIN(x, y) means take the lower of the pair (X, y).
The following example shows how TSpec parameters are determined using LUB algorithm specified above:

1) Astheresult of codec negotiation, the following codecs are selected for acall:
G711(20 ms) and G728(10 ms)
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2) TheLUB bucket depth for the selected codecsis:
G711(20 ms) = (8 000 / 50) + 40 = 200 bytes
G728(10 ms) = (2 000/ 100) + 40 = 60 bytes
b[LUB] = m[LUB] = M[LUB] = MAX(200, 60) = 200 bytes

3) TheLUB bucket rate for selected codecsis:
P[LUB] = GCF(10 ms, 20 ms) = 10 ms = 0,01 second
rMLUB] =M x 1/P =200 x 1/0.01 = 20 000 bytes per second
r[G711(20ms)] = 200 x 1/0,02 = 10 000 bytes per second
r[G728(10ms)] = 60 x 1/0,01 = 6 000 bytes per second
p[LUB] = MAX(10 000, 6 000, 20 000) = 20 000 bytes per second

6.1.2 Mapping RSVP FlowSpecs into DOCSIS® 1.1 QoS Parameters

The CMTS, on receiving a reservation request, must use the following a gorithms when mapping RSV P FlowSpecsinto
DOCSIS® 1.1 QoS Parameters.

The MTA must use the requirements defined in the following clause for mapping session level QoS requirementsinto
DOCSIS® QoS parameters.

As a supplement to these requirements, embedded MTAs must include their own send (i.e. upstream source) and
receive (i.e. downstream destination) addresses and portsin al classifier TLVs provided via DSx messaging. Far-end
addresses and receive ports may be wildcarded if the far-end SDP has not been provided and values have not been
provided via LCO. If these values are provided in either format, they must be included in the classifier TLVs. Far-end
source portsmust in all cases be wildcarded since this parameter is not communicated via SDP.

It should be noted that the examples included in this clause do include the overhead associated with the DOCSIS® BPI+
extended header, as mandated in the | PCablecom Security document [i.10]. If BPI+ is disabled (e.g. for testing
purposes) the values provided in these examples should be updated appropriately by subtracting five bytes of link-layer
overhead from the upstream Grant Size calculation.

6.1.2.1 Upstream Quality of Service Encodings

The DOCSIS® upstream objects must be set as stated below. All the other service flow quality-of-service TLV
encodings must not be defined, thereby allowing the default values to be used. If the MTA provides one of these TLV's
then the CMTS must reject the request with a"reject permanent/reject admin™ error code.

The DOCSIS® Active Timeout timer value is used to detect inactivity and initiate resource recovery for committed
service flows. MTA/CMTS synchronization may be coordinated by the CMTS by providing an appropriate value in the
DSA/DSC REQ/RSP message. Thisfield must not be populated by the MTA.

The DOCSIS® Admitted Timeout timer value i's used to detect inactivity and initiate resource recovery for reserved
service flows. MTA/CMTS synchronization may be coordinated by the CMTS by providing an appropriate value in the
DSA/DSC REQ/RSP message. Thisfield must not be populated by the MTA.

The DOCSIS® Assumed Minimum Reserved Rate Packet Size parameter must not be set for upstream flows.

If a device chooses to invoke multiple grants per interval, then the DOCSIS® Grants per Interval parameter must be set
to an integer value greater than or equal to 1. If the device does not support, or chooses to not use multiple grants per
interval, then the DOCSIS® Grants per Interval parameter must be set to 1.

The DOCSIS® Nominal Grant Interval parameter must be set to the codec packetization interval. DOCS'S® Nominal
Grant Interval = 10 000 or 20 000 or 30 000.

The DOCSIS® Tolerated Grant Jitter parameter must be set to a CM S-specified a value which is based on routing cost
information. Allowed range for this parameter is between 0 and 2xpacketization interval. If the value is not specified by
the CM S, a default value of 800 microseconds must be used.

The DOCSIS® Nominal Polling Interval parameter must not be specified for UGS service flows, and should be set to a
value that isinteger multiple of the codec packetization interval for UGS/AD service flows.

The DOCSIS® Tolerated Polling Jitter parameter must not be specified for UGS service flows. For UGS-AD service
flows, the value of this parameter must be equal to the DOCSIS® Tolerated Grant Jitter.
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The DOCSIS® Request/Transmission Policy parameter is abitmask. If the CM is operating in multiple transmit mode,
then the DOCSIS® Request/Transmission Policy parameter bits 0-6, 8 and 9 must be set for UGS and UGS/AD service
flows. The resulting value will be 0x0000037F. If the CM is not operating in multiple transmit mode, then the
DOCSIS® Request/Transmission Policy parameter bits 0-6 and 8 must be set for UGS and UGS/AD service flows. The
resulting value will be 0x0000017F.

The DOCSIS® TOS Overwrite parameter must not be used. Even though this parameter is defined by DOCSIS®, the use
of the field is prohibited by IPCablecom.

The DOCSIS® Unsolicited Grant Size parameter must be cal culated from the DOCSIS® MAC header FC to end of
CRC. The value includes Ethernet header overhead of 18 bytes (6 bytes for source address, 6 bytes for destination
address, 2 bytes for length, and 4 bytes for CRC). The value also incorporates DOCSIS® MAC layer overhead,
including the DOCSIS® base header (6 bytes), the UGS extended header (3 bytes), and the BPI+ extended header (5
bytes). If payload header suppression (PHS) is active then the number of suppressed bytes must not be included. Note
that the PHS extended header (2 bytes) must not be included for UGS or UGS/AD service flows, since the appropriate
information is embedded in the UGS extended header.

DOCSIS® Unsolicited Grant Sze"8,9 = M + 32-PHS
NOTE 1: Thisexample assumes that BPI+ is being used as mandated by the |PCablecom Security document [i.10].
NOTE 2: The PHS used in this example is defined in the DOCSIS® RFI specification [2].

The DOCSIS® Upstream Scheduling Type parameter must be set to either to UGS or UGS/AD, depending on whether
silence suppression is supported on the call.

If the MTA is making areservation or commit for a codec that does not perform Voice Activity Detection then the
MTA must use the UGS as scheduling type, otherwise it must use UGS/AD.

If the MTA ismaking areservation for a Service Flow for multiple codecs of which one of them it will perform Voice
Activity Detection, then the MTA must request the UGS/AD for reservation and commit for only the active codec's
properties as described above paragraph.

6.1.2.2 Upstream Packet Classification Encodings

DOCSIS® Upstream Packet Classification Requests

The DOCSIS® upstream objects must be set as stated below. All the other classification TLV encodings must not be
defined, thereby allowing the default values to be used. If the MTA provides one of TLVsthat are to be omitted, then
the CMTS must reject the request with a"reject permanent/reject admin® error code.

If defined by the CMTS, the DOCSIS® Classifier Identifier parameter must be used. Otherwise, the DOCSIS® Classifier
Reference parameter must be set to a unique value per Dynamic Service Message.

The DOCSIS® Service Flow Reference parameter must be set to an E-MTA unique value for existing calls for
DSA_REQ messages, and must be omitted in all other messages. Instead, the CMTS-issued DOCSIS® Service Flow
Identifier parameter must be used.

The DOCSIS® Rule Priority parameter must be set to 128.

The DOCSIS® Classification Activation State parameter must be set to active (1) when the call utilizing the service flow
is committed, and for all the other cases it must be set to inactive (0).

The DOCSIS® Dynamic Service Change Action may use the DSC Add Classifier (0), DSC Replace Classifier (1) and
DSC Delete Classifier (2) operations per [2].

The DOCSIS® IP TOS and mask fields may be omitted, since | PCablecom does not incorporate TOS parameters as part
of itsclassifier. Alternatively, if this parameter isincluded it must correspond with the TOS value specified by the CMS
or aprovisioned value for voice service flows.

The DOCSIS® IP Protocol parameter must be set to UDP (17).

The DOCSIS® IP Source Address parameter must be set to the same address as that in the Sender Template, so long asa
non-zero value is provided. If the address specified in the Sender Template object is zero, this parameter must be
omitted.
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The DOCSIS® IP Source Mask parameter must be omitted.

The DOCSIS® IP Source Port Start and DOCSIS® |P Source Port End parameters must be set to the same transport port
value as the Sender Template.

The DOCSIS® IP Destination Address parameter must be set to the same address as that in the Session Object, so long
asanon-zero value is provided. If the address specified in the Session Object is zero, this parameter must be omitted.

The DOCSIS® IP Destination Mask parameter must be omitted.

The DOCSIS® IP Destination Port Start and DOCSIS® IP Destination Port End parameters must be set to the same
transport port as the Session Object, so long as anon-zero value is provided. If the Destination |P Port is specified as a
value of zero in the Session Object, then the DOCSIS® IP Destination Port Start and End TLV's must be omitted.

The DOCSIS® Ethernet LLC Packet Classification Encodings parameters must be omitted.
The DOCSIS® 802.1P/Q Packet Classification Encodings parameters must be omitted.
CM TS Behaviour for DOCSIS® Upstream Packet Classification Requests

Upon Reception of the Classifier Addition request (e.g. via DOCSIS® DSx messaging) the CMTS must compare the
Gate settings referenced by the Gatel D to the TLVs. If the TLV's do not match, the CMTS must return the DOCSIS®
Classifier Error Encoding with following information:

e  TheError Code parameter must contain a " rej ect-authorization-failure" value.

. The Errored Parameter parameter must reference the first TLV that failed authorization. Since different
implementations may authenticate the TLVsin different order, the TLV returned in this field may be different
under identical conditions.

. The Error Message parameter may be populated.

6.1.2.3 Payload Header Suppression Encodings
DOCSIS® Payload Header Suppression Requests

Payload Header Suppression is optional; however, if used, the requirements below must be followed. These rules apply
to PHS on both upstream and downstream flows.

The DOCSIS® Payload Header Suppression Field parameter references the bytes of the headers which must be
suppressed by the sending entity, and must be restored by the receiving entity.

The DOCSIS® Payload Header Suppression Size parameter must be equal to the total number of bytesin the Payload
Header Suppression Field (PHSF).

The DOCSIS® Payload Header Suppression Mask parameter must indicate the bytes to be suppressed.
The DOCSIS® Payload Header Suppression Verification parameter should be set to 0 (verify).

The DOCSIS® Classifier Identifier parameter must be used if defined by the CMTS. Otherwise, the DOCSIS® Classifier
Reference parameter that was in used in the classifier definition must be used.

The DOCSIS® Classifier Reference parameter must be used if DOCSIS® Classifier Identifier is not defined by the
CMTS. Otherwise, the DOCSIS® Classifier Identifier parameter that wasin used in the classifier definition must be
used.

The DOCSIS® Service Flow Identifier parameter must be used if defined by the CMTS. Otherwise, the DOCSIS®
Service Flow Reference parameter that was in used in the classifier definition must be used.

The DOCSIS® Dynamic Service Change Action may use the Add PHS Rule (0), Set PHS Rule (1) Delete PHS Rule (2),
and Delete All PHS Rules operations per [2].
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CM TS Behaviour for DOCSIS® Payload Header Suppression Requests

The PHS error handling described here provides a fairly sophisticated feedback mechanism between the CMTS which
rejects an initial PHS request and the requesting MTA with the intent that the information provided in the error response
may be used to facilitate a successful alternative approach (i.e. the successful admission of the UGS flow without
suppression or with asimpler PHS rule).

Upon reception of DSx request with DOCSIS® Payload Header Suppression, if a CMTS decides that it cannot support
the requested suppression (perhaps due to alack of local processing or memory resources) but can support the
Unsolicited Grant Service without suppression, it must return the confirmation code "reject-header-suppression” in the
DOCSIS® Payload Header Suppression Error Encodings along with the DOCSIS® Errored Parameter as described
below. The DOCSIS® Error Message may be used.

If the CM TS cannot support a requested complex DOCSIS® Payload Header Suppression, but can support a simpler one
then the CM TS must provide the DOCSIS® Payload Header Suppression Mask in the DOCSIS® Errored Parameter
field.

DOCSIS® Errored Parameter = DOCSIS® Payload Header Suppression Mask

If the CM TS cannot support a requested size for the DOCSIS® Payload Header Suppression but can support a smaller
DOCSIS® Payload Header Suppression Size, then the CMTS must provide the DOCSIS® Payload Header Suppression
Sizein DOCSIS® Errored Parameter field.

DOCSIS® Errored Parameter = DOCSIS® Payload Header Suppression Size
E-MTA Behaviour for DOCSIS® Payload Header Suppression Requests

Upon reception of a"reject-header-suppression” confirmation code in which the DOCSIS® Errored Parameter includes
the DOCSIS® Payload Header Suppression Mask, the E-MTA may re-request the bandwidth without DOCSIS® Payload
Header Suppression or may redefine the DOCSIS® Payload Header Suppression Mask such that the mask would
contain a simpler suppression rule (e.g. indicating a contiguous block of suppressed bytes).

Upon reception of a"reject-header-suppression” confirmation code in which the DOCSIS® Errored Parameter includes
the DOCSIS® Payload Header Suppression Size, the E-MTA may re-request the bandwidth without DOCSIS® Payload
Header Suppression.

E-MTA use of the DOCSIS® UGS Extended Header

The DOCSIS® Payload Header Suppression Index parameter must contain the pre-established PHS index value or zero
when there is no Payload Header Suppression defined for the Service Flow.

The DOCSIS® Queue I ndicator parameter must be set by the E-MTA whenever more than one packet has been queued
for transmission. Otherwise, this value should be cleared to zero.

The Active Grants field of the DOCSIS® extended MAC header must reflect only those active sub-flows (recalling that
in the degenerative case there may only be one sub-flow) that are not in the Silence Suppression mode, and must be set
to zero whenever the E-MTA isin Silence Suppression for the codec that is being used for the data stream associated
with this Service Flow.

6.1.2.4 Downstream Quality of Service Encodings

The DOCSIS® downstream service flow quality-of-service TLV encodings must be set as stated below. All other TLV's
must not be defined, thereby allowing the default values to be used. If the MTA uses one of these TLV's, thenthe CMTS
must reject the request with a "reject permanent/reject admin™ error code.

The downstream DOCSIS® parameters are calculated from DOCSIS® MAC header the byte following the HCS to end
of CRC. The MAC layer (i.e. Ethernet) overhead is 18 bytes (6 bytes for source address, 6 bytes for destination address,
2 bytes for length, and 4 bytes for CRC).

Based on this overhead, the DOCS'S® Assumed Minimum Reserved Rate Packet Size parameter must be calculated as:
DOCSIS® Assumed Minimum Reserved Rate Packet Size=m + 18 - PHS
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The DOCSIS® Maximum Sustained Traffic Rate parameter is given in bits per second, including Ethernet (not
DOCSIS®) MAC layer overhead. The conversion from | P-specific parametersinvolves first determining the
packetization rate by dividing the Peak Rate by the Minimum Policed Unit. This value is then multiplied by the packet
size, amended to include MAC layer overhead, and the entire product is scaled from bytes to bit. The DOCSIS®
maximum sustained traffic rate must be calculated as:

DOCSIS® Maximum Sustained Traffic Rate=p/ mx (m+ 18- PHS) x 8 x z
where z = the number of sub-flows within the service flow

The DOCSIS® Minimum Reserved Traffic Rate parameter is calculated in a manner similar to the DOCSIS® Maximum
Sustained Traffic Rate, except that instead of using the Peak Rate Parameter (p), the Reserved Rate (R) is used.

DOCSIS® Minimum Reserved Traffic Rate= R/ m x (m + 18 - PHS) x 8 x z
where z = Grants per Interval used on the upstream service flow

NOTE: If the DOCSS® Maximum Sustained Traffic Rate and DOCSIS® Minimum Reserved Traffic Rate
parameter values have afractional value, they have to be rounded up.

The DOCSIS® Maximum Traffic Burst parameter must be set to the greater of: (1) an integer multiple of Assumed
Minimum Reserved Rate Packet Size or (2) the DOCSIS® specified minimum value of 1 522.

DOCSIS® Maximum Traffic Burst = max( (M + 18 - PHS) x 3 x z, 1522)
where z = Grants per Interval used on the upstream service flow

The DOCSIS® Traffic Priority parameter must be set to five.

The DOCSIS® Downstream Latency parameter must not be used.

The DOCSIS® Active Timeout timer value is used to detect inactivity and initiate resource recovery for committed
service flows. Because both upstream and downstream service flows and Gates are managed under a single Gatel D and
are deleted in pairs, in the |PCablecom model it is not necessary to monitor both upstream and downstream flows for
activity. For this reason, only upstream service flows are monitored through the use of the DOCSIS® Active Timeout
value. This field must not be populated by the MTA or CMTS for downstream service flows.

The DOCSIS® Admitted Timeout timer value is used to detect inactivity and initiate resource recovery for reserved
service flows. However, by the same logic as described above for the DOCSIS® Active Timeout parameter, monitoring
of downstream service flows through the use of the DOCSIS® Admitted Timeout parameter is not defined in the

| PCablecom model. This field must not be populated by the MTA or CMTS for downstream service flows.

If the CM is operating in multiple receive channel mode, then the E-MTA must include the Downstream Resequencing
TLV with avalue of 1 in DSA/DSC messages.

6.1.2.5 Downstream Packet Classification Encodings

DOCSIS® Downstream Packet Classification Requests

The DOCSIS® downstream classification objects must be set as stated below. All the other classification TLV
encodings must not be defined, thereby allowing the default values to be used. If the MTA includes one of TLVsthat
are to be omitted, then the CMTS must reject the request with a'"reject permanent/reject admin™ error code.

If defined by the CMTS, the DOCSIS® Classifier Identifier parameter must be used. Otherwise, the DOCSIS® Classifier
Reference parameter must be set to a unique value per Dynamic Service Message.

The DOCSIS® Service Flow Reference parameter must be set to an E-MTA unique value for DSA_REQ messages, and
must be omitted in all other messages. Instead, the CM T S-issued DOCSIS® Service Flow Identifier parameter must be
used.

The DOCSIS® Rule Priority parameter must be set to 128.

The DOCSIS® Classification Activation State parameter must be set to active (1) when the call utilizing the service flow
is committed, and for al the other cases it must be set to inactive (0).
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The DOCSIS® Dynamic Service Change Action may use the DSC Add Classifier (0), DSC Replace Classifier (1) and
DSC Delete Classifier (2) operations per the DOCSIS® RFI [2].
The DOCSIS® IP TOS and mask fields must not be used.
The DOCSIS® IP Protocol parameter must be set to UDP (17).

The DOCSIS® IP Source Address parameter must be set to the same address as that in the Reverse Sender Template, so
long as a non-zero value is provided. If the address specified in the Reverse Sender Template object is zero, this
parameter must be omitted.

The DOCSIS® IP Source Mask parameter must be omitted.

The DOCSIS® IP Source Port Start and DOCSIS® IP Source Port End parameters must be set to the same transport port
value asindicated in the Reverse Sender Template, so long as a non-zero valueis provided. If the Source IP Port is
specified as a value of zero in the Reverse Sender Template, then the DOCSIS® |P Source Port Start and End TLV's
must be omitted.

The DOCSIS® IP Destination Address parameter must be set to the same address as indicated in the Reverse Session
object.

The DOCSIS® IP Destination Mask parameter must be omitted.

The DOCSIS® IP Destination Port Start and DOCSIS® |P Destination Port End parameters must be set to the same port
asindicated in the Reverse Session object.

The DOCSIS® Ethernet LLC Packet Classification Encodings must be omitted.
The DOCSIS® 802.1P/Q Packet Classification Encodings must be omitted.
CM TS Behaviour for DOCSIS® Downstream Packet Classification Requests

Upon Reception of the Classifier Addition request (e.g. via DOCSIS® DSx messaging) the CMTS must compare Gate
settings referenced by the Gatel D to the TLV s of the request. If the TLV's do not match, the CMTS must return a
DOCSIS® Classifier Error Encoding with following information:

e  TheError Code parameter must contain "reject-authorization-failure".

. The Errored Parameter parameter must point to the first TLV that failed authorization. Since different
implementations may authenticate TLVsin different order, the TLV returned in this field may be different
under identical conditions.

e  TheError Message parameter may be populated.

6.1.2.6 Example of Mapping

Consider the following example. A voice codec produces a CBR output data stream of 64 kbps which is packetized at
10msintervals, thus producing an 80 byte payload each 10 ms. The payload is encapsulated using RTP/UDF/IP, an
extra 40 bytes, yielding a 120 byte packet each 10 ms.

TheTSpecinthiscaseis.
bucket depth (b) = 120 bytes
bucket rate (r) = 12 000 bytes/second
peak rate (p) = 12 000 bytes/second
min policed unit (m) = 120 bytes
maximum datagram size (M) = 120 bytes

Suppose a client requests a reservation using this TSpec and an RSpec with R =r. A CMTS receiving this request will
establish a Service Flow that uses Unsolicited Grant Service because p =r and M = b, indicating a CBR flow. It may
use agrant size of M bytes at an interval of M/R =10 ms.
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For the calculation of jitter, the MTA does not know how much the CM TS deviates from ideal in its scheduling
behaviour. The client should assume that the CMTS isideal, which means that the delay it will experience with the
above TSpec and itsreserved rate R =r issimply:

b/r + propagation delays

Ignoring the propagation delay, thisresultsin a delay of 10 ms. Suppose that the client is willing to tolerate a15 ms
delay for this session (on the client-CMTS path only). It would then set its slack term (S) to

15- 10 =5 ms. On receiving the reservation, the CM TS interprets this as an indication that a5 ms grant jitter is
acceptable to the client.

Suppose that the client iswilling to tolerate a 25 ms delay, and setsits slack termto 25 - 10 = 15 ms. The CMTS may
use thisinformation to determine that it can use alonger grant interval, e.g. 20 ms, since this potentially increases delay
up to 20 ms for a packet that arrives at the CM right after agrant. Thereis still 5 ms of slack left, which the CMTS may
use to set the grant jitter.

NOTE: Thisapproach leaves considerable flexibility in the CMTS to meet the requirements of the client with
regard to delay in whatever way best matches the capabilities of the CMTS.

6.1.3 CMTS Authorization and Behaviour

The CMTS upon receiving bandwidth reservation or commitment requests containing a Gatel D must perform admission
control on the bandwidth request using the gate objects associated with the GatelD.

Each DSA or DSC request originating from an E-MTA in support of aparticular call session must contain a GatelD in
the Authorization Block, otherwise the CMTS must reject the request with confirmation code 24 (Authorization
Failure). If aDSC request message is received which contains a Gatel D different from the Gatel D provided in the DSA
request used to create the service flow, then the CMTS must perform normal authorization and admission control
procedures using the Gate associated with the new GatelD.

If an MTA is not using Multiple Grants per Interval on the service flow being modified and authorization and admission
control succeed, the CMTS must associate the new Gatel D with the modified service flow, replace the DOCSIS®
Admitted Flow Timeout and Active Flow Timeout values of the associated service flow with the T7 and T8 timers of
the new upstream Gate, and include those timer values in the DSC response to the MTA. In this case the CMTS must
remove the original Gate immediately and notify the CM S via a Gate-Close with Reason-Sub-Code 0 (Normal).

If an MTA isusing Multiple Grants per Interval and authorization and admission control succeed, the CMTS must
associate the new Gatel D with the new sub-flow, without any changes to the existing sub-flow(s) or Gate(s) associated
with those sub-flows. The CMTS must replace the DOCSIS® Admitted Flow Timeout and Active Flow Timeout values
associated with the service flow with the T7 and T8 timers of the new upstream Gate, and include those timer valuesin
the DSC response to the MTA.

The CMTS and CM S elements must not reuse a Gate previously associated with a service flow in authorizing a separate
service flow. A CMTS must reject a reservation or commit request for a new service flow against a Gate authorizing a
separate service flow with DOCSIS® confirmation code 24 (Authorization Failure).

If the IPCablecom authorization module receives a bandwidth reservation request without an 1PCablecom authorization
block, the CMTS must reject the request with confirmation code "24: authorization failure".

Note that the above requirement applies to bandwidth requests processed by the |PCablecom authorization module. It
does not preclude the use of the DOCSIS® authorization module to process other requests without an authorization
block. The |PCablecom authorization module and DOCSIS® authorization module are logical functions of the CMTS
that approve or deny QoS parameters and classifiers. Conceptually, when a QoS request arrives at the CMTS, the
DOCSIS® authorization module determinesif the request is to be processed within the DOCSIS® authorization module
itself or hand it off to the I PCablecom authorization module.

If the CMTS cannot find a gate associated with the Gatel D it must return a confirmation code " 24: authorization
failure", indicating that this request has failed authorization and will be rejected.
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If the CM TS finds a gate associated with the Gatel D then the CMTS must conduct the following authorization
procedure. In order to perform admission control on DOCSIS® DSx messages and to compare these messages on a
parameter basis with those authorized via the GateSpec object, the CMTS must normalize QoS parameters either to
layer-two or layer-three by adding or subtracting link-layer overhead. The examples provided in the present document
assume that normalization results in layer-three parameters by converting DOCSIS® parameters to their RSVP
equivalents using the methods described in this clause.

. The GateSpec Bucket Depth (b), must be greater than or equal to the MTA requested value.

e  The GateSpec Bucket Rate (r), must be greater than or equal to the MTA requested value.

. The GateSpec Maximum Datagram Size (M), must be greater than or equal to the MTA requested value.
e  The GateSpec Minimum Datagram Size (m), must be greater than or equal to the MTA requested value.
. The GateSpec Peak Rate (p), must be greater than or equal to the MTA requested value.

. The GateSpec Reserved Rate (R), must be greater than or equal to the MTA requested value.

e  The GateSpec Slack Term (s), must be less than or equal to the MTA requested value.

. The GateSpec Protocol must be equivalent to the MTA requested protocol.

e  The GateSpec Destination Address must be the same as the MTA requested address, if the GateSpec contains a
non-zero value. If the GateSpec contains a zero value then this comparison must be omitted.

e  The GateSpec Destination Port must be the same as the MTA requested port if the GateSpec contains a
non-zero value. If the GateSpec contains a zero val ue then this comparison must be omitted.

. The GateSpec Source Address must be the same asthe MTA requested address, if the GateSpec contains a
non-zero value. If the GateSpec contains a zero value then this comparison must be omitted.

e  The GateSpec Source Port must be the same as MTA requested port if the GateSpec contains a non-zero value
If the GateSpec contains a zero value then this comparison must be omitted.

If one of the above authorization comparisons fails for a message requesting a new service flow or altering the
reservation parameters of an existing flow, then the CMTS must not honour the request by creating a new service flow
or altering the parameters of the existing service flow. If the MTA requests a commit operation for areserved flow then
the authorization must be carried out using the DOCSIS® parameters and the method defined in DOCSIS® [2].

6.2 DOCSIS® 1.1 Support for Resource Reservation

In DOCSIS® 1.1 there is no defined way of passing authorization information from the CM to the Authorization Module
within the CMTS. The Authorization Module is alogical function of the CMTS defined in DOCSIS® 1.1. The present
document utilizes a new DOCSIS® TLV which passes an Authorization Block consisting of an arbitrary string of length
n to the CM TS to be interpreted and processed only by the Authorization Module.

The DQoS model is onein which each session is authorized. The authorization of each session uses a handle given to
both the CMTS and to the MTA, which is used to match requests with authorizations. This handle is the Gatel D. Upon
receiving call signalling information, the MTA passes the Gatel D to the CMTS using the AuthBlock TLV contained in
aDSA/DSC message.

An [PCablecom CMTS must have means of enabling/disabling various methods for authorizing a CM DSx request to
start and/or modify service flows. The IPCablecom CMTS must implement the "Gatel D authorization" method, in
which the CMTS will authorize only those requests containing a Gatel D in the | PCablecom Authorization Block. The
CMTS should implement Service Class Name (SCN) authorization, in which the CMTS will authorize DSx requests
only for a configured set of service class names defined inthe CMTS.

6.2.1 Two Phase QoS Reservation/Commit
A DOCSIS® 1.1 Service Flow has three associated sets of Quality of Service Parameters, referred to as the Provisioned,

Admitted, or Active QoS Parameter Set. The relationship between theseisidentical to the description of Authorized,
Reserved, and Committed resources given in clause 5.7.4.
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The Reserve and Commit operations are both performed by the use of DOCSIS® Dynamic Service messages, by
changing the values of the AdmittedQoSParameterSet and ActiveQoSParameterSet of the Service Flow. In a Dynamic
Service Addition (DSA) or Dynamic Service Change (DSC) message, Reserve is accomplished by including, in the
Upstream Service Flow Encodings or Downstream Service Flow Encodings, the QoSParameterSetType TLV with value
set to Admitted (value 2). Similarly, Commit is accomplished by setting the QoSParameterSetType TLV to Active
(value 4) or Admitted+Active (value 6).

DSA and DSC exchanges between the CM and CM TS are three-way handshakes, consisting of a request message
followed by aresponse followed by an acknowledgement. Thisisillustrated in figure 5.

CM

DSA-REQ

DSA-RSP

DSA-ACK

CMTS CM

CMTS

DSC-REQ

DSC-RSP

DSC-ACK

Figure 5: DSA and DSC exchanges between CM and CMTS

For example, the following DSA-REQ message causes the Upstream and Downstream Service Flows to be admitted,

meaning the QoS resources to be used in the DOCSIS® network are reserved.

Table 1: DSA-REQ

TransactionID 1

UpstreamServiceFlow ServiceFlowReference 1
QoSParameterSetType Admitted (2)
ServiceFlowScheduling UGS (6)
NominalGrantinterval 10 ms
ToleratedGrantJitter 2 ms
GrantsPerInterval 1
UnsolicitedGrantSize 222

DownstreamServiceFlow ServiceFlowReference 2
QoSParameterSetType Admitted (2)
TrafficPriority 3
MaximumSustainedRate 12 000

As afurther example, the following DSC-REQ message causes the Service Flow to be activated, meaning the QoS
resources used in the DOCSIS® network are committed.

Table 2: DSC-REQ

TransactionlD 1

UpstreamServiceFlow ServiceFlowID 10 288
QoSParameterSetType Admitted + Active(6)
ServiceFlowScheduling UGS (6)
NominalGrantinterval 10 ms
ToleratedGrantJitter 2ms
GrantsPerinterval 1
UnsolicitedGrantSize 222

DownstreamServiceFlow ServiceFlowID 10 289
QoSParameterSetType Admitted + Active(6)
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TransactionlD 1
TrafficPriority 3
MaximumSustainedRate 12 000

Specification of Admitted and Activated QoS parameter sets by the MTA isviathe
MAC_CREATE_SERVICE_FLOW.request and MAC_CHANGE_SERVICE_FL OW.request. By the time a Service
Flow is admitted, it typically has associated classifier(s).

6.2.2 Reservation Maintenance

The DOCSIS® 1.1 Service Flow QoS parameters "Timeout for Active QoS Parameters' and "Timeout for Admitted
QoS Parameters' allow a session to be terminated and its resources released due to inactivity.

The TimeoutForActiveQoSParameters is intended to recover resources allocated to CMs that die, crash, or otherwise
lose their connectivity to the cable network. Normal transmission of data packets on the service flow is sufficient to
prevent this recovery action.

If the DOCSIS® Active Timeout expires at the CMTS for a service flow that is authorized viaa gate (i.e. an

I PCablecom service flow) then the CMTS will delete all service flows that are associated with the gate using a
DOCSIS® DSD request. The CMTS when informing the GC about the gate closure will specify "Timer T8 expiration;
Service Flow inactivity at the upstream direction”.

If the MTA is performing Voice Activity Detection, with a service flow scheduling type of UGS/AD, and the CMTS s
actively monitoring the upstream flow for activity, then during extended silence periods the MTA must either send
periodic data packets on the service flow or refresh the active timer via DSC messaging.

The TimeoutForAdmittedQoSParameters is intended to recover resources that are reserved by a CM but not committed.
In typical cases, the committed parameters will be identical to the reserved parameters, and this will not be a problem.
When the commitment is for less than the reservation, it is necessary to periodically reset the CMTS timer. Thisis
accomplished by performing a DSC-REQ operation that reserves the same resources as previous.

6.2.3 Support for Dynamic Binding of Resources

The Dynamic QoS model requires the ability to dynamically modify the binding of resources to flows. For example, to
provide Call Waiting, it may be desirable to hold enough resources for only one session in place over the DOCSIS®
network, and to switch the all ocation of those resources from one caller to another.

To accommodate this functionality, a Resource-1D object is added. The Resource-ID object is an opague identifier
generated by the node that has control of the resources, i.e. the CMTS in this case.

When a client issues areservation request for a new flow, it indicates to the CM TS that this session is willing to share
resources for this new gate (Gate 2) with a previously created gate (Gate 1) by including the Resourcel D in the request.
Aslong as the QoS requested for the new gate can be satisfied with a bandwidth allocation equal to or less than the
existing gate, no new bandwidth is reserved in the DOCSIS® network. However, bandwidth may need to be reserved in
the backbone network depending on the end-to-end path taken by the new session. Access to the shared reservation
occursin amutually exclusive manner.

Dynamic binding of resources, as required in clause 5.7.7 is accomplished in DOCSIS® through the use of the
authorization block TLV.

The CMTS must include the Resource-1D in the authorization block TLV for the DSA-RSP message that it sends to the
client. The client may include the Resource-ID in subsequent DOCSIS® messages that apply to the resourcesin
guestion. Most importantly, if the client wishes to establish a new session, and reuse the resources of an existing
session, it must first deactivate the service-flows from the old session viaa DSC-REQ and include the Resource-ID
associated with the old session in the DSA-REQ message it sendsto the CMTS.
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6.2.4 QoS Parameter Mapping for Authorization

The Gate identified by the Gatel D is parameterized by using a RSV P FlowSpec (which is made up of both RSVP
RSpec and T Spec objects) for each direction. The authorization module in the CMTS must convert the DOCSIS® QoS
Parameters into respective RSV P parameters using the rules defined below:

The parameter Token Bucket Sze (b), Maximum Packet Sze (M), and Minimum Policed Unit (m) must be set to
DOCS S® Unsolicited Grant Size minus the DOCSIS® upstream UGS overhead for upstream direction and DOCS S®
Assumed Minimum Reserved Rate Packet Size minus the DOCSIS® downstream overhead for the downstream direction.

NOTE 1: The overhead should include Ethernet header overhead of 18 bytes (6 bytes for source address, 6 bytes for
destination address, 2 bytes for length, and 4 bytes for CRC). The value aso incorporates DOCSIS®
MAC layer overhead, including the DOCSIS® base header (6 bytes), the UGS extended header (3 bytes),
and the BPI+ extended header (5 bytes). If payload header suppression (PHS) is active then the number of
suppressed bytesis added to the DOCSIS® Unsolicited Grant Size.

NOTE 2: The DOCSIS® MAC layer overhead is 18 bytes (6 bytes for source address, 6 bytes for destination
address, 2 bytes for length, and 4 bytes for CRC). If PHS is used on the downstream, then the number of
suppressed bytesis subtracted from the DOCS S® Assumed Minimum Reserved Rate Packet Size.

For the downstream, the parameters Token Bucket Rate (r), and Peak Data Rate (p) must be calculated by converting
the DOCSIS® Maximum Sustained Rate to layer 3 terms by dividing it by the DOCS'S® Assumed Minimum Reserved
Rate Packet Sze and then multiplying the result with the previously calculated Maximum Packet Sze. For the
upstream, the parameters Token Bucket Rate (r), and Peak Data Rate (p) must be set equal to the DOCS'S® Nominal
Grant Interval multiplied by the Unsolicited Grant Size.

For the downstream, the parameter Rate (R) must be calculated by converting the DOCSIS® Maximum Reserved Traffic
Rate to layer 3 terms by dividing it by the DOCS'S® Assumed Minimum Reserved Rate Packet Size and then multiplying
the result with the previously calculated Minimum Policed Unit. For the upstream, parameter Rate (R) must be set equal
to the DOCSIS® Nominal Grant Interval multiplied by the Unsolicited Grant Size.

The Sack Term must be set to DOCS S® Tolerated Grant Jitter for the upstream. The Slack Term must be set to zero
for the downstream flow, indicating that this parameter will not be specified by the MTA.

The Protocol D must be set to the DOCS S® IP Protocol.

The Destination Address must be set to DOCSIS® IP Destination Address. If this parameter is omitted the value must be
set to zero.

The Destination Port must be set to DOCS S® |P Destination Port Start. If this parameter is omitted then the value must
be set to zero.

The Source Address must be set to DOCSIS® IP Source Address. If this parameter is omitted the value must be set to
zero.

The Source Port must be set to DOCSS® IP Source Port Start If this parameter is omitted then the value must be set to
zero.

The resulting converted RSV P objects must then be verified against the corresponding Gate using following rules:
All the requested parameters of RSVP FlowSpec and Sack Term must be less than or equal to Gate specified values.

All the requested parameters of RSVP TSpec must be equal to the Gate-specified values, except for the case that the
Gate has a value of zero, in which case the corresponding requested parameter must not be verified.

If verification is successful, then the CM TS must continue to process the request. If verification is not successful, then
the CMTS must reject the request permanently due to authorization failure.

For example, assuming a G.711 codec, framing at 20 ms, with a 2-byte RTP-S MAC, and BPI+ enabled:
G711 @20 ms
64 kbps nominal bit rate
8 kBps nominal byte rate

20 ms framing rate = 50 packets/second
8 kBps/ 50= 160 bytes per packet of payload
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42 bytes of IP/JUDP/RTP header

160 + 42 = 202 bytes per packet total
202 x 50 = 10,1 kBps actual byte rate
10,1 x 8 = 80,8 kbps actua bit rate

The resulting GateSpec Parameters as set by CM S would be:

Bucket Depth (b) = datagram size including IP/UDP/RTP-S header overhead = 202 bytes

Minimum Policed Unit (m) = Bucket Depth (b) = 202 bytes

Maximum Datagram Size (M) = Bucket Depth (b) = 202 bytes

Bucket Rate (r) = actual datarate, including |P/UDP/RTP-S header overhead = 10 100 bytes per second
Peak Rate (p) = Bucket Rate (r) = 10 100 bytes per second

Reserved Rate (R) = Bucket Rate (r) = 10 100 bytes per second

Upstream DOCSIS® parameters include overhead from the FC byte through the CRC.
DOCSIS® base header (FC to HCS, no extended headers): 6 bytes
UGS Extended Header: 3 bytes
BPI+ Extended header: 5 bytes
Ethernet header: 14 bytes
CRC: 4 bytes

Total Upstream Overhead: 32 bytes per packet

DOCSIS® Upstream Service Flow Parameters
Upstream Scheduling Type: UGS
Request/Transmission Policy (bitmask): bits 0 to 6, 8 set (101111111 binary)
Grant Size: 234 bytes
Grants per Interval (integer): 1
Grant Interval: 20 000 microseconds
Tolerated Grant Jitter: 800 microseconds

The CMTS Authorization control procedure for the upstream parametersis conducted as follows:
To compare with GateSpec parameters, MAC-layer overhead must be subtracted from DOCSIS® parameters.

GateSpec Bucket Depth (b) >= DOCSIS® Unsolicited Grant Size - 32 bytes
202 bytes >= 234 bytes - 32 bytes = 202 bytes

GateSpec Bucket Rate (1) >= 1/DOCSIS® Grant Interval x (DOCSIS® Unsolicited Grant Size - 32) 10,1 kBps
>=1/20 ms x (234 bytes - 32 bytes) = 50 packets per second x 202 bytes per packet = 10,1 kBps

Downstream DOCSIS® parameters include overhead from the byte following the HCS through the CRC.

Ethernet header: 14 bytes
CRC: 4 bytes

Total Downstream Overhead: 18 bytes per packet
DOCSIS® Downstream Service Flow Parameters

Maximum Traffic Burst (minimum value of 1 522): 1 522 bytes
Maximum Sustained Rate: 88 000 bits per second

Assumed Minimum Reserved Rate Packet Size: 220 bytes
Minimum Reserved Rate: 88 000 bits per second

Traffic priority: 5

The CMTS Authorization control procedure for the downstream parameters is conducted as follows:

Again, this overhead must be subtracted from the DOCSIS® parametersin order to perform the GateSpec comparison.
The procedure is straightforward (subtraction) or the DOCSIS® Assumed Minimum Reserved Rate Packet Size
parameter. However, adjusting the Minimum Reserved Rate parameter is a bit more involved.

GateSpec Minimum Policed Unit (m) >= DOCSIS® Assumed Minimum Reserved Rate Packet Size - (18 x 2)
bytes
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For example, if Grants per Interval =z =1:
202 bytes >= 220 bytes - 18 bytes = 202 bytes

GateSpec Bucket Rate (r) >= (DOCSIS® Minimum Reserved Rate/ (8 x DOCSIS® Assumed Minimum
Reserved Rate Packet Size)) x (DOCSIS® Assumed Minimum Reserved Rate Packet Size - (18 x z) bytes)
For example, if Grants per Interval =z = 1:

10,1 kBps >= (88 kbps/ (8 x 220 bytes)) x (220 bytes - 18 bytes) = 10,1 kBps

6.2.5  Authorization Block Encoding

The authorization block consists of a string of bytes. To alow for flexibility, the authorization block must be encoded
using Type-Length-Value (TLV) fields. The TLV-tuple fields are unordered, and may be nested. The size of the value
field (bytes) must be greater than zero; the sizes of the type and length field are each one byte.

NOTE: Thelength only includes the value field and not the entire TLV-tuple.
The format of the authorization block is as follows:

o | PCablecom Authorization Block Encoding
Thisfield defines the parameters associated with the 1PCablecom authorization block. Note that this field
consists of nested sub-fields.

Type Length Value
1 n see sub-fields below

. Gatel D Encoding
The value of this field specifies the Gatel D handle used for authorization.

Type Length Value
[1].2 4 GatelD

o Resource-id Encoding
The value of this field specifies the resource-id handle used to uniquely identify the set of resources associated
with a service flow.

Type Length Value
[1].2 4 resource-id

. Subflow status

Type Length Value
[1].2 1 status

This byte specifies the status of the sub-flow which can have 4 possible states (0-Admitted, 1-Active, 2-Delete, 3-
Move). The status byte isintended to assist the CMTS in controlling the state of the various gates that may be present
within asingle service flow. This parameter must be included in all CM initiated DSx requests that use multiple grants
per interval set to larger than 1.

Admitted (0) - sub-flow isin admitted state

Active (1) - sub-flow isin active state

Deleted (2) - gate to be deleted as aresult of this DSC
Move (3) - sub-flow is being moved to new service flow

In order to allow the CMTS to properly associate changes to a given Gatel D, the MTA must only include asingle
instance of the DOCSIS® Authorization Block (type 30) in agiven DSx. Within the DOCSIS® Authorization Block, one
| PCablecom Authorization Block Encoding (type 30.1) along with the required Gatel D sub-TLV (type 30.1.1) and
possibly other sub-TLVs must exist for each sub-flow within the flow. If only a single grant per interval (and therefore
single Gatel D) is being used, the Authorization Block must be present however, the sub-flow status field must be
omitted.

See clause 6.1.3 for CM TS authorization details.
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6.2.6 Payload Header Suppression Handling

The DOCSIS® RFI document outlines the rules for adding and deleting PHS rules (in association with a Classifier).
However, the procedure for updating a PHS rule if it becomes insufficient is not clear. The following procedureis
REQUIRED for the MTA and CMTSif aPHS rule on a voice flow needs to be changed.

In the event that an existing PHS rule becomes insufficient, the MTA must issue a single DSC transaction that:
e  Addsanew Classifier with anew PHSrule.
. Adjusts QoS envelope to reflect new PHS rule.

° Deletes the old Classifier and associated PHS rule.

6.3 Use of DOCSIS® 1.1 MAC Control Service Interface

The DOCSIS® 1.1 QoS parameters for the Service Flow derived from the SDP are signalled to establish the Service
Flow(s). This clause describes how this can be done using the DOCSIS® 1.1 MAC control service interfaces [2].

At thelevel of DOCSIS® MAC Control Service Interface primitives, the Embedded MTA signals for QoS resources as
follows:

1) MAC_CREATE_SERVICE_FLOW.request

Asdescribed in [2], the Embedded MTA can request that a Service Flow be added viathis primitive. This
primitive may also be used to define classifiers for the new Service Flow, as well as supply the Admitted and
Active QoS Parameter Sets of the Service Flow. The success or failure of the primitive isindicated viathe
MAC_CREATE_SERVICE_FLOW response primitive.

2) MAC_CHANGE_SERVICE_FLOW.request

The Embedded MTA can initiate a change in the Admitted and Active QoS Parameter Sets viathis primitive.
One possible scenario is the case of putting a callee on hold. The success or failure of the primitive isindicated
viathe MAC_CHANGE_SERVICE_FLOW response primitive.

3) MAC_DELETE_SERVICE_FLOW.request

When the Embedded MTA no longer needs the Service Flow, it issuesa
MAC_DELETE_SERVICE_FLOW.request to the Embedded CM to zero the Active and Admitted QoS
Parameter Sets of the Service Flow.

The parameters of these primitives match the parameters associated with the DSA, DSC, and DSD messages as given
in[2].

6.3.1 Reservation Establishment

The MTA initiates the reservation of QoS resources by use of the MAC_CREATE_SERVICE_FL OW.request
primitive. The MTA must include the Gatel D in the Authorization Block TLV. Upon reception of this message, the
MAC layer of the CM invokes DSA signalling by sending a DSA_REQ to the CMTS. The CMTS must check the
authorization based on the Gatel D (contained in the Authorization Block TLV), and reject the request if the gateis
invalid or the authorized resources are insufficient for the request. Upon receiving the DSA_RSP from the CMTS, the
MAC service notifies the upper layer using the MAC_CREATE_SERVICE_FLOW.response message. Thisis
illustrated in figure 6.

ETSI



44 ETSITS 103 161-5 V1.1.1 (2011-10)

MTA CM CMTS

| ——
CREATE_SF.request
T

DSA-REQ

DSA-RSP

\
1 DSA-ACK
CREATE_SF.response
e

Figure 6: Reservation Establishment

6.3.2 Reservation Change

The MTA initiates changes in QoS resources by use of the MAC_CHANGE_SERVICE_FLOW.request primitive. This
isillustrated in figure 7.

MTA CM CMTS

[
CHANGE_SF.request
T

DSC-REQ
DSC-RSP

DSC-ACK
CHANGE_SF.response
e

Figure 7: Reservation Change

Upon reception of this message, the MAC layer of the CM invokes DSC signalling. Upon receiving the DSC_RSP from
the CMTS, the MAC service notifies the upper layer using the MAC_CHANGE_SERVICE_FLOW.response message.

6.3.3 Reservation Deletion

The MTA initiates the deall ocation of QoS reservation by use of the MAC_DELETE_SERVICE_FLOW.request
primitive. Upon reception of this message, the MAC layer invokes DSD signalling. Upon receiving the DSD_RSP from
the CMTS, the MAC service notifies the upper layer using the MAC_DELETE_SERVICE_FL OW.response message.
Thisisillustrated in figure 8.
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Figure 8: Reservation Deletion

6.3.4 Multiple Grants per Interval Considerations

6.34.1 Adding a Sub-Flow Pair

Since only a single authorization block is allowed in a given DSx message, when the MTA adds a Classifier, it must use
the Dynamic Service Change Action TLV (in addition to the sub-flow Status field in the authorization block) with a
value of 0.

To add a sub-flow pair the MTA must do the following:
. Send a DSC with an authorization block containing information for all sub-flow gates.
. Set the sub-flow Status field for each gate to either O (to reserve) or 1 (to commit).

. Include the Classifiers (upstream and downstream) associated with the gate with the Dynamic Service Change
Action TLV set to 0 - DSC Add Classifier. The MTA must only include Classifiers relevant to the gate being
operated on in the DSC.

. Include the upstream QoS parameters with the Grants per Interval incremented by 1 for the Admitted QoS
parameter set (and possibly the Active QoS parameter set if resources are being committed as well).

. Update the downstream QoS parameter LUB to handle all downstream sub-flows.

Upon receipt of this DSC, the CMTS must perform admission control per clause 6.1.3.

6.3.4.2 Modifying a Sub-Flow Pair

When a change of resources is necessary, the MTA must not change the existing DOCSIS® service flow QoS
parameters. Rather the MTA must move the sub-flow to a new service flow, or a new sub-flow on an existing service
flow. To move a sub-flow pair (both the upstream and downstream associated with a gatel D) the MTA must do the
following:

. MTA sends a DSC-REQ to change the sub-flow status to ‘'move, sets the classifier state to inactive and
uncommits all active resources for the sub-flow pair.

. CMTS sends a DSC-RSP and starts the DOCSIS® Admitted Timer which must be set to the T7 timer value
provided in the GateSet associated with the Gatel D provided in the DSC-REQ.

. Upon receipt of the DSC-RSP, the MTA sends a DSC-ACK and initiates the move by sending either a DSA-
REQ (when moving to a new service flow) or DSC-REQ (when moving to an existing service flow) to
reserve/commit the new service flow pair (with same Gatel D).

. Upon successful establishment of the new service flow pair, the MTA must immediately send a DSC-REQ to
delete the old sub-flow pair.

. If the Timer T7 expires for the old sub-flow before receiving either a DSA-REQ or DSC-REQ with the same
Gatel D, then the CMTS must delete the expired sub-flow pair and close the gate.
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. If the Timer T7 expiresfor the old sub-flow pair, after receiving either aDSA-REQ or DSC-REQ (with
admitted QoS parameters) with the same Gatel D but before having received the DSC-REQ which removes the
old sub-flow pair, then the CMTS must del ete the expired sub-flow and transition the gate to the new flow.

6.3.4.3 Deleting a Sub-Flow Pair
Sub-Flow pairs can be deleted either by the MTA or CMTS. The respective procedures are defined as follows:
MTA initiated
To delete a sub-flow pair the MTA must do the following:
. Send a DSC with an authorization block containing information for al sub-flow gates.
. Set the sub-flow Statusfield to 2 - deleted for the sub-flow pair to be deleted.

. Include the Classifiers (upstream and downstream) associated with the gates with the Dynamic Service Change
Action TLV setto 2 - DSC Delete Classifier for each classifier. The MTA must only include Classifiers
relevant to the gate being operated on in the DSC.

. Include the upstream QoS parameters with the Grants per Interval decremented by 1 for the Admitted QoS
parameter set (and possibly the Active QoS parameter set if resources were active).

. Recalculate the LUB for the downstream flow with the flow deleted.

Upon receipt of this DSC, the CMTS must remove the resources associated with the Gatel D, delete the gate, and issue a
Gate-Close to the CMS and send a DSC-RSP.

CMTSinitiated

While not a common process, there may be instances where the CM TS needs to remove the upstream and downstream
resources associated with a Gatel D (received a Gate Delete). In order to do this for a sub-flow that shares a flow with
other valid sub-flows, the CMTS MUST:

e  Send aDSC which includes the Classifiers (upstream and downstream) associated with the gate with the
Dynamic Service Change Action TLV set to 2 - DSC Delete Classifier for each classifier.

. Include the upstream QoS parameters with the Grants per Interval decremented by 1.
. Recalculate the LUB for the downstream flow with the flow deleted.
Upon receipt of the DSC, the MTA must remove the classifier indicated and send a DSC-RSP.

If the last sub-flow is being removed, then a DSD message must be used to delete the entire flow.

6.3.4.4 Grouping Service Flows

Sub-Flows can be added to existing Service Flows using the mechanism defined in clause 6.3.4.1. In addition, Sub-
Flows can be moved from an existing Service Flow to a new Service flow using the mechanism defined in clause
6.3.4.2. However, for ease of implementation, an existing service flow must not be moved to another existing Service
flow as a Sub-Flow.

In addition, the MTA must not attempt to share service flow resources unless under the direction of the CMS viathe
inclusion of the resourcel D.

7 Authorization Interface Description (pkt-g6)

This clause describes the interfaces between the CMTS and Gate Controller for purposes of authorizing the MTA to
receive high Quality of Service. Signalling is required between the Gate Controller and CMTS to support gate
management and |P QoS Admission Control Service. In addition, accurate subscriber billing requiresthe CMTS to
indicate actual "committed” QoS resource usage on a per session basis. This clause describes the use of the COPS
protocol to transport |PCablecom QoS defined messages between the Gate Controller and CMTS.
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7.1 Gates: the Framework for QoS Control

An |PCablecom Dynamic QoS "Gate" is a policy control entity implemented at the CMTS to control access to enhanced
QoS Services of aDOCSIS® 1.1 cable network by asingle |P flow. Gates are unidirectional, in that a single gate
controls access to aflow in either the upstream or downstream direction. Gates enable the creation of DOCSIS® 1.1
Service Flow Classifiers, which in turn control the routing of packets to DOCSIS® Service Flows.

While a Gate also has an N-tuple just like a Classifier, it is not identical to a Classifier. The CMTS must setup the Gate
when aflow is authorized, until explicitly disabled to terminate the authorization for aflow. A DOCSIS® 1.1 Classifier
may be set up and associated with a Gate. A Gate may exist before and after the Classifier it authorizes exists. A Gate
may be considered to be associated with exactly zero, one, or two Classifiers.

A CMTS conforming to the present document must not dynamically create a Classifier with a DOCSIS® Dynamic
Service Addition (DSA) request or response unlessit is authorized to do so by the existence of a Gate for that Classifier.
An identifier, called the Gatel D is associated with Gates. The Gatel D, locally administered by the CMTS where the
Gates exists, may be associated with one or more unidirectional Gates. For a point-to-point session, typically two
unidirectional Gates exist, associated with asingle Gatel D. In addition, DOCSIS® 1.1 Classifiers exist for each
unidirectional flow that is established.

7.1.1 Classifier
A classifier isasix-tuple:
o Direction (Upstream/Downstream)
J Protocol
. Source P
J Destination |P
J Destination Port
L Source Port

If there is an upstream and an associated (part of the same session) downstream flow, then there must exist separate.
classifiers for the upstream flow and the downstream flow. The Classifier is updated by the reservation performed for
the upstream and downstream flows. The session data flow must match the classifier to receive the Quality of Service
associated with the reservation.

The CMTS must enforce upstream packet classification filters for IPCablecom Service Flows. That is, the CMTS must
discard upstream packets, which do not match the set of upstream packet classifiers for the Service Flow.

Upstream packet classification filtering is an optional CM TS requirement in DOCSIS® 1.1. The present document
requires its implementation for Service Flows used to carry |PCablecom media streams. If a CMTS chooses to enforce
upstream classification filters only on the IPCablecom Service Flows, and not on other Service Flows, itisaCMTS
vendor-specific decision asto how the particular |PCablecom Service Flows are determined. An example CM TS policy
would be to enforce upstream packet classification only on non-Primary Upstream Service Flows.

7.1.2 Gate
A Gate is associated with a unidirectional flow, and comprises the following:
U GatelD
. Prototype Classifier
e  Variousflag bits described below
. Authorized Envel ope (FlowSpec)

. Reserved Envel ope (FlowSpec)
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. Resource-1D

The Gatel D (described below) isalocal 32 bit identifier that is allocated from the local space at the CMTS where the
Gateresides. Up to two gates may share the same Gatel D. Typically, a Gatel D will identify a single upstream flow and
asingle downstream flow, and correspond to a single Multi-media session.

The Prototype Classifier consists of the same six elements as a Classifier, as described above. The Source IP isthe IP
address (as seen at the CMTS) of the originator of the flow. In the case of an upstream Gate on the DOCSIS® 1.1
channel, the Source IP isthe IP address of the local MTA. For the downstream flow, the Source | P addressisthe IP
address of the remote MTA.. For selected parameters of a Gate's prototype classifier, awild card isallowed. In
Multimedia call signalling, the source UDP Port is not signalled, so its value is not considered to be part of a Gate's
information.

The Source Port may be wild-carded, to support the I|PCablecom Call Signalling Protocaol. If the Source Port is wild-
carded, its value in the Gate parameters will be zero.

The Source | P address may be wild-carded, to support the NCS Call Signalling Protocol. If the Source IP addressis
wild-carded, its value in the Gate parameters will be zero.

The Authorized and Reserved Envelopes are portions of RSV P FlowSpecs (both TSpec and RSpec) as described in
clause 6.1.

A reservation request for resources (as specified in a Dynamic Service Flow Add/Change message) must be checked
against what has been authorized for the Gatel D associated with the direction for the resource request. The resources
authorized are specified in the Authorized envelope. Also checked is the wild-card in the Gate for particular entries.

The Resource-ID isalocal 32-bit identifier that is allocated from the local space at the CM TS where the Gate resides.
Any number of gates may share aresource-1D, and therefore share a common set of resources, with the restriction that
only one of these gates in each direction have resources committed.

7.1.3 Gate Identification

A GatelD isauniqueidentifier that islocally allocated by the CMTS where the Gate resides. The Gatel D is a 32 bit
identifier. A Gatel D may be associated with one or more Gates. In the NCS call signalling protocol, a GatelD is
associated with each call leg, and consists of a single upstream gate and a single downstream gate.

A GatelD must be associated with the following information:
e  Oneor two Gates, which must be one of the following combinations:
- Single upstream gate.
- Single downstream gate.
- Single upstream gate and a single downstream gate.
. Accounting and Billing information:
- Address:Port of the Primary Record-K eeping-Server that should receive event records.

- Address:Port of the Secondary Record-K eeping-Server, for use as specified in [i.4] if the primary is
unavailable.

- Flag indicating whether the Event Messages are to be sent to the Record Keeping Server in real-time, or
whether they are to be batched and sent at periodic intervals.

- Billing-Correlation-1D, which will be passed to the Record-K eeping-Server with each event record.

- Additional billing information, if supplied, which will be used to generate Call-Answer and Call-
Disconnect event messages.

- Omission of Event Generation information (i.e. the Event-Generation-Info object) implies that Event
M essage generation must not be performed for a Gate.
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The Gatel D must be unique among all current gates allocated by the CMTS. The value of the 32-hit quantity should not
be chosen from a set of small integers, since possession of the Gatel D value is akey element in the authentication of the
Commit messages from the MTA. An agorithm that may be used to assign values of GatelDsis as follows: partition the
32-bit word into two parts, an index part, and a random part. The index part identifies the gate by indexing into a small
table, while the random part provides some level of obscurity to the value. Regardless of the algorithm chosen, the
CMTS should attempt to minimize the possibility of Gatel D ambiguities by ensuring that no Gatel D gets reused within
three minutes of its prior closure or deletion. For the algorithm suggested previously this could be accomplished by
simply incrementing the index part for each consecutively assigned Gatel D, wrapping around to zero when the
maximum integer value of the index part is reached.

7.1.4 Gate Transition Diagram

Gates are considered to have the following states:
. Allocated - theinitial state of a gate created at the request of the GC.
. Authorized - GC has authorized the flow with resource limits defined.
J Reserved - resources have been reserved for the flow.
. Committed - resources are being used.

The CMTS must support gate states and transitions as shown in figure 9 and described in this clause. All gates assigned
the same Gatel D by the CM TS must transition together through the states shown in figure 9. Thisis true even when
only one of the upstream/downstream flows is permitted to pass traffic. In the interest of clarity, the gate transition
diagram of figure 9 does not completely describe all transitions that must be implemented, although all included
transitions must be implemented as shown.

A gateiscreated inthe CMTS by either a Gate-Alloc command or a Gate-Set command from the GC. In both cases, the
CMTS allocates alocally unique identifier called a Gatel D, which is returned to the GC. If the gate was created by a
Gate-Set message, then the CMTS must mark the gate in state " Authorized" and must start Timer T1. If the gate was
created by a Gate-Alloc message, then the CMTS must mark the gate in state " Allocated,” start Timer TO, and must wait
for a Gate-Set command, at which point the gate must be marked in state "Authorized.” If the Timer TO expires with the
gate in state "Allocated” or Timer T1 expires with the gate in state " Authorized,” then the CMTS must del ete the gate.
Timer TO limits the amount of time the Gatel D will remain valid without any specified gate parameters. Timer T1 limits
the amount of time the authorization will remain valid.

A gateinthe"Allocated" state must be deleted upon receipt of a Gate-Delete message. When this happens, the CMTS
must respond with a Gate-Del ete-Ack message and must stop Timer TO. Similarly, a gate in the "Authorized" state must
be deleted upon receipt of a Gate-Delete message. When this happens, the CMTS must respond with a Gate-Delete-Ack
message and must stop Timer T1.

A gatein the "Authorized" state is expecting the client to attempt to reserve resources. The client doesthisviathe MAC
Control Services Interface. On receipt of thisreserve request, the CMTS must verify the request is within the limits
established for the gate, and perform admission control procedures.

The CMTS must implement at |east two admission control policies, one for normal voice communications and one for
emergency communications. These two policies must have provisionable parameters that specify, at aminimum, (1) a
maximum amount of resources that may be allocated non-exclusively to sessions of this type (which may be 100 % of
the capacity), (2) the amount of resources that may be allocated exclusively to sessions of this type (which may be 0 %
of the capacity), and (3) the maximum amount of resources that may be allocated to sessions of the two types. The
admission control policy may also specify whether a new session of that type may "borrow" from lower priority classes
or should pre-empt an existing session of some other type to satisfy the admission control policy settings.

If the reservation request is to add a sub-flow to an existing service flow, the session class ID for the Gate must match
the session class ID of all of the rest of the sub-flows Gates which already compose the target service flow. If the
session class of all of the sub-flows' Gates do not match, then the CMTS must reject the reservation request.

If the admission control procedures are successful and only resource reservation was requested, the gate must be
marked in the "Reserved" state. If admission control procedures are successful and single stage resource reservation and
committal was requested, the gate must be marked in the "Committed” state and the CMTS must send a Gate-Open
Message to the GC and stop timer T1.

If admission control procedures are not successful, the gate must remain in the "Authorized" state.
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Note that the actual reservation made by the client may be for less than that authorized, e.g. reservation for upstream
only when a pair of gates were established authorizing upstream and downstream flows.

In the "Reserved" state the gate is expecting the client to Commit to the resources, and thereby activate them. The
Commit command from the client is a successful request transaction to activate a service flow viathe MAC Control
Service Interface. If the gate is still in the "Reserved" state and Timer T1 expires (i.e. the client does not issue the
Commit command), the CMTS must release any resources reserved, and delete the gate. If a Gate-Delete messageis
received in the "Reserved" state, the CMTS must release all resources associated with this gate, must respond with a
Gate-Delete-Ack message and must stop Timer T1.

For the purpose of this state transition diagram, a" Commit" from the client is a message that commits the upstream
flow. If the CMTS receives an asymmetric request such that traffic may pass on the downstream flow but not on the
upstream flow, the CMTS must not move out of the "Reserved" state. If, on the other hand, the CMTS receives an
asymmetric request such that traffic may pass on the upstream flow but not on the downstream flow, the CMTS must
treat the request as a Commit and must transition its state in accordance with the description below.

For the purpose of this state transition diagram, a"Delete” from the client is a message that deletes the upstream flow. If
the CM TS receives an asymmetric request such that downstream flow is deleted but not the upstream flow, the CMTS
must not move out of the current state. If, on the other hand, the CM TS receives an asymmetric request such that
upstream flow is deleted but not the downstream flow, the CMTS must treat the request as a Delete and must transition
its state in accordance with gate transition rules.

If the TO timer expires on the CMTS prior to receiving a Gate-Set command from the CM S, the CMTS must initiate a
Gate-Close message using the "Timer TO expiration; no Gate-Set received from CMS" as reason code, and delete the
associated gate.

If the T1 timer expires on the CMTS prior to receiving a Commit command from the MTA, the CMTS must release any
resources reserved with in association with the corresponding Gatel D, initiate a Gate-Close message using the " Timer
T1 expiration; no Commit received from MTA" as reason code, and del ete the associated gate(s).

If inthe "Reserved" state the CM TS receives a Commit command from the client, the CMTS must mark the gate in the
"Committed" state, stop timer T1, and initiate a Gate-Open message.

If the T7 timer expires while the MTA is using Multiple Grants Per Interval and any sub-flow on the service flow
corresponding to the gate(s) referenced via the associated Gatel D has not been committed on the CMTS, the CMTS
must initiate a Gate-Close message using the "Timer T7 expiration; Service Flow reservation timeout" as reason code,
and delete the associated gate(s). Otherwise, the CMTS must set the reserved envel ope equal to the committed envelope
for sub-flows corresponding to the gates referenced via the associated Gatel Ds.

If the T7 timer expires while an MTA is not using Multiple Grants per Interval and a service flow corresponding to the
gate(s) referenced viathe associated Gatel D has not been committed on the CMTS, the CMTS must initiate a Gate-
Close message using the "Timer T7 expiration; Service Flow reservation timeout" as reason code, and delete the
associated gate(s). Otherwise, the CMTS must set the reserved envelope equal to the committed envelope for flows
corresponding to the gates referenced via the associated Gatel D.

If the T8 timer expires on the CMTS due to inactivity on the service flow, the CMTS must initiate a Gate-Close
message for each gate associated with the flow using the "Timer T8 expiration; Service Flow inactivity in the upstream
direction" asreason code, and delete the associated gate.

Once in the "Committed" state, the gate has reached a stable configuration. Resources have been activated at the local
gates. Resources will continue to be activated until either the local client indicates a release command, the DOCSIS®
Active Timer expires, or the CM S issues a Gate-Delete command.

If, in the "Committed" state, the CM TS receives a Release command from the client, either viathe MAC Control
Service interface, or from afailure of the client to refresh areservation, or from internal DOCSIS® mechanisms that
detect aclient failure, the CMTS must deactivate all resources committed for the client, release all resources reserved,
initiate a Gate-Close message to the gate-coordination entity, and delete the gate.

If, in the "Committed" state, the CM TS receives a Gate-Del ete message, the CM TS must deactivate all resources
committed for the local client, release all resources reserved, and delete the gate. Additionally, the CMTS must respond
with a Gate-Delete-Ack message.

While in the "Committed" state, the CMTS must allow the client to initiate changes in the resource reservation or
activation, within the limits of the authorization and local admission control.
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7.1.5 Gate Coordination

The Gate Coordination messages in the COPS Gate Control interface, Gate-Open and Gate-Close, provide an
unsolicited feedback mechanism from the CMTS to the CM S in order to maintain state-synchronization between these
elements. Thisis particularly useful in the case of a pre-mature MTA-initiated reservation or committal request whichis
not stimulated by the CMS or in the event that an MTA fails, initiating resource recovery at the CMTS. In both of these
potential scenarios, the internal state maintained within the CM S will be updated to reflect the state change at the
CMTS and the CM S will be able to take appropriate action based on this information.

GATE-ALLOC,
Start Gate Limit Exceeded

GATE-ALLOC,
Gate Limit not Exceeded
Start Timer TO

Allocated

GATE-SET
Stop Timer TO, Start Timer T1

RESERVE
Perform Admission Control

Reserved

CONIMIT
Send GATE-OPEN
Stop Timer-T1

GATE-SET
Start Timer T1

TO Timer
Send GATE-CLOSE

GATE-DELETE
Send GATE-DELETE-ACK

T1 Timer
Send GATE-CLOSE

GATE-DELETE
Send GATE-DELETE-ACK

T1 Timer
Send GATE-CLOSE

GATE-DELETE
Send GATE-DELETE-ACK

GATE-DELETE
COMMIT, Mid-call Change end GATE-DELETE-ACK

Figure 9: Gate State Transition Diagram
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7.2 COPS Profile for IPCablecom

IP QoS Admission Control isthe act of managing QoS resource allocation based on administrative policies and
available resource. IP QoS Admission Control Service uses a client/server architecture. The high level operational
modules are depicted in figure 10. The administrative policies are stored as policy database and controlled by the COPS
Server. While atypical IntServ implementation of COPS has the server determine available resources, a DiffServ
implementation pushes the policy into the client so that the client can make admission control decisions.

Policy Database

COPS Server
(Gate Controller)

?

COPS interface via TCP connection

!

COPS Client
(CMTS)

ingress Network egress
interface Equipment interface

Figure 10: QoS Admission Control Layout

The QoS Admission Control decisions made by the COPS Server must be passed to the COPS Client using COPS. The
COPS Client may make QoS Admission Control requests to the COPS Server based on network events triggered by
either the QoS signalling protocol, or via data flow detection mechanisms. The network event can also be the need of
QoS bandwidth management, e.g. a new QoS capable interface becomes operational .

QoS policy decisions made by the COPS Server may be pushed to the COPS Client based on an external, out of band,
QoS service request, e.g. request from the terminating CM TS or a Gate Controller. These policy decisions may be
stored by the COPS client in alocal policy decision point and the CMTS may access that decision information to make
admission control decisions on incoming session regquests received at the CMTS.

The COPS Client-COPS Server interaction support for QoS Admission Control is provided by IETF's COPS
protocol [1]. The COPS protocol includes the following operations:

. Client-Open (OPN)/Client-Accept(CAT)/Client-Close(CC). The COPS Client sends an OPN message to
initiate a connection with the COPS Server, and the Server responds with a CAT message to accept the
connection. The server sends a CC message to terminate the connection with the Client.

. Request (REQ). The COPS Client sends a REQ message to the server to request admission control decision
information or device configuration information. The REQ message may contain client-specific information
that the server uses, together with data in the session admission policy database, to make policy-based
decisions.

. Decision (DEC). The server responds to REQs by sending a DEC back to the client that initiated the original
request. DEC messages may be sent immediately in response to a REQ (i.e. asolicited DEC) or at any time
after to change/update a previous decision (i.e. an unsolicited DEC).

o Report State (RPT). The COPS Client sends a RPT message to the COPS Server indicating changes to the
request state in the COPS Client. The COPS Client sends thisto inform the COPS Server the actual resource
reserved after the COPS Server has granted admission. The COPS Client can also use Report to periodically
inform the COPS Server the current state of the COPS Client.

. Delete Request State (DEL). The COPS Client sends a DEL message to the COPS Server for request state
cleanup. This can be the result of QoS resource release by the COPS Client.

. Keep Alive (KA). Sent by both the COPS Client and COPS Server for communication failure detection.
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. Synchronize State Request (SSR)/Synchronize State Complete (SSC). SSR is sent by the COPS Server
requesting current COPS Client state information. The client re-issues request queries to the server to perform
the synchronization, and then the client sends a SSC message to indicate synchronization is complete. Because
the GC is stateless, the SSR/SSC operations are of no importance in IPCablecom and are not used by the
CMTSor GC.

Within the |PCablecom architecture, the Gate Controller is a COPS Policy Decision Point (PDP) entity and the CMTS
is the COPS Policy Enforcement Point (PEP) entity.

The details of the COPS protocol are provided in[1]. This IETF RFC provides a description of the base COPS protocol,
independent of client type. Additional drafts provide information for using COPS for Integrated Services with
RSVP[i.6] and for Differentiated Services (i.e. provisioning clients) [i.2].

7.3 Gate Control Protocol Message Formats
Protocol messages for Gate Control are transported within the COPS protocol messages. COPS uses a TCP connection

established between the CMTS and the Gate Controller, and uses the mechanisms specified in [i.10] to secure the
communication path.

7.3.1 COPS Common Message Format

Each COPS message consists of the COPS header followed by a number of typed objects. The GC and CMTS must
support COPS messaging as defined below.

0 1 2 E
Version [Flags Op-Code Client-type
Message length

Figure 11: Common COPS Message Header

Version is a4-bit field giving the current COPS version number. This must be set to 1.

Flagsisa4-bit field. 0x1 is the solicited message flag. When a COPS message is sent in response to another message
(e.g. asolicited decision sent in response to arequest) this flag must be set to 1. In other cases (e.g. an unsolicited
decision) the flag must not be set (value = 0). All other flags must be set to zero.

Op-code is a 1-byte field that gives the COPS operation to be performed. COPS operations used in this |PCablecom
document are:

1 = Request (REQ)
2 = Decision (DEC)
3 = Report-State (RPT)
6 = Client-Open (OPN)
7 = Client-Accept (CAT)
9 = Keep-Alive (KA)

Client typeisa16-bit identifier. For |PCablecom use the Client type must be set to |PCablecom client (0x8008). For
Keep-Alive messages (Op-code = 9) the client-type must be set to zero, asthe KA is used for connection verification
rather than per client session verification.

Message length is a 32-bit value giving the size of the message in octets. Messages must be aligned on 4-byte
boundaries, so the length must be a multiple of four.
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Following the COPS common header are a variable number of objects. All the objects follow the same object format;
each object consists of one or more 32-bit words with a four-octet header, using the following format:

0 [1 2 3
Length C-Num C-type
(Object contents)

Figure 12: Common COPS Object Format

The length is atwo-octet value that must give the number of octets (including the header) that compose the object. If the
length in octets is not a multiple of four, padding must be added to the end of the object so that it is aligned to the next
32-bit boundary. On the receiving side, a subsequent object boundary must be found by rounding up the previous stated
object length to the next 32-bit boundary.

C-Num identifies the class of information contained in the object, and the C-Type identifies the subtype or version of
the information contained in the object. Standard COPS objects (as defined in [1]) used in the present document, and
their values of C-Num, are:

1=Handle

6 = Decision

8 = Error

9 = Client Specific Info
10 = Keep-Alive-Timer

11 = PEP Identification

7.3.2 Additional COPS Obijects for Gate Control

As with the COPS-PR and COPS-RSV P client types, the |PCablecom client type defines a number of object formats.
These objects must be placed inside a Decision object, C-Num = 6, C-Type = 4 (Client specific Decision Data) when
carried from GC to CMTS in a decision message. They must also be placed in a ClientS| object, C-Num =9, C-Type =
1 (Signaled Client SI) when carried from CMTS to GC in a Report message. They are encoded similarly to the client-
specific objects for COPS-PR; detailed encodings appear below. Asin COPS-PR, these objects are numbered using a
client-specific number space, which isindependent of the top-level COPS object number space. For this reason, the
object numbers and types are given as S-Num and S-Type respectively.

Additional COPS objects are defined for use by |PCablecom in the following clauses.

7.3.2.1 TransactionI|D

The Transactionl D contains a token that is used by the GC to match responses from the CM TS to the previous requests,
and the command type that identifies the action to be taken or response.

Length = 8 S-Num =1 [S-Type =1
Transaction Identifier Gate Command Type

Transaction Identifier is a 16-bit quantity that may be used by the GC to match responses to commands.
Gate Command Type must be one of the following:

. GATE-ALLOC 1

U GATE-ALLOC-ACK 2

. GATE-ALLOC-ERR

. GATE-SET

g b~ W

. GATE-SET-ACK
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. GATE-SET-ERR 6
. GATE-INFO 7
. GATE-INFO-ACK 8
. GATE-INFO-ERR 9
. GATE-DELETE 10

. GATE-DELETE-ACK 11

. GATE-DELETE-ERR 12

e  GATE-OPEN 13
e GATE-CLOSE 14
7.3.2.2 Subscriber-ID

The Subscriber-1D identifies the subscriber for this service request. Its main use is to prevent various denial-of-service
attacks.

Length = 8 [S-Num =2 [S-Type =1
IP v4 address (32-bits)

or

Length = 20 [S-Num =2 [S-Type =2

IP V6 address (128-bits) ]
7.3.2.3 GatelD

This object identifies the gate or set of gates referenced in the command message, or assigned by the CMTS for a
response message.

Length = 8 [S-Num = 3 [S-Type =1
GatelD (32-hits)

7.3.2.4 Activity-Count

When used in a GATE-ALLOC message, this object specifies the maximum number of gates that can be simultaneously
allocated to the indicated subscriber-I1D. This object returns, ina GATE-SET-ACK or GATE-ALLOC-ACK message,
the number of gates assigned to a single subscriber. It is useful in preventing denial-of-service attacks.

Length = 8 [S-Num =4 [S-Type=1
Count (32-bits)
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7.3.2.5 Gate-Spec
Length = 60 S-Num =5 S-Type=1
Direction [ProtocollD Flags Session Class

Source IP Address (32-hits)

Destination IP Address (32-bits)
Source Port (16-bits) Destination Port (16-bits)
DiffServ Code Point ‘

Timer T1 value Reserved
Timer-T7 value Timer-T8 value
Token Bucket Rate [r] (32-bit IEEE floating point number)
Token Bucket Size [b] (32-bit IEEE floating point number)
Peak Data Rate (p) (32-bit IEEE floating point number)
Minimum Policed Unit [m] (32-bit integer)

Maximum Packet Size [M] (32-bit integer)

Rate [R] (32-bit IEEE floating point number)

Slack Term [S] (32-bit integer)

Directionis either O for a downstream gate, or 1 for an upstream gate.
Protocol 1D isthe value to match in the IP header, or zero for no match.
Flags are defined as follows:

0x01 Auto-Commit and Commit-Not-Allowed functionality which was formerly signalled through the flags
field has been deprecated. As aresult, bits one and two are reserved.

All bits must be zero.

Session class identifies the proper admission control policy or parameters to be applied for this gate. Permissible values
are:

0x00 Unspecified

0x01 Normal priority Vol P session

0x02 High priority Vol P session (e.g. emergency calls)
All other values are currently reserved.

Source IP address and destination | P address represent a pair of 32-bit |PV4 addresses, or zero for no match (i.e. a
wildcard document that will match any request from the MTA).

Source port and destination port define a pair of 16-bit values, or zero for no match.

Thevaluesr, b, p, m, M, and R are as described in clause 6.1. Instead of the RSV P RFC defined slack-term the value S
would represent in microseconds the minimum allowed grant jitter in the upstream direction that can be admitted, and
the minimum allowed delay in the downstream direction that can be admitted.

Other clauses of the present document provide normative requirements which represent constraints on the authorization
envel ope which is defined by these parameters. Specifically, the multiple codec discussion in clause 5.6.10 defines an
upper bound on the authorization envelope, while clause 5.5 later in this chapter provides a set of minimal requirements
for these parameters. It is strongly recommended that CM S implementations constrain authorization parameters as
much as possible as these constructs are fundamental in defining and enforcing service provider bandwidth management
policies.

The DSfield is defined by the following structure:

0 [1 [2 13 |4 |5 6 7
Differentiated Services Code Point (DSCP) Not Used |Not Used

RFC 2474 [5] definesthe Differentiated Services Field to be atwo part bit mask, a 6-bit DSCP and 2 reserved bits.
RFC 3168 [i.9] definesthe 2 reserved bitsto be used for Explicit Congestion Notification (ECN). These bits are used by
routers for congestion notification and active queue management. The CMS must set bits 6 and 7 in the DS field to zero.
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If these bits are not set to zero, the CM TS must respond to the Gate-Set with a Gate-Set-Error with an error code of 8
(Illegal DS Field Value).

For backward compatibility with current system implementations and use of the |P Precedence as defined in [4] and [5],
the appropriate bits of the |Pv4 TOS byte shown below may be inserted in the DS field. However, the restriction on the
setting of bits 6 and 7 still applies. The IP TOS field (bits 3-6) is not supported in DiffServ networks.

0 [1 [2 3 4 |5 l6 7
IP Precedence IPv4 IP TOS Not Used

Timer T1isgiven in seconds, and used in the Gate Transition Diagram described in clause 7.1.4. If multiple Gate-Spec
objects appear in asingle COPS message, the value of T1 must be identical in all Gate-Spec occurrences. If the T1
values differ in the upstream and downstream GateSpec objects, then the CMTS must use the T1 value specified in the
upstream GateSpec to manage the pair of Gates.

Timers T7 and T8 are values in seconds and used to control the DOCSIS® Timeout for Admitted QoS Parameters and
Timeout for Active QoS Parameters respectively.

7.3.2.6 Remote-Gate-Info
Length=36 |S-Num =6 [S-Type=1
CMTS IP Address (32-bits)
CMTS Port (16-hits) [Flags, defined below
Remote GatelD
Algorithm [Reserved

This object has been deprecated. S-Num 6 is reserved to prevent misinterpretation.

7.3.2.7 Event-Generation-Info

The object contains al the information necessary to support the event messages as specified and required in [i.4].

Length = 44 [S-Num =7 [S-Type =1
Primary-Record-Keeping-Server-IP-Address (32-bits)
Primary-Record-Keeping-Server-Port [Flags, see below  [Reserved
Secondary-Record-Keeping-Server-IP-Address (32-bits)
Secondary-Record-Keeping-Server-Port [Reserved

Primary-Record-K eeping-Server-IP-Address is the address of the record keeper to whom event records are sent.
Primary-Record-K eeping-Server-Port is the port number for event records sent.
Flag values are as follows:

0x01 Batch processing indicator. If set, the CMTS must accumulate event records as part of a batch file and
send to Record Keeping Server at periodic intervals. If clear, the CMTS must send the event recordsto the
Record Keeping Server in real-time.
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Therest are reserved and must be zero.

Secondary-Record-K eeping-Server-1P-Address is the address of the secondary record keeper to whom records are sent
if the primary record keeping server is unavailable.

Secondary-Record-K eeping-Server-Port is the port number for event records sent.

Billing-Correlation-ID is the identifier assigned by the CMSfor al records related to this session. See[i.4] for format.

7.3.2.8 Media-Connection-Event-Info

This object has been deprecated by dgos-n-02185 in coordination with em-n-02182. S-Num 8 is reserved to prevent
mi sinterpretation.

7.3.2.9 IPCablecom-Reason
This object contains the reason why the gate |S-Num = 13 S-Type=1
is being deleted. Length = 8
Reason-code Reason Sub-code

The Reason-code val ues defined in the present document are:

0: Gate-Delete Operation
1: Gate-Close Operation

The Reason Sub-codes are defined as:

Gate-Delete Operation
0 = Normal operation
1 = Local gate-coordination not completed
2 = Remote gate-coordination not completed
3 = Authorization revoked
4 = Unexpected Gate-Open
5 =Loca Gate-Close failure
127 = Other, unspecified error

Gate-Close Operation:
0= Clientinitiated release (normal operation)
1 = Reservation reassignment (e.g. for priority session)
2 = Lack of reservation maintenance (e.g. MAC Control Service interface refreshes)
3= Lack of DOCSIS® MAC-layer responses (e.g. station maintenance)
4 =Timer TO expiration; no Gate-Set received from CMS
5 =Timer T1 expiration; no Commit received from MTA
6 = Timer T7 expiration; Service Flow reservation timeout
7 =Timer T8 expiration; Service Flow inactivity in the upstream direction
127 = Other, unspecified error

7.3.2.10 IPCablecom-Error

A client-specific error object is defined as follows.

Length = 8 S-Num =9 |S-Type =1
Error-code Error Sub-code

The Error-code values defined in the present document are:
1 = No gates currently available
2 =Unknown GatelD
3 =lllega Session Class value
4 = Subscriber exceeded gate limit
5 = Gate dready set
6 = Missing Required Object
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7 = Invalid Object

8 = lllegal DS Field value

9 = Invalid SubscriberlD

10 = CMTS unavailable

127 = Other, unspecified error

All the error codes should be self-explanatory with the possible exception of 10 (CMTS unavailable). This error may be
generated by a device which proxies DQoS messages when the COPS connection to the CMTS it must route a DQoS
message to is down.

The error sub code field is used to provide further information about the error. In the case of error codes 6 through 7,
this 16-bit field contains as two 8-bit values the S-Num and S-Type of the object that is missing or in error. The order of
the S-Num and S-Type values within the Error Sub-code must be the same asin the original message. In cases where
multiple valid aternatives exist for the S-Type of a missing object, this portion of the Error Sub-code should be set to 0.

7.3.2.11 Electronic-Surveillance-Parameters

The Electronic-Surveillance-Parameters object contains all the information necessary to support Electronic
Surveillance. This object may be included in the Gate-Set to enable Electronic Surveillance. A CMTS must accept this
object in the Gate-Set and perform the appropriate actions as defined below.

Length = 48 [S-Num = 10 [S-Type =1
DF-IP-Address-for-CDC (32-bits)

DF-Port-for-CDC (16-bits) [Flags, defined below
DF-1P-Address-for-CCC (32-bits)

DF-Port-for-CCC (16-hits) [Reserved

CCCID (32-hits)
Billing-Correlation-1D (24 bytes)

DF-1P-Address-for-CDC is the address of the Electronic Surveillance Delivery Function to whom the duplicated event
messages are to be sent.

DF-Port-for-CDC is the port number for the duplicated event messages.
Flags are defined as follows:

0x0001 DUP-EVENT. If set, CMTS must send copies of all event messages related to this gate to the DF-
IP-Address-for-CDC.

0x0002 DUP-CONTENT. If set, CMTS must send a duplicate copy of all packets matching the
classifier(s) for this gate to the DF-IP-Address-for-CCC and DF-Port-for-CCC. The specific
format for intercepted packets is described later in this clause.

Therest are reserved and must be zero.

DF-1P-Address-for-CCC is the address of the Electronic Surveillance Delivery Function to whom the duplicated call
content packets are to be sent.

DF-Port-for-CCC is the port number for the duplicated call content.
CCCID istheidentifier for duplicated call content packets.

Billing-Correlation-ID is the identifier assigned by the CMSfor al records related to this session. See[i.4] for format.
Theinclusion of the Billing-Correlation-1D alows for the delivery of event messages to the DF without the need to
include the Event-Generation-Info object (clause 7.3.2.7). The CM S must ensure that the Billing-Correlation-1Ds are
identical when both the Electronic-Surveillance-Parameters object and the Event-Generation-Info object are included.
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The copied packets must be transmitted as a stream of UDP/IP datagrams sent to the I P address (DF-1P-Address-for-
CCC) and port number (DF-Port-for-CCC) specified in the Electronic-Surveillance-Parameters object. The UDP/IP
payload must adhere to the following format:

Table 3: Payload of Call Content Connection Datagrams

CCCID (4 bytes)

Intercepted RTP information will be of the following format:

Table 4: Intercepted Information

NOTE: Protocols other than RTP may be intercepted, such as for T.38 fax relay.

7.3.2.12 Session-Description-Parameters

Length |S-Num =11 |S-Type=1

This object has been deprecated by dqos-n-03026. S-Num 11 is reserved to prevent misinterpretation.

7.3.3 Definition of Gate Control Messages

Messages that perform gate control between the GC and CM TS must be defined and formatted as follows. Note that
messages from GC to CMTS are COPS Decision messages, and messages from CMTS to GC are COPS Report

messages.

<Gate-Control-Cmd> :: = <COPS-Common-Header> <Handle> <Context> <Decision-Flags>
<ClientSI-Data>
<ClientSI-Datas> :: = <Gate-Alloc> | <Gate-Set> | <Gate-Info> | <Gate-Deletes>
<Gate-Control-Response> :: = <COPS-Common-Header> <Handle> <Report-Type> <ClientSI-Objects>
<ClientSI-Objects> :: = <Gate-Alloc-Ack> | <Gate-Alloc-Err> | <Gate-Set-Ack> | <Gate-Set-
Err> |
<Gate-Info-Ack> | <Gate-Info-Err> | <Gate-Delete-Ack> | <Gate-
Delete-Err>
<Gate-Alloc> :: = <Decision-Header> <TransactionID> <SubscriberID> [<Activity-

Count>]
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<Gate-Alloc-Ack> :: = <ClientSI-Header> <TransactionID> <SubscriberID> <GateID>
<Activity-Count>

<Gate-Alloc-Err> :: = <ClientSI-Header> <TransactionID> <SubscriberID> <IPCablecom-

<Gate-Set>

<Gate-Set-Ack>

<Gate-Set-Err>

<Gate-Info>

<Gate-Info-Acks>

Errors>

Count>]

<Decision-Header> <TransactionID> <SubscriberIDs> [<Activity-

[<GateID>]

[<Event-Generation-Info>]

Parameterss>]
<Gate-Spec>
[<Gate-Spec>]

[<Electronic-Surveillance-

<ClientSI-Header> <TransactionID> <SubscriberID> <GateID>
<Activity-Count>

<ClientSI-Header> <TransactionID> <SubscriberID> <IPCablecom-
Error>

<Decision-Header> <TransactionID>

[<SubscriberID>] <GateID>

<ClientSI-Header> <TransactionID> <SubscriberID> <GateID>

[<Event-Generation-Info>]
[<Gate-Spec>]

Parameterss>]
[<Gate-Spec>]

[<Electronic-Surveillance-

<Gate-Info-Err> = <ClientSI-Header> <TransactionID> <GateID> <IPCablecom-Error>

<Gate-Delete> = <Decision-Header> <TransactionID> [<SubscriberID>] <GateID>
<IPCablecom-Reason>

<Gate-Delete-Ack> = <ClientSI-Header> <TransactionID> <GateID>

<Gate-Delete-Err> = <ClientSI-Header> <TransactionID> <GateID> <IPCablecom-Errors>

<Gate-Open> = <ClientSI-Header> <TransactionID> [<SubscriberID>] <GateID>

<Gate-Close> = <ClientSI-Header> <TransactionID> [<SubscriberID>] <GateID>

<IPCablecom-Reason>

The Context object (C-NUM = 2, C-TY PE = 1) in the COPS Decision message has the R-Type (Request Type Flag)
value set to 0x08 (Configuration Request) and the M-Type set to zero. The Command-Code field in the mandatory
Decision-Flags object (C-NUM =6, C-TYPE = 1) isset to 1 (Install Configuration). Other values should cause the
CMTS to generate a Report message indicating failure. The Report-Type object (C-NUM =12, C-TYPE = 1) included
in the COPS Report message has the Report-Type field set to 1 (Success) or 2 (Failure) depending on the outcome of
the gate control command. All Report messages carrying the gate control response should have the solicited message
flag bit set in the COPS header. All decision (DEC) messages, except the first one, should have the solicited message
flag set to false in the COPS header. The first decision message sent from the CMSto CMTS should have the solicited
flag set to true. The values of this flag are set to comply with the COPS document. They should not affect the operation
of the gate control protocol.

If an object that is received in a gate control message contains an S-Num or S-Type that is not recognized or known but
not required for the gate control message it was received in, that object must be ignored. The presence of such an object
within a gate control message must not be treated as an error provided that after such parameter is dropped, al required
objects are present in the message.

It is not guaranteed that deployed CM S or CM TS DQoS i mplementations compliant with the PacketCable 1.0 version
will be compliant with this requirement. To ensure compatibility with such existing implementations,aCMS or CMTS
implementation compliant with the present document must provide a mechanism, for example via a configuration
setting, to ensure that it does not include the Subscriber-1D in a Gate-Info, Gate-Delete, Gate-Open, or Gate-Close
message sent to a device which is unable to interpret such a message.
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7.4 Gate Control Protocol Operation

7.4.1 Initialization Sequence

When the CMTS (i.e. COPS PEP) boots, it must listen for incoming COPS connections on the IANA-assigned TCP port
number 2126. Any Gate Controller with a need to contact the CMTS must establish a TCP connection to the CMTS on
that port. It is expected that multiple Gate Controllers will establish COPS connections with asingle CMTS. When the
TCP connection between the CMTS and GC is established, the CM TS sends information about itself to the GC in the
form of a CLIENT-OPEN message. This information includes the provisioned CMTS-ID in the PEP Identification
(PEPID) object. The CMTS should omit the Last PDP Address (LastPDPAddr) object from the CLIENT-OPEN

message.

In response, the Gate Controller sends a CLIENT-ACCEPT message. This message includes the Keep-Alive-Timer
object, which tellsthe CM TS the maximum interval between Keep-Alive messages.

The CMTS then sends a REQUEST message, including the Handle and Context objects. The Context object (C-NUM =
2, C-TYPE = 1) may have the R-Type (Request Type Flag) value set to 0x08 (Configuration Request) and M-Type set
to zero. The Handle object contains a number that is chosen by the CMTS. The only requirement imposed on this
number isthat a CMTS must not use the same number for two different requests on a single COPS connection; in the

I PCablecom environment the handle has no other protocol significance. This completes the initialization sequence,
which is shown in figure 13.

GC CMTS
TCP Connection to port 2126
. COPSOPN
COPS cAT
COPS REQ
-
« — _COPS Connection is initialized

Figure 13: COPS Connection Establishment

Periodically the CMTS must send a COPS KEEP-ALIVE (KA) message to the GC. Upon receipt of the COPS KA
message, the CM S must echo a COPS KA message back to the CMTS. This transaction is shown in the figure below,
and isfully documented in [1]. This must be done at least as often as specified in the Keep-Alive-Timer object returned
inthe CLIENT-ACCEPT message. The KEEP-ALIVE message is sent with Client-Type set to zero.

GC CMTS

. coeska

COPS KA

Figure 14. COPS Keep-Alive Exchange
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7.4.2 Operation Sequence

The protocol between the Gate Controller and CMTS s for purposes of resource control and resource allocation policy.
The Gate Controller implements all the allocation policies, and uses that information to manage the set of gates
implemented in the CMTS. The Gate Controller initializes the gates with specific source, destination, and bandwidth
restrictions; and once initialized, the MTA is able to request resource allocations within the limitsimposed by the Gate
Controller.

Messages initiated by the Gate Controller include Gate-Alloc, Gate-Set, Gate-Info, and Gate-Delete, and messages
initiated by the CMTS include Gate-Open and Gate-Close. The procedures for these messages are described in the
following clauses.

The GC-initiated messages are sent using client specific objects within the decision object of COPS DECISION
messages. The responses to the GC initiated messages are sent as a REPORT-STATE message with client specific
objectsin the ClientSl object by the CMTS. For the ACK messages the COPS Report-Type value must be 1 and for the
ERR messages the Report-Type must be 2. Gate-Open and Gate-Close messages must be sent as a unsolicited
REPORT-STATE message with transaction ID of zero, with client specific objects in the ClientSI object, using the
Report-Type 3, to the CM S through the TCP connection that originally constructed the gate. If that TCP connection is
no longer valid, then the CMTS must silently drop the GC messages.

The DECISION messages and REPORT-STATE messages must contain the same handle as was used in the initial
REQUEST sent by the CMTS when the COPS connection was initiated.

GATE-ALLOC validates the number of simultaneous sessions allowed to be setup from the originating MTA, and
alocates a Gatel D to be used for all future messages regarding this gate or set of gates.

GATE-SET initializes and modifies all the policy and traffic parameters for the gate or set of gates, and sets the billing
and gate coordination information.

GATE-INFO is a mechanism by which the Gate Controller can find out al the current state and parameter settings of an
existing gate or set of gates.

The CMTS must periodically send a Keep Alive (KA) message to the GC to facilitate the detection of TCP connection
failures. The Gate Controller keeps track of when KAs are received. If the Gate Controller has not received aKA from
the CMTS in the time specified by [1] or the Gate Controller has not received an error indication from the TCP
connection, then the Gate Controller must tear down the TCP connection and attempt to re-establish the TCP
connection before the next time it is requested to allocate a gate from that CMTS.

Gate-Delete allows a Gate Controller to delete arecently allocated gate under certain (see below) circumstances.

Gate-Open alows the CM TS to inform the Gate-Controller that the gate resources have been committed. The Gate-
Open message, along with the Gate-Close message described below, provide afeedback path from CMTSto CMSin
order to allow for accurate call-state management at the CM S element.

Gate-Close allows CMTS to inform the GC that the gate has been deleted due to MTA interaction or inactivity.

7.4.3 Procedures for Allocating a new Gate

A GATE-ALLOC message is sent by the Gate Controller to the CMTS at the time the 'Call_Setup' message is sent from
the originating MTA, as shown in figure 15.

The use of GATE-ALLOC ensures that not too many sessions are being smultaneously requested from a given MTA.
This mechanism may be used to control adenial of service attack fromthe MTA. The CMTS, initsresponse to the
GATE-ALLOC message, compares the number of currently allocated gates for the indicated subscriber-1D against the
Count field of the Activity-Count object in the GATE-ALLOC message. If the current number of gatesis greater than
or equal to the Count field in the GATE-ALLOC, then the CMTS must return a GATE-ALLOC-ERR message. If the
current number of gatesis greater than the Count field in the GATE-ALLOC, then it islikely that the subscriber has
been re-provisioned to have alower gate limit than before. In this case, the subscriber's current sessions are not affected
but any new sessions by that subscriber will be rejected by the CM TS until the subscriber's session count goes below
the value specified in the Count field.

The determination of the actual value to be contained in the Count field is an operational issue. It should be set
sufficiently high (per MTA) that no possible legitimate calling scenario is adversely affected, while being sufficiently
low as to prevent a viable denia-of-service attack to be mounted.
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If the Activity-Count object is not present, the CM TS does not perform the gate limit check. A GC seeking to reduce
call setup time may decide to perform the gate limit check upon receipt of the GATE-ALLOC-ACK instead of having
the CM TS perform the check so that the GC can do the GATE-ALLOC and subscriber policy lookup operationsin
parallel. When the results of both operations are available, the GC can do the gate limit check. If the check fails, the GC
should send a GATE-DELETE message to the CM TS to delete the gate that was incorrectly allocated (see clause 7.4.8).
The GC may include the Activity-Count object in subsequent GATE-ALLOCs for that subscriber once the policy has
been cached.

Figure 15 is an example of the GATE-ALLOC signalling.

MTA CMTS GC
\"Ca”~56tup"
I
GATE-ALLOC

NOTE: As an example, the "Call Setup" message in this context refers to a NOTIFY (offhook, digits).

Figure 15: Sample Signalling of Gate-Alloc

The CMTS must respond to a GATE-ALLOC message with either a GATE-ALLOC-ACK (indicating success) or a
GATE-ALLOC-ERR (indicating failure). The TransactionlD in the response must match the TransactionI D in the
request.

Errorsin allocating gates are reported by a GATE-ALLOC-ERR response. The |PCablecom Error object contains one
of the following Error-Codes:

1 = No gates currently available

4 = Subscriber exceeded gate limit
6 = Missing Required Object

7 =Invalid Object

9 = Invalid SubscriberlD

10 = CMTS unavailable

127 = Other, unspecified error

7.4.4 Procedures for Authorizing Resources Through a Gate

The GATE-SET message is sent by the Gate Controller to the CMTS to initialize or modify the operational parameters
of the gate(s). Figure 16 is an example of the GATE-SET signalling.
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MTA CMTS GC
o CATESET —
GATE-SET-ACK
"Call SetEpAck"/_
R

Note: As an example, the "Call Setup Ack" message in this
context refers to the "200 OK" message returned from the
Remote E-MTA in response to a CRCX

Figure 16: Sample Signalling of Gate-Set

If aGatelD Object is present in the GATE-SET message, then the request is to modify an existing gate. If the Gatel D
Object ismissing from the GATE-SET message, then it is arequest to allocate a new gate, and the Activity-Count
Object may be present so that the CMTS can determine if the subscriber has exceeded the maximum number of
simultaneous gates (see clause 7.4.3).

The GATE-SET message must contain exactly one or two Gate-Spec objects, describing zero or one upstream gates,
and zero or one downstream gates.

The CMTS must respond to a GATE-SET message with either a GATE-SET-ACK (indicating success) or a GATE-
SET-ERR (indicating failure). The Transactionl D in the response must match the Transactionl D in the request.

Errorsin allocating or authorizing gates are reported by a GATE-SET-ERR response. The |PCablecom-Error object
contains one of the following Error-Codes:

1 = No gates currently available
2 = Unknown Gatel D

3 =lllegal Session Class value
4 = Subscriber exceeded gate limit
5 = Gate already set

6 = Missing Required Object

7 = Invalid Object

8 =Illegal DS Field value

9 = Invalid SubscriberID

10 = CMTS unavailable

127 = Other, unspecified error

In handling areservation request froman MTA, the CMTS must determine the proper gate by use of the Authorization
Block TLV. The CMTS must verify the reservation request is within the authorized limits specified for the gate.

The CMTS then updates the reservation request based on gate parameters. If the QoS-Parameter-Set is Admitted (2),
then the CMTS must set the Timeout-For-Admitted-QoS-Parametersto Timer T7. The CMTS must use the DiffServ
Code Point or TOS value from the Gate-Spec object to overwrite the IP Type of Service octet before forwarding
packets.

The CMTS must perform an admission control function, based on provisioned policy parameters and the Session Class
value of the gate.
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Note that a GATE-SET message can be used to allocate (and set) a gate instead of the GATE-ALLOC message. In such
situations, it is possible that the port number being used by the remote gate for receiving gate coordination messagesis
not available to the gate controller. If that is the case, the CMTS-port in the Remote-Gate-Info object (carried in the
GATE-SET message) is set to zero. This causes the CM TS to ignore the gate coordination port number. However, when
the gate controller (later) learns about the port number being used by the remote gate, it must send another GATE-SET
message (with the port number in the Remote-Gate-Info object) to inform the CM TS about this port.

The intention of a Gate-Set is that the most recent parameter values would be used for admission control when moving
agate from state Authorized to state Reserved. Once resources have been reserved, the MTA is guaranteed that any
commit operation within the reserved envelope would succeed. After thistime (i.e. the gate state is Reserved or
Committed), the gate must remain static. Any Gate-Set received for a gate that is Reserved or Committed must be
rejected by the CMTS. If, due to outside events (codec change, RTP port or 1P address change, €etc.), the gate
parameters become insufficient to carry a forthcoming media stream, the Gate Controller must attempt to create a new
gate to handle the modified media stream.

7.4.5 Procedures for Querying a Gate

When a Gate Controller wishesto find out the current parameter settings of a gate, it sendsto the CMTS a GATE-INFO
message. The CMTS must respond to a GATE-INFO message with either a GATE-INFO-ACK (indicating success) or a
GATE-INFO-ERR (indicating failure). The Transactionl D in the response must match the Transactionl D in the request.
GateSpec object(s) must be included in the Gate-Info-Ack if they have previously been provided to the CMTSin
association with a Gate.

Errorsin querying gates are reported by a GATE-INFO-ERR response. The Error object contains one of the following
Error-Codes:

2 = Unknown Gatel D

6 = Missing Required Object
7 = Invalid Object

9 = Invalid SubscriberID

10 = CMTS unavailable

127 = Other, unspecified error

7.4.6 Procedures for Committing a Gate

When the MTA successfully performs the initial Commit operation (as described in clause 6.2.1 for an embedded
MTA) for a Gate, the CMTS must send a Gate-Open message.

7.4.7 Procedures for Closing a Gate

The CMTS must release all resources associated with the gate, delete the gate, delete associated Service Flow(s) using a
DOCSIS® DSD message, and send a Gate-Close message when it receives an explicit release message from the MTA
client (as described in clause 6.3.3 for embedded MTAS), or when it detects that the client is no longer actively
generating packets and not generating proper refreshes for the flow associated with a gate.

7.4.8 Procedures for Deleting a Gate

Inanormal call flow, agate is deleted by the CMTS when it receives a DSD-REQ message. The CMTS also deletes a
gate at the receipt of a GATE-CLOSE message.

If both upstream and downstream gates are reserved or committed then the CMTS must adhere to the following rules:

o For an E-MTA initiated DSD-REQ which includes valid upstream and downstream service flow identifiers
associated with a valid gate, the CM TS must delete both upstream and downstream service flows and release
all resources associated with the gate.
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. For an E-MTA initiated DSD-REQ which only includes a valid upstream service flow identifier and no
downstream service flow identifier associated with a valid gate, then the CMTS must delete both upstream and
downstream service flows. The CMTS must send a DSD-REQ for the downstream service flow associated
with the E-MTA and release all resources associated with the gate.

o For an E-MTA initiated DSD-REQ which only includes a valid downstream service flow identifier and no
upstream service flow identifier associated with avalid gate, then the CMTS must only delete the downstream
service flow. The CMTS must wait for the associated upstream T8 timer to expire if the timer is running, or for
aDSD-REQ for upstream service flow, or wait to release the resources associated with the gate.

A gate controller, typically, does not initiate a gate delete operation. However, there could be certain abnormal
situations when a gate controller might want to delete a gate on the CMTS. For instance, if the gate controller learns (at
the receipt of a GATE-ALLOC-ACK response) that a subscriber has exceeded its gate limit, it might want to delete the
recently allocated gate at the CMTS. In such scenarios, it should send a GATE-DELETE message to the CMTS (instead
of allowing the gate to timeout). There could be other situations in which the delete functionality might be useful.

The CMTS must respond to a GATE-DELETE message with a GATE-DELETE-ACK (indicating success) or a
GATE-DELETE-ERR (indicating failure). The Transactionl D in the response must match the TransactionID in the
request. Errorsin deleting gates are reported by a GATE-DELETE-ERR response. The Error object contains one of the
following Error-Codes:

2 = Unknown Gatel D

6 = Missing Required Object
7 =Invalid Object

9 = Invalid SubscriberID

10 = CMTS unavailable

127 = Other, unspecified error

7.4.9 Termination Sequence

When the CM TS is shutting down its TCP connection to the GC, it may first send a DELETE-REQUEST-STATE
message (including the handle object used in the REQUEST message). The CMTS may follow that with a CLIENT-
CLOSE message. These messages are optional because the GC is statel ess and because the COPS protocol requires a
COPS server to automatically delete any state associated with the CM TS when the TCP connection is terminated.

When the Gate Controller is going to shutdown, it should send a COPS Client-Close (CC) message to the CMTS. In the
COPS CC message, the Gate Controller should not send the PDP redirect address object <PDPRedirAddr>. If the
CMTS receives a COPS CC message from the Gate Controller with a <PDPRedirAddr> object, the CMTS must ignore
the <PDPRedirAddr> while processing the COPS CC message.

7.4.10 Failure Scenario

When a CM TS detects the loss of the TCP or COPS connection to the GC, e.g. if the GC suffers a catastrophic failure,
the CMTS must keep all established gatesin place. One method of maintaining status of the TCP or COPS connection
isthrough use of the COPS Keep-Alive messages. In this case if the CMTS does not receive a Keep-Alive echo from
the CM S within the Keep-Alive interval it must consider the COPS connection lost and begin listening for re-
initialization of the TCP socket on port 2126.

Gates that have been committed will remain committed and gatesin any other states will remain in that state until their
state is actively changed or the appropriate timers expire. Maintaining gates across GC/CMSS failures would allow for
any critical flows (e.g. an emergency call) to remain in place.

7.5 CMS Use of Gate Protocol

The CM S must ensure that all codecs agreed during negotiation fit within the resource envel ope requested from the
CMTS using gate communication. CM'S must use LUB algorithm provided in clause 6.1.1 to determine b, r, p, m, and
M values.
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The CMS should make sure that the Gate Control message communicated to the CMTS contains proper end-point | P
addresses and ports such that the call end-points are referenced and possible theft of serviceis prevented.

The CMS must set the Slack Term to avalue that is 800 us for upstream direction if it is not sending a upstream grant
jitter parameter to the MTA. Otherwise, the value that is used in the gate should be less than or equal to the value that is
send to the MTA for use as the DOCSIS® Tolerated Grant Jitter parameter. For the downstream direction the CMS must
set the value to zero.

7.6 Gate-Coordination

The Gate-Controller keeps the state of each gate. The Gate-Controller creates a gate on the CMTS using the Gate-Alloc
or Gate-Set message. The Gate-Controller may delete a gate via the Gate-Delete command or may query the CMTS for
information associated with a particular gate using the Gate-Info message. The CMTS informs the GC of state changes
that occur dueto MTA messages or inactivity using the Gate-Open and Gate-Close messages.

The Gate-Open message is generated by the CMTS when the MTA commits QoS resources, thereby starting the call.
The Gate-Close message signals the closure of the Gate at the CMTS and the release of associated QoS resources. Both
Gate-Open and Gate-Close are informative messages regarding state changes at the CM TS related to a specific Gate,
and do not require feedback from the CMS.

Asdescribed in Annex A, Gate-Open and Gate-Close events at the local and remote end-points must be synchronized to
prevent possible theft of service scenarios. This synchronization is accomplished using either CM S internal logic or, in
the case of multiple CM Ss, using CM S-to-CM S signalling.
7.6.1 Connecting a Call
The successful connection of anormal call requires three events happening in close succession:

. The CM S requests commitment of resources at the local MTA

e  The CMTSi ndicates that resources have been committed by the local MTA

e  Coordination of local and remote resource commitment is coordinated on the signalling plane

Call Connection

cMs |[&—¥| cwms

Commit Commit

Gate-Open Gate-Ope

W

Commit-Ack Commit-Ack

Figure 17: Coordination of Call Connection

If aCMS receives a Gate-Open message for a gate that it has not communicated the resources are to be committed then
the CM S must del ete the gate with '‘Unexpected Gate-Open' described in the reason-code.

7.6.2  Terminating a Call

The termination of acall, asin the case of the connection, requires three events within a short time frame:
e  The CMSrequestsrelease of resources at thelocal MTA
. The CMTS indicates that resources have been released by the local MTA

e  Coordination of local and remote resource release is coordinated on the signalling plane
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Call Termination

cMs |€&—¥| cwms

Tear

Gate-Close Gate-Clo

Tear-Ack Tear-Ack

Figure 18: Coordination of Call Termination

When the CM S sends the MTA a message to del ete the connection, the CMS must start atimer for T5 period of time. If
by the expiration of the timer the CM TS has not indicated closure of the gate, then the CM S must issue a Gate-Delete
command to delete the gate at the CM TS with 'Local gate-close failure' described in the reason-code.

When the CM S receives a Gate-Close message it must update its internal state reflecting the gate removal on the
CMTS.

8 Timer Definitions and Values

Several timers are referenced in the present document. This clause contains the list of those timers, and their
recommended values.

8.1 Timer TO

Thistimer isimplemented in the CM TS in the Gate state machine, and limits the period of time that a gate may be
alocated without the gate parameters being set. This enables the CMTS to recover the Gatel D resources when the Call
Management System fails to complete the signalling sequence for a new session.

Thistimer is started when a gateis allocated.
Thistimer isreset when the gate parameters are set.
On expiration of thistimer, the CMTS must consider the assigned Gatel D to be invalid.

The recommended value of thistimer is 30 seconds.

8.2 Timer T1

Thistimer isimplemented in the CM TS in the Gate state machine, and limits the period of time that may elapse
between the authorization and a commit is performed.

Thistimer is started whenever a Gate is established.
Thistimer is reset when the Gate goesto a COMMITTED state.

On expiration of thistimer, the CMTS must release al resources reserved in the CM TS for this gate, revoke any
reservations made by the MTA that were authorized by this gate by signalling the CM viaa DSC or DSD to release
resources it had reserved, and initiate a GATE-CLOSE message for the gate.

Timer T1 must be set to the value given in the GATE-SET message. If the value given in the GATE-SET messageis
zero, then Timer T1 must be set to a provisionable default value. The recommended value of this default isin the range
200 seconds to 300 seconds.

If the T1 timer value in the Gate-Set is 0, the CM TS must return either the provisioned CMTS T1 value or zero for T1
in the GateSpec object of the Gate-Info-Ack message. The provisioned value for T1 is preferred in this case.
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8.3 Timer T2

Thistimer is no longer used.

8.4 Timer T3

Thistimer is no longer used.

8.5 Timer T4

Thistimer is no longer used.

8.6 Timer T5

Thistimer isimplemented in the CMS. It controls the synchronization between local MTA resource release and CMTS
verification of the closure of the local gate.

When the CM S sends the MTA a message to del ete the connection, the CM S must ensure that the gate is closed in the
CMTSwithin T5. Thistimer is reset when the CM S receives a confirmation for the local gate closure via the Gate-
Close message.

On expiration of thistimer, the CM S deletes the gate at the CM TS using Gate-Del ete message with ‘Local gate-close
failure' described in the reason-code.

The recommended value of thistimer is 5 seconds.

8.7 Timer T6

Thistimer is no longer used.

8.8 Timer T7

The CMTS must set the Timeout for Admitted QoS Parameters for the service flow to the value specified for thistimer.
In the case of aflow with multiple sub-flows, the flow's Timeout for Admitted QoS Parameters is set to the value of
timer T7 from the most recently received Gate-Set message for any sub-flow on the flow. The Timeout for Admitted
QoS Parameters limits the period of time that the CMTS must hold resources for a service flow's Admitted QoS
Parameter Set while they are in excess of its Active QoS Parameter Set. Please see [2] for more details on the use of the
Timeout for Admitted QoS Parameters.

In order to allow the EMTA to refresh this timer, the CMTS must inform the EMTA of the Timeout for Admitted QoS
Parameters value in the response (i.e. in the DSA-RSP) to the EMTA's reservation request.

The recommended default value of thistimer is 200 seconds.

8.9 Timer T8

The CMTS must set the Timeout for Active QoS Parameters for the service flow to the value specified in for this timer.
In the case of aflow with multiple sub-flows, the flow's Timeout for Active QoS Parametersis set to the value of timer
T8 from the most recently received Gate-Set message for any sub-flow on the flow. The Timeout for Active QoS
Parameters limits the period of time resources remain unused on an active service flow. Please see [2] for more details
on the use of the Timeout for Active QoS Parameters.

In order to allow the EMTA to refresh thistimer, the CMTS must inform the EMTA of the Timeout for Active QoS
Parameters value in the response (i.e. in the DSA-RSP) to the EMTA's reservation request.

The default value of thistimer is 0, which instructs the CMTS not to poll for activity on the service flow.
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Annex A (informative):
Theft of Service Scenarios

We outline here several possible theft of service scenariosto highlight the need for the dynamic authorization, the need
for the two-phase resource reservation protocol, the need for gates, and the need for gate coordination. The system
design places much of the session control intelligence at the clients, where it can easily scale with technology and
provide new and innovative services. While this "future-proofing" isagoal of the design, we recognize that it leaves
open awide range of fraud possibilities. This annex discusses some of those possibilities, and how the QoS signalling
architecture prevents them.

The basic assumption is that the MTA is not immune to customer tampering, and that the significant incentive for free
service will lead to some very sophisticated attempts to thwart any network controls placed on the MTA. This customer
tampering includes, but is not limited to, opening the box and replacing ROMss, replacing integrated circuit chips,
probing and reverse engineering of the MTA design, and even total replacement of the MTA with a special black-
market version. While technical solutions exist to the physical security of the MTA (e.g. booby trapping the box with
lethal gas), they are not considered acceptable.

Sincethe MTA can be distinguished only by its communication over an DOCSIS® network, it is possible, and quite
likely, that PC software will be written that will emulate the behaviour of aMTA. Such a PC may be indistinguishable
from areal MTA. The software behaviour in this case is under the total control of the customer.

Further, it isintended that new services will be implemented in the MTA, and that software control of those new
services will be provided by avariety of vendors. This updated software will be downloaded into the MTA, leaving
open the possibility of customers downloading special hacked versions that provide free service. We do not concern
ourselves here with the problem of "trojan horses' in such downloaded software, asthisis considered identical to the
problem today of customers giving away their credit card numbers and/or PINs. We are concerned with the customer
intentionally downloading specia software that does only what isin his/her best interest.

Scenario #1: Customers establishing high QoS Connections themselves

The MTA, with sufficient intelligence, can remember past destinations dialled and the destination address, or use some
other mechanism to determine the | P address of a destination. It can then signal that destination itself (with some
cooperation of the other client), and negotiate a high quality-of-service connection via the DOCSIS® interface for an
embedded client. Since no network agent is used in initiating the session, there will be no billing record produced.
Prevention of this scenario is done by requiring dynamic authorization at the CMTS; without the authorization the
attempt to obtain the high quality-of-service will fail.

The above scenario required the cooperation of two altered MTAs. Similar theft of service could be accomplished with
only the originator being modified. If the originating MTA used the network agent to establish the session, thereby
informing the destination in the standard manner of an incoming session, but again negotiated the high quality-of-
service itself, there would be no billing record generated and the originator would get a free session. Again, the solution
isto require the use of gatesin the CMTSs.

Scenario #2: Customersusing provisioned QoS for non-voice applications

Statically provisioned QoS can only identify a customer as one who is authorized for high Quality of Service. Thereis
no restriction on the usage of the service. In particular, a customer who has subscribed for a commercial-grade voice
communications service, and is therefore authorized to activate high-bandwidth low-latency connections through the
DOCSIS® network, can use this ability for web surfing or other PC applications. Prevention of this scenario is done by
requiring dynamic authorization at the CMTS; without the authorization the attempt to obtain the high quality-of-
service will fail.

Scenario #3: MTA altering the destination addressin voice packets

Another example is when two MTAs, which are far apart, each establish alocal session. Once the bandwidth and
connection are established, the MTAs then change the | P addresses in the RTP streams to point to each other. The
billing system continues to bill each of them for alocal session, while the customers are actually engaged in along
distance session. This requires us to have mechanisms at the CMTSs that provide access to higher QoS only based on
packet filters previously authorized. Thus, in addition to the 2-phase resource management, this scenario motivates the
need for packet filters at the gates.
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Scenario #4: Use of half-connections

Thisis an example of theft of service that could occur in the absence of gate coordination. Suppose one client in a
session Commits the session resources and the other does not. For example, say the terminating client Commitsits
resources, but fails to send the proper signalling message, so the originator never Commits its resources. In this case,
only one gate is opened, and the users and network are left with a half-connection. Given that the originator did not
Commits its resources, the network cannot legitimately bill the user for the half-connection. However, it is possible for
two colluding clients to set up two half-connections, neither of which is billable, which can be combined to give afull
connection between the two parties. Thisresultsin a free session. Fraud of this type can only be prevented by
synchronizing the operation of the two gates.

Scenario #5: Early termination leaving a half-connection

Gate coordination is also required on completion of the session. Suppose that MTA calls MTAT and pays for the
session. Since MTA is being charged for the session, it clearly has an incentive to issue a Release message to CM TS,
to close its gate and stop the billing. However, if MTA+ does not issue the Release message to close the gate at CMTS;,
a half-connection remains. In this case MTA+ can continue to send voice and/or datato MTA without billing for the
session. Hence, a GATE-CLOSE message isissued from the originating side gate at CM TS, to close the terminating
sidegateat CMTS;.

Scenario #6: Forged Gate Coor dination messages

Each MTA knows the identity of its CMTS, and knows the 5-tuple that its CM TS uses to identify the GatelD. MTAs
can do various kinds of end-to-end negotiation before asking for resources; in particular they can easily exchange the
information about their Gatel D. Then the MTA can fake the GATE-OPEN message being sent to the non-paying end,
and get anon-billed one-way connection. Doing this twice gets afull non-billed connection. One solution to this
problem is for the GateController to give the CMTS akey to use for the CMTS-CM TS messages, on a per-session (or
per-gate) basis.

Scenario #7: Fraud directed against unwanted callers

Due to details of the call setup sequence, it is possible that the bandwidth authorization at the destination will be more
generous than that at the source. Given this, it isthen possible for a called party to reserve and allocate bandwidth far in
excess of the final negotiated amount, resulting in the calling party being charged for more than expected. If available,
thiswould likely be used against telemarketers, fighting back for unwanted calls during dinner.

Given that session resources are authorized by the CM S prior to the MTA requesting such resources, insurance is
gained that the CMTS will not allow requests for resources in excess of the authorized amount.
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Annex B (informative):
Common Open Policy Service (COPS)

COPS Procedures and Principles

This Annex provides a brief description of COPS procedures and principles, and how COPS relates to other protocols
such as LDAP. COPS is currently defined in an RFC [1].

Common Open Policy Service (COPS) protocol is aclient/server protocol defined inthe IETF for use in admission
control in RSVP/IntServ and DiffServ QoS networks. COPS runs over TCP/IP, using a well-known port number 3288.
COPS entities would reside at a network edge device and a policy server. Three functional entities are defined for the
rap framework:

Policy Decision Point (PDP) - the server entity in COPS, which makes the final decision on session admission or
rejection, based on policy information that it has access to. Thisis expected to be implemented as an application on a
standal one server device.

Policy Enforcement Point (PEP) - the client entity in COPS, which consults with the PDP to make policy decisions or to
obtain policy information that it may itself use to make admission control decisions; the PEP may receive requests for
service and initiate a query to the PDP that will result in a go/no-go response, or the PEP may inform the PDP that it
wishes to receive decisions and policy related information on an unsolicited basis.

Loca Decision Point (LDP) - alocal version of the PDP that can make decisions based on local information or
information cached from previous decisions. A PDP decision always takes precedence over the LDP.

A COPS sequence, as used in an RSV P/IntServ environment, is shown below.

Policy Decision Point

r

=

End- Edge Core Edge End-
System Device Element Device System

Policy Enforcement Point

Figure B.1: COPS Protocol

In the COPS sequence, the client PEP is responsible for initially establishing a session with the PDP, using information
that is either configured in the PEP or determined by some other means. Once the session is established, if the Edge
Device receives an RSVP message (1), it generates a request for handling to the PDP (2) that describes the context of
the request and carries information about the request. The PDP then responds (3) with a decision to accept or reject the
request, and if it is accepted, the Edge Device continues by forwarding the RSV P message out into the network (4).

Each session is maintained by a Keep Alive message that verifies that the session is active in case no message has been
received recently. Each RSV P or other request isidentified by a Handle, which can be used to associate the response,
subsequent unsolicited responses, and clearing.

The protocol messages are extensible to other tasks. They consist of an Op Code identifying if the message is a Request,
Response, or other type, followed by self-identifying objects, each containing an object class and version identifier.
Each object includes a Class Number that defines what the object is, for example, a Timer object, or a Decision object,
plus a Class Type that identifies the subtype or version of the Class that is being used.

Other object classes include Bandwidth allocation Data needed for identifying the resources requested by the user, and
Policy objects that can be passed down from the PDP to be included in the RSV P message when it is sent out into the
network.
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Comparison of COPS and LDAP for Policy

Both COPS and LDAP have been associated with Policy-Based Management, however, they would provide very
different functions.

COPS s designed for the client to request a decision from a Policy Decision Point and to interact with the PDP to
actively participate in the management of policy and policy-related issues. The PEP that makes the request may have no
actual knowledge of policies, and relies on the PDP to make decisions based on its knowledge of policies. The protocol
allows the PEP to pass information about the request to the PDP, and the PDP to pass back a decision to alow or reject
the request.

LDAP isdesigned for the client to request a directory record from a directory. The function for using the record is
dependent on the client, which is capable of understanding the retrieved record and deciding how to use the
information. The server is capable of finding the correct record based on information in the request, which may involve
asearch function, or retrieval of multiple records.

Both COPS and LDAP could be used in the context of RSV P admission control. COPS would be used between the PEP
and PDP to forward arequest for policy-based analysis. LDAP would be used between the PDP and a Directory Server
to retrieve policy records associated with the originating and destination addresses for the RSV P request. The PDP
would then make a decision based on the retrieved policy information, and use COPS to pass that decision back to the
PEP.

Policy Decision Point Directory

" LDAP r
< >

—_ —_
—_ —_
— —

COPS

—
End- Edge- Core-
System Device Element Device System

Policy Enfor cement Point

Figure B.2: COPS and LDAP model

ETSI



75 ETSITS 103 161-5 V1.1.1 (2011-10)

Annex C (informative):
TCP Considerations

The present document defines an interface between a Gate Controller (GC) and a Cable Modem Termination System
(CMTS) to be used for gate authorization, which basically supports a transaction based protocol where each transaction
isindependent. TCP may be used as a transport for this messaging. However, there were concerns raised about the
performance implications of using TCP. This annex examines afew of these concerns and proposes some potential
solutions that can provide an acceptabl e transport through implementation optimizations and tuning of the TCP
implementation.

The design of the network should support the desired degree of reliability and real time performance.

Requirements

Let usfirst consider requirements on the transport protocol for the interaction between the GC and CMTS.
1) Reliable message délivery for messages exchanged between the GC and CM TS s required.

2)  The message exchange should have low latency (of the order of milliseconds), in the normal case (without
packet 10ss). We also need it to have reasonably low latency even under packet loss (of the order of tens of
milliseconds).

3)  Wewant multiple requests to be outstanding concurrently. This is because multiple call setups are likely to be
in progress concurrently.

4) If thereislikely to be head-of-the-line (HOL) blocking, this should be avoided.

5) Thereislikely to be along-standing association (at least of the order of several minutes) between the GC and
the CMTS. However, when thereis afailure of a GC, the process of establishing a new connection to the
CMTS should not take excessive time. Thisis especially true when the establishment of a new connection
occurs during the time that a call is being setup.

Recommended Changes

Briefly, the changes we recommend to a vanilla TCP implementation are the following:
1) Maodify the time-out mechanism for connection establishment (make it more aggressive).
2) Allow for alarger window after connection establishment.

3) Have multiple TCP connections per GC-CMTS pair to work around potential HOL problems (e.g. use them on
around-robin basis).

4)  Lower the 500 ms granularity of the time-out.
5) Disable Nagle's agorithm on the transmit end so as to reduce the latency.
6) Have anon-blocking interface between the application and the TCP stack.

The remainder of this annex gives details of how these may be implemented.
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TCP Connection Establishment impacting Post-dial Delay

TCP connection establishment uses a three-way handshake as follows:

Originator Terminator

Y

R

SYN, ACK

[ —ack

i

Figure C.1

TCP retransmits segments assumed to be lost based on a round-trip time estimate, A, and a mean deviation, D, from A.
The retransmission timeout value (RTO) is generally calculated using the formula:

RTO=A +4D
but theinitial RTO is calculated using the formula:
RTO=A+2D

where A and D areinitialized to 0 and 3 seconds respectively. When a retransmission occurs, an exponential backoff
using amultiplier of 2 isapplied to the current RTO value. Thus, for the first segment, the RTO is calculated as

RTO=0+2x3=6

Thus, if theinitial SYN segment islost, aretransmission will not occur until 6 seconds later. At that time, RTO will be
calculated as:

RTO=0+4x3=12

and an exponential backoff of 2 applied, leading to a new retransmission timeout value of 24 seconds. Thus, should the
retransmission be lost as well, atotal of 30 seconds will have elapsed before the third retransmission occurs.

The importance of this problem entirely depends on the frequency with which GC->CMTS connection establishment
falls during the post-dial-delay period. In the currently envisioned scenarios, this occurrence should be very much the
exception rather than the rule. The connection setup delay impacting the post-dial delay is an important reason to avoid
having connection establishment in the post-dial-delay period. Diff-serv marking of the packets to reduce both latency
and loss probability, analogous to what is done with routing traffic today, could be used to reduce connection setup
delays dueto lost packets.

Need Low Latency for packets between the GC and CM TS, even under 10ss.

Requirement (2), which deals with recovery of packet loss, needs afew remedies available for TCP to recover from loss
quickly. When there are only afew packets being transmitted, and the receiver is unable to generate a sufficient number
of duplicate acks, the recovery from packet loss is from a retransmission time-out. The TCP retransmission algorithmiis
based on a smoothed average of the observed round-trip time (RTT), A, and a smoothed average of the mean deviation
in RTT. As described above, the retransmission time-out value is then set to:

RTO=A+4D

and if the timer fires, the segment in question is retransmitted, and RTO is backed off exponentially using a multiplier
of 2 until an upper limit of 64 seconds for RTO. Once a segment has been passed to TCP, the segment is either
transmitted successfully to the destination or the connection is closed after some period of time has passed (generally a
large period of time, e.g. 2 to 9 minutes).
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NOTE: TCP furthermore uses duplicate ACK's to trigger retransmission of potentially lost segments, however we
will ignore that for this part of the discussion.

While the above retransmission strategy is deemed desirable, we believe it has two (related) problems for the interface
considered:

1. If thesegment is not delivered successfully within asmall period of time, the call that isin the process of being
setup will most likely be abandoned and the transaction should therefore be able to be aborted.

2. The 64 second cap on the retransmission timeout isill-suited for real-time communication and should be set
much lower.

A separate, but related issue is that of the granularity of RTO. While the TCP document itself does not specify the
granularity of RTO, it is very common to have a granularity of 500 msin commercia operating systems. Thus, alost
segment will generally not be detected within less than 500 ms, and two lost segments will not be detected within less
than 500 ms + 1 000 ms = 1,5 seconds.

To recover rapidly from packet loss in a sequence of packets (without having to depend on multiple duplicate acks to
trigger fast retransmit or having to wait for the RTO timer to fire), it may be desirable to implement TCP-SACK, which
aids recovery even if the fast-retransmit threshold is not reached. It is also recommended that the TCP implementation
use asmaller timer granularity (possibly less than 500 milliseconds).

Head of Line Blocking

Head of line blocking refers to the fact, that TCP provides an in-order data delivery service where alost segment can
block later segments from being delivered to the application. Thus, if segments 1, and 2 are sent from A to B, and
segment 1 islost, segment 2 cannot be delivered to the application until segment 1 has been successfully retransmitted.

For the interface considered, this head of line blocking can probably be overcome reasonably well by having multiple
TCP connections established between the GC and CMTS, and then use the set of TCP connectionsin e.g. around-robin
fashion for the transactions. Thus, if a segment islost on one connection, it will not affect segments, i.e. transactions
sent on other connections.

The downside to this approach is that alost segment is not likely to be retransmitted until its retransmission timer fires
(as opposed to a duplicate ACK being received), since there should not be any additional segments to transmit until
then.

TCP Slow Start

TCP's ability to start transmitting a stream of data packets is sometimes limited by the TCP slow start mechanism,
especially when the stream is a small number (greater than 1) of data packets. It is desirable to choose an initial window
that islarger than 1 (both at the beginning of the life of the connection as well as after congestion recovery from asingle
packet 10ss.) Choosing an initial window size of 2 to 4 MSSis considered desirable. It isimportant however to ensure
that thisinitial window not exceed 4 MSS, because of the potential to cause congestion itself.

Delaying of packets: Nagle's Algorithm

TCP/IP was originally designed for supporting multiple user sessions over a ow network. In order to optimize network
utilization, the Nagle algorithm was introduced for keyboard input users. Essentially, this algorithm delays the
transmission of a packet until a sufficiently large transmit buffer is accumulated or until a certain period of time (usually
around 200 milliseconds) elapses.

Due to the real-time nature of thistraffic, it is advisable to disable the Nagle algorithm for GC-CM TS communication.
On most Unix based platforms, Nagle's algorithm can be disabled by issuing the following system call on the socket's
file descriptor:

EXAMPLE 1:  Setting the TCP_NODELAY Option

/* set TCP No-delay flag (disable Nagle algorithm) */
int flag = 1;

setsockopt (fd, IPPROTO TCP, TCP_NODELAY, &flag, sizeof (flag));

Most other languages and platforms have a similar feature to disable the Nagle algorithm, usually known as the
TCP_NODELAY option.
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Non-Blocking I nterface

By default, most operating systems provide a blocking interface for TCP/IP sockets. Although it may allow for an
improved error recovery scheme, it has an impact on the performance of the communication channel.

Essentially, a system call such as send() with blocking interface never returns until the operating system confirms that
the message was successfully stored in the transmit buffer.

It may be desirable to use a non-blocking interface in order to improve performance and to support asynchronous events
using the select() function call on a UNIX based architecture. A non-blocking socket interface can be setup by using the
following call on the newly created socket.

EXAMPLE 2:  Setting the O_NONBLOCK Option

/* set the socket to non blocking */
fentl( f£d, F_SETFL, O NONBLOCK ) ;

Most other languages and platform have a similar feature.
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