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Intellectual Property Rights

IPRs essential or potentially essential to the present document may have been declared to ETSI. The information
pertaining to these essential IPRs, if any, is publicly available for ETSI member s and non-member s, and can be found
in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETS in
respect of ETS standards’, which is available from the ETS| Secretariat. Latest updates are available on the ETSI Web
server (http://webapp.etsi.org/| PR/home.asp).

Pursuant to the ETSI IPR Palicy, no investigation, including I PR searches, has been carried out by ETSI. No guarantee
can be given as to the existence of other IPRs not referenced in ETSI SR 000 314 (or the updates on the ETSI Web
server) which are, or may be, or may become, essential to the present document.

Foreword

This Technical Specification (TS) has been produced by ETSI Technical Committee Methods for Testing and
Specification (MTS).
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1

Scope

The purpose of the present document is to provide a catal ogue of regquirements extracted from the core IPv6 RFCs (see
referencesin clause 2) and from ETSI Specifications. The catalogue follows the guidelines defined by the MTS IPv6
Testing: Methodology and Framework (see TS 102 351 in bibliography).

2

References

The following documents contain provisions which, through reference in thistext, constitute provisions of the present

document.

* References are either specific (identified by date of publication and/or edition number or version number) or

non-specific.

* For aspecific reference, subsequent revisions do not apply.

» For anon-specific reference, the latest version applies.

Referenced documents which are not found to be publicly available in the expected location might be found at
http://docbox.etsi.org/Reference.

[1]
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[4]
(5]
(6]
[7]
(8]

[9]

[10]
[11]
[12]

IETF RFC 1122: "Requirements for Internet Hosts -- Communication Layers'.
IETF RFC 1981: "Path MTU Discovery for |P version 6".

IETF RFC 2373: "IP Version 6 Addressing Architecture”.

IETF RFC 2402: "|P Authentication Header".

IETF RFC 2460: "Internet Protocol, Version 6 (IPv6) Specification”.

IETF RFC 2461: "Neighbor Discovery for IP Version 6 (IPv6)".

IETF RFC 2462: "|Pv6 Stateless Address Autoconfiguration”.

IETF RFC 2463: "Internet Control Message Protocol (ICMPv6) for the Internet Protocol Version 6
(IPv6) Specification”.

IETF RFC 2464 "Transmission of |Pv6 Packets over Ethernet Networks".
IETF RFC 2675: "IPv6 Jumbograms'.
IETF RFC 3513: " Internet Protocol Version 6 (IPv6) Addressing Architecture”.

ETSI TS 123 060: "Digital cellular telecommunications system (Phase 2+); Universal Mobile
Telecommunications System (UMTS); General Packet Radio Service (GPRS); Service
description; Stage 2 (3GPP 23.060)".

ETSI TS 123 221: " Digita cellular telecommunications system (Phase 2+); Universal Mobile
Telecommunications System (UMTS); Architectural requirements (3GPP 23.221)".

ETSI TS 123 228: "Digital cellular telecommunications system (Phase 2+); Universal Mobile
Telecommunications System (UMTYS); P Multimedia Subsystem (IMS); Stage 2 (3GPP 23.228)".

ETSI TS 129 061: "Digital cellular telecommunications system (Phase 2+); Universal Mobile
Telecommunications System (UMTS); Interworking between the Public Land Mobile Network
(PLMN) supporting packet based services and Packet Data Networks (PDN) (TS 129 061)".
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3 Abbreviations
For the purposes of the present document, the following abbreviations apply:
CIDR Common InterDomain Routing
ICMP Internet Control Message Protocol
IE Information Element
MTU Maximum Transmission Unit
ND Neighbor Discovery
PDP Packet Data Protocol
PMTU Path MTU
TCP Transfer Control Protocol
UDP User Datagram Protocol
4 Requirements Catalogue

The requirements below have been extracted from IETF RFCs 1981 [2], 2460 [5], 2461 [6], 2462 [7], 2463 [8],
2464 [9], 2675 [10], 3513[11]), and ETSI specifications TS 123 060 [12], TS 123 221 [13], TS 123 228 [14],
TS 129061 [15]).

4.1 Requirements extracted from TS 123 060

RQ_COR_7003 Configure Address
TS123060 Clause: 9.2.1.1 15 Type: MUST appliesto: Host
Context: Implementation has started PDP context activation session.

Requirement:  Implementation obtains interface identifier from GGSN prior to performing stateless or stateful address
autoconfiguration.

RFC text: To ensure that the link-local address generated by the M S does not collide with the link-local address of
the GGSN, the GGSN shall provide an interface identifier (see RFC 2462) totheMSand {{t he M5
shall use this interface identifier to configure its Iink-Iocal
address. This is applicable for both stateful and statel ess |Pv6
address autoconfiguration.}}.

RQ_COR_7004 Detect Duplicate Address
TS123060 Clause: 9.2.1.1 110 Type: MAY appliesto: Host
Context: Implementation is performing statel ess address autoconfiguration. The prefix that the router (GGSN)

advertises in a PDP context is unique within the scope of the prefix (i.e. global).
Requirement:  Implementation does not perform duplicate address detection.

RFC text: Because any prefix that the GGSN advertises in a PDP context is unique within the scope of the prefix
(i.e. site-local or global), {{there is no need for the M5 to perform Duplicate
Address Detection for this |Pv6 address}}.
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RQ_COR_7005 Detect Duplicate Address
TS123060 Clause: 9.2.1.1 110 Type: MUST appliesto: Router
Context: Implementation (GGSN) advertises prefixesin a PDP context that are unique (i.e. global). The

implementation receives Neighbor Solicitation messages for Duplicate Address Detection.
Requirement:  Implementation silently discards the Neighbor Solicitation messages.

RFC text: Because any prefix that the GGSN advertisesin a PDP context is unique within the scope of the prefix
(i.e. site-local or global), there is no need for the M S to perform Duplicate Address Detection for this
IPv6 address. Therefore, the GGSN shall {{sil ently discard Nei ghbor Solicitation
nmessages that the M5 may send to perform Duplicate Address
Detection. }}.

RQ_COR_7006 Stateless Autoconfiguration
TS123060 Clause: 9.2.1.1 110 Type: MUST appliesto: Router
Context: The implementation is activating PDP contexts for |Pv6.

Requirement:  Implementation does not advertise the same prefix on more than one PDP context on a given APN or
set of APNs, within the same addressing scope.

RFC text: {{A given prefix shall not be advertised on nore than one PDP cont ext
on a given APN or set of APNs within the sane addressing scope. }}.

RQ_COR_7007 Stateless Autoconfiguration

TS123060 Clause: 9.2.1.1 110 Type: MUST appliesto: Host

Context: I mplementation has received a Router Advertisement message which contains more than one prefix.

Requirement:  The implementation uses the first prefix and silently discards the others.

RFC text: After the MS has received the Router Advertisement message, it constructsits full 1Pv6 address by
concatenating the interface identifier received in step 3, or alocally generated interface identifier, and
the prefix received in the Router Advertisement.

RQ_COR_7009 Router Advertisement Behavior
TS123060 Clause: 9.2.1.112 Type: MUST appliesto: Router
Context: Implementation (GGSN) has activated a PDP context of type |Pv6.

Requirement:  The implementation sends automatic and periodic router advertisement messages towards the node
(MS).

RFC text: The GGSN informsthe MS that it shall perform stateful address autoconfiguration by means of the
Router Advertisements, as defined in RFC 2461. For thispurpose, {{t he GGSN shal |
automatically and periodically send Router Advertisenment nessages
towards the Ms after a PDP context of type IPv6 is activated}}.
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4.2 Requirements extracted from TS 123 221

RQ_COR_7010 3GPP UE supports|Pv6
TS123221  Clause: 5.6 2 Type: MUST appliesto: Host
Context: 3GPP UE supports IPv6

Requirement:  The implementation complies with the Basic | P group of specifications as defined in RFC 3316.

RFC text: The set of IPv6 functionality a 3GPP UE will require is dependent on the services (IMS, Packet
Streaming etc.) it will use.
Asaminimum, a{{3GPP UE shall conply with the Basic |IP group of
specifications as defined in RFC 3316 }}. ThislPv6 functiona is sufficient to
provide compatibility towards IPv6 entities external to 3GPP.

4.3 Requirements extracted from TS 123 228

RQ_COR_7060 Configure Address
TS123228 Clause: 4.3.1 Type: MAY appliesto: Host
Context: Implementation is assigned an | Pv6 prefix.

Requirement: Implementation changes its global Pv6 address currently in use via the mechanism defined in
RFC 3041 or similar means.

RFC text: {{According to the procedures defined in TS 123 060 , when a UE is
assigned an I Pv6 prefix, it can change the global |IPv6 address it is
currently using via the nechanismdefined in RFC 3041, or simlar
neans}}.

4.4 Requirements extracted from TS 129 061

RQ_COR_7000 Configure Address
TS129061  Clause: 11.2.1.3 4-5 Type: MUST appliesto: Host
Context: The implementation is capable of both stateless and stateful autoconfiguration and receives a Router

Advertisement indicating both stateless and stateful autoconfiguration capabilities.

Requirement:  The implementation uses stateless to configure the address and stateful to configure additional
parameters.

RFC text: {{Stateful and Statel ess Autoconfiguration may al so co-exist. In that
case, the M5 shall use Stateless to configure the address and
stateful to configure additional paraneters only}}.

{{The sel ection between Stateful and Statel ess Autoconfiguration is
dictated by the Router Advertisemnments}} sentbythe GGSN asdescribed in the
corresponding subclauses below and according to the principles defined in RFC 2461 and RFC 2462.

RQ_COR_7001 Configure Address
TS129061 Clause: 11.2.1.394 Type: MUST appliesto: Host
Context: The implementation is capable of both statel ess and stateful autoconfiguration and router advertise both

stateless and stateful autoconfiguration.
Requirement:  The implementation does not use both statel ess and stateful autoconfiguration simultaneously.
RFC text: {{The M5 shall not use Statel ess and Stateful Address

Aut oconfi guration simultaneously since GPRS only supports one prefix
per PDP Context}}.
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RQ_COR_7002 Configure Address

TS129061 Clause: 11.2.1.3 15 Type: MUST appliesto: Host

Context: The implementation does not support optional stateful autoconfiguration and router advertises both
stateful and statel ess autoconfiguration.

Requirement:  The implementation uses statel ess autoconfiguration only.

RFC text: {{For M5, I1Pv6 Statel ess Address Autoconfiguration is mandatory, and
| Pv6 Stateful Address Autoconfiguration is optional}}.

RQ_COR_7008 Router Advertisement Behavior

TS129061  Clause: 11.2.1.3.2 Type: MAY appliesto: Router

Context: Implementation (GGSN) is sending Router Advertisements.

Requirement:  The implementation omits random sending of the Advertisements.

RFC text: The handling of Router Advertisements shall be consistent with what is specified in RFC 2461 . For the
MS-GGSN link however, some specific handling shall apply. {{ The randomi sation part to
det ermi ne when Router Advertisenents shall be sent may be omtted
since the GGSN is the only router on the |ink}}.

RQ_COR_7012 MaxRtr Advlnterval

TS129061 Clause: 11.2.1.34 Type: MUST appliesto: Router

Context: The implementation is being configured for operation and MaxRtrAdvinterval isleft at the default
3GPP value.

Requirement:  The implementation uses the default value of 21,600s (6 hours) for MaxRtrAdvinterval.

RFC text: RFC 2461 specifies a set of conceptual router configuration variables. Some of these variables require
particular attention in GPRS in order to preserve radio resources and M 'S power consumption while still
alowing for appropriate robustness and fast use.

RQ_COR_7013 MinRtrAdvinterval

TS129061 Clause: 11.2.1.34 Type: MUST appliesto: Router

Context: The implementation is being configured for operation and MinRtrAdvinterval isleft at the default 3GPP
value.

Requirement:  The implementation uses the default value of 0,75 x MaxRtrAdvinterval, i.e. 16,200 s (4,5 hours), for
MinRtrAdvinterval .

RFC text: RFC 2461 specifies a set of conceptual router configuration variables. Some of these variables require
particular attention in GPRS in order to preserve radio resources and MS power consumption while still
alowing for appropriate robustness and fast use.

RQ_COR_7014 RA Prefix Option

TS129061 Clause: 11.2.1.34 Type: MUST appliesto: Router

Context: The implementation is being configured for operation.

Requirement:  The implementation uses an infinite lifetime, i.e. OXFFFFFFFF, for the value of AdvValidLifetime for
prefixes.

RFC text: RFC 2461 specifies a set of conceptual router configuration variables. Some of these variables require

particular attention in GPRS in order to preserve radio resources and MS power consumption while still
allowing for appropriate robustness and fast use.
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RQ_COR_7015 RA Prefix Option

TS129061  Clause: 11.2.1.34 Type: MUST appliesto: Router

Context: The implementation is being configured for operation.

Requirement:  The implementation uses an infinite lifetime, i.e. OXFFFFFFFF, for the value of AdvPreferredLifetime
for prefixes.

RFC text: RFC 2461 specifies a set of conceptual router configuration variables. Some of these variables require

particular attention in GPRS in order to preserve radio resources and MS power consumption while still
allowing for appropriate robustness and fast use.

RQ_COR_7016 ND Protocol Constants and Default Values
TS129061 Clause: 11.2.1.34 Type: MAY appliesto: Router
Context: The implementation is functioning.

Requirement: The "constant” MAX_INITIAL_RTR_ADVERT_INTERVAL varies.

RFC text: RFC 2461 specifies a set of conceptual router configuration variables. Some of these variables require
particular attention in GPRS in order to preserve radio resources and MS power consumption while still
allowing for appropriate robustness and fast use.

RQ_COR_7017 ND Protocol Constants and Default Values
TS129061  Clause: 11.2.1.34 Type: MUST appliesto: Router
Context: The implementation is functioning.

Requirement: The MAX_INITIAL_RTR_ADVERTISEMENTS is assigned avaue so as to not overload the radio
interface while still allowing node (MS) to complete its configuration in a reasonable delay.

RFC text: RFC 2461 specifies a set of conceptual router configuration variables. Some of these variables require
particular attention in GPRS in order to preserve radio resources and MS power consumption while still
allowing for appropriate robustness and fast use.

RQ_COR_7018 Configure Address
TS129061 Clause: 11.2.1.3.1 11 Type: MUST appliesto: Router
Context: The implementation has started an |Pv6 PDP context activation.

Requirement:  Implementation provides an 1Pv6 prefix belonging to the Intranet/| SP addressing space.

RFC text: {{The GGSN provides the MS with an | Pv6 Prefix belonging to the
Intranet/ | SP addressi ng space}}.

RQ_COR_7019 Configure Address

TS129061 Clause: 11.2.1.3.1 11 Type: MUST appliesto: Router

Context: Implementation has activated an |Pv6 PDP context and started dynamic address configuration.

Requirement:  Implementation gives a dynamic IPv6 address using either stateless or stateful address
autoconfiguration.

RFC text: {{A dynam c I Pv6 address shall be given using either statel ess or
stat eful address autoconfiguration}}. ThisIPv6 addressis used for packet forwarding
within the packet domain and for packet forwarding on the I ntranet/I SP.

ETSI
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RQ_COR_7020 RA Prefix Option

TS129061  Clause: 11.2.1.34 Type: MUST appliesto: Router

Context: The implementation has activated an I|Pv6 PDP Context and assigned a dynamic |Pv6 addressto UE.

Requirement: The assigned prefix remains valid and preferred until PDP context deactivation.

RFC text: RFC 2461 specifies a set of conceptual router configuration variables. Some of these variables require
particular attention in GPRS in order to preserve radio resources and M S power consumption while still
allowing for appropriate robustness and fast use.

RQ_COR_7021 Configure Address

TS129061 Clause: 11.2.1.1 Type: MUST appliesto: Router

Context: The implementation is assigning an | Pv6 address.

Requirement:  Implementation uses either stateless or stateful address autoconfiguration procedure to assign an |1Pv6
address to the node (M S).

RFC text: the MSis given an address or |Pv6 Prefix belonging to the operator addressing space. The address or
IPv6 Prefix is given either at subscription in which caseit is a static address or at PDP context
activation in which case it isadynamic address. This

RQ_COR_7022 Neighbor Discovery

TS129061 Clause: 11.2.1.3 15 Type: MUST appliesto: Node

Context: The implementation supports | Pv6.

Requirement:  The implementation complies with the principles of RFC 2461 for sending Router Advertisements.

RFC text: The selection between Stateful and Stateless Autoconfiguration is dictated by the { { Rout er
Advertisenents sent by the GGSN as described in the corresponding
subcl auses bel ow and according to the principles defined in RFC
2461} } and RFC 2462.

RQ_COR_7023 Stateless Autoconfiguration

TS129061  Clause: 11.2.1.3 15 Type: MUST appliesto: Node

Context: The implementation supports | Pv6.

Requirement:  The implementation complies with the principles of RFC 2462 for statel ess address autoconfiguration.

RFC text: The selection between Stateful and Statel ess Autoconfiguration is dictated by the { { Rout er
Advertisenments sent by the GGSN as described in the corresponding
subcl auses bel ow and according to the principles defined in RFC 2461
and RFC 2462 }}.

RQ_COR_7024 Form Link-local Address

TS129061 Clause: 11.2.1.3.1 Type: MUST appliesto: Host

Context: The implementation has received an Interface Identifier during PDP context activation or IPV6CP
negotiation.

Requirement:  The implementation uses the Interface Identifier to create the link-local address for IPv6 address
autoconfiguration.

RFC text: The MT finalises the IPV6CP negotiation by sending an IPV6CP Configure-Ack message to the TE

with the appropriate optionsincluded, e.g. Interface-Identifier. The{{ I nt erf ace- 1 denti fi er
shall be used in the TE to create a |link-local address to be able to
performthe | Pv6 address autoconfiguration}} (seeclauses11.2.1.3.2 and
11.2.1.3.3).
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RQ_COR_7025 3GPP Startup Router Behavior

TS129061 Clause: 11.2.1.31 Type: MUST appliesto: Router

Context: The implementation is operating.

Requirement:  Implementation deduces from local configuration data associated with the APN:

IPv6 address all ocation type (statel ess or stateful);
the source of 1Pv6 Prefixesin the stateless case (GGSN internal prefix pool, or external address
alocation server).

RFC text: {{The GGSN deduces from | ocal configuration data associated with the
APN:

- | Pv6 address allocation type (stateless or stateful);
- the source of IPv6 Prefixes in the statel ess case (GGSN
internal prefix pool, or external address allocation server)}}.

RQ_COR_7026 3GPP Startup Router Behavior

TS129061 Clause: 11.2.1.3.1 Type: MUST appliesto: Router

Context: The implementation is configured for operation and PDP context activation procedureisin progress.

Requirement:  The implementation sends in the Create PDP Context Response message an |Pv6 address composed of a
Prefix and Interface Identifier in the message's PDP Address IE.

RFC text: {{The GGSN shall in the PDP Address IE in the Create PDP Cont ext
Response return an | Pv6 address conposed of a Prefix and an
Interface-ldentifier}}.

RQ_COR_7027 3GPP Startup Router Behavior

TS129061 Clause: 11.2.1.31 Type: MUST appliesto: Router

Context: The implementation is configured for operation and generating a PDP Context Response message.

Requirement:  The implementation forms the Interface Identifier with any value that does not conflict with the
Interface-1dentifier the GGSN has selected for its own side of the MS-GGSN link.

RFC text: The GGSN shall in the PDP Address | E in the Create PDP Context Response return an | Pv6 address
composed of a Prefix and an Interface-Identifier. { { The I nterface-I1dentifier nmay have
any value and it does not need to be unique within or across APNs. It
shal | however not conflict with the Interface-ldentifier the GGSN has
selected for its own side of the Ms-GGSN |ink}}.

RQ_COR_7028 3GPP Startup Router Behavior

TS129061 Clause: 11.2.1.31 Type: MUST appliesto: Router

Context: The implementation is configured for operation. PDP context activation procedure in progress. The
APN uses statel ess address autoconfiguration.

Requirement:  The implementation assigns a Prefix that is globally unique.

RFC text: The GGSN shall in the PDP Address | E in the Create PDP Context Response return an | Pv6 address

composed of a Prefix and an Interface-Identifier. The Interface-ldentifier may have any value and it
does not need to be unique within or across APNSs. It shall however not conflict with the
Interface-ldentifier the GGSN has selected for its own side of the MS-GGSN link. {{ The Prefi x
assigned by the GGSN or the external AAA server shall be globally or
site-local unique, if statel ess address autoconfiguration is
configured on this APN}}. If, onthe other hand, stateful address autoconfiguration is
configured on the APN, the Prefix part of the IPv6 address returned in the PDP Address | E shall be set
to the link-local prefix (FE80::/64).
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RQ_COR_7029 Configure Address

TS129061 Clause: 11.2.1.31 Type: MUST appliesto: Host

Context: PDP context activation procedure in progress. IUT has received the PDP Address | E in the Create PDP
Context Response which contains IPv6 address composed of a Prefix and an Interface-Identifier.

Requirement:  The implementation extracts the Interface-1dentifier from the address received in the PDP Address |E
and ignores the Prefix part.

RFC text: {{The MrI extracts the Interface-ldentifier fromthe address received
in the PDP Address |E and ignores the Prefix part}}.

RQ_COR_7030 Stateless Autoconfiguration

TS129061  Clause: 11.2.1.3.2 Type: MUST appliesto: Node

Context: PDP context activation procedure is completed and statel ess address autoconfiguration procedure has
started.

Requirement:  The implementation uses the IPv6 Interface-Identifier, as provided by the router(GGSN), to create its
IPv6 Link-Loca Unicast Address according to RFC 2373.

RFC text: {{After the first phase of setting up | Pv6 access to an Intranet or
| SP, the M5 shall use the IPv6 Interface-ldentifier, as provided by
the GGSN, to create its |IPv6 Link-Local Unicast Address according to
RFC 2373 }}.

RQ_COR_7031 Stateless Autoconfiguration

TS129061  Clause: 11.2.1.3.2 Type: MUST appliesto: Node

Context: PDP context activation procedure completed and statel ess address autoconfiguration procedure has
started.

Requirement:  The implementation obtains an |Pv6 Global or Site-Local Unicast Address using an | Pv6 stateless
address Autoconfiguration procedure.

RFC text: {{Before the M5 can comuni cate with other hosts or Mss on the
Intranet/1SP, the M5 nust obtain an IPv6 d obal or Site-Local Unicast
Address. The sinplest way is the IPv6 Statel ess Address
Aut oconfi guration procedure described below and in TS 123 060. The
procedure is consistent with RFC 2462 }}.

RQ_COR_7032 Startup Router Advertisement Behavior

TS129061  Clause 11.2.1.3.2 Type: MUST appliesto: Router

Context: Implementation has sent a Create PDP Context Response message to complete the PDP context
activation procedure.

Requirement:  The implementation sends Router Advertisements periodically on the new MS-GGSN link established
by the PDP Context.

RFC text: {{After the GGSN has sent a Create PDP Context Response nessage to

the SGSN, it shall start sending Router Advertisenents periodically
on the new MS-GGSN |ink established by the PDP Context}}.
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RQ_COR_7033 Stateless Autoconfiguration

TS129061  Clause: 11.2.1.3.2 Type: MUST appliesto: Router

Context: The IUT uses statel ess address autoconfiguration.

Requirement:  Implementation sends Router Advertisements with the M-flag cleared to zero.

RFC text: {{To indicate to the M5 that statel ess address autoconfiguration
shall be performed, the GGSN shall |eave the Mflag cleared in the
Rout er Adverti senent messages}}.

RQ_COR_7034 Simultaneous Stateless and Stateful

TS129061  Clause: 11.2.1.3.2 Type: MUST appliesto: Host

Context: Implementation is performing statel ess address autoconfiguration and receives Router advertisement
message with M-flag set to indicate that hosts perform stateful address autoconfiguration

Requirement:  Implementation does not perform statel ess and stateful address autoconfiguration simultaneously, since
multiple prefixes are not allowed in GPRS.

RFC text: To indicate to the M S that statel ess address autoconfiguration shall be performed, the GGSN shall leave
the M flag cleared in the Router Advertisement messages. { { An M5 shal | not perform
statel ess and stateful address autoconfiguration simultaneously,
since multiple prefixes are not allowed in GPRS}}.

RQ_COR_7035 Use of O-Flag

TS129061  Clause: 11.2.1.3.2 Type: MUST appliesto: Host

Context: I mplementation receives a Router advertisement message with M-flag cleared to zero and the O-flag set
to one.

Requirement: The M S performs statel ess autoconfiguration for only one IPv6 address.

RFC text: To indicate to the M S that statel ess address autoconfiguration shall be performed, the GGSN shall leave
the M flag cleared in the Router Advertisement messages. An M S shall not perform stateless and
stateful address autoconfiguration simultaneously, since

RQ_COR_7036 Stateful Autoconfiguration

TS129061  Clause: 11.2.1.3.3 12 Type: MUST appliesto: Router

Context: Implementation (GGSN) is generating a Router Advertisement message for Stateful address
autoconfiguration

Requirement: The Router Advertisement does not contain the Prefix-1nformation option and the M-flag is set to one.

RFC text: {{To indicate to the M5 that Stateful Address Autoconfiguration shall
be performed, the Router Advertisenents shall not contain any Prefix-
Information option and the Mflag ("Mnaged Address Configuration
Fl ag") shall be set}}.

RQ_COR_7037 Stateful Autoconfiguration

TS129061 Clause: 11.2.1.31 Type: MAY appliesto: Node

Context: Implementation is performing Stateful address configuration.

Requirement:  Implementation uses DHCPV6 to determine the address's prefix.

RFC text: {{DHCPv6 may be used for IPv6 prefix allocation}}.
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RQ_COR_7038 RA Prefix Option
TS129061 Clause: 11.2.1.3.1 16 Type: MUST appliesto: Router
Context: The implementations has an internal GGSN |Pv6 address Prefix pool.

Requirement:  Implementation'sinternal 1Pv6 prefix pool is configurable and structured per APN.

RFC text: {{IPv6 Prefixes in a GGSN internal Prefix pool shall be configurable
and structured per APN}}.

RQ_COR_7039 | PV6CP Behavior

TS129061 Clause: 11.2.1.3.1 19 Type: MUST appliesto: Host

Context: IPv6 Context Activation is underway. The implementation receives an Interface-ldentifier in the PDP
Address |E that is not identical to the tentative Interface-1dentifier indicated in the IPV6CP Configure-
Request message.

Requirement:  Implementation sends an IPV6CP Configure-Nak packet indicating the Interface-Identifier extracted
from the address contained in the PDP Address |E. The implementation then sends a new I1PV6CP
Configure-Request message indicating the same Interface-Identifier as was indicated in the received
IPV6CP Configure Nak.

RFC text: {{If the Interface-ldentifier extracted fromthe address contained in
the PDP Address IE is not identical to the tentative Interface-
Identifier indicated in the | PV6CP Confi gure- Request nessage sent
fromthe TE, the MI sends an | PV6CP Confi gure-Nak packet, indicating
the Interface-ldentifier extracted fromthe address contained in the
PDP Address IE, to the TE. The TE then sends a new | PV6CP Confi gure-
Request nessage to the MI, indicating the sane Interface-ldentifier
as was indicated in the received | PV6CP Configure Nak}}.

RQ_COR_7041 | PV6CP Behavior

TS129061 Clause: 11.2.1.3.1 99 Type: MUST appliesto: Host

Context: IPv6 Context Activation is underway. The implementation receives an Interface-Identifier in the PDP
Address |E that isidentical to the tentative Interface-Identifier indicated in the IPV6CP Configure-
Request message.

Requirement:  Implementation sends an |PV6CP Configure Ack packet.

RFC text: If the Interface-Identifier extracted from the address contained in the PDP Address IE is not identical to
the tentative Interface-1dentifier indicated in the IPV6CP Configure-Request message sent from the TE,
the M T sends an PV 6CP Configure-Nak packet,

RQ_COR_7042 Stateless Autoconfiguration
TS129061 Clause: 11.2.1.3.2 92 Type: MUST appliesto: Router
Context: IPv6 layer is operating. | mplementation receives avalid Router Solicitation.

Requirement:  Implementation immediately sends a Router Advertisement.
RFC text: {{The M5 may issue a Router Solicitation directly after the user

pl ane establishnent. This shall trigger the GGSN to send a Router
Advertisenent inmediately}}.
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RQ_COR_7043 RA Prefix Option
TS129061  Clause: 11.2.1.3.2 12 Type: MUST appliesto: Router
Context: An IPv6 PDP context has just been activated. Implementation is performing statel ess address

autoconfiguration.

Requirement:  Implementation generates Router Advertisements containing only one Prefix Option whose Prefix value
isidentical to the Prefix returned in the Create PDP Context Response. The Prefix Option's A-flag is set
to one, its L-flageis set to zero, and the Prefix lifetime is set to infinity.

RFC text: {{The Prefix sent in the Router Advertisenents shall be identical to
the Prefix returned in the Create PDP Context Response. The Prefix is
contained in the Prefix Information Option of the Router
Advertisenments and shall have the A-flag set ("Autononous address
configuration flag") and the L-flag cleared (i.e. the prefix should
not be used for on-link determnation). The lifetime of the prefix
shall be set to infinity. In practice, the lifetime of a Prefix wll
be the lifetime of its PDP Context. There shall be exactly one Prefix
i ncluded in the Router Advertisenents.}}.

RQ_COR_7047 Startup Router Advertisement Behavior
TS129061 Clause: 11.2.1.3.2 92 Type: MUST appliesto: Router
Context: I mplementation supports | Pv6.

Requirement:  Implementation's handling of Router Advertisementsis consistent with RFC 2461.

RFC text: {{The handling of Router Advertisenments shall be consistent wth what
is specified in RFC 2461 }}.

RQ_COR_7048 Unicast Address

TS129061  Clause: 11.2.1.3.2 13 Type: MUST appliesto: Host

Context: Implementation is creating a Global Unicast Address.

Requirement:  Implementation uses the Interface-Identifier received during the PDP Context Activation phase or it
generates a new Interface-ldentifier.

RFC text: {{When creating a dobal or Site-Local Unicast Address, the M5 nay
use the Interface-lIdentifier received during the PDP Cont ext
Activation phase or it may generate a new Interface-ldentifier}}.

RQ_COR_7049 Unicast Address

TS129061  Clause: 11.2.1.3.2 13 Type: MUST appliesto: Host

Context: Implementation is creating a Globa Unicast Address.

Requirement:  Implementation puts no restriction on the value of the Interface-l1dentifier of the Global Unicast
Address.

RFC text: When creating a Global or Site-Local Unicast Address, the MS may use the Interface-ldentifier received

during the PDP Context Activation phase or it may generate anew Interface-ldentifier. {{ There i s
no restriction on the value of the Interface-ldentifier of the @ obal
or Site-Local Unicast Address, since the Prefix is unique}}.
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RQ_COR_7050 Unicast Address

TS129061  Clause: 11.2.1.3.2 13 Type: MUST appliesto: Host

Context: Implementation is creating a Global Unicast Address.

Requirement:  Implementation's Interface-1dentifier is 64-bits long.

RFC text: When creating a Global or Site-Local Unicast Address, the MS may use the Interface-ldentifier received
during the PDP Context Activation phase or it may generate a new Interface-ldentifier. Thereisno
restriction on the value of the Interface-1dentifier.

RQ_COR_7051 Detect Duplicate Address

TS129061  Clause: 11.2.1.3.2 13 Type: SHOULD appliesto: Host

Context: Implementation is performing statel ess address autoconfiguration.

Requirement:  Implementation does not perform any Duplicate Address Detection on addresses it creates.

RFC text: Since the GGSN guarantees that the Prefix isunique, { {t he M5 does not need to perform
any Duplicate Address Detection on addresses it creates}}.

RQ_COR_7052 Duplicate Address Detection Timersand

TS129061  Clause: 11.2.1.3.2 13 Type: SHOULD appliesto: Host

Context: Implementation isin Address Autoconfiguration.

Requirement:  Implementation's DupAddrDetectTransmits variable is set to zero.

RFC text: Since the GGSN guarantees that the Prefix is unique, the MS does not need to perform any Duplicate
Address Detection on addressesiit creates. { { That i s, the ' DupAddr Det ect Transmits'
variable in the M5 should have a value of zero}}.

RQ_COR_7053 Configure Address

TS129061  Clause: 11.2.1.3.2 13 Type: MUST appliesto: Router

Context: Implementation is creating an 1Pv6 address for itself.

Requirement:  Implementation does not generate its address using the Prefix assigned to any MSin Router
Advertisement messages.

RFC text: {{The GGSN shall not generate any gl obally unique |Pv6 addresses for
itself using the Prefix assigned to the M5 in the Router
Adverti senment}}.

RQ_COR_7054 Use of O-Flag

TS129061 Clause: 11.2.1.3.2 93 Type: MAY appliesto: Node

Context: I mplementation receives O-flag (" Other stateful configuration flag") set to onein Router
Advertisement.

Requirement:  Implementation starts a DHCP session to retrieve additional configuration parameters.

RFC text: {{If the Oflag ("Oher stateful configuration flag") was set in the

Rout er Advertisenent, the Ms may start a DHCP session to retrieve
addi tional configuration paranmeters}}.

ETSI



18 ETSI TS 102 514 V1.1.1 (2006-04)

RQ_COR_7055 Use of O-Flag
TS129061  Clause: 11.2.1.3.2 13 Type: MAY appliesto: Host
Context: Implementation is not DHCP capable. Implementation receives a Router Advertisement. The O-flag

("Other stateful configuration flag") is cleared to zero.

Requirement:  The Implementation ignores the O-flag.

RFC text: If the O-flag (" Other stateful configuration flag") was set in the Router Advertisement, the MS may start
aDHCP session to retrieve additional configuration parameters. See clause 13.2.2 " Other configuration
by the Intranet or ISP". {{1f the M5 is not DHCP capable, the Oflag nay be
i gnored}}.

RQ_COR_7056 Stateful Autoconfiguration

TS129061 Clause: 11.2.1.3.311 Type: MUST appliesto: Host

Context: PDP context activation procedure completed and stateful address autoconfiguration procedure has
started. The first phase of access to Intranet or an ISP is complete.

Requirement:  The implementation uses the IPv6 Interface-Identifier, as provided by the router(GGSN), to create its
IPv6 Link-Loca Unicast Address according to RFC 2373.

RFC text: {{After the first phase of setting up | Pv6 access to an Intranet or
| SP, the M5 shall use the IPv6 Interface lIdentifier, as provided by
the GGSN, to create its |IPv6 Link-Local Unicast Address according to
RFC 2373 }}.

RQ_COR_7057 Stateful Autoconfiguration

TS129061 Clause: 11.2.1.3311 Type: MUST appliesto: Host

Context: Implementation is capable of Stateful Autoconfiguration. It receives Router Advertisements with the M-
flag set to one.

Requirement:  Implementation starts a DHCPv6 configuration to request an 1Pv6 address.

RFC text: {{When the M5 has received a Router Advertisenent with the Mflag
set, it shall start a DHCPv6 configuration as described in
cl ause "Address allocation using DHCPv6" including a request for an
| Pv6 address}}.

RQ_COR_7058 Autoconfigure Address

TS129061 Clause: 11.2.1.3311 Type: MUST appliesto: Router

Context: Implementation (GGSN) supports | Pv6.

Requirement:  Implementation behaves as a | Pv6 router and is consistent with the RFCs specifying Statel ess and
Stateful Address Autoconfiguration unless stated otherwisein TS 129 061 or other ETSI specifications.

RFC text: {{For 1Pv6 Stateless and Stateful Address Autoconfiguration to work

properly the GGSN shall behave as an | Pv6 router towards the MS. In
this respect the GGSN shall be consistent with the RFCs specifying
this process (for exanple RFC 2462 and RFC 2461 ), unless stated
otherwise in this or other ETSI specifications}}.
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RQ_COR_7059 Simultaneous Stateless and Stateful

TS129061  Clause 13a.2.1 Type: MAY appliesto: Host

Context: Implementation is DHCPV6 capable. Implementation receives a Router Advertisement with its"M-flag”
iscleared and the "O- flag" set to one.

Requirement:  Implementation simultaneously uses stateless address autoconfiguration for configuring its |Pv6 address
and stateful autoconfiguration for configuring IM S specific parameters.

RFC text: {{When the "Mflag" is cleared, the "O flag" shall be set in |Pv6
Rout er Advertisenment nessages sent by the GGSN for APNs used for | M
services. This will trigger a DHCP capable M5 to start a DHCPv6
session to retrieve server addresses and other configuration
paraneters. An MS which doesn't support DHCP will sinply ignore the
"Oflag". An M5 may simultaneously use statel ess address
aut oconfiguration for configuring its IPv6 address and stateful
aut oconfi guration for configuring I M specific paraneters}}.

RQ_COR_7061 Configure Address

TS129061  Clause: 11.2.1.3 15 Type: MAY appliesto: Host

Context: The implementation supports optional stateful autoconfiguration and router advertises stateful
autoconfiguration.

Requirement:  The implementation performs stateful autoconfiguration.

RFC text: For MS, IPv6 Stateless Address Autoconfiguration is mandatory, and { { | Pv6 St at ef ul
Addr ess Autoconfiguration is optional}}.

RQ_COR_7999 Configure Address

TS129061 Clause: 11.2.1.31 Type: MUST appliesto: Router

Context: The implementation is configured for operation. PDP context activation procedure in progress. The
APN uses stateful address autoconfigureation.

Requirement:  The implementation assigns a Prefix that is set to the link-local prefix (FE80::/64).

RFC text: The GGSN shall in the PDP Address | E in the Create PDP Context Response return an | Pv6 address

composed of a Prefix and an Interface-Identifier. The Interface-l1dentifier may have any value and it
does not need to be unique within or across APNSs. It shall however not conflict with the Interface-
Identifier the GGSN has selected for its own side of the MS-GGSN link. The Prefix assigned by the
GGSN or the external AAA server shall be globally or site-local unique, if stateless address
autoconfiguration is configured onthisAPN. {{I f, on the ot her hand, stateful
address autoconfiguration is configured on the APN, the Prefix part
of the I Pv6 address returned in the PDP Address |E shall be set to
the link-1ocal prefix (FE80::/64)}}.
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4.5 Requirements extracted from RFC 1981

RQ_COR_1800 PMTU Discovery

RFC 1981 Clause: 111 Type: SHOULD appliesto: Node

Context: The implementation uses | Pv6. The implementation sends a large amount of series of 1Pv6 packets to
another implementation.

Requirement:  The implementation sends these packets at the largest size that can successfully traverse the path from
the source implementation to the destination. This packet size isreferred to as the Path MTU (PMTU),
and it is egual to the minimum link MTU of al the linksin a path.

RFC text: {{When one I Pv6 node has a | arge amount of data to send to another
node, the data is transmitted in a series of |IPv6 packets. It is
usual ly preferable that these packets be of the |largest size that can
successfully traverse the path fromthe source node to the
destinati on node. This packet size is referred to as the Path MIu
(PMIU), and it is equal to the mininumlink MU of all the Iinks in a
path. 1Pv6 defines a standard nechanismfor a node to di scover the
PMIU of an arbitrary path}}.

RQ_COR_1801

RFC 1981 Clause: 111 Type: MUST appliesto: Node

Context: The implementation uses IPv6. The implementation sends a large amount of series of 1Pv6 packets to
another implementation at the largest size that can successfully traverse the path from the source
implementation to the destination. This packet size isreferred to asthe Path MTU (PMTU), and it is
equa to the minimum link MTU of al thelinksin a path.

Requirement:  The implementation uses a standard mechanism, [named Path MTU Discovery for [Pv6], in order to
discover the PMTU of an arbitrary path.

RFC text: {{When one |1 Pv6 node has a | arge anbunt of data to send to anot her
node, the data is transmitted in a series of |IPv6 packets. It is
usual Iy preferable that these packets be of the |argest size that can
successfully traverse the path fromthe source node to the
destinati on node. This packet size is referred to as the Path MIu
(PMIU), and it is equal to the minimumlink MU of all the links in a
path. 1 Pv6 defines a standard mechanismfor a node to di scover the
PMIU of an arbitrary path}}.

RQ_COR_1802

RFC 1981 Clause: 112,411 Type: SHOULD appliesto: Node

Context: The implementation uses | Pv6.

Requirement:  The implementation implements Path MTU Discovery in order to discover and take advantage of paths
with PMTU greater than the IPv6 minimum link MTU.

RFC text: {{1Pv6 nodes SHOULD i npl enent Path MIU Di scovery in order to di scover

and take advantage of paths with PMIU greater than the I Pv6 m ni mum
link MU [ Pv6- SPEC] }}. A minimal IPv6 implementation (e.g., in aboot ROM) may choose to
omit implementation of Path MTU Discovery.
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RQ_COR_1803

RFC 1981 Clause: 112 Type: MAY appliesto: Minimal

Context: The implementation uses | Pv6.

Requirement:  The implementation does not implement Path MTU Discovery.

RFC text: IPv6 nodes SHOULD implement Path MTU Discovery in order to discover and take advantage of paths
with PMTU greater than the IPv6 minimum link MTU [IPv6-SPEC]. {{ A mi ni nal | Pv6
i mpl enentation (e.g., in a boot ROM may choose to omt
i mpl ement ati on of Path MIU Di scovery}}.

RQ_COR_1804

RFC 1981 Clause: 113 Type: MAY appliesto: Node

Context: The implementation uses | Pv6. The implementation does not implement Path MTU Discovery.

Requirement:  The implementation uses the IPv6 minimum link MTU defined in [IPv6-SPEC] as the maximum packet
size.

RFC text: {{Nodes not inplenmenting Path MIU Di scovery use the I Pv6 m ni mum | i nk
MIU defined in [IPv6-SPEC] as the maxi mum packet size}}.Inmost cases, this
will result in the use of smaller packets than necessary, because most paths have a PMTU greater than
the IPv6 minimum link MTU. A node sending packets much smaller than the Path MTU allowsis
wasting network resources and probably getting suboptimal throughput.

RQ_COR_1805 PMTU Discovery

RFC 1981 Clause: 311,5.218 Type: MUST appliesto: Node

Context: The implementation uses Path MTU Discovery. The implementation needs to send |Pv6 packets.

Requirement: The implementation initially assumes that the PMTU of a path is the (known) MTU of the first hop in
the path.

RFC text: This memo describes a technique to dynamically discover the PMTU of apath. { { The basi c i dea
is that a source node initially assunes that the PMIU of a path is
the (known) MIU of the first hop in the path}}.Ifany of the packets sent on that
path are too large to be forwarded by some node along the path, that node will discard them and return
ICMPv6 Packet Too Big messages [| CMPv6]. Upon receipt of such a message, the source node reduces
its assumed PMTU for the path based on the MTU of the constricting hop as reported in the Packet Too
Big message.

RQ_COR_1806 PMTU Discovery

RFC 1981 Clause: 311 Type: MUST appliesto: Node

Context: The implementation uses Path MTU Discovery. The implementation needs to sends | Pv6 packets. The
implementation initially assumes that the PMTU of a path is the (known) MTU of the first hop in the
path.

Requirement:  The implementation sends packets at the (known) MTU of the first hop in the path.

RFC text: This memo describes a technique to dynamically discover the PMTU of apath. { { The basi c i dea

is that a source node initially assunes that the PMIU of a path is
the (known) MIU of the first hop in the path}}.Ifany of the packets sent on that
path are too large to be forwarded by some node along the path, that node will discard them and return
ICMPv6 Packet Too Big messages [| CMPv6]. Upon receipt of such a message, the source node reduces
its assumed PMTU for the path based on the MTU of the constricting hop as reported in the Packet Too

Big message.
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RQ_COR_1807

RFC 1981

Context:

Requirement:

RFC text:

Clause: 311 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. The implementation needs to sends | Pv6 packets. The
implementation initially assumes that the PMTU of a path is the (known) MTU of the first hop in the
path. The implementation sends packets at the (known) MTU of the first hop in the path. Any of the
packets sent on that path are too large to be forwarded by some implementation along the path.

The implementation receives an ICMPv6 Packet Too Big message sent by the implementation that was
unable to forward the too large packet.

This memo describes a technique to dynamically discover the PMTU of a path. The basic ideais that a
source node initially assumes that the PMTU of a path is the (known) MTU of the first hop in the path.
{{1f any of the packets sent on that path are too |large to be
forwarded by sone node along the path, that node will discard them
and return | CMPv6 Packet Too Bi g nessages [| CMPv6]}}. Upon receipt of sucha
message, the source node reduces its assumed PMTU for the path based on the MTU of the constricting
hop as reported in the Packet Too Big message.

RQ_COR_1808 PMTU Discovery

RFC 1981

Context:

Requirement:

RFC text:

Clause: 311,412 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. The implementation needs to sends | Pv6 packets. The
implementation initially assumes that the PMTU of a path is the (known) MTU of the first hop in the
path. The implementation sends packets at the (known) MTU of the first hop in the path. The
implementation receives an ICMPv6 Packet Too Big message sent by an intermediate implementation
that was unable to forward the too large packet.

The implementation reduces its assumed PMTU for the path, based on the MTU field reported in the
Packet Too Big message from the constricting hop.

This memo describes a technique to dynamically discover the PMTU of apath. The basic ideaisthat a
source node initially assumes that the PMTU of a path is the (known) MTU of the first hop in the path.
If any of the packets sent on that path are too large to be forwarded by some node along the path, that
node will discard them and return ICMPv6 Packet Too Big messages [ICMPv6]. { { Upon r ecei pt
of such a nmessage, the source node reduces its assuned PMIU for the
path based on the MIU of the constricting hop as reported in the
Packet Too Bi g nessage}}.{{.Wen a node receives a Packet Too Big
nmessage, it MJUST reduce its estimate of the PMIU for the rel evant
pat h, based on the value of the MU field in the nessage. The precise
behavi or of a node in this circunmstance is not specified, since
different applications may have different requirenents, and since
different inplenentation architectures may favor different
strategies}}.
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RQ_COR_1809 PMTU Discovery

RFC 1981

Context:

Requirement:

RFC text:

Clause: 3 12-3 Type: MAY appliesto: Node

The implementation uses Path MTU Discovery. The implementation needs to sends | Pv6 packets. The
implementation initially assumes that the PMTU of a path is the (known) MTU of the first hop in the
path. The implementation sends packets at the (known) MTU of the first hop in the path. The
implementation receives an ICMPv6 Packet Too Big message sent by an intermediate i mplementation
that was unable to forward the too large packet. The implementation reduces its assumed PMTU for the
path based on the MTU of the constricting hop as reported in the Packet Too Big message. The cycle of
packet-sent/Packet-Too-Big-message-received is done may be several times.

The implementation ends this cycle when the implementation estimates of the PMTU is less than or
equal to the actual PMTU.

{{The Path MIU Di scovery process ends when the node's estinmate of the
PMIU is | ess than or equal to the actual PMIU. Note that several
iterations of the packet-sent/Packet-Too-Bi g- message-recei ved cycle
may occur before the Path MIU Di scovery process ends, as there may be
links with smaller MIUs further along the path}}.Alternatively, the node may
elect to end the discovery process by ceasing to send packets larger than the IPv6 minimum link MTU.

RQ_COR_1810 PMTU Discovery

RFC 1981

Context:

Requirement:

RFC text:

Clause: 3 12-3 Type: MAY appliesto: Node

The implementation uses Path MTU Discovery. The implementation needs to sends | Pv6 packets. The
implementation initially assumes that the PMTU of a path is the (known) MTU of thefirst hop in the
path. The implementation sends packets at the (known) MTU of the first hop in the path. The
implementation receives an |CMPv6 Packet Too Big message sent by an intermediate i mplementation
that was unable to forward the too large packet. The implementation reduces its assumed PMTU for the
path based on the MTU of the constricting hop as reported in the Packet Too Big message. The cycle of
packet-sent/Packet-Too-Big-message-received is done may be severa times.

The implementation elects to end the discovery process by ceasing to send packets larger than the IPv6
minimum link MTU.

The Path MTU Discovery process ends when the node's estimate of the PMTU isless than or equal to
the actual PMTU. Note that several iterations of the packet-sent/Packet-T 0o-Big-message-received
cycle may occur before the Path MTU Discovery process ends, as there may be links with smaller
MTUsfurther along the path. { { Al ternatively, the node may elect to end the
di scovery process by ceasing to send packets |arger than the |IPv6

m ni mum | ink MIU}}.

RQ COR_1811

RFC 1981

Context:

Requirement:

RFC text:

Clause: 314 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. The PMTU of a path may change over time, due to
changes in the routing topology. There exists a reduction of the PMTU.

The implementation detects the reduction by receiving Packet Too Big messages.

The PMTU of apath may change over time, due to changes in the routing topology. { { Reduct i ons
of the PMIU are detected by Packet Too Bi g nessages}}.Todetectincreasesina
path's PMTU, a node periodically increases its assumed PMTU. Thiswill almost always result in
packets being discarded and Packet Too Big messages being generated, because in most cases the
PMTU of the path will not have changed. Therefore, attempts to detect increasesin a path's PMTU
should be done infrequently. RQ_COR_1819.
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RQ_COR_1812 PMTU Discovery

RFC 1981 Clause: 314 Type: MUST appliesto: Node

Context: The implementation uses Path MTU Discovery. A PMTU has been established for data delivery.

Requirement:  The implementation periodically but infrequently increases the PMTU during data delivery.

RFC text: The PMTU of apath may change over time, due to changes in the routing topology. Reductions of the
PMTU are detected by Packet Too Big messages. { { To detect increases in a path's
PMIU, a node periodically increases its assuned PMIU. This will
al nost always result in packets being di scarded and Packet Too Big
nmessages bei ng generated, because in nost cases the PMIU of the path
wi || not have changed}}. Therefore, attemptsto detect increasesin a path's PMTU should be
done infrequently.

RQ_COR_1813

RFC 1981 Clause: 314,414 Type: MUST appliesto: Node

Context: The implementation uses Path MTU Discovery. The PMTU of a path may change over time, due to
changes in the routing topology. The implementation probes the increase in a path's PMTU, increasesiits
assumed PMTU. Thiswill almost always result in packets being discarded and Packet Too Big
messages being generated, because in most cases the PMTU of the path will not have changed.

Requirement:  The implementation attempts to detect increasesin apath's PMTU at infrequent intervals.

RFC text: The PMTU of a path may change over time, due to changes in the routing topology. Reductions of the
PMTU are detected by Packet Too Big messages. { { To detect increases in a path's
PMIU, a node periodically increases its assunmed PMIU. This wll
al nost always result in packets being discarded and Packet Too Big
nessages bei ng generated, because in nost cases the PMIU of the path
wi || not have changed. Therefore, attenpts to detect increases in a
path's PMIU shoul d be done infrequently}}.{{...Nodes MAY det ect
i ncreases in PMIU, but because doing so requires sending packets
[ arger than the current estinmated PMIU, and because the |ikelihood is
that the PMIU wi |l not have increased, this MJST be done at
i nfrequent interval s}}.SeeRQ_COR _1820.

RQ_COR_1814 PMTU: Multicast PMTU [Discover]

RFC 1981 Clause: 315 Type: MUST appliesto: Node

Context: The implementation uses Path MTU Discovery.

Requirement:  The implementation uses Path MTU Discovery for Multicast as well as unicast destinations.

RFC text: {{Path MIU Di scovery supports rnulticast as well as unicast

desti nati ons}}.Inthe case of amulticast destination, copies of a packet may traverse many
different paths to many different nodes. Each path may have a different PMTU, and a single multicast
packet may result in multiple Packet Too Big messages, each reporting a different next-hop MTU. The
minimum PMTU value across the set of paths in use determines the size of subsequent packets sent to
the multicast destination.
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RQ_COR_1815 PMTU: Multicast PMTU [Discover]
RFC 1981 Clause: 315 Type: MUST appliesto: Node
Context: The implementation uses Path MTU Discovery for Multicast destinations. The implementation sends a

single multicast packet. This single multicast packet results in multiple Packet Too Big messages, each
reporting a different next-hop MTU.

Requirement:  The implementation uses the minimum PMTU value across the set of pathsin order to determine the
final PMTU.

RFC text: Path MTU Discovery supports multicast as well as unicast destinations. {{ I n t he case of a
mul ticast destination, copies of a packet nmay traverse nany different
paths to many different nodes. Each path may have a di fferent PMIU,
and a single multicast packet may result in multiple Packet Too Big
nessages, each reporting a different next-hop MIU. The ni ni mum PMIuU
val ue across the set of paths in use determ nes the size of
subsequent packets sent to the nulticast destination}}.

RQ_COR_1816 PMTU Discovery

RFC 1981 Clause: 3 16 Type: MUST appliesto: Node

Context: The implementation uses Path MTU Discovery. The implementation “thinks" that a certain destination
is attached to the same link as itself.

Requirement:  The implementation performs the Path MTU Discovery even in this case, sinceis possible that the
destination is not really in the same link.

RFC text: {{Note that Path MIU Di scovery nust be perforned even in cases where
a node "thinks" a destination is attached to the sane |link as
i tsel f}}.Inasituation such as when a neighboring router acts as proxy [ND] for some destination,
the destination can to appear to be directly connected but isin fact more than one hop away.

RQ_COR_1817

RFC 1981 Clause: 4 12 Type: MUST appliesto: Node

Context: The implementation uses Path MTU Discovery. When the implementation receives a Packet Too Big
message, it MUST reduce its estimate of the PMTU for the relevant path, based on the value of the
MTU field in the message.

Requirement:  The implementation’ precise behavior in this circumstance is not specified, since different applications
may have different requirements, and since different implementation architectures may favor different
strategies.

RFC text: {{When a node receives a Packet Too Big message, it MJST reduce its

estimate of the PMIU for the relevant path, based on the value of the
MIU field in the message. The precise behavior of a node in this
circunstance is not specified, since different applications my have
different requirements, and since different inplenentation
architectures may favor different strategies}}.SeeRQ COR 1808.
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RQ_COR_1818 PMTU Discovery

RFC 1981 Clause: 4 13 Type: MUST appliesto: Node

Context: The implementation uses Path MTU Discovery. When the implementation receives a Packet Too Big
message, it MUST reduce its estimate of the PMTU for the relevant path, based on the value of the
MTU field in the message.

Requirement:  The implementation reduces the size of the packetsit is sending along the path.

RFC text: After receiving a Packet Too Big message, a node MUST attempt to avoid eliciting more such messages
inthe near future. { { The node MJST reduce the size of the packets it is
sendi ng al ong the path}}.UsingaPMTU estimate larger than the IPv6 minimum link MTU
may continue to elicit Packet Too Big messages. Since each of these messages (and the dropped packets
they respond to) consume network resources, the node MUST force the Path MTU Discovery processto
end. See RQ_COR_1808.

RQ_COR_1819

RFC 1981 Clause: 4 14 Type: MUST appliesto: Node

Context: The implementation uses Path MTU Discovery. The PMTU of a path may change over time, due to
changes in the routing topology. There exists a reduction of the PMTU.

Requirement:  The implementation detects the reduction in PMTU asfast as possible.

RFC text: {{Nodes using Path MIU Di scovery MJST detect decreases in PMIU as
fast as possible}}.SeeRQ _COR_1811.

RQ_COR_1820

RFC 1981 Clause: 4 14 Type: MUST appliesto: Node

Context: The implementation uses Path MTU Discovery. The PMTU of a path may change over time, due to
changes in the routing topology. The implementation probes the increase in a path's PMTU, increasesiits
assumed PMTU. [Thiswill almost always result in packets being discarded and Packet Too Big
messages being generated, because in most cases the PMTU of the path will not have changed]. The
implementation attempts to detect increasesin apath's PMTU at infrequent intervals.

Requirement:  The implementation attempts to detect increasesin apath's PMTU at least 5 minutes after a Packet Too
Big message has been received for the given path. The recommended setting for thistimer istwiceits
minimum value (10 minutes).

RFC text: Nodes MAY detect increasesin PMTU, but because doing so requires sending packets larger than the
current estimated PMTU, and because the likelihood is that the PMTU will not have increased, this
MUST be done at infrequent intervals. { { An attenpt to detect an increase (by
sendi ng a packet larger than the current estimte) MJST NOT be done
less than 5 minutes after a Packet Too Bi g nessage has been received
for the given path. The recommended setting for this timer is twce
its mninmmvalue (10 minutes)}}.SeeRQ COR 1813.

RQ_COR_1821 PMTU Discovery

RFC 1981 Clause: 4 15 Type: MUST appliesto: Node

Context: The implementation uses Path MTU Discovery.

Requirement:  The implementation does not reduce its estimate of the Path MTU below the IPv6 minimum link MTU.

RFC text: {{A node MUST NOT reduce its estinmate of the Path MIU bel ow the | Pv6

m ni mum | i nk MIU}}.
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RQ_COR_1822 PMTU Discovery
RFC 1981 Clause: 4 16 Type: MUST appliesto: Node
Context: The implementation uses Path MTU Discovery. The implementation receives a Packet Too Big

message reporting a next-hop MTU that is less than the IPv6 minimum link MTU.

Requirement:  The implementation is not required to reduce the size of subsequent packets sent on the path to less than
the IPv6 minimun link MTU, but rather it includes a Fragment header in those packets.

RFC text: {{Note: A node may receive a Packet Too Big nmessage reporting a next-
hop MU that is less than the IPv6 nmininumlink MU |n that case,
the node is not required to reduce the size of subsequent packets
sent on the path to less than the IPv6 mininmun Iink MU, but rather
must include a Fragment header in those packets [IPv6- SPEC|}}.

RQ_COR_1823 PMTU Discovery

RFC 1981 Clause: 4 17 Type: MUST appliesto: Node

Context: The implementation uses Path MTU Discovery. The implementation receives an ICMPv6 Packet Too
Big message purporting to announce an increase in the Path MTU.

Requirement:  The implementation does not increase its estimate of the Path MTU in response to the contents of a
Packet Too Big message.

RFC text: {{A node MUST NOT increase its estimate of the Path MIU in response
to the contents of a Packet Too Bi g nessage}}.A message purporting to announce
an increase in the Path MTU might be a stale packet that has been floating around in the network, a
false packet injected as part of a denial-of-service attack, or the result of having multiple pathsto the
destination, each with adifferent PMTU.

RQ_COR_1824 PMTU Discovery

RFC 1981 Clause: 5 11-3 Type: MAY appliesto: Node

Context: The implementation uses Path MTU Discovery.

Requirement:  The implementation follows the statements of RFC 1981, 5 provided as an aid for implementors.

RFC text: {{This section [5] discusses a nunmber of issues related to the
i mpl enentation of Path MIU Di scovery. This is not a specification,
but rather a set of notes provided as an aid for inplementors. The
i ssues include: - \What |ayer or |ayers inplenent Path MIU Di scovery?.
- Howis the PMIU i nformati on cached?. - How is stale PMIU
i nformati on renoved? - Wat nust transport and higher |ayers do?}}.

RQ_COR_1825 PM TU-Path Association

RFC 1981 Clause: 5.2 1 Type: SHOULD appliesto: Node

Context: The implementation uses Path MTU Discovery.

Requirement: [INFORMATIVE] The implementation associates a PMTU value with a specific path traversed by
packets exchanged between the source and destination implementations.[INFORMATIVE].

RFC text: {{ldeally, a PMIU val ue should be associated with a specific path

traversed by packets exchanged between the source and destination
nodes}} . However, in most cases a node will not have enough information to completely and
accurately identify such a path. Rather, a node must associate a PMTU value with some local
representation of a path. It isleft to the implementation to select the local representation of a path.
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RQ_COR_1826 PM TU-Path Association
RFC 1981 Clause: 5.2 1 Type: MUST appliesto: Node
Context: The implementation uses Path MTU Discovery. The implementation does not have enough information

Requirement:

RFC text:

to completely and accurately identify such a path.

[INFORMATIVE] The implementation associates a PMTU value with some local representation of a
path.[INFORMATIVE].

{{ldeally, a PMIu val ue should be associated with a specific path
traversed by packets exchanged between the source and destination
nodes. However, in nost cases a node will not have enough infornation
to conpletely and accurately identify such a path. Rather, a node
must associate a PMIU value with sone | ocal representation of a path.
It is left to the inplementation to select the |ocal representation
of a path}}.

RQ _COR_1827 PM TU-Path Association

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.2 11-2 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. In the case of a multicast destination address, copies of
a packet may traverse many different paths to reach many different implementations.

[INFORMATIVE] The implementation associates a PMTU value with some adequate local
representation of the "path" to a multicast destination representing in fact a potentially large set of paths.
[INFORMATIVE].

Ideally, a PMTU vaue should be associated with a specific path traversed by packets exchanged
between the source and destination nodes. However, in most cases a node will not have enough
information to completely and accurately identify such a path. Rather, a node must associate a PMTU
value with some local representation of a path. It isleft to the implementation to select the local
representation of apath. {{I n the case of a nulticast destination address,
copi es of a packet may traverse many different paths to reach many
di fferent nodes. The | ocal representation of the "path" to a

mul ticast destination nmust in fact represent a potentially |arge set
of paths}}.

RQ _COR_1828 PM TU-Path Association

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.2 11, 3 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. The implementation associatesa PMTU value with
some local representation of a path.

[INFORMATIVE] The implementation at least maintains asingle PMTU value to be used for all
packets originated from the implementation itself.[INFORMATIVE].

Ideally, aPMTU value should be associated with a specific path traversed by packets exchanged
between the source and destination nodes. { { Mnimally, an inplenentation could
mai ntain a single PMIU value to be used for all packets origi nated
fromthe node}}. ThisPMTU vaue would be the minimum PMTU learned across the set of all
paths in use by the node. This approach islikely to result in the use of smaller packets than is necessary
for many paths.
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RQ_COR_1829 PM TU-Path Association

RFC 1981 Clause: 5.2 11, 3 Type: MAY appliesto: Node

Context: The implementation uses Path MTU Discovery. The implementatation associatesa PMTU value with
some local representation of a path. The implementation at least maintains asingle PMTU valueto be
used for all packets originated from the implementation itself.

Requirement: [INFORMATIVE] The implementation uses as the single PMTU vaue the minimum PMTU learned
across the set of al pathsin use by the implementation.[INFORMATIVE].

RFC text: Ideally, a PMTU value should be associated with a specific path traversed by packets exchanged
between the source and destination nodes. {{. . . M ni mal I y, an i npl enentati on could
maintain a single PMIU value to be used for all packets originated
fromthe node. This PMIU val ue woul d be the m ni mum PMIU | ear ned
across the set of all paths in use by the node}}. Thisapproachislikely to
result in the use of smaller packets than is necessary for many paths.

RQ_COR_1830 PM TU-Path Association

RFC 1981 Clause: 5.2 11, 4 Type: MAY appliesto: Node

Context: The implementation uses Path MTU Discovery. The implementatation associatesa PMTU value with
some local representation of a path.

Requirement: [INFORMATIVE] The implementation uses the destination address as the |ocal representation of a
path.[INFORMATIVE].

RFC text: Ideally, a PMTU value should be associated with a specific path traversed by packets exchanged
between the source and destination nodes... {{. . . An i npl enentati on coul d use the
destinati on address as the local representation of a path}}.ThePMTU
value associated with a destination would be the minimum PMTU learned across the set of all pathsin
use to that destination. The set of pathsin use to a particular destination is expected to be small, in many
cases consisting of a single path. This approach will result in the use of optimally sized packets on a
per-destination basis. This approach integrates nicely with the conceptual model of a host as described
in [ND]: aPMTU value could be stored with the corresponding entry in the destination cache.

RQ COR_1831 PM TU-Path Association

RFC 1981 Clause: 5.2 11,4 Type: MAY appliesto: Node

Context: The implementation uses Path MTU Discovery. The implementatation associates a PMTU value with
some local representation of a path. The implementation uses the destination address as the local
representation of a path.

Requirement: [INFORMATIVE] The implementation associates that destination address with aPMTU value equal to
the minimum PMTU learned across the set of all pathsin use to that destination.[INFORMATIVE].

RFC text: Ideally, aPMTU value should be associated with a specific path traversed by packets exchanged

between the source and destination nodes. An implementation could use the destination address as the
local representation of apath. { { The PMIU val ue associated with a destination
woul d be the m ni mum PMIU | earned across the set of all paths in use
to that destination. The set of paths in use to a particular
destination is expected to be small, in many cases consisting of a
single path. This approach will result in the use of optimally sized
packets on a per-destination basis}}. Thisapproachintegrates nicely with the
conceptual model of ahost as described in [ND]: aPMTU value could be stored with the corresponding
entry in the destination cache.
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RQ_COR_1832 PM TU-Path Association
RFC 1981 Clause: 5.2 11,5 Type: MAY appliesto: Node
Context: The implementation uses Path MTU Discovery. The implementatation associatesa PMTU value with

Requirement:

RFC text:

some local representation of a path. The implementation uses IPv6 Flow Labels.

[INFORMATIVE] The implementation uses the Flow id asthe local representation of a path. This
approach will result in the use of optimally sized packets on a per-flow basis, providing finer granularity
than PMTU values maintained on a per-destination basis.[INFORMATIVE]

Ideally, a PMTU value should be associated with a specific path traversed by packets exchanged
between the source and destination nodes. {{. . . If flows [IPv6-SPEC] are in use, an

i mpl ementation could use the flowid as the local representation of a
pat h} } . Packets sent to a particular destination but belonging to different flows may use different
paths, with the choice of path depending on the flow id. This approach will result in the use of optimally
sized packets on a per-flow basis, providing finer granularity than PMTU values maintained on a per-
destination basis.

RQ_COR_1833 PM TU-Path Association

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.2 11, 6 Type: MAY appliesto: Node

The implementation uses Path MTU Discovery. The implementatation associatesa PMTU value with
some local representation of a path. The implementation uses source routed packets (i.e. packets
containing an IPv6 Routing header [I1Pv6-SPEC]).

[INFORMATIVE] The implementation uses the source route information in the local representation of
apath.[INFORMATIVE].

Ideally, a PMTU value should be associated with a specific path traversed by packets exchanged
between the source and destination nodes... {{ . . . For source routed packets (i.e.
packets containing an | Pv6 Routing header [I|Pv6-SPEC]), the source
route may further qualify the local representation of a path. In
particul ar, a packet containing a type 0 Routing header in which all
bits in the Strict/Loose Bit Map are equal to 1 contains a conplete
path specification. An inplenentation could use source route
information in the | ocal representation of a path}}.

RQ_COR_1834 PM TU-Path Association using Packet Too Big

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.2 19 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. The implementation receives an ICMPv6 Packet Too
Big message sent by an intermediate implementation that was unable to forward the too large packet.

[INFORMATIVE] The implementation determines which path the message applies to based on the
contents of the Packet Too Big message.[INFORMATIVE].

{{When a Packet Too Big nessage is received, the node determ nes
whi ch path the nmessage applies to based on the contents of the Packet
Too Bi g nmessage}}. For example, if the destination addressis used as the local representation of a
path, the destination address from the original packet would be used to determine which path the

message applies to.
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RQ_COR_1835 PM TU-Path Association using Packet Too Big

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.2 19 Type: MAY appliesto: Node

The implementation uses Path MTU Discovery. The implementation receives an ICMPv6 Packet Too
Big message sent by an intermediate implementation that was unable to forward the too large packet.
The implementation determines which path the message applies to based on the contents of the Packet
Too Big message.

[INFORMATIVE] The implementation uses the destination address from the original packet [which
originates the Packet Too Big message] to determine which path the message applies
to.[INFORMATIVE].

When a Packet Too Big message is received, the node determines which path the message appliesto
based on the contents of the Packet Too Big message. { { For exanpl e, if the destination
address is used as the local representation of a path, the
destination address fromthe original packet would be used to

deterni ne which path the nmessage applies to}}.

RQ_COR_1836 PM TU-Path Association using Packet Too Big

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.2 19-10 Type: SHOULD appliesto: Node

The implementation uses Path MTU Discovery. The implementation receives an ICMPv6 Packet Too
Big message sent by an intermediate implementation that was unable to forward the too large packet.
The implementation determines which path the message applies to based on the contents of the Packet
Too Big message. The original packet [which originates the Packet Too Big message] contained a
Routing header.

[INFORMATIVE] The implementation uses the Routing header to determine the location of the
destination address within the original packet.[INFORMATIVE].

When a Packet Too Big message is received, the node determines which path the message applies to
based on the contents of the Packet Too Big message. For example, if the destination addressis used as
the local representation of a path, the destination address from the original packet would be used to
determine which path the message appliesto. {{ Note: if the origi nal packet

cont ai ned a Routing header, the Routing header should be used to
determnmine the | ocation of the destination address within the original
packet } }. If Segments Left is equal to zero, the destination addressisin the Destination Address
field in the IPv6 header. If Segments Left is greater than zero, the destination address is the last address
(Addresg[n]) in the Routing header.

RQ _COR_1837 PM TU-Path Association using Packet Too Big

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.2 19-10 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. The implementation receives an ICMPv6 Packet Too
Big message sent by an intermediate implementation that was unable to forward the too large packet.
The implementation determines which path the message applies to based on the contents of the Packet
Too Big message. The original packet [which originates the Packet Too Big message] contained a
Routing header. The implementation uses the Routing header to determine the location of the
destination address within the original packet. The Segments Left in Routing header is equal to zero.

[INFORMATIVE] The implementation gets the the destination address from the Destination Address
field in the IPv6 header.[INFORMATIVE].

When a Packet Too Big message is received, the node determines which path the message applies to
based on the contents of the Packet Too Big message. For example, if the destination addressis used as
the local representation of a path, the destination address from the original packet would be used to
determine which path the message applies to. Note: if the original packet contained a Routing header,
the Routing header should be used to determine the location of the destination address within the
origina packet. { {1 f Segments Left is equal to zero, the destination
address is in the Destination Address field in the | Pv6 header}}.If
Segments Left is greater than zero, the destination address is the last address (Address[n]) in the
Routing header.
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RQ_COR_1838 PM TU-Path Association using Packet Too Big
RFC 1981 Clause: 5.2 19-10 Type: MUST appliesto: Node
Context: The implementation uses Path MTU Discovery. The implementation receives an ICMPv6 Packet Too

Requirement:

RFC text:

Big message sent by an intermediate implementation that was unable to forward the too large packet.
The implementation determines which path the message applies to based on the contents of the Packet
Too Big message. The original packet [which originates the Packet Too Big message] contained a
Routing header. The implementation uses the Routing header to determine the location of the
destination address within the original packet. The Segments Left in Routing header isis greater than
zero.

[INFORMATIVE] The implementation gets the the destination address from the last address
(Addresg[n]) in the Routing header.[INFORMATIVE].

When a Packet Too Big message is received, the node determines which path the message applies to
based on the contents of the Packet Too Big message. For example, if the destination addressis used as
the local representation of a path, the destination address from the original packet would be used to
determine which path the message appliesto. Note: if the original packet contained a Routing header,
the Routing header should be used to determine the location of the destination address within the
original packet. If Segments Left isequal to zero, the destination addressisin the Destination Address
fieldinthe IPv6 header. { {1 f Segnments Left is greater than zero, the
destination address is the |ast address (Address[n]) in the Routing
header}}.

RQ _COR_1839 PM TU-Path Association using Packet Too Big

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.2 19-11 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. The implementation receives an ICMPv6 Packet Too
Big message sent by an intermediate implementation that was unable to forward the too large packet.
The implementation determines which path the message applies to based on the contents of the Packet
Too Big message. Then, the implementation uses the value in the MTU field in the Packet Too Big
message as a tentative PMTU value, and compares the tentative PMTU to the existing PMTU, resulting
that the tentative PMTU is lower than the existing PMTU estimate.

[INFORMATIVE] The implementation replaces the tentative PMTU over the existing PMTU asthe
PMTU value for the path.[INFORMATIVE].

{{The node then uses the value in the MU field in the Packet Too Big
nmessage as a tentative PMIU val ue, and conpares the tentative PMIU to
the existing PMIU. |If the tentative PMIU is |ess than the existing
PMIU estimate, the tentative PMIU repl aces the existing PMIU as the
PMIU val ue for the path}}.

RQ_COR_1840 PM TU-Path Association using Packet Too Big

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.2 19-11 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. The implementation receives an ICMPv6 Packet Too
Big message sent by an intermediate implementation that was unable to forward the too large packet.
The implementation determines which path the message applies to based on the contents of the Packet
Too Big message. Then, the implementation uses the value in the MTU field in the Packet Too Big
message as a tentative PMTU value, and compares the tentative PMTU to the existing PMTU, resulting
that the tentative PMTU is higher than the existing PMTU estimate.

[INFORMATIVE] The implementation does not replacethe existing PMTU.[INFORMATIVE].

{{The node then uses the value in the MU field in the Packet Too Big
nessage as a tentative PMIU val ue, and conpares the tentative PMIU to
the existing PMIU. If the tentative PMIU is |ess than the existing
PMIU estimate, the tentative PMIU repl aces the existing PMIU as the
PMIuU val ue for the path}}.
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RQ_COR_1841 PMTU: Informing Packetization Layersof PMTU
RFC 1981 Clause: 5.2 112 Type: MUST appliesto: Node
Context: The implementation uses Path MTU Discovery. The implementation reduces its estimate PMTU for the

path.

Requirement: [INFORMATIVE] The implementation notifies any Packetization layer about decreases in the PMTU
that is actively using the path. [INFORMATIVE].

RFC text: {{The packetization | ayers nust be notified about decreases in the
PMIU. Any packetization |ayer instance (for exanple, a TCP
connection) that is actively using the path must be notified if the
PMIU estimate i s decreased}}.

RQ_COR_1842 PMTU: Informing Packetization Layersof PMTU

RFC 1981 Clause: 5.2 112-13 Type: MUST appliesto: Node

Context: The implementation uses Path MTU Discovery. The implementation reduces its estimate PMTU for the
path. The implementation notifies about decreasesin the PMTU to any Packetization layer that is
actively using the path. The Packet Too Big message contains an Original Packet Header that refers
only to UDP packets, but there are TCP connections using the given path.

Requirement: [INFORMATIVE] The implementation notifies about decreases in the PMTU also to the TCP
layer.[INFORMATIVE].

RFC text: The packetization layers must be notified about decreases in the PMTU. Any packetization layer
instance (for example, a TCP connection) that is actively using the path must be notified if the PMTU
estimateisdecreased. { { Not e: even if the Packet Too Bi g nessage contains an
Original Packet Header that refers to a UDP packet, the TCP | ayer
must be notified if any of its connections use the given path}}.

RQ_COR_1843 PMTU: Informing Packetization Layersof PMTU

RFC 1981 Clause: 5.2 114 Type: SHOULD appliesto: Node

Context: The implementation uses Path MTU Discovery. The implementation receives an ICMPv6 Packet Too
Big message sent by an intermediate implementation that was unable to forward the too large packet.

Requirement: [INFORMATIVE] The implementation notifies to the instance that sent the packet that produced the
Packet Too Big message that its packet has been dropped, so that the instance may retransmit the
dropped data[INFORMATIVE].

RFC text: {{Al'so, the instance that sent the packet that elicited the Packet

Too Bi g nessage should be notified that its packet has been dropped,
even if the PMIU estimate has not changed, so that it nay retransmt
the dropped data}}.
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RQ_COR_1844 PMTU: Informing Packetization Layersof PMTU
RFC 1981 Clause: 5.2 115 Type: MAY appliesto: Node
Context: The implementation uses Path MTU Discovery. The implementation reduces its estimate PMTU for the

Requirement:

RFC text:

path.

[INFORMATIVE] The implementation avoidS the use of an asynchronous notification mechanism for
PMTU decreases by postponing notification until the next attempt to send a packet larger than the
PMTU estimate.[INFORMATIVE].

{{Note: An inplenentation can avoid the use of an asynchronous
notification nechani smfor PMIU decreases by postponing notification
until the next attenmpt to send a packet | arger than the PMIU

esti mat e} }. Inthis approach, when an attempt is made to SEND a packet that is larger than the
PMTU estimate, the SEND function should fail and return a suitable error indication. This approach
may be more suitable to a connectionless packetization layer (such as one using UDP), which (in some
implementations) may be hard to "notify" from the ICMP layer. In this case, the normal timeout-based
retransmission mechanisms would be used to recover from the dropped packets.

RQ_COR_1845 PMTU: Informing Packetization Layersof PMTU

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.2 115 Type: SHOULD appliesto: Node

The implementation uses Path MTU Discovery. The implementation reducesits estimateD PMTU for
the path. The implementation avoid the use of an asynchronous notification mechanism for PMTU
decreases by postponing notification until the next attempt to send a packet larger than the PMTU
estimate. An implementation's upper layer attempts to SEND a packet that is larger than the PMTU
estimate.

[INFORMATIVE] The implementation makes the SEND function fails and returns a suitable error
indication.[INFORMATIVE].

Note: Animplementation can avoid the use of an asynchronous notification mechanism for PMTU
decreases by postponing notification until the next attempt to send a packet larger than the PMTU
estimate. {{I n this approach, when an attenpt is nmade to SEND a packet
that is larger than the PMIU estimate, the SEND function should fail
and return a suitable error indication}}.Thisapproach may be moresuitableto a
connectionless packetization layer (such as one using UDP), which (in some implementations) may be
hard to "notify" from the ICMP layer. In this case, the normal timeout-based retransmission
mechanisms would be used to recover from the dropped packets.

RQ_COR_1846 PMTU: Informing Packetization Layersof PMTU

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.2 116 Type: MAY appliesto: Node

The implementation uses Path MTU Discovery. The implementation reducesits estimate PMTU for the
path. The implementation notifies about decreasesin the PMTU to any Packetization layer that is
actively using the path.

[INFORMATIVE] The implementation delays the notify until the Packetization layer instance wants to
create anew packet.[INFORMATIVE].

{{It is inmportant to understand that the notification of the

packeti zati on |l ayer instances using the path about the change in the
PMIU is distinct fromthe notification of a specific instance that a
packet has been dropped. The latter shoul d be done as soon as
practical (i.e., asynchronously fromthe point of view of the

packeti zation |l ayer instance), while the forner may be del ayed until
a packetization | ayer instance wants to create a packet}}.See

RQ_COR _1841.
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RQ_COR_1847 PMTU: Informing Packetization Layersof PMTU
RFC 1981 Clause: 5.2 116 Type: SHOULD appliesto: Node
Context: The implementation uses Path MTU Discovery. The implementation receives an ICMPv6 Packet Too

Requirement:

RFC text:

Big message sent by an intermediate implementation that was unable to forward the too large packet.
The implementation notifies to the instance that sent the packet that produced the Packet Too Big
message that its packet has been dropped, so that the instance may retransmit the dropped data.

[INFORMATIVE] The implementation notifies the instance that sent the packets as soon as practical
(i.e., asynchronously from the point of view of the Packetization layer instance).[INFORMATIVE].

{{It is inportant to understand that the notification of the

packeti zation |l ayer instances using the path about the change in the
PMIU is distinct fromthe notification of a specific instance that a
packet has been dropped. The | atter should be done as soon as
practical (i.e., asynchronously fromthe point of view of the

packeti zation | ayer instance), while the forner nay be del ayed until
a packetization | ayer instance wants to create a packet}}.See
RQ_COR_1843.

RQ_COR_1848 PMTU: Informing Packetization Layersof PMTU

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.2 116 Type: SHOULD appliesto: Node

The implementation uses Path MTU Discovery. The implementation receives an ICMPv6 Packet Too
Big message sent by an intermediate implementation that was unable to forward the too large packet.
The implementation notifies to the instance that sent the packet that produced the Packet Too Big
message that its packet has been dropped, so that the instance may retransmit the dropped data.

[INFORMATIVE] The implementation does retransmission only for those packets that are known to be
dropped as indicated by a Packet Too Big message.[INFORMATIVE].

It isimportant to understand that the notification of the packetization layer instances using the path
about the change in the PMTU is distinct from the notification of a specific instance that a packet has
been dropped. The latter should be done as soon as practical (i.e., asynchronously from the point of
view of the packetization layer instance), while the former may be delayed until a packetization layer
instance wants to create a packet. { { Ret r ansmi ssi on shoul d be done for only for
those packets that are known to be dropped, as indicated by a Packet
Too Bi g nmessage}}.

RQ_COR_1849 PMTU: Updating Cache Infor mation

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.3 11 Type: MAY appliesto: Node

The implementation uses Path MTU Discovery. Internetwork topology is dynamic; routes change over
time.

[INFORMATIVE] The implementation's cached PMTU information becomes stale.[INFORMATIVE].
Internetwork topology is dynamic; routes change over time. { { Whi | e t he | ocal
representation of a path may remain constant, the actual path(s) in

use may change. Thus, PMIU i nformati on cached by a node can becone
stale}}.
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RQ_COR_1850

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.3 11-2 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. Internetwork topology is dynamic; routes change over
time. The implementation's local representation of a path remains constant, but the actual path(s) in use
changes and the PMTU information cached by a node can become stale. The implementation’ stale
PMTU vaueistoo large.

[INFORMATIVE] The implemention will discover this almost immediately once alarge enough packet
is sent on the path.[INFORMATIVE].

Internetwork topology is dynamic; routes change over time. { { Whi | e t he | ocal
representation of a path may remain constant, the actual path(s) in
use may change. Thus, PMIU i nformati on cached by a node can becone
stale}}.{{If the stale PMIU value is too large, this will be

di scovered al nost i medi ately once a | arge enough packet is sent on

t he pat h}}. No such mechanism exists for realizing that astale PMTU valueistoo small, so an
implementation should "age" cached values. When aPMTU value has not been decreased for awhile
(on the order of 10 minutes), the PMTU estimate should be set to the MTU of the first-hop link, and the
packetization layers should be notified of the change. Thiswill cause the complete Path MTU
Discovery process to take place again.

RQ_COR_1851

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.3 11-2 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. Internetwork topology is dynamic; routes change over
time. The implementation's local representation of a path remains constant, but the actual path(s) in use
changes and the PMTU information cached by a node can become stale. The implementation’ stale
PMTU vaueistoo small.

[INFORMATIVE] The implemention does not have a mechanism for realizing that a stale PMTU value
istoo small.[INFORMATIVE].

Internetwork topology is dynamic; routes change over time. { { Whi | e t he | ocal
representation of a path may remain constant, the actual path(s) in
use may change. Thus, PMIU i nformati on cached by a node can becone
stal e} }. If thestale PMTU valueistoo large, thiswill be discovered almost immediately once a
large enough packet is sent on the path. { { No such mechani sm exi sts for realizing
that a stale PMIU value is too small, so an inplenmentation should
"age" cached val ues}}.WhenaPMTU value has not been decreased for awhile (on the order
of 10 minutes), the PMTU estimate should be set to the MTU of the first-hop link, and the packetization
layers should be notified of the change. This will cause the complete Path MTU Discovery processto
take place again.
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RQ_COR_1852 PMTU: Updating Cache Infor mation
RFC 1981 Clause: 5.3 11-2 Type: SHOULD appliesto: Node
Context: The implementation uses Path MTU Discovery. Internetwork topology is dynamic; routes change over

Requirement:

RFC text:

time. The implementation's local representation of a path remains constant, but the actual path(s) in use
changes and the PMTU information cached by a node can become stale. The implementation’ stale
PMTU vaueistoo small. The implemention does not have a mechanism for realizing that a stale
PMTU vaueistoo small.

[INFORMATIVE] The implementation "ages" cached values[INFORMATIVE].

Internetwork topology is dynamic; routes change over time. { { Whi | e t he | ocal
representation of a path may remain constant, the actual path(s) in
use may change. Thus, PMIU i nformati on cached by a node can becone
stal e} }.If thestale PMTU valueistoo large, thiswill be discovered almost immediately once a
large enough packet is sent on the path. { { No such mechani sm exi sts for reali zing
that a stale PMIU value is too small, so an inplenentation should
"age" cached val ues}}.WhenaPMTU vaue has not been decreased for awhile (on the order
of 10 minutes), the PMTU estimate should be set to the MTU of the first-hop link, and the packetization
layers should be notified of the change. This will cause the complete Path MTU Discovery processto
take place again.

RQ_COR_1853 PMTU: Updating Cache Infor mation

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.3 11-2 Type: SHOULD appliesto: Node

The implementation uses Path MTU Discovery. Internetwork topology is dynamic; routes change over
time. The implementation's local representation of a path remains constant, but the actual path(s) in use
changes and the PMTU information cached by a node can become stale. The implementation’ stale
PMTU vaueistoo small. The implemention does not have a mechanism for realizing that a stale
PMTU vaueistoo small, then the implementation "ages" cached values. Theimplementation's PMTU
value has not been decreased for awhile (on the order of 10 minutes).

[INFORMATIVE] The implementation's PMTU estimate is set to the MTU of the first-hop link, and the
packetization layers are notified of the change.[INFORMATIVE].

Internetwork topology is dynamic; routes change over time. { { Whi | e t he | ocal
representation of a path may remain constant, the actual path(s) in
use may change. Thus, PMIU i nformati on cached by a node can becone
stal e} }. If thestale PMTU valueistoo large, thiswill be discovered almost immediately once a
large enough packet is sent on the path. No such mechanism exists for realizing that a stale PMTU value
istoo small, so an implementation should "age" cached values. { { When a PMIU val ue has not
been decreased for a while (on the order of 10 minutes), the PMIU
estimate should be set to the MU of the first-hop Iink, and the
packeti zation |layers should be notified of the change}}. Thiswill causethe
complete Path MTU Discovery process to take place again.
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RQ_COR_1854 PMTU: Updating Cache Infor mation

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.3 11-2 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. Internetwork topology is dynamic; routes change over
time. The implementation's local representation of a path remains constant, but the actual path(s) in use
changes and the PMTU information cached by a node can become stale. The implementation’ stale
PMTU vaueistoo small. The implemention does not have a mechanism for realizing that a stale
PMTU vaueistoo small, then the implementation "ages" cached values. The implementation's PMTU
value has not been decreased for awhile (on the order of 10 minutes). The implementation's PMTU
estimate is set to the MTU of the first-hop link, and the packetization layers are notified of the change.

[INFORMATIVE] The implementation starts again the complete Path MTU Discovery process.
[INFORMATIVE].

Internetwork topology is dynamic; routes change over time. { { Whi | e t he | ocal
representation of a path may remai n constant, the actual path(s) in
use may change. Thus, PMIU i nformati on cached by a node can becone
stal e} }. If thestae PMTU valueistoo large, thiswill be discovered amost immediately once a
large enough packet is sent on the path. No such mechanism exists for realizing that a stale PMTU value
istoo small, so an implementation should "age" cached values. { { When a PMIU val ue has not
been decreased for a while (on the order of 10 m nutes), the PMIU
estimate should be set to the MU of the first-hop Iink, and the
packeti zation |layers should be notified of the change. This will

cause the conplete Path MIU Di scovery process to take place again}}.

RQ_COR_1855 PMTU: Updating Cache Infor mation

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.3 11-3 Type: SHOULD appliesto: Node

The implementation uses Path MTU Discovery. Internetwork topology is dynamic; routes change over
time. The implementation's local representation of a path remains constant, but the actual path(s) in use
changes and the PMTU information cached by a node can become stale. The implementation’ stale
PMTU vaueistoo small. The implemention does not have a mechanism for realizing that a stale
PMTU vaueistoo small, then the implementation "ages" cached values. The implementation's PMTU
value has not been decreased for awhile (on the order of 10 minutes), after that time the PMTU
estimate ussually is set to the MTU of the first-hop link, and the packetization layersis notified of the
change.

[INFORMATIVE] The implementation has a means for changing the timeout duration, including
setting it to "infinity". [INFORMATIVE].

Internetwork topology is dynamic; routes change over time. { { Whi | e t he | ocal
representation of a path may remain constant, the actual path(s) in
use may change. Thus, PMIU i nformati on cached by a node can becone
stal e} }.If thestale PMTU valueistoo large, thiswill be discovered almost immediately once a
large enough packet is sent on the path. No such mechanism exists for realizing that a stale PMTU value
istoo small, so an implementation should "age" cached values. When a PMTU value has not been
decreased for awhile (on the order of 10 minutes), the PMTU estimate should be set to the MTU of the
first-hop link, and the packetization layers should be notified of the change. This will cause the
complete Path MTU Discovery processto take placeagain. { { Not e: an i npl enent ati on
shoul d provide a neans for changing the tinmeout duration, including
setting it to "infinity"}}.Forexample nodes attached to an FDDI link whichisthen
attached to the rest of the Internet viaa small MTU serial line are never going to discover a new non-
local PMTU, so they should not have to put up with dropped packets every 10 minutes.
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RQ_COR_1856 PMTU: Updating Cache Infor mation
RFC 1981 Clause: 5.3 11-3,5 Type: MAY appliesto: Node
Context: The implementation uses Path MTU Discovery. Internetwork topology is dynamic; routes change over

Requirement:

RFC text:

time. The implementation's local representation of a path remains constant, but the actual path(s) in use
changes and the PMTU information cached by a node can become stale. The implementation’ stale
PMTU vaueistoo small. The implemention does not have a mechanism for realizing that a stale
PMTU vaueistoo small, then the implementation "ages" cached values.

[INFORMATIVE] The implementation associates a timestamp field with aPMTU value as one
approach to implementing PMTU aging.[INFORMATIVE].

Internetwork topology is dynamic; routes change over time. { { Whi | e t he | ocal
representation of a path may remain constant, the actual path(s) in
use may change. Thus, PMIU i nformati on cached by a node can becone
stal e} }. If thestae PMTU valueistoo large, thiswill be discovered amost immediately once a
large enough packet is sent on the path. No such mechanism exists for realizing that a stale PMTU value
istoo small, so an implementation should "age" cached values}}.{{. .. One approach to

i mpl enenting PMIU aging is to associate a tinestanp field with a PMIU
val ue}}. Thisfieldisinitialized to a"reserved” value, indicating that the PMTU is equal to the MTU
of the first hop link. Whenever the PMTU is decreased in response to a Packet Too Big message, the
timestamp is set to the current time.

RQ_COR_1857 PMTU: Updating Cache Infor mation

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.3 11-3,5 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. Internetwork topology is dynamic; routes change over
time. The implementation's local representation of a path remains constant, but the actual path(s) in use
changes and the PMTU information cached by a node can become stale. The implementation’ stale
PMTU vaueistoo small. The implemention does not have a mechanism for realizing that a stale
PMTU vaueistoo small, then the implementation "ages" cached values. The implementation associates
atimestamp field with aPMTU value as one approach to implementing PMTU aging.

[INFORMATIVE] The implementation initializes this timestamp field to a"reserved” value indicating
that the PMTU is equal to the MTU of the first hop link.[INFORMATIVE].

Internetwork topology is dynamic; routes change over time. { { Whi | e t he | ocal
representation of a path may remain constant, the actual path(s) in
use may change. Thus, PMIU i nformati on cached by a node can becone
stal e} }. If thestae PMTU valueistoo large, thiswill be discovered amost immediately once a
large enough packet is sent on the path. No such mechanism exists for realizing that a stale PMTU value
istoo small, so an implementation should "age" cached values}}. ...One approach to implementing
PMTU aging isto associate a timestamp field withaPMTU value. { { This field is
initialized to a "reserved" value, indicating that the PMIU is equal
to the MIU of the first hop |ink}}.Wheneverthe PMTU isdecreased in responseto a
Packet Too Big message, the timestamp is set to the current time.
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RQ_COR_1858 PMTU: Updating Cache Infor mation
RFC 1981 Clause: 5.3 11-3,5 Type: MUST appliesto: Node
Context: The implementation uses Path MTU Discovery. Internetwork topology is dynamic; routes change over

Requirement:

RFC text:

time. The implementation's local representation of a path remains constant, but the actual path(s) in use
changes and the PMTU information cached by a node can become stale. The implementation’ stale
PMTU vaueistoo small. The implemention does not have a mechanism for realizing that a stale
PMTU vaueistoo small, then the implementation "ages" cached values. The implementation associates
atimestamp field with a PMTU value as one approach to implementing PMTU aging. The
implementation initializes this timestamp field to a "reserved" value, indicating that the PMTU is equal
tothe MTU of the first hop link. The PMTU is decreased in response to a Packet Too Big message.

[INFORMATIVE] The timestamp field is set to the current time. [INFORMATIVE].

Internetwork topology is dynamic; routes change over time. { { Whi | e t he | ocal
representation of a path may remai n constant, the actual path(s) in
use may change. Thus, PMIU i nformati on cached by a node can becone
stal e} }. If thestae PMTU valueistoo large, thiswill be discovered amost immediately once a
large enough packet is sent on the path. No such mechanism exists for realizing that a stale PMTU value
istoo small, so an implementation should "age" cached values}}. One approach to implementing
PMTU aging isto associate atimestamp field withaPMTU value. { { This field is
initialized to a "reserved" value, indicating that the PMIU is equal
to the MIU of the first hop link. Whenever the PMIU is decreased in
response to a Packet Too Big nessage, the tinestanp is set to the
current time}}.

RQ_COR_1859 PMTU: Updating Cache Infor mation

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.3 1-3, 5-7 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. Internetwork topology is dynamic; routes change over
time. The implementation's local representation of a path remains constant, but the actual path(s) in use
changes and the PMTU information cached by a node can become stale. The implementation’ stale
PMTU vaueistoo small. The implemention does not have a mechanism for realizing that a stale
PMTU vaueistoo small, then the implementation "ages" cached values. The implementation associates
atimestamp field with aPMTU val ue as one approach to implementing PMTU aging. The
implementation initializes this timestamp field to a "reserved" value, indicating that the PMTU is equal
tothe MTU of thefirst hop link. The PMTU is decreased in response to a Packet Too Big message. The
timestamp field is set to the current time.

[INFORMATIVE] The implementation, once a minute, runs a timer-driven procedure through all
cached PMTU values, and for each PMTU whose timestamp is not "reserved" and is older than the
timeout interval: - The PMTU estimate is set to the MTU of the first hop link. - The timestamp is set to
the "reserved" value. - Packetization layers using this path are notified of the
increase.[INFORMATIVE].

Internetwork topology is dynamic; routes change over time. { { Whi | e t he | ocal
representation of a path may remai n constant, the actual path(s) in
use may change. Thus, PMIU i nformati on cached by a node can becone
stal e} }. If thestae PMTU valueistoo large, thiswill be discovered amost immediately once a
large enough packet is sent on the path. No such mechanism exists for realizing that a stale PMTU value
istoo small, so an implementation should "age" cached values}}. ...One approach to implementing
PMTU aging isto associate atimestamp field withaPMTU value. Thisfield isinitialized to a
"reserved” value, indicating that the PMTU is equal to the MTU of the first hop link. Whenever the
PMTU isdecreased in response to a Packet Too Big message, the timestamp is set to the current time.
{{Once a mnute, a tiner-driven procedure runs through all cached
PMIuU val ues, and for each PMIU whose tinestanp is not "reserved" and

is older than the tinmeout interval: - The PMIU estimate is set to the
MIU of the first hop link. - The timestanp is set to the "reserved”
val ue. - Packetization layers using this path are notified of the

i ncrease}}.

ETSI



41 ETSI TS 102 514 V1.1.1 (2006-04)

RQ_COR_1860 PMTU: Selecting PM TU Discovery
RFC 1981 Clause: 5.6 11-3 Type: SHOULD appliesto: Node
Context: The implementation uses Path MTU Discovery.

Requirement:

RFC text:

[INFORMATIVE] The implementation provides away for a system utility program to specify that Path
MTU Discovery not be done on a given path.[INFORMATIVE].

{{It is suggested that an inplenentation provide a way for a system
utility programto: - Specify that Path MIU Di scovery not be done on
a given path }}.-Changethe PMTU value associated with a given path. The former can be
accomplished by associating a flag with the path; when a packet is sent on a path with this flag set, the
IP layer does not send packets larger than the IPv6 minimum link MTU. These features might be used
to work around an anomalous situation, or by a routing protocol implementation that is able to obtain
Path MTU vaues. The implementation should also provide away to change the timeout period for
aging stale PMTU information.

RQ_COR_1861 PMTU: Selecting PMTU Discovery

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.6 11-3 Type: MAY appliesto: Node

The implementation uses Path MTU Discovery. The implementation provides a way for a system utility
program to specify that Path MTU Discovery not be done on a given path.

[INFORMATIVE] The implementation associates a flag with the path.[INFORMATIVE].

{{It is suggested that an inplenentation provide a way for a system
utility programto: - Specify that Path MIU Di scovery not be done on
a given path }}.-Changethe PMTU value associated with agiven path. { { The forner can
be acconplished by associating a flag with the path}}; whenapacketissent
on a path with this flag set, the I P layer does not send packets larger than the IPv6 minimum link MTU.
These features might be used to work around an anomalous situation, or by a routing protocol
implementation that is able to obtain Path MTU values. The implementation should a so provide a way
to change the timeout period for aging stale PMTU information.

RQ_COR_1862 PMTU: Selecting PM TU Discovery

RFC 1981

Context:

Requirement:

RFC text:

Clause: 5.6 11-3 Type: MUST appliesto: Node

The implementation uses Path MTU Discovery. The implementation provides away for a system utility
program to specify that Path MTU Discovery not be done on a given path. The implementation
associates a flag with the path. A packet is sent on a path with this flag set.

[INFORMATIVE] The implementation's IP layer does not send packets larger than the IPv6 minimum
link MTU.[INFORMATIVE].

{{It is suggested that an inplenentation provide a way for a system
utility programto: - Specify that Path MIU Di scovery not be done on
a given path }}.-Changethe PMTU value associated with agiven path. { { The forner can
be acconplished by associating a flag with the path; when a packet is
sent on a path with this flag set, the IP |layer does not send packets
l arger than the I Pv6 minimumlink MIU}}. Thesefeatures might be used to work
around an anomalous situation, or by arouting protocol implementation that is able to obtain Path MTU
values. The implementation should aso provide a way to change the timeout period for aging stale
PMTU information.
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RQ_COR_1863 PMTU: Updating Cache Infor mation

RFC 1981 Clause: 5.6 11-3 Type: SHOULD appliesto: Node

Context: The implementation uses Path MTU Discovery.

Requirement: [INFORMATIVE] The implementation provides a way for a system utility program to change the
PMTU value associated with a given path.[INFORMATIVE].

RFC text: {{It is suggested that an inplenentation provide a way for a system
utility programto}}:- Specify that Path MTU Discovery not be done on a given path. -
{{Change the PMIU val ue associated with a given path}}.Theformer canbe
accomplished by associating a flag with the path; when a packet is sent on a path with this flag set, the
IP layer does not send packets larger than the IPv6 minimum link MTU. These features might be used
to work around an anomalous situation, or by a routing protocol implementation that is able to obtain
Path MTU values.

RQ_COR_1864 PMTU: Updating Cache Infor mation

RFC 1981 Clause: 5.6 14 Type: SHOULD appliesto: Node

Context: The implementation uses Path MTU Discovery.

Requirement: [INFORMATIVE] The implementation provides away to change the timeout period for aging stale
PMTU information.[INFORMATIVE].

RFC text: {{The inplenentation should al so provide a way to change the ti neout
period for aging stale PMIU i nformation}}.

RQ_COR_1865

RFC 1981 Clause: 6 11-2 Type: SHOULD appliesto: Node

Context: The implementation uses Path MTU Discovery. The implementation receives (from a malicious party)
false Packet Too Big messages indicating a PMTU much smaller than reality.

Requirement: [INFORMATIVE] Theimplementation does not entirely stop data flow, since the implementation never
set its PMTU estimate below the |Pv6 minimum link MTU.[INFORMATIVE].

RFC text: {{This Path MIU Di scovery mechani sm nmakes possi ble two deni al - of -

service attacks, both based on a nalicious party sending fal se Packet
Too Big messages to a node}}.{{In the first attack, the fal se nessage
i ndi cates a PMIU rmuch snaller than reality. This should not entirely
stop data flow, since the victimnode should never set its PMIU
estimate below the IPv6 mininumlink MU It will, however, result in
subopti mal perfornance}}.
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RQ_COR_1866

RFC 1981 Clause: 6 11, 3 Type: SHOULD appliesto: Node

Context: The implementation uses Path MTU Discovery. The implementation receives (from a malicious party)
false Packet Too Big messagesindicating a PMTU larger than redlity.

Requirement: [INFORMATIVE] Theimplementation never raisesits estimate of the PMTU based on a Packet Too
Big message, so it does not be vulnerable to this attack.[INFORMATIVE].

RFC text: {{This Path MIU Di scovery nechani sm makes possi bl e two deni al - of -
service attacks, both based on a malicious party sending fal se Packet
Too Big nmessages to a node}}.{{In the second attack, the false
nmessage i ndicates a PMIU | arger than reality. If believed, this could
cause tenporary bl ockage as the victimsends packets that will be
dropped by some router. Wthin one round-trip tine, the node would
di scover its m stake (receiving Packet Too Bi g nessages fromt hat
router), but frequent repetition of this attack could cause |ots of
packets to be dropped. A node, however, should never raise its
estimate of the PMIU based on a Packet Too Bi g nessage, so shoul d not
be vulnerable to this attack}}.

4.6 Requirements extracted from RFC 2460

RQ_COR_1000 IPv6 Header [Generate]

RFC 2460 Clause: 314 Type: recommended appliesto: Node

Context: The implementation generates an | Pv6 packet.

Requirement: The value of the Payload Length Field in the IPv6 Header is the packet's total length minus the IPv6
header's length.

RFC text: Payload Length 16-bit unsigned integer. { { Lengt h of the | Pv6 payload, i.e., the
rest of the packet following this |IPv6 header, in octets}}.(Notethatany
extension headers [section 4] present are considered part of the payload, i.e., included in the length
count).

RQ_COR_1001 |Pv6 Header [Generate]

RFC 2460 Clause: 315 Type: MUST appliesto: Node

Context: The implementation generates an | Pv6 packet.

Requirement: The value of the Next Header Field in the IPv6 Header is the type of header immediately following the
IPv6 header.

RFC text: Next Header 8-bit selector. { {| dentifi es the type of header inmedi ately
followi ng the I Pv6 header}}. Usesthe same values asthe IPv4 Protocol field [RFC-1700 et
seq.].

RQ_COR_1002 Hop Limit [Process]

RFC 2460 Clause: 3 16 Type: MUST appliesto: Router

Context: The implementation receives an | Pv6 packet with a Hop Limit greater than O.

Requirement:  The implementation decrements by 1 the Hop Limit field and forwards the packet.

RFC text: Hop Limit 8-bit unsigned integer. { { Decrenented by 1 by each node that forwards

t he packet}}. The packet isdiscarded if Hop Limit is decremented to zero.
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RQ_COR_1004 Extension Header s [Process|
RFC 2460 Clause: 4 12-3 Type: MUST appliesto: Node
Context: The implementation receives a packet with extension headers other than the Hop-by-Hop Options

header and the implementation’s address is not the Destination Address field of the IPv6 header.

Requirement:  The implementation does not examine nor process the extension headers.

RFC text: {{Wth one exception, extension headers are not exam ned or processed
by any node al ong a packet's delivery path, until the packet reaches
the node (or each of the set of nodes, in the case of mnulticast)
identified in the Destination Address field of the |IPv6 header.

... The exception referred to in the preceding paragraph is the Hop-
by- Hop Options header, ...}}.

RQ_COR_1005 Extension Header s [Process]

RFC 2460 Clause: 4 12-3 Type: MUST appliesto: Node

Context: The implementation receives a packet with extension headers other than the Hop-by-Hop Options
header and the implementation's address is the Destination Address field of the IPv6 header.

Requirement:  Implementation examines and processes the extension headers.

RFC text: {{Wth one exception, extension headers are not exam ned or processed
by any node al ong a packet's delivery path, until the packet reaches
the node (or each of the set of nodes, in the case of mnulticast)
identified in the Destination Address field of the | Pv6 header.

... The exception referred to in the precedi ng paragraph is the Hop-
by- Hop Options header, ...}}.

RQ_COR_1006 Extension Header s [Process|

RFC 2460 Clause: 4 12 Type: MUST appliesto: Node

Context: The implementation receives a packet containing several extension headers.

Requirement:  The implementation processes the extension headers strictly in the order they appear in the packet.

RFC text: Therefore, { { ext ensi on headers must be processed strictly in the order
they appear in the packet}};areceiver must not, for example, scan through a packet
looking for a particular kind of extension header and process that header prior to processing all
preceding ones.

RQ_COR_1007 Hop by Hop Header [Process]

RFC 2460 Clause: 4 13 Type: MUST appliesto: Node

Context: The implementation receives a packet with a Hop-by-Hop Options header. The Destination Addressin
the IPv6 Header is not the implementation's address.

Requirement:  The implementation examines and processes the extension header.

RFC text: {{ Hop-by-Hop Options header, which carries information that nust be

exam ned and processed by every node al ong a packet's delivery path,
i ncludi ng the source and destinati on nodes}}.
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RQ_COR_1008 Hop by Hop Header [Generate]
RFC 2460 Clause: 4 13 Type: MUST appliesto: Node
Context: The implementation generates a packet with a Hop-by-Hop Options extension header.

Requirement:  The Hop-by-Hop Options extension header immediately follows the |Pv6 header.

RFC text: The exception referred to in the preceding paragraph is the Hop-by- Hop Options header, which carries
information that must be examined and processed by every node along a packet's delivery path,
including the source and destination nodes. { { The Hop- by- Hop Opti ons header, when
present, must imediately follow the | Pv6 header}}.

RQ_COR_1009 Hop by Hop Header [Gener ate]

RFC 2460 Clause: 4 13 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Hop-by-Hop Options extension header.

Requirement:  The Hop-by-Hop Options extension header presence is indicated by the value zero in the Next Header
field of the IPv6 header.

RFC text: {{Its presence is indicated by the value zero in the Next Header
field of the I Pv6 header}}.

RQ_COR_1010 Extension Header s [Process]

RFC 2460 Clause: 4 14 Type: SHOULD appliesto: Node

Context: An implementation is processing an extension header that contains an unrecognizable Next Header
value.

Requirement:  The implementation discards the packet and sends an ICMP Parameter Problem message to the source
of the packet, with an ICMP Code value of 1 ("unrecognized Next Header type encountered") and the
ICMP Pointer field containing the offset of the unrecognized value within the original packet.

RFC text: {{If, as a result of processing a header, a node is required to
proceed to the next header but the Next Header value in the current
header is unrecogni zed by the node, it should discard the packet and
send an | CMP Paraneter Problem nmessage to the source of the packet,
with an | CVMP Code val ue of 1 ("unrecognized Next Header type
encountered") and the ICVWP Pointer field containing the offset of the
unrecogni zed value within the original packet}}.

RQ_COR_1011 Extension Header s [Process]

RFC 2460 Clause: 4 14 Type: SHOULD appliesto: Node

Context: The implementation receives a packet with a Next Header value of zero in any header other than the
IPv6 header.

Requirement:  The implementation discards the packet and sends an ICMP Parameter Problem message to the source
of the packet, with an ICMP Code value of 1 ("unrecognized Next Header type encountered”) and the
ICMP Pointer field containing the offset of the unrecognized value within the original packet.

RFC text: The same action should betaken if a{ { node encounters a Next Header val ue of

zero in any header other than an | Pv6 header}}.
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RQ_COR_1012 Extension Headers [Process]

RFC 2460 Clause: 4 15 Type: MUST appliesto: Node

Context: The implementation transmits a packet with one or several extension headers.

Requirement: Each extension header is an integer multiple of 8 octets long. Multi-octet fields of width n octets within
each extension header are placed at an integer multiple of n octets from the start of the header, for n=1,
2,4,0r8

RFC text: {{Each extension header is an integer multiple of 8 octets long}},in
order to retain 8-octet alignment for subsequent headers. { { Mul ti - octet fields within
each extension header are aligned on their natural boundaries, i.e.
fields of width n octets are placed at an integer nultiple of n
octets fromthe start of the header, for n =1, 2, 4, or 8.}}

RQ_COR_1013 Extension Headers[Gener ate]

RFC 2460 Clause: 4.1 11 Type: Recommended appliesto: Node

Context: The implementation transmits a packet with more than one extension header.

Requirement: The extension headers appear in the following order: 1Pv6 header, Hop-by-Hop Options header,
Destination Options header, Routing header, Fragment header, Authentication header, Encapsulating
Security Payload header, Destination Options header, upper-layer header.

RFC text: {{When nore than one extensi on header is used in the same packet, it
is recoomended that those headers appear in the follow ng order: |Pv6
header, Hop-by-Hop Options header, Destination Options header (note
1), Routing header, Fragment header, Authentication header (note 2),
Encapsul ating Security Payl oad header (note 2), Destination Options
header (note 3), upper-|ayer header}}

RQ_COR_1014 Extension Headers[Gener ate]

RFC 2460 Clause: 4.1 16 Type: SHOULD appliesto: Node

Context: The implementation transmits a packet with more than one extension header.

Requirement: Extension headers occur at most once, except for the Destination Options header which occurs at most
twice (once before a Routing header and once before the upper-layer header).

RFC text: {{Each extension header should occur at nobst once, except for the
Destination Options header which should occur at nmpst twi ce (once
before a Routing header and once before the upper-1layer header)}}.

RQ_COR_1015 Extension Headers[Gener ate]

RFC 2460 Clause: 4.1 17 Type: Recommended appliesto: Node

Context: The implementation transmits a packet where an upper-layer header is another IPv6 header with its own
extension headers; i.e. |Pv6 tunneled over or encapsulated in 1Pv6.

Requirement: The upper-layer IPv6 extension headers appear in the following order: 1Pv6 header, Hop-by-Hop
Options header, Destination Options header, Routing header, Fragment header, Authentication header,
Encapsulating Security Payload header, Destination Options header, upper-layer header. This order is
the same as that for |Pv6 packets that do not tunnel another 1Pv6 packet.

RFC text: {{If the upper-layer header is another |Pv6 header (in the case of

| Pv6 being tunnel ed over or encapsulated in IPv6), it nay be foll owed
by its own extension headers, which are separately (sic) subject to
the same ordering recomendations}}.
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RQ_COR_1016 Extension Header s [Process|

RFC 2460 Clause: 4.1 19 Type: MUST appliesto: Node

Context: The implementation receives a packet with more than one extension header with duplicated extension
headers and the headers not arranged in the recommended order. The Hop-by-Hop Options header isthe
first extension header in the packet.

Requirement:  The implementation accepts and attempts to process the duplicated and out-of-order extension headers.

RFC text: {{I Pv6 nodes nust accept and attenpt to process extension headers in
any order and occurring any nunber of times in the same packet,
except for the Hop-by-Hop Options header which is restricted to
appear imediately after an | Pv6 header only}}.Nonetheless, itisstrongly advised
that sources of IPv6 packets adhere to the above recommended order until and unless subsequent
specifications revise that recommendation.

RQ_COR_1017 Extension Header Options [Process)

RFC 2460 Clause: 4.2 12 Type: MUST appliesto: Node

Context: The implementation receives a packet with a Hop-by-Hop Options header and/or Destination Options
header(s) that carry a variable number of type-length-value (TLV) encoded "options”.

Requirement:  The implementation processes the sequence of options within each options header strictly in the order as
they appear in the header.

RFC text: {{The sequence of options within a header nust be processed strictly
in the order they appear in the header}}; areceiver must not, for example, scan
through the header looking for a particular kind of option and process that option prior to processing all
preceding ones.

RQ_COR_1018 Extension Header Options[Process)

RFC 2460 Clause: 4.2 14 Type: MUST appliesto: Node

Context: The implementation processes a Hop-by-Hop or Destination Options extension header and does not
recognize the Option Type. The highest-order two bits of the Option Type in the extension header are
00.

Requirement:  The implementation skips over this option and continues processing the header.

RFC text: {{The Option Type identifiers are internally encoded such that their
hi ghest-order two bits specify the action that nust be taken if the
processing | Pv6 node does not recognize the Option Type}}.

RQ_COR_1019 Extension Header Options[Process|

RFC 2460 Clause: 4.2 15 Type: MUST appliesto: Node

Context: The implementation processes a Hop-by-Hop or Destination Options extension header and does not
recognize the Option Type. The highest-order two bits of the Option Type in the extension header are
01.

Requirement:  The implementation discards the packet.

RFC text: {{The Option Type identifiers are internally encoded such that their

hi ghest-order two bits specify the action that nust be taken if the
processing | Pv6 node does not recognize the Option Type}}.
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RQ_COR_1020 Extension Header Options[Process]
RFC 2460 Clause: 4.2 16 Type: MUST appliesto: Node
Context: The implementation processes a Hop-by-Hop or Destination Options extension header and does not

recognize the Option Type. The highest-order two bits of the Option Type in the extension header are
10. The Destination Address of the packet is not a multicast address.

Requirement:  The implementation discards the packet and sends an ICMP Parameter Problem, Code 2, message to the
packet's Source Address, pointing to the unrecognized Option Type.

RFC text: {{The Option Type identifiers are internally encoded such that their
hi ghest-order two bits specify the action that nust be taken if the
processing | Pv6 node does not recognize the Option Type}}.

RQ_COR_1021 Extension Header Options[Process|

RFC 2460 Clause: 4.2 17 Type: MUST appliesto: Node

Context: The implementation processes a Hop-by-Hop or Destination Options extension header and does not
recognize the Option Type. The highest-order two bits of the Option Type in the extension header are
11. The Destination Address of the packet is not a multicast address.

Requirement:  Implementation discards the packet and sends an ICMP Parameter Problem, Code 2, message to the
packet's Source Address, pointing to the unrecognized Option Type.

RFC text: {{The Option Type identifiers are internally encoded such that their
hi ghest-order two bits specify the action that nust be taken if the
processing | Pv6 node does not recognize the Option Type}}.

RQ_COR_1022 Extension Header Options [Process]

RFC 2460 Clause: 4.2 18 Type: MUST appliesto: Node

Context: The implementation processes a Hop-by-Hop or Destination Options extension header and the third-
highest-order bit of the Option Type in the extension header is set to 1. This signifies that the Option
Data can change en-route to the packet's final destination. In addition, an Authentication header is
present in the packet.

Requirement:  The implementation treats the entire Option Data field as zero-valued octets when computing or
verifying the packet's authenticating value.

RFC text: The third-highest-order bit of the Option Type specifies whether or not the Option Data of that option
can change en-route to the packet's final destination. { { When an Aut henti cati on header is
present in the packet, for any option whose data may change en-route,
its entire Option Data field must be treated as zero-val ued octets
when conputing or verifying the packet's authenticating value}}.

RQ_COR_1023 Extension Header Options [Process|

RFC 2460 Clause: 4.2 19 Type: MUST appliesto: Node

Context: The implementation processes a Hop-by-Hop or Destination Options extension header. The third-
highest-order bit of the Option Type in the extension header is set 0.

Requirement:  Implementation leaves untouched the Option Data of that option.

RFC text: {{The third-highest-order bit of the Option Type specifies whether or

not the Option Data of that option can change en-route to the
packet's final destination}}.
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RQ_COR_1024 Extension Header Options[Process]
RFC 2460 Clause: 4.2 110 Type: MAY appliesto: Node
Context: The implementation processes aa Hop-by-Hop or Destination Options extension header. The third-

highest-order bit of the Option Type in the extension header is 1.

Requirement:  Implementation changes the Option Data of that option.

RFC text: {{The third-highest-order bit of the Option Type specifies whether or
not the Option Data of that option can change en-route to the
packet's final destination}}.

RQ_COR_1025 Extension Header Options[Process)

RFC 2460 Clause: 4.2 11 Type: MUST appliesto: Node

Context: The implementation processes a Hop-by-Hop or Destination Options extension header.

Requirement: Implementation identifies a particular option using the full 8-bit Option Type, not just the low-order 5
bits of an Option Type.

RFC text: {{The three high-order bits described above are to be treated as part
of the Option Type, not independent of the Option Type. That is, a
particular option is identified by a full 8-bit Option Type, not just
the loworder 5 bits of an Option Type}}.

RQ_COR_1026 Extension Header Options[Process]

RFC 2460 Clause: 4.2 112 Type: MUST appliesto: Node

Context: The implementation processes a Hop-by-Hop or Destination Options extension header with options.

Requirement:  The implementation uses both the Padl and PadN Option Type values for the Hop-by-Hop Options
header and Destination Options header.

RFC text: {{The sane Option Type nunbering space is used for both the Hop-by-
Hop Options header and the Destination Options header. However, the
specification of a particular option nmay restrict its use to only one
of those two headers}}.

RQ_COR_1027 Extension Header Options[Generate]

RFC 2460 Clause: 4.2 113 Type: MUST appliesto: Node

Context: The implementation transmits a packet with a Hop-by-Hop and/or Destination Options extension header
where individual options have multi-octet values within Option Datafields.

Requirement:  The implementation ensures that the multi-octet values within the Option Datafiles fall on natural
boundaries. The Option Typeis at an integer multiple of x octets from the start of the header plusy
octets.

RFC text: Individual options may have specific alignment requirements, to ensure that multi-octet values within

Option Datafieldsfall on natural boundaries. { { The al i gnnent requirenment of an
option is specified using the notation xn+y, meaning the Option Type
must appear at an integer nmultiple of x octets fromthe start of the
header, plus y octets.}}.
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RQ_COR_1028 Extension Header Options[Process]

RFC 2460 Clause: 4.2 115 Type: MUST appliesto: Node

Context: The implementation processes a Hop-by-Hop or Destination Options extension header. Padl is used to
align subsequent options and to pad out the containing header to a multiple of 8 octetsin length.

Requirement:  Implementation recognizes the Padl option.

RFC text: There are two padding options which are used when necessary to align subsequent options and to pad
out the containing header to amultiple of 8 octetsin length. { { These paddi ng opti ons nust
be recogni zed by all 1Pv6 inplenmentations}}.

RQ_COR_1029 Extension Header Options[Generate]

RFC 2460 Clause: 4.2 118 Type: MUST appliesto: Node

Context: The implementation transmits a Hop-by-Hop or Destination Options extension header. The
implementation needs to insert one octet of padding into the Options area of a header in order to align
subsequent options and to pad out the containing header to a multiple of 8 octetsin length.

Requirement:  The implementation uses the Padl option for padding the Options area when only one octet of padding
IS necessary.

RFC text: {{The Padl option is used to insert one octet of padding into the
Options area of a header}}.

RQ_COR_1030 Extension Header Options[Gener ate]

RFC 2460 Clause: 4.2 118 Type: SHOULD appliesto: Node

Context: The implementation transmits a Hop-by-Hop or Destination Options extension header. The
implementation needs to insert more than one octet of padding into the Options area of a header in order
to align subsequent options and to pad out the containing header to a multiple of 8 octetsin length.

Requirement:  Implementation uses PadN for padding the Options area when more than one octet of padding is
necessary.

RFC text: {{If nore than one octet of padding is required, the PadN option
descri bed next, should be used, rather than multiple Padl options}}.
{{The PadN option is used to insert two or nore octets of padding
into the Options area of a header}}.

RQ_COR_1031 Extension Header Options[Generate]

RFC 2460 Clause: 4.2 118 Type: SHOULD appliesto: Node

Context: The implementation transmits a packet with Hop-by-Hop or Destination Options extension header. The
implementation needs to insert more than one octet of padding into the Options area of a header in order
to align subsequent options and to pad out the containing header to a multiple of 8 octetsin length.

Requirement:  Implementation does not use multiple Padl options for padding the Options area when more than one
octet of padding is necessary.

RFC text: {{If nore than one octet of padding is required, the PadN option

descri bed next, should be used, rather than multiple Padl options}}.
{{The PadN option is used to insert two or nore octets of padding
into the Options area of a header}}.
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RQ_COR_1032 Hop by Hop Header [Generate]

RFC 2460 Clause: 4.3 12 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Hop-by-Hop Options header.

Requirement: The value of the Next Header Field in the Hop-by-Hop Options header is the type of the header
immediately following the Hop-by-Hop Options header.

RFC text: Next Header 8-bit selector. { { I denti fi es the type of header inmediately
foll owi ng the Hop-by-Hop Options header}}. Usesthe same vauesasthe IPv4
Protocol field [RFC-1700 et seq.].

RQ_COR_1033 Hop by Hop Header [Generate]

RFC 2460 Clause: 4.3 13 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Hop-by-Hop Options header.

Requirement: The value of the Hdr Ext Len Field in the Hop-by-Hop Options header isits length in 8-octet units, not
including the first 8 octets.

RFC text: Hdr Ext Len 8-bit unsigned integer. { { Lengt h of t he Hop-by-Hop Options header in
8-octet units, not including the first 8 octets}}.

RQ_COR_1034 Routing Header [Gener ate]

RFC 2460 Clause: 4.4 11 Type: MUST appliesto: Node

Context: The implementation generates a packet with one or more routers to be "visited" on the way to the
packet's destination.

Requirement:  The implementation lists in the Routing header the one or more nodeg[routers] to be "visited" on the
way to the packet's destination.

RFC text: {{The Routing header is used by an | Pv6 source to |list one or nore
i nternedi ate nodes to be "visited" on the way to a packet's
destination}}.

RQ_COR_1035 Routing Header [Gener ate]

RFC 2460 Clause: 4.4 11 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Routing header.

Requirement:  The Routing extension header presence is set to the value 43 in the header immediately preceding the
Routing extension header.

RFC text: {{The Routing header is identified by a Next Header value of 43 in
the i mmedi ately precedi ng header}}.

RQ_COR_1036 Routing Header [Gener ate]

RFC 2460 Clause: 4.4 12 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Routing header.

Requirement:  The value of the Next Header Field in the Routing header is the type of header immediately following
the Routing header.

RFC text: Next Header 8-bit selector. { {| dentifi es the type of header inmedi ately

foll owi ng the Routing header}}. Usesthe same values as the IPv4 Protocol field [RFC-
1700 et seq.].
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RQ_COR_1037 Routing Header [Gener ate]

RFC 2460 Clause: 4.4 13 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Routing header.

Requirement: The value of the Hdr Ext Len Field in the Routing header isits length in 8-octet units, not including the
first 8 octets.

RFC text: Hdr Ext Len 8-bit unsigned integer. { { Lengt h of the Routing header in 8-octet
units, not including the first 8 octets}}.

RQ_COR_1038 Routing Header [Gener ate]

RFC 2460 Clause: 4.4 15 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Routing header.

Requirement: The value of the Segments Left Field in the Routing header is the number of explicitly listed
intermediate nodes still to be visited before reaching the final destination.

RFC text: Segments Left 8-bit unsigned integer. { { Number of route segnents renmining, i.e.
nunber of explicitly listed intermediate nodes still to be visited
before reaching the final destination}}.

RQ_COR_1039 Routing Header [Process]

RFC 2460 Clause: 4.4 15 Type: MUST appliesto: Node

Context: The implementation processes a packet with a Routing header.

Requirement: The value of the Segments Left Field in the Routing header is the number of explicitly listed
intermediate nodes still to be visited before reaching the final destination.

RFC text: Segments Left 8-bit unsigned integer. {{ Nunber of route segnments remaining, i.e.
nunber of explicitly listed intermedi ate nodes still to be visited
before reaching the final destination}}.

RQ_COR_1040 Routing Header [Process|

RFC 2460 Clause: 4.4 97-8 Type: MUST appliesto: Node

Context: The implementation processes a Routing header with an unrecognizable Routing Type value. The
Segments Left Field value is set to zero.

Requirement:  Implementation ignores the Routing header except its Next Header field and processes the next header
in the packet, whose type is identified by the Next Header field in the Routing header.

RFC text: {{If, while processing a received packet, a node encounters a Routing

header with an unrecogni zed Routing Type val ue, the required behavi or
of the node depends on the value of the Segnents Left field}}.{{If
Segnents Left is zero, the node nust ignore the Routing header and
proceed to process the next header in the packet, whose type is
identified by the Next Header field in the Routing header}}.
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RQ_COR_1041 Routing Header [Process|

RFC 2460 Clause: 4.4 97,9 Type: MUST appliesto: Router

Context: The implementation processes a Routing header and with an unrecognizable Routing Type value. The
Segments Left Field value is set to a non-zero value.

Requirement:  The implementation discards the packet and sends an ICM P Parameter Problem, Code 0, message to the
packet's Source Address, pointing to the unrecognized Routing Type.

RFC text: {{If, while processing a received packet, a node encounters a Routing
header with an unrecogni zed Routing Type val ue, the required behavi or
of the node depends on the value of the Segnents Left field}}.{{If
Segnents Left is non-zero, the node nmust discard the packet and send
an | CvP Paraneter Problem Code 0, nessage to the packet's Source
Address, pointing to the unrecogni zed Routing Type}}.

RQ_COR_1042 Routing Header [Process|

RFC 2460 Clause: 4.4 110 Type: MUST appliesto: Router

Context: The implementation processes a Routing header. The packet isto be forwarded onto alink whose link
MTU islessthan the size of the packet.

Requirement:  The implementation discards the packet and sends an ICMP Packet Too Big message to the packet's
Source Address.

RFC text: {{If, after processing a Routing header of a received packet, an
i nternedi ate node determ nes that the packet is to be forwarded onto
a link whose Iink MU is |less than the size of the packet, the node
nmust di scard the packet and send an | CMP Packet Too Big nmessage to
the packet's Source Address}}.

RQ_COR_1043 Routing Header [Gener ate]

RFC 2460 Clause: 4.4 113-14,16 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Type 0 Routing header.

Requirement: The value of the Hdr Ext Len Field in the Type 0 Routing header is equal to two times the number of
addresses in the Routing header. The value of the Routing Type Field is set to zero. The value of the
Reserved Field in the Type 0 Routing header isinitialized to zero

RFC text: Hdr Ext Len 8-bit unsigned integer. Length of the Routing header in 8-octet units, not including the first
8octets. { { For the Type 0 Routing header, Hdr Ext Len is equal to two
times the nunber of addresses in the header.}}.

RQ_COR_1046 Routing Header [Process]

RFC 2460 Clause: 4.4 116 Type: MUST appliesto: Node

Context: The implementation receives a packet with a Type 0 Routing header.

Requirement:  The implementation ignores the value of the Reserved Field in the Type 0 Routing header.

RFC text: Reserved 32-bit reserved field. Initialized to zero for transmission; { { i gnor ed on
reception.}}.

RQ_COR_1047 Routing Header [Gener ate]

RFC 2460 Clause: 4.4 118 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Type 0 Routing header.

Requirement: The Addresg[n] Fieldsin the Type 0 does not contain Multicast addresses.

RFC text: {{Mul ti cast addresses must not appear in a Routing header of Type 0}}.
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RQ_COR_1048 Routing Header [Gener ate]

RFC 2460 Clause: 4.4 118 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Type 0 Routing header.

Requirement: The IPv6 Destination Address field of a packet carrying a Routing header of Type 0 is not a Multicast
address.

RFC text: Multicast addresses must not appear in a Routing header of TypeO,{{or in the | Pv6
Destination Address field of a packet carrying a Routing header of
Type 0}}.

RQ_COR_1049 Routing Header [Process|

RFC 2460 Clause: 4.4 119 Type: MUST appliesto: Node

Context: The implementation receives a packet with a Routing header. The Destination Addressin the IPv6
Header is not the implementation's address.

Requirement:  The implementation does not examine nor process the Routing Header.

RFC text: {{A Routing header is not exam ned or processed until it reaches the
node identified in the Destination Address field of the |IPv6 header}}.

RQ_COR_1050 Routing Header [Process]

RFC 2460 Clause: 4.4 119 Type: MUST appliesto: Node

Context: The implementation receives a packet with a Routing header. The Destination Addressin the IPv6
Header is the implementation's address.

Requirement:  The implementation examines and processes the Routing Header.

RFC text: {{A Routing header is not exam ned or processed until it reaches the
node identified in the Destination Address field of the |IPv6 header}}.

RQ_COR_1051 Routing Header [Process]

RFC 2460 Clause: 4.4 119-20 Type: MUST appliesto: Node

Context: The implementation processes a packet with a Type 0 Routing header. The Segments Left Field value is
set to zero.

Requirement:  The implementation ignores the Routing header except its Next Header field and processes the next
header in the packet, whose type is identified by the Next Header field in the Routing header.

RFC text: ...Inthat node, dispatching on the Next Header field of the immediately preceding header causes the

Routing header module to be invoked, which, {{i n t he case of Routing Type 0}},
performsthe following algorithm: {{...if Segnents Left = 0 {proceed to process
the next header in the packet, whose type is identified by the Next
Header field in the Routing header.}}
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RQ_COR_1052 Routing Header [Process|
RFC 2460 Clause: 4.4 119,21 Type: MUST appliesto: Node
Context: The implementation processes a packet with a Type 0 Routing header. The Segments Left Field valueis

larger than zero. The Hdr Ext Len is odd.

Requirement:  The implementation sends an ICM P Parameter Problem, Code 0, message to the Source Address,
pointing to the Hdr Ext Len field, and discards the packet.

RFC text: ...In that node, dispatching on the Next Header field of the immediately preceding header causes the
Routing header module to be invoked, which, {{i n the case of Routing Type 0}},
performsthe following algorithm: {{. . . el se if Hdr Ext Len is odd {send an | CWP
Par amet er Probl em Code 0, nmessage to the Source Address, pointing to
the Hdr Ext Len field, and discard the packet}}.

RQ_COR_1053 Routing Header [Process|

RFC 2460 Clause: 4.4 119,22-23 Type: MUST appliesto: Node

Context: The implementation processes a packet with a Type 0 Routing header. The Hdr Ext Len valueis even.
The Segments Left field value is larger than zero and greater than the number of addressesin the
Routing header.

Requirement:  The implementation sends an ICMP Parameter Problem, Code 0, message to the Source Address,
pointing to the Segments L eft field, and discards the packet.

RFC text: ...In that node, dispatching on the Next Header field of the immediately preceding header causes the
Routing header module to be invoked, which, {{i n t he case of Routing Type 0}},
performs the following algorithm: .....else { compute n, the number of addressesin the Routing header,
by dividing Hdr Ext Lenby 2. {{...if Segments Left is greater than n {send an
| CMP Parameter Problem Code 0, nessage to the Source Address,
pointing to the Segnents Left field, and discard the packet}}}.

RQ_COR_1055 Routing Header [Process]

RFC 2460 Clause: 4.4 119,22-25 Type: MUST appliesto: Node

Context: The implementation processes a packet with a Type 0 Routing header. The Hdr Ext Len is even. The
Segments Left Field value islarger than zero and not greater than the number of Addressesin the
Routing header address vector. The next address to be visited in the address vector is a multicast
address.

Requirement:  The implementation discards the packet.

RFC text: ...Inthat node, dispatching on the Next Header field of the immediately preceding header causes the

Routing header module to be invoked, which, {{i n t he case of Routing Type 0}},
performs the following algorithm: ...else { compute n, the number of addresses in the Routing header, by
dividing Hdr Ext Len by 2... ...if Segments Left is greater than n { send an ICM P Parameter Problem,
Code 0, message to the Source Address, pointing to the Segments L eft field, and discard the packet} ...
...else { decrement Segments Left by 1; compute i, the index of the next addressto be visited in the
address vector, by subtracting Segments Left fromn...{{...if Address [i] or the |Pv6
Destination Address is nulticast {discard the packet...}}.
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RQ_COR_1056 Routing Header [Process|

RFC 2460

Context:

Requirement:

RFC text:

Clause: 4.4 119,22-25 Type: MUST appliesto: Node

The implementation processes a packet with a Type 0 Routing header. The Hdr Ext Lenis even. The
Segments Left Field value is larger than zero and is not greater than than the number of Addressesin the
Routing header address vector. The Destination Addressis a multicast address.

The implementation discards the packet.

...In that node, dispatching on the Next Header field of the immediately preceding header causes the
Routing header module to be invoked, which, {{i n the case of Routing Type 0}},
performs the following algorithm:... ...else { compute n, the number of addresses in the Routing header,
by dividing Hdr Ext Len by 2... ...if Segments Left is greater than n { send an ICMP Parameter Problem,
Code 0, message to the Source Address, pointing to the Segments L eft field, and discard the packet} ...
...else { decrement Segments Left by 1; compute i, the index of the next addressto be visited in the
address vector, by subtracting Segments Left fromn...{{...if Address [i] or the | Pv6
Destination Address is multicast discard the packet...}}.

RQ_COR_1058 Hop Limit [Process] Routing Header [Process]

RFC 2460

Context:

Requirement:

RFC text:

Clause: 4.4 119,22-27 Type: MUST appliesto: Node

The implementation processes a packet with a Type 0 Routing header. The Hdr Ext Leniseven. The
Segments Left Field value is larger than zero and not greater than the number of addressesin the
Routing header. Neither the next address to be visited nor the I1Pv6 Destination Address are multicast
addresses. The Hop Limit isless than or equal to 1.

The implementation sends an ICMP Time Exceeded -- Hop Limit Exceeded in Transit message to the
Source Address and discards the packet.

...In that node, dispatching on the Next Header field of the immediately preceding header causes the
Routing header module to be invoked, which, {{i n the case of Routing Type 0}},
performs the following algorithm:... ...else { compute n, the number of addresses in the Routing header,
by dividing Hdr Ext Len by 2... if Segments Left is greater than n { send an ICMP Parameter Problem,
Code 0, message to the Source Address, pointing to the Segments L eft field, and discard the packet} ...
...else { decrement Segments Left by 1; compute i, the index of the next address to be visited in the
address vector, by subtracting Segments Left from n. ...if Address|[i] or the IPv6 Destination Addressis
multicast { discard the packet... ...else { swap the IPv6 Destination Address and Addresq[i]... {{.. . i f
the IPv6 Hop Limt is less than or equal to 1 {send an ICWP Tine
Exceeded -- Hop Limt Exceeded in Transit nessage to the Source
Address and discard the packet}}}.
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RQ_COR_1059 Hop Limit [Process| Routing Header [Process)
RFC 2460 Clause: 4.4 119,22-29 Type: MUST appliesto: Node
Context: The implementation processes a packet with a Type 0 Routing header. The Hdr Ext Lenis even. The

Requirement:

RFC text:

Segments Left Field value is larger than zero and not greater than the number of addressesin the
Routing header. Neither the next address to be visited nor the I1Pv6 Destination Address are multicast
addresses. The Hop Limit islarger than 1.

The implementation decrements Segments Left Field by 1, swaps the IPv6 Destination Address and
next address to be visited, decrements the IPv6 Hop Limit by 1, and forwards the packet to the new
destination.

In that node, dispatching on the Next Header field of the immediately preceding header causes the
Routing header module to be invoked, which, {{i n the case of Routing Type 0}},
performs the following algorithm:... ... else { compute n, the number of addresses in the Routing header,
by dividing Hdr Ext Len by 2... ... if Segments Left is greater than n {send an ICMP Parameter Problem,
Code 0, message to the Source Address, pointing to the Segments Left field, and discard the packet} ...
...else { decrement Segments Left by 1; compute i, the index of the next addressto be visited in the
address vector, by subtracting Segments Left from n. ...if Address|[i] or the IPv6 Destination Addressis
multicast { discard the packet... ...else { swap the IPv6 Destination Address and Addresq[i]... {{.. . i f
the I1Pv6 Hop Limit is less than or equal to 1 {send an |ICWP Tine
Exceeded -- Hop Limt Exceeded in Transit nessage to the Source
Address and di scard the packet}... else {decrement the Hop Limt by
1... resubnit the packet to the I Pv6 nmodule for transmission to the
new destination}}.

RQ_COR_1064 Fragment Packets[Generate]

RFC 2460
Context:
Requirement:

RFC text:

Clause: 4591, 575 Type: MAY appliesto: Node
The implementation generates a packet larger than the path MTU to the packet's destination.
The implementation fragments the packet and uses the Fragment header.

{{The Fragment header is used by an | Pv6 source to send a packet
larger than would fit in the path MU to its destination. (Note:

unli ke I Pv4, fragmentation in IPv6 is performed only by source nodes,
not by routers along a packet's delivery path -- see section 5.)}}.
{{In order to send a packet larger than a path's MU, a node may use
the 1 Pv6 Fragnent header to fragnent the packet at the source and
have it reassenbled at the destination(s)}}.However, theuseof such
fragmentation is discouraged in any application that is able to adjust its packets to fit the measured path
MTU (i.e., down to 1280 octets).

RQ_COR_1065 Fragment Packets[Generate]

RFC 2460

Context:

Requirement:

RFC text:

Clause: 4511,515 Type: SHOULD appliesto: Node

An application has the choice of fragmenting a packet larger than the path MTU or adjusting the packet
size to fit the path MTU.

The implementation adjusts the packet size to fit the path MTU.

{{The Fragment header is used by an |Pv6 source to send a packet
larger than would fit in the path MU to its destination. (Note:
unlike I Pv4, fragnentation in IPv6 is performed only by source nodes,
not by routers along a packet's delivery path -- see section 5.)}}.In
order to send a packet larger than a path's MTU, a node may use the IPv6 Fragment header to fragment
the packet at the source and have it reassembled at the destination(s). { { However, the use of
such fragnentation is discouraged in any application that is able to
adjust its packets to fit the neasured path MU (i.e., down to 1280
octets)}}.
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RQ_COR_1066 Fragment Packets[Generate]
RFC 2460 Clause: 4511,515 Type: MUST appliesto: Router
Context: The implementation processes a packet larger than would fit in the path MTU to its destination.

Requirement:  The implementation does not use the Fragment header to fragment the packet.

RFC text: {{The Fragnent header is used by an |IPv6 source to send a packet
| arger than would fit in the path MIUto its destination. (Note:
unlike I Pv4, fragnentation in IPv6 is performed only by source nodes,
not by routers along a packet's delivery path -- see section 5.)}}.
NOTE:see RQ_COR_1042

RQ_COR_1067 Fragment Packets[Generate]

RFC 2460 Clause: 4.4 11 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Fragment header.

Requirement:  The Fragment header presence is set to the value 44 in the Next Header field immediately preceding the
Fragment header.

RFC text: {{The Fragnent header is identified by a Next Header value of 44 in
the i mmedi ately precedi ng header}}.

RQ_COR_1068 Fragment Packets[Generate]

RFC 2460 Clause: 4.5 12-3,5 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Fragment header.

Requirement:  The value of the Next Header Field in the Fragment header istheinitial header type of the
Fragmentable Part of the original packet. The value of the Reserved Field in the Fragment header is
initialized to zero. The value of the Res Field in the Fragment header isinitialized to zero.

RFC text: Next Header 8-bit selector. { {I dentifies the initial header type of the
Fragmentabl e Part of the original packet (defined bel ow)}}.Usesthesame
values as the |Pv4 Protocol field [RFC-1700 et seq.]. ...Reserved 8-bit reserved field.
{{Initialized to zero for transm ssi on}};ignored on reception. Res 2-bit reserved
field.{{Initialized to zero for transm ssion}};ignoredon reception.

RQ_COR_1069 Fragment Packets [Process]
RFC 2460 Clause: 4.5 13,5 Type: MUST appliesto: Node
Context: The implementation processes a packet with a Fragment header.

Requirement:  The implementation ignores the value of the Reserved Field in the Fragment Header.

RFC text: Reserved 8-bit reserved field. Initialized to zero for transmission;{ { i gnored on reception}}.
Res 2-bit reserved field. Initialized to zero for transmission;{ {i gnored on reception}}.

RQ_COR_1070 Fragment Packets[Generate]

RFC 2460 Clause: 4514 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Fragment header.

Requirement: The value of the Fragment Offset Field in the Fragment header is the offset, in 8-octet units, of the data
following this header, relative to the start of the Fragmentable Part of the original packet.

RFC text: Fragment Offset 13-bit unsigned integer. { { The of fset, in 8-octet units, of the

data following this header, relative to the start of the Fragmentable
Part of the original packet}}.
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RQ_COR_1071 Fragment Packets[Generate]
RFC 2460 Clause: 4.5 16 Type: MUST appliesto: Node
Context: The implementation generates a fragment other than the "rightmost” fragment of a fragmented packet.

Requirement:  The Fragment header of the fragment contains an M Flag value set to 1 indicating that there are more
fragments following this fragment.

RFC text: Mflag{ {1 = nore fragnents}};0=lastfragment.

RQ_COR_1072 Fragment Packets[Generate]

RFC 2460 Clause: 4.5 16 Type: MUST appliesto: Node

Context: The implementation generates the "rightmost” fragment of a fragmented packet.

Requirement:  The Fragment header of the fragment contains an M Flag value set to 0 indicating that this fragment is
the last.

RFC text: M flag 1 = more fragments, { {0 = | ast fragnment}}.

RQ_COR_1073 Fragment Packets[Generate]

RFC 2460 Clause: 4.5 19-10 Type: MUST appliesto: Node

Context: The implementation generates fragmented packets.

Requirement:  The implementation generates a unique ldentification value for packet to be fragmented different than
that for any other fragmented packet sent recently with the same Source Address and Destination
Address.

RFC text: {{The Identification nust be different than that of any other
fragment ed packet sent recently* with the same Source Address and
Desti nati on Address}}...* "recently" meanswithin the maximum likely lifetime of a packet,
including transit time from source to destination and time spent awaiting reassembly with other
fragments of the same packet. However, it is not required that a source node know the maximum packet
lifetime. Rather, it is assumed that the requirement can be met by maintaining the Identification value as
asimple, 32-bit, "wrap-around” counter, incremented each time a packet must be fragmented. It isan
implementation choice whether to maintain a single counter for the node or multiple counters, e.g., one
for each of the node's possible source addresses, or one for each active (source address, destination
address) combination.

RQ_COR_1074 Fragment Packets [Generate]

RFC 2460 Clause: 4.5 19-10 Type: MUST appliesto: Node

Context: The implementation generates fragmented packets. Along this, the implementation generates an
Identification value for every packet that is to be fragmented.

Requirement:  The implementation generates each time different Identification value than that of any other fragmented
packet sent recently* with the same Source Address and Destination Address. Identification value is
obtined froma MULTIPLE (one for each of the node's possible source addresses) simple, 32-bit, "wrap-
around" counters, incremented each time a packet must be fragmented.

RFC text: {{The lIdentification nust be different than that of any other

fragnent ed packet sent recently* with the sane Source Address and

Desti nati on Address}}...* "recently" meanswithin the maximum likely lifetime of a packet,
including transit time from source to destination and time spent awaiting reassembly with other
fragments of the same packet. However, it is not required that a source node know the maximum packet
lifetime. Rather, it is assumed that the requirement can be met by maintaining the Identification value as
asimple, 32-bit, "wrap-around" counter, incremented each time a packet must be fragmented. It isan
implementation choice whether to maintain a single counter for the node or multiple counters, e.g., one
for each of the node's possible source addresses, or one for each active (source address, destination
address) combination.
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RQ_COR_1075 Fragment Packets[Generate]
RFC 2460 Clause: 4.5 19-10 Type: MUST appliesto: Node
Context: The implementation generates fragmented packets. Along this, the implementation generates an

Requirement:

RFC text:

Identification value for every packet that is to be fragmented.

The implementation generates each time different |dentification value than that of any other fragmented
packet sent recently* with the same Source Address and Destination Address. |dentification value is
obtined froma MULTIPLE (one for each active (source address, destination address) combination)
simple, 32-hit, "wrap-around" counters, incremented each time a packet must be fragmented.

{{The Identification nust be different than that of any other

fragment ed packet sent recently* with the same Source Address and

Desti nati on Address}}...* "recently" meanswithin the maximum likely lifetime of a packet,
including transit time from source to destination and time spent awaiting reassembly with other
fragments of the same packet. However, it is not required that a source node know the maximum packet
lifetime. Rather, it is assumed that the requirement can be met by maintaining the Identification value as
asimple, 32-bit, "wrap-around" counter, incremented each time a packet must be fragmented. It isan
implementation choice whether to maintain a single counter for the node or multiple counters, e.g., one
for each of the node's possible source addresses, or one for each active (source address, destination
address) combination.

RQ_COR_1076 Fragment Packets[Generate]

RFC 2460

Context:

Requirement:

RFC text:

Clause: 4.5 19-10 Type: MUST appliesto: Node

The implementation generates fragmented packets. Along this, the implementation generates an
Identification value for every packet that isto be fragmented. A Routing header is present.

The Destination Address of the fragemented packetsis the final destination.

The Identification must be different than that of any other fragmented packet sent recently* with the
same Source Address and Destination Address{{. |If a Routing header is present,
the Destination Address of concern is that of the final destination}}.

RQ_COR_1079 Fragment Packets[Generate]

RFC 2460
Context:

Requirement:

RFC text:

Clause: 4.5 113-14 Type: MUST appliesto: Node
The implementation generates a packet too long for the path MTU to its destination.

The implementation does not fragment the 1Pv6 header plus any extension headers that must be
processed by nodes en route to the destination. The implementation fragments any extension headers
that need to be processed only by the final destination node(s), plus the upper-layer header and data.

{{The Unfragnentable Part consists of the | Pv6 header plus any
extensi on headers that must be processed by nodes en route to the
destination, that is, all headers up to and including the Routing
header if present, else the Hop-by-Hop Options header if present,

el se no extension headers}}.{{The Fragnentable Part consists of the
rest of the packet, that is, any extension headers that need be
processed only by the final destination node(s), plus the upper-I|ayer
header and data}}.
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RQ_COR_1080 Fragment Packets[Generate]

RFC 2460
Context:

Requirement:

RFC text:

Clause: 4.5 Type: MUST appliesto: Node
The implementation generates a packet too long for the path MTU to its destination.

The implementation divides the Fragmentable Part of original packet into fragments. Each fragment,
except possibly the last ("rightmost") one, is an integer multiple of 8 octets long. The lengths of the
fragments are such that the resulting fragment packets fit within the path MTU to the packets
destination(s).

{{The Fragrmentable Part of the original packet is divided into
fragments, each, except possibly the last ("rightnost") one, being an
integer multiple of 8 octets long}}.{{The | engths of the fragnents
must be chosen such that the resulting fragment packets fit within
the MIU of the path to the packets' destination(s)}}.

RQ_COR_1081 Fragment Packets[Generate]

RFC 2460
Context:

Requirement:

RFC text:

Clause: 4.5 115,18-25 Type: MUST appliesto: Node
The implementation generates a packet too long for the path MTU to its destination.

The implementation divides the Fragmentable Part of original packet into fragments. The
implementation transmits these fragmentsin separate "fragment packets'. Each fragment packet is
composed of: (1) The Unfragmentable Part of the original packet, with the Payload Length of the
original IPv6 header changed to contain the length of this fragment packet only (excluding the length of
the IPv6 header itself), and the Next Header field of the last header of the Unfragmentable Part changed
to 44. (2) A Fragment header containing: a. The Next Header value that identifies the first header of the
Fragmentable Part of the original packet. b. A Fragment Offset containing the offset of the fragment, in
8-octet units, relative to the start of the Fragmentable Part of the original packet. The Fragment Offset
of the first ("leftmost") fragment is 0. c. An M flag value of O if the fragment isthe last ("rightmost")
one, elsean M flag value of 1. d. The Identification value generated for the original packet. (3) The
fragment itself.

{{The fragnents are transnmtted in separate "fragment packets"...}}.
{{Each fragment packet is conposed of: (1) The Unfragmentable Part of
the original packet, with the Payl oad Length of the original |Pv6
header changed to contain the length of this fragnent packet only
(excluding the length of the I Pv6 header itself), and the Next Header
field of the |ast header of the Unfragmentable Part changed to 44.
(2) A Fragnment header containing: The Next Header val ue that
identifies the first header of the Fragnmentable Part of the origina
packet. A Fragment O fset containing the offset of the fragment, in
8-octet units, relative to the start of the Fragmentable Part of the
ori ginal packet. The Fragment O fset of the first ("leftnost")
fragment is 0. An Mflag value of 0 if the fragnent is the |ast
("rightnost") one, else an Mflag value of 1. The ldentification

val ue generated for the original packet. (3) The fragment itself}}.
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RQ_COR_1082 Fragment Packets [Process]

RFC 2460
Context:

Requirement:

RFC text:

Clause: 4.5 127-38 Type: MUST appliesto: Node
The implementation receives " Fragment packets'.

The implementation reassembles into their original, unfragmented form, the received fragments
following these rules: An original packet is reassembled only from fragment packets that have the same
Source Address, Destination Address, and Fragment I dentification. The Unfragmentable Part of the
reassembled packet consists of all headers up to, but not including, the Fragment header of the first
fragment packet (that is, the packet whose Fragment Offset is zero), with the following two changes: a.
The Next Header field of the last header of the Unfragmentable Part is obtained from the Next Header
field of the first fragment's Fragment header. b. The Payload Length of the reassembled packet is
computed from the length of the Unfragmentable Part and the length and offset of the last fragment. The
Fragmentable Part of the reassembled packet is constructed from the fragments following the Fragment
headers in each of the fragment packets. The length of each fragment is computed by subtracting from
the packet's Payload Length the length of the headers between the |Pv6 header and fragment itself; its
relative position in Fragmentable Part is computed from its Fragment Offset value. Finnally, the
Fragment header is not present in the final, reassembled packet.

{{The follow ng rul es govern reassenbly: An original packet is
reassenbl ed only from fragnent packets that have the sane Source
Address, Destination Address, and Fragment ldentification. The
Unfragment abl e Part of the reassenbl ed packet consists of all headers
up to, but not including, the Fragnment header of the first fragnent
packet (that is, the packet whose Fragment Offset is zero), with the
followi ng two changes: The Next Header field of the |ast header of
the Unfragmentable Part is obtained fromthe Next Header field of the
first fragment's Fragnent header. The Payl oad Length of the
reassenbl ed packet is conmputed fromthe | ength of the Unfragmentable
Part and the length and offset of the last fragnent. For exanple, a
formula for conmputing the Payl oad Length of the reassenbl ed origina
packet is: PL.orig = PL.first - FL.first - 8 + (8 * FOlast) +
FL.last}}.{{The Fragnentable Part of the reassenbl ed packet is
constructed fromthe fragnents foll owing the Fragnent headers in each
of the fragment packets. The length of each fragnent is conmputed by
subtracting fromthe packet's Payl oad Length the I ength of the
headers between the | Pv6 header and fragment itself; its relative
position in Fragnmentable Part is conputed fromits Fragnent O fset

val ue. The Fragnent header is not present in the final, reassenbl ed
packet}}.

RQ_COR_1083 Fragment Packets [Process]

RFC 2460

Context:

Requirement:

RFC text:

Clause: 4.5 139-40 Type: MUST appliesto: Node

The implementation receives " Fragment packets'. Insufficient fragments are received to complete
reassembly of a packet within 60 seconds of the reception of the first-arriving fragment of that packet.

The implementation abandons the reassembly of that packet and al the fragments that have been
received for that packet are discarded.

The following error conditions may arise when reassembling fragmented packets... {{. . . | f
insufficient fragments are received to conplete reassenbly of a
packet within 60 seconds of the reception of the first-arriving
fragnent of that packet, reassenbly of that packet nmust be abandoned
and all the fragments that have been received for that packet must be
di scarded}}.
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RQ_COR_1084 Fragment Packets [Process]
RFC 2460 Clause: 4.5 139-40 Type: SHOULD appliesto: Node
Context: The implementation receives " Fragment packets'. Insufficient fragments are received to complete

Requirement:

RFC text:

reassembly of a packet within 60 seconds of the reception of the first-arriving fragment of that packet.
The first fragment packet(i.e., the one with a Fragment Offset of zero) isin the set of received
fragments. The implementation abandons the reassembly of that packet and all the fragments that have
been received for that packet are discarded.

The implementation sends an ICMP Time Exceeded -- Fragment Reassembly Time Exceeded message
to the source of that fragment.

The following error conditions may arise when reassembling fragmented packets... {{. . . I f
insufficient fragments are received to conplete reassenbly of a
packet within 60 seconds of the reception of the first-arriving
fragment of that packet, reassenbly of that packet must be abandoned
and all the fragments that have been received for that packet must be
di scarded. If the first fragnent (i.e., the one with a Fragnent

O fset of zero) has been received, an |ICVMP Time Exceeded -- Fragment
Reassenbly Ti ne Exceeded message shoul d be sent to the source of that
fragnent}}.

RQ_COR_1085 Fragment Packets[Process]

RFC 2460

Context:

Requirement:

RFC text:

Clause: 4.5 139,41 Type: MUST appliesto: Node

The implementation receives " Fragment packets'. The length of afragment, as derived from the
fragment packet's Payload Length field, is not a multiple of 8 octets and the M flag of the same
fragment is 1.

The implementation discards the fragment whose Payload Length field is not a multiple of 8 octets and
whose M flag is set to 1.

The following error conditions may arise when reassembling fragmented packets.... {{. .. 1f the
length of a fragment, as derived fromthe fragnment packet's Payl oad
Length field, is not a nultiple of 8 octets and the Mflag of that
fragnent is 1, then that fragnment nust be di scarded and an | CWP

Par aret er Probl em Code 0, nessage should be sent to the source of
the fragment, pointing to the Payload Length field of the fragment
packet}}.

RQ_COR_1086 Fragment Packets[Process]

RFC 2460

Context:

Requirement:

RFC text:

Clause: 4.5 139,42 Type: MUST appliesto: Node

The implementation receives "Fragment packets'. The length and offset of afragment are such that the
Payload Length of the packet reassembled from that fragment would exceed 65,535 octets.

The implementation discards that fragment.

The following error conditions may arise when reassembling fragmented packets... {{.. .1 f the

I ength and offset of a fragment are such that the Payl oad Length of
the packet reassenbled fromthat fragnent woul d exceed 65,535 octets,
then that fragment nust be di scarded and an | CMP Paraneter Problem
Code 0, nessage should be sent to the source of the fragnent,
pointing to the Fragnent Offset field of the fragment packet}}.
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RQ_COR_1087 Fragment Packets [Process]
RFC 2460 Clause: 4.5 143-44 Type: MUST appliesto: Node
Context: The implementation receives " Fragment packets'. The number and content of the headers preceding the

Fragment header of different fragments of the same original packet differ.

Requirement:  The implementation processes the headers present that precede the Fragment header in each fragment
packet prior to queueing the fragments for reassembly. Only the headers in the Offset zero fragment
packet are retained in the reassembled packet.

RFC text: The following conditions are not expected to occur, but are not considered errorsif they do. { { The
nunber and content of the headers precedi ng the Fragnent header of
different fragnents of the same original packet may differ. \Watever
headers are present, preceding the Fragnent header in each fragnent
packet, are processed when the packets arrive, prior to queueing the
fragnents for reassenbly. Only those headers in the Ofset zero
fragnent packet are retained in the reassenbl ed packet}}.

RQ_COR_1088 Fragment Packets[Process]

RFC 2460 Clause: 4.5 143,45 Type: MUST appliesto: Node

Context: The implementation receives " Fragment packets'. The Next Header valuesin the Fragment headers of
different fragments of the same original packet differ.

Requirement:  The implementation uses only the Next Header value from the Offset zero fragment packet for
reassembly.

RFC text: The following conditions are not expected to occur, but are not considered errorsif they do. { { The
Next Header values in the Fragnment headers of different fragnents of
the same original packet may differ. Only the value fromthe Ofset
zero fragment packet is used for reassenbly}}.

RQ_COR_1089 Destination Options Header [Gener ate]

RFC 2460 Clause: 4.6 11 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Destination Options header.

Requirement:  The Destination Options extension header presence is set to the value 60 in the Next Header field in the
header immediately preceding the Destination Options header.

RFC text: {{The Destination Options header is identified by a Next Header val ue
of 60 in the imredi ately precedi ng header}}.

RQ_COR_1090 Destination Options Header [Gener ate]

RFC 2460 Clause: 4.6 12 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Destination Options header.

Requirement:  The value of the Next Header Field in the Destination Options header is the type of header immediately
following the Destination Options header.

RFC text: Next Header 8-bit selector. { {| dentifi es the type of header inmedi ately

followi ng the Destination Options header}}.Usesthe samevauesasthelPv4
Protocol field [RFC-1700 et seq.].
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RQ_COR_1091 Destination Options Header [Gener ate]

RFC 2460 Clause: 4.6 13 Type: MUST appliesto: Node

Context: The implementation generates a packet with a Destination Options header.

Requirement:  The value of the Hdr Ext Len Field in the Destination Options header isits length in 8-octet units, not
including the first 8 octets.

RFC text: Hdr Ext Len 8-bit unsigned integer. { { Lengt h of the Destination Options header in
8-octet units, not including the first 8 octets}}.

RQ_COR_1092 Extension Headers[Gener ate]

RFC 2460 Clause: 4.7 1 Type: MUST appliesto: Node

Context: The implementation generates a packet with an |Pv6 header or any extension header indicating that
there is nothing following that header.

Requirement:  The implementation sets the value 59 in the last header of the IPv6 packet to indicate that nothing
follows that header.

RFC text: {{The value 59 in the Next Header field of an |IPv6 header or any
extensi on header indicates that there is nothing foll ow ng that
header}}.

RQ_COR_1093 Extension Header s [Process]

RFC 2460 Clause: 4.7 11 Type: MUST appliesto: Node

Context: The implementation receives a packet for forwarding with an IPv6 header or any extension header
containing avalue 59 in the Next Header field. The Payload Length field of the |Pv6 header indicates
the presence of octets past the end of a header whose Next Header field contains 59.

Requirement:  The implementation ignores and passes on unchanged the octets past the end of a header whose Next
Header field contains 59.

RFC text: The value 59 in the Next Header field of an IPv6 header or any extension header indicates that thereis
nothing following that header. { {1 f t he Payl oad Length field of the I Pv6 header
i ndi cates the presence of octets past the end of a header whose Next
Header field contains 59, those octets nust be ignored, and passed on
unchanged if the packet is forwarded}}.

RQ_COR_1094 | Pv6 Packet [Generate]

RFC 2460 Clause: 511 Type: MUST appliesto: Node

Context: The implementation is on alink that cannot transmit a 1280-octet packet in one piece.

Requirement:  The implementation provides link-specific fragmentation and reassembly for packets of size 1280 octets
or more at alayer below IPv6.

RFC text: IPV6 requiresthat every link in the internet have an MTU of 1280 octets or greater. { { On any | i nk
that cannot convey a 1280-octet packet in one piece, link-specific
fragmentation and reassenbly nust be provided at a |ayer below | Pv6}}.

RQ_COR_1095 MTU [Deter mine Default]

RFC 2460 Clause: 5 12 Type: MUST appliesto: Node

Context: The implementation is on alink with a configurable MTU.

Requirement: The configured MTU is 1280 octets or more.

RFC text: {{Links that have a configurable MIU (for exanple, PPP |inks

[ RFC-1661]) nust be configured to have an MIU of at |east 1280
octets}}.
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RQ_COR_1096 M TU [Deter mine Default]

RFC 2460 Clause: 5 12 Type: RECOMMENDED appliesto: Node

Context: The implementation is on alink with a configurable MTU.

Requirement:  The implementation provides with a configured MTU of 1500 octets or more.

RFC text: {{...it is recomrended that they be configured with an MIU of 1500
octets or greater, to acconmpbdate possible encapsul ations (i.e.
tunneling) wthout incurring |Pv6-layer fragmentation}}.

RQ_COR_1097 | Pv6 Packet [Process)

RFC 2460 Clause: 513 Type: MUST appliesto: Node

Context: The implementation is directly attached to one or more links.

Requirement: From each link to which the implementation is attached, the implementation accepts packets as large as
that link'sMTU.

RFC text: {{Fromeach link to which a node is directly attached, the node nust
be able to accept packets as large as that link's MIU}}.

RQ_COR_1098 PMTU Discovery

RFC 2460 Clause: 514 Type: Strongly appliesto: Node

Context: The implementation is attached to one or more links.

Requirement:  The implementation implements Path MTU Discovery.

RFC text: {{It is strongly recomrended that |Pv6 nodes inplenent Path MU
Di scovery [RFC-1981], in order to discover and take advantage of path
MIUs greater than 1280 octets}}.

RQ_COR_1099 | Pv6 Packet [Generate]

RFC 2460 Clause: 514 Type: MAY appliesto: Node

Context: A minimal 1Pv6 implementation is attached to one or more links.

Requirement:  The implementation sends packets no larger than 1280 octets.

RFC text: {{However, a mnimal IPv6 inplenentation (e.g., in a boot ROM nay
sinply restrict itself to sending packets no | arger than 1280 octets,
and onit inplenmentation of Path MIU Di scovery}}.

RQ_COR_1100 Fragment Packets [Process]

RFC 2460 Clause: 5 16 Type: MUST appliesto: Node

Context: The implementation receives fragmented packets. The original fragment size is 1500 octets.

Requirement:  The implementation reassembles the fragments into the original unfragmented packet of 1500 octets.

RFC text: {{A node must be able to accept a fragmented packet that, after

reassenbly, is as large as 1500 octets}}.
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RQ_COR_1101 Fragment Packets [Process]
RFC 2460 Clause: 5 16 Type: MAY appliesto: Node
Context: The implementation receives fragmented packets. The original fragment sizeis larger than 1500 octets.

Requirement:  The implementation reassembles the fragments into the original unfragmented packet of size larger than
1500 octets.

RFC text: {{A node is permtted to accept fragnented packets that reassenble to
nore than 1500 octets}}.

RQ_COR_1102 Fragment Packets[Generate]

RFC 2460 Clause: 5 16 Type: SHOULD appliesto: Node

Context: The implementation provides | Pv6 fragmentation service to an upper-layer protocol or application in
order to send packets larger than the path MTU. The upper-layer protocol or application can not assure
that the destination is capable of reassembling packets larger than 1500 octets.

Requirement:  The implementation does not send packets larger than 1500 octets.

RFC text: {{An upper-Ilayer protocol or application that depends on |Pv6
fragmentation to send packets | arger than the MU of a path shoul d
not send packets |arger than 1500 octets unless it has assurance that
the destination is capable of reassenbling packets of that |arger
size}}.

RQ_COR_1103 Fragment Packets [Generate]

RFC 2460 Clause: 5 17 Type: MUST appliesto: Node

Context: The implementation sends an |Pv6 packet to an 1Pv4 destination. The implementation receives an ICMP
Packet Too Big message reporting a Next-Hop MTU less than 1280 octets.

Requirement:  The implementation includes a Fragment header in following packets with a suitable Identification
value to use in resulting 1Pv4 fragments.

RFC text: In response to an |Pv6 packet that is sent to an IPv4 destination (i.e., a packet that undergoes trandation
from IPv6 to IPv4), the originating |Pv6 node may receive an |CMP Packet Too Big message reporting
aNext-Hop MTU lessthan 1280. In that case, { {t he | Pv6 node is not required to
reduce the size of subsequent packets to |less than 1280, but nust
i nclude a Fragnment header in those packets so that the |IPv6-to-1Pv4
translating router can obtain a suitable lIdentification value to use
in resulting | Pv4d fragments}}. Notethat this meansthe payload may have to be reduced to
1232 octets (1280 minus 40 for the IPv6 header and 8 for the Fragment header), and smaller still if
additional extension headers are used.

RQ_COR_1104 Fragment Packets[Generate]

RFC 2460 Clause: 5 17 Type: MAY appliesto: Node

Context: The implementation sends an 1Pv6 packet to an |Pv4 destination. The implementation receives an ICMP
Packet Too Big message reporting a Next-Hop MTU less than 1280 octets.

Requirement:  The implementation does not reduce the size of subsequent packets to less than 1280 octets.

RFC text: In response to an IPv6 packet that is sent to an IPv4 destination (i.e., a packet that undergoes translation

from IPv6 to 1Pv4), the originating 1Pv6 node may receive an ICMP Packet Too Big message reporting
aNext-Hop MTU lessthan 1 280. Inthat case, { {t he | Pv6 node is not required to
reduce the size of subsequent packets to less than 1 280, but nust

i nclude a Fragnment header in those packets so that the |IPv6-to-1Pv4
translating router can obtain a suitable ldentification value to use
in resulting | Pv4d fragnments}}. Notethat this meansthe payload may have to be reduced to
1 232 octets (1 280 minus 40 for the IPv6 header and 8 for the Fragment header), and smaller still if
additional extension headers are used.
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RQ_COR_1105 Fragment Packets[Generate]

RFC 2460 Clause: 5 17 Type: MUST appliesto: Node

Context: The implementation sends an 1Pv6 packet to an |Pv4 destination. The implementation receive an ICMP
Packet Too Big message reporting a Next-Hop MTU less than 1280 octets. The implementation reduces
the size of subsequent packets to less than 1 280 octets.

Requirement:  The implementation reduces the payload to at least 1 232 octets (1 280 minus 40 for the IPv6 header
and 8 for the Fragment header) and smaller still if additional extension headers are used.

RFC text: In response to an |Pv6 packet that is sent to an IPv4 destination (i.e., a packet that undergoes translation
from IPv6 to IPv4), the originating | Pv6 node may receive an ICM P Packet Too Big message reporting
aNext-Hop MTU lessthan 1 280. In that case, the IPv6 node is not required to reduce the size of
subsequent packetsto less than 1 280, but must include a Fragment header in those packets so that the
I Pv6-to-1Pv4 trand ating router can obtain a suitable Identification value to use in resulting 1Pv4
fragments.{{ Note that this neans the payload nay have to be reduced to
1 232 octets (1 280 mnus 40 for the I Pv6 header and 8 for the
Fragment header), and snaller still if additional extension headers
are used}}.

RQ_COR_1106 Flow L abel [Gener ate]

RFC 2460 Clause: 6 11 Type: MAY appliesto: Node

Context: The implementation generates |Pv6 packets for which it requests special handling by the | Pv6 routers,
such as non-default quality of service or "real-time" service.

Requirement:  The implementation, acting as a source, uses Flow Label field in the IPv6 header to label sequences of
packets for which it requests special handling by the IPv6 routers.

RFC text: {{The 20-bit Flow Label field in the | Pv6 header may be used by a
source to | abel sequences of packets for which it requests specia
handling by the I Pv6 routers, such as non-default quality of service
or "real-time" service. This aspect of IPv6 is, at the tine of
writing, still experinental and subject to change as the requirenents
for flow support in the Internet becone clearer}}.

RQ_COR_1107 Flow Label [Generate]

RFC 2460 Clause: 6 11 Type: MUST appliesto: Node

Context: The implementation generates | Pv6 packets. The implementation does not support the functions of the
Flow Label field.

Requirement:  The implementation sets the field to zero.

RFC text: {{Hosts or routers that do not support the functions of the Flow
Label field are required to set the field to zero when originating a
packet, pass the field on unchanged when forwardi ng a packet, and
ignore the field when receiving a packet}}.

RQ_COR_1108 Flow Label [Process]

RFC 2460 Clause: 6 11 Type: SHOULD appliesto: Router

Context: The implementation processes | Pv6 packets. The implementation does not support the functions of the
Flow Label field.

Requirement:  The implementation passes the field on unchanged.

RFC text: {{Hosts or routers that do not support the functions of the Flow

Label field are required to set the field to zero when originating a
packet, pass the field on unchanged when forwardi ng a packet, and
ignore the field when receiving a packet}}.
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RQ_COR_1109 Flow Label [Process]

RFC 2460 Clause: 6 11 Type: MAY appliesto: Node

Context: The implementation receives | Pv6 packets. The implementation does not support the functions of the
Flow Label field.

Requirement:  The implementation ignores the field when receiving a packet.

RFC text: {{Hosts or routers that do not support the functions of the Flow
Label field are required to set the field to zero when originating a
packet, pass the field on unchanged when forwardi ng a packet, and
ignore the field when receiving a packet}}.

RQ_COR_1110 Traffic Class[Generate]

RFC 2460 Clause: 7 11 Type: MAY appliesto: Node

Context: The implementation generates |Pv6 packets for which it needs to identify and distinguish between
different classes or priorities of |Pv6 packets.

Requirement:  The implementation uses Traffic Class field in the |Pv6 header.

RFC text: {{The 8-bit Traffic Class field in the IPv6 header is available for
use by originating nodes and/or forwarding routers to identify and
di stingui sh between different classes or priorities of |Pv6 packets}}.

RQ_COR_1111 Traffic Class [Process)

RFC 2460 Clause: 7 11 Type: MAY appliesto: Router

Context: The implementation processes | Pv6 packets for which it needs to identify and distinguish between
different classes or priorities of IPv6 packets.

Requirement:  The implementation uses Traffic Classfield in the IPv6 header.

RFC text: {{The 8-bit Traffic Class field in the |Pv6 header is available for
use by originating nodes and/or forwarding routers to identify and
di stinguish between different classes or priorities of |IPv6 packets}}.

RQ_COR_1112 Traffic Class[Generate]

RFC 2460 Clause: 7 13 Type: MUST appliesto: Node

Context: The implementation generates a packet using the Traffic Class field in the IPv6 header.

Requirement:  The implementation provides a means for an upper-layer protocol to supply the value of the Traffic
Class bitsto the IPv6 service for packets originated by that upper-layer protocol.

RFC text: {{The service interface to the IPv6 service within a node nust
provi de a means for an upper-|layer protocol to supply the val ue of
the Traffic Class bits in packets originated by that upper-I|ayer
protocol }}.

RQ_COR_1113 Traffic Class [Gener ate]

RFC 2460 Clause: 7 13 Type: MUST appliesto: Router

Context: The implementation processes a packet using the Traffic Classfield in the |Pv6 header.

Requirement:  The implementation provides a means an upper-layer protocol to supply the value of the Traffic Class
bits in packets originated by that upper-layer protocol.

RFC text: {{The service interface to the |IPv6 service within a node mnust

provi de a means for an upper-|layer protocol to supply the val ue of
the Traffic Class bits in packets originated by that upper-I|ayer
protocol }}.
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RQ_COR_1114 Traffic Class [Gener ate]

RFC 2460 Clause: 7 13 Type: MUST appliesto: Node

Context: The implementation generates a packet.

Requirement:  The implementation uses zero as default value for al 8 bitsin the Traffic Class field.

RFC text: {{The default value must be zero for all 8 bits}}.

RQ_COR_1115 Traffic Class [Process]

RFC 2460 Clause: 7 13 Type: MUST appliesto: Router

Context: The implementation processes a packet.

Requirement:  The implementation uses zero as default value for al 8 bitsin the Traffic Class field.

RFC text: {{The default value must be zero for all 8 bits}}.

RQ_COR_1116 Traffic Class[Generate]

RFC 2460 Clause: 7 13 Type: MAY appliesto: Node

Context: The implementation generates a packet. The Implementation supports a specific (experimental or
eventual standard) use of some or al of the Traffic Class bits.

Requirement:  The implementation changes the value of those Traffic Class bitsin packets asis required for that
specific use.

RFC text: {{Nodes that support a specific (experinmental or eventual standard)
use of sonme or all of the Traffic Cass bits are pernmitted to change
the value of those bits in packets that they originate, forward, or
receive, as required for that specific use. }}.

RQ_COR_1117 Traffic Class [Process]

RFC 2460 Clause: 7 13 Type: MAY appliesto: Router

Context: The implementation processes a packet. The Implementation supports a specific (experimental or
eventual standard) use of some or al of the Traffic Class bits.

Requirement:  The implementation changes the value of those Traffic Class bitsin packets asis required for that
specific use.

RFC text: {{Nodes that support a specific (experinmental or eventual standard)
use of sone or all of the Traffic Class bits are permtted to change
the value of those bits in packets that they originate, forward, or
receive, as required for that specific use. }}.

RQ_COR_1118 Traffic Class [Process]

RFC 2460 Clause: 7 13 Type: MAY appliesto: Node

Context: The implementation receives a packet. The Implementation supports a specific (experimental or
eventua standard) use of some or all of the Traffic Class bits.

Requirement:  The implementation changes the val ue of those bitsin packets asis required for that specific use.

RFC text: {{Nodes that support a specific (experinmental or eventual standard)

use of sone or all of the Traffic Class bits are permtted to change
the value of those bits in packets that they originate, forward, or
receive, as required for that specific use. }}.
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RQ_COR_1119 Traffic Class [Process)

RFC 2460 Clause: 7 13 Type: SHOULD appliesto: Node

Context: The implementation does not support a specific (experimental or eventual standard) use of some or all
of the Traffic Class hits.

Requirement:  The implementation ignores and |eaves unchanged any bits of the Traffic Class field for which it does
not support a specific use.

RFC text: {{Nodes shoul d ignore and | eave unchanged any bits of the Traffic
Class field for which they do not support a specific use}}.

RQ_COR_1120 Checksum [Compute]

RFC 2460 Clause: 8.1 11,5 Type: MUST appliesto: Node

Context: The implementation sends an 1Pv6 packet with a UDP " pseudo-header".

Requirement:  The implementation computes a UDP checksum over the packet and the UDP pseudo-header.

RFC text: Any transport or other upper-layer protocol that includes the addresses from the IP header in its
checksum computation must be modified for use over IPv6, to include the 128-bit | Pv6 addresses
instead of 32-bit |Pv4 addresses. In particular, the following illustration shows the TCP and UDP
"pseudo-header” for IPv6:... {{. .. Unl i ke | Pv4, when UDP packets are origi nated
by an |1 Pv6 node, the UDP checksumis not optional. That is, whenever
originating a UDP packet, an |IPv6 node nmust compute a UDP checksum
over the packet and the pseudo-header, and, if that conputation
yields a result of zero, it must be changed to hex FFFF for placenent
in the UDP header}}.IPv6 receivers must discard UDP packets containing a zero checksum, and
should log the error.

RQ_COR_1121 Checksum [Compute]

RFC 2460 Clause: 8.1 11,5 Type: MUST appliesto: Node

Context: The implementation sends an 1Pv6 packet with a UDP " pseudo-header”. The implementation computes
a UDP checksum over the packet and the UDP pseudo-header. That computation yields a result of zero.

Requirement:  The implementation changes the UDP checksum to hex FFFF for placement in the UDP header.

RFC text: Any transport or other upper-layer protocol that includes the addresses from the IP header in its

checksum computation must be modified for use over IPv6, to include the 128-bit | Pv6 addresses
instead of 32-bit |Pv4 addresses. In particular, the following illustration shows the TCP and UDP
"pseudo-header” for IPv6:... {{. .. Unl i ke | Pv4, when UDP packets are origi nated
by an 1 Pv6 node, the UDP checksumis not optional. That is, whenever
originating a UDP packet, an |IPv6 node nmust compute a UDP checksum
over the packet and the pseudo-header, and, if that computation
yields a result of zero, it must be changed to hex FFFF for placenent
in the UDP header}}.IPv6 receivers must discard UDP packets containing a zero checksum, and
should log the error.

ETSI



72 ETSI TS 102 514 V1.1.1 (2006-04)

RQ_COR_1122 Checksum [Process]

RFC 2460 Clause: 8.1 11,5 Type: MUST appliesto: Node

Context: The implementation receives an |Pv6 packet with a UDP " pseudo-header”. The UDP checksum is zero.

Requirement:  The implementation discards the UDP packet.

RFC text: Any transport or other upper-layer protocol that includes the addresses from the IP header in its
checksum computation must be modified for use over IPv6, to include the 128-bit | Pv6 addresses
instead of 32-bit |Pv4 addresses. In particular, the following illustration shows the TCP and UDP
"pseudo-header” for IPV6.... ... Unlike IPv4, when UDP packets are originated by an IPv6 node, the UDP
checksum is not optional. That is, whenever originating a UDP packet, an |Pv6 node must compute a
UDP checksum over the packet and the pseudo-header, and, if that computation yields aresult of zero,
it must be changed to hex FFFF for placement in the UDP header. { { | Pv6 recei vers mnust
di scard UDP packets containing a zero checksum and should |og the
error}}.

RQ_COR_1123 Checksum [Process]

RFC 2460 Clause: 8.1 11,5 Type: SHOULD appliesto: Node

Context: The implementation receives an |Pv6 packet with a UDP " pseudo-header”. The implementation discards
the UDP packet because the UDP checksum is zero.

Requirement:  The implementation logs the error.

RFC text: Any transport or other upper-layer protocol that includes the addresses from the IP header in its
checksum computation must be modified for use over IPv6, to include the 128-bit | Pv6 addresses
instead of 32-bit IPv4 addresses. In particular, the following illustration shows the TCP and UDP
"pseudo-header” for IPV6.... ... Unlike IPv4, when UDP packets are originated by an IPv6 node, the UDP
checksum is not optional. That is, whenever originating a UDP packet, an |Pv6 node must compute a
UDP checksum over the packet and the pseudo-header, and, if that computation yields aresult of zero,
it must be changed to hex FFFF for placement in the UDP header. { { | Pv6 recei vers mnust
di scard UDP packets containing a zero checksum and should | og the
error}}.

RQ_COR_1124 | Pv6 Packet [Generate]

RFC 2460 Clause: 8.2 11 Type: MUST appliesto: Node

Context: The implementation sends an 1Pv6 packet.

Requirement:  The implementation does not enforce maximum packet lifetime.

RFC text: {{Unlike IPv4, IPv6 nodes are not required to enforce maxi mnum packet
l[ifetime. That is the reason the IPv4 "Time to Live" field was
renaned "Hop Limit" in |Pv6}}.

RQ_COR_1125 Flow Label [Generate]

RFC 2460 Clause: A 11-2 Type: MUST appliesto: Node

Context: The implementation generates flows requiring special handling by the intervening routers.

Requirement:  The implementation uniquely identifies the flows by the combination of a source address and a non-zero
flow label. Packets that do not belong to aflow are identified with aflow label of zero.

RFC text: A flow is asequence of packets sent from a particular source to a particular (unicast or multicast)

destination for which the source desires special handling by the intervening routers. There may be

multiple active flows from a source to a destination, as well as traffic that is not associated with any
flow. {{A flow is uniquely identified by the conmbi nati on of a source

address and a non-zero flow | abel. Packets that do not belong to a
flow carry a flow | abel of zero}}.
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RQ_COR_1126 Flow Label [Generate]

RFC 2460

Context:

Requirement:

RFC text:

Clause: A 13-5 Type: MUST appliesto: Node

The implementation generates flows for requiring special handling by the intervening routers. The
implementation uniquely identifies the flows by the combination of a source address and a non-zero
flow label.

The implementation chooses new flow labels (pseudo-)randomly and uniformly from the range 1 to
FFFFF hex. The implementation sends al packets bel onging to the same flow with the same source
address, destination address, and flow label. The implementation does not reuse a flow label for a new
flow within the maximum lifetime of any flow-handling state that might have been established for the
prior use of that flow label.

{{A flow label is assigned to a flow by the flow s source node. New
flow | abel s must be chosen (pseudo-)randomy and uniformy fromthe
range 1 to FFFFF hex. The purpose of the random allocation is to nake
any set of bits within the Flow Label field suitable for use as a
hash key by routers, for | ooking up the state associated with the
flowp}.{{... Al packets belonging to the same flow nust be sent with
the sane source address, destination address, and flow label}}.{{... A
source must not re- use a flow label for a new flow within the

maxi mum lifetinme of any flow handling state that m ght have been
established for the prior use of that flow | abel}}.

RQ_COR_1127 Flow Label [Generate]

RFC 2460

Context:

Requirement:

RFC text:

Clause: A 14 Type: MUST appliesto: Node

The implementation generates flows requiring desires special handling by the intervening routers. The
implementation uniquely identifies the flows by the combination of a source address and a non-zero
flow label. All packets belonging to the same flow are sent with the same source address, destination
address, and flow label. The packets includes a Hop-by-Hop Options header.

The implementation generates all flow packets with the same Hop-by-Hop Options header contents
(excluding the Next Header field of the Hop-by-Hop Options header).

{{All packets belonging to the sanme fl ow must be sent with the sane
source address, destination address, and flow label. If any of those
packets includes a Hop-by-Hop Options header, then they all nust be
originated with the sane Hop-by-Hop Opti ons header contents
(excluding the Next Header field of the Hop-by-Hop Options header)}}.

RQ_COR_1128 Flow Label [Generate]

RFC 2460

Context:

Requirement:

RFC text:

Clause: A 14 Type: MUST appliesto: Node

The implementation generates flows requiring desires special handling by the intervening routers. The
implementation uniquely identifies the flows by the combination of a source address and a non-zero
flow label. All packets belonging to the same flow are sent with the same source address, destination
address, and flow label. The packets includes a Routing header.

The implementation generates all the flow packets containing the same contentsin all extension headers
up to and including the Routing header (excluding the Next Header field in the Routing header).

{{Al packets belonging to the sane flow nust be sent with the sane
source address, destination address, and flow label. If any of those
packets includes a Routing header, then they all nust be originated
with the same contents in all extension headers up to and including
the Routing header (excluding the Next Header field in the Routing
header)}}.
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RQ_COR_1129 Flow Label [Process]

RFC 2460
Context:

Requirement:

RFC text:

Clause: A 14 Type: MAY appliesto: Node
The implementation receives flows.

The implementation verifies that the following conditions are satisfied. a. All packets belonging to the
same flow arrive with the same source address, destination address, and flow label. b. If any of those
packets includes a Hop-by-Hop Options header, then they all have the same Hop-by-Hop Options
header contents (excluding the Next Header field of the Hop-by-Hop Options header). c. If any of those
packets includes a Routing header, then they al have the same contentsin al extension headers up to
and including the Routing header (excluding the Next Header field in the Routing header).

All packets belonging to the same flow must be sent with the same source address, destination address,
and flow label. If any of those packets includes a Hop-by-Hop Options header, then they all must be
originated with the same Hop-by-Hop Options header contents (excluding the Next Header field of the
Hop-by-Hop Options header). If any of those packets includes a Routing header, then they all must be
originated with the same contentsin all extension headers up to and including the Routing header
(excluding the Next Header field in the Routing header). { { The routers or destinations
are permtted, but not required, to verify that these conditions are
sati sfied}}.If aviolation isdetected, it should be reported to the source by an ICMP Parameter
Problem message, Code 0, pointing to the high-order octet of the Flow Label field (i.e., offset 1 within
the |Pv6 packet).

RQ_COR_1130 Flow Label [Process]

RFC 2460

Context:

Requirement:

RFC text:

Clause: A 14 Type: SHOULD appliesto: Node

The implementation receives flows. The implementation checks that the following conditions are
satisfied. a. All packets belonging to the same flow arrive with the same source address, destination
address, and flow label. b. If any of those packets includes a Hop-by-Hop Options header, then they all
have the same Hop-by-Hop Options header contents (excluding the Next Header field of the Hop-by-
Hop Options header). c. If any of those packets includes a Routing header, then they all have the same
contentsin all extension headers up to and including the Routing header (excluding the Next Header
field in the Routing header). One or more of these conditionsis not met

The implementation reports the violation to the source by an ICMP Parameter Problem message, Code
0, pointing to the high-order octet of the Flow Label field (i.e., offset 1 within the |Pv6 packet).

All packets belonging to the same flow must be sent with the same source address, destination address,
and flow label. If any of those packets includes a Hop-by-Hop Options header, then they all must be
originated with the same Hop-by-Hop Options header contents (excluding the Next Header field of the
Hop-by-Hop Options header). If any of those packets includes a Routing header, then they all must be
originated with the same contentsin all extension headers up to and including the Routing header
(excluding the Next Header field in the Routing header). The routers or destinations are permitted, but
not required, to verify that these conditions are satisfied. { { I f a viol ation is detected,

it should be reported to the source by an | CMP Paraneter Problem
message, Code 0, pointing to the high-order octet of the Flow Label
field (i.e., offset 1 within the | Pv6 packet)}}.

RQ_COR_1131 Flow Label [Process]

RFC 2460

Context:

Requirement:

RFC text:

Clause: A 16 Type: MUST appliesto: Node

The implementation generates flows requiring special handling by the intervening routers. The
implementation stops and restarts.

The implementation does not use a flow label value that was active before the stop and restart and
whose lifetime has not expired.

{{When a node stops and restarts (e.g., as a result of a "crash"), it

must be careful not to use a flow |label that it m ght have used for
an earlier flow whose lifetine may not have expired yet}}.
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RQ_COR_9000 Hop by Hop Header [Process]|
RFC 2460 Clause: 4 13 Type: MUST appliesto: Node
Context: The implementation receives a packet with a Hop-by-Hop Options header. The Destination Addressin

the IPv6 Header is the implementation’s address.

Requirement:  The implementation examines and processes the extension header.

RFC text: {{ Hop-by-Hop Options header, which carries information that nust be
exam ned and processed by every node al ong a packet's delivery path,
i ncludi ng the source and destination nodes}}.

RQ_COR_9001 Hop by Hop Header [Process]|

RFC 2460 Clause: 4 13 Type: MUST appliesto: Node

Context: The implementation receives a packet with a Hop-by-Hop Options header. The Source Addressin the
IPv6 Header is the implementation's address.

Requirement:  The implementation examines and processes the extension header.

RFC text: {{ Hop-by-Hop Options header, which carries information that nust be
exam ned and processed by every node al ong a packet's delivery path,
i ncludi ng the source and destinati on nodes}}.

RQ_COR_9002 Extension Header Options[Process|

RFC 2460 Clause: 4.2 16 Type: MUST appliesto: Node

Context: The implementation processes a Hop-by-Hop or Destination Options extension header and does not
recognize the Option Type. The highest-order two bits of the Option Type in the extension header are
10. The Destination Address of the packet is a multicast address.

Requirement:  The implementation discards the packet and sends an ICM P Parameter Problem, Code 2, message to the
packet's Source Address, pointing to the unrecognized Option Type.

RFC text: {{The Option Type identifiers are internally encoded such that their
hi ghest-order two bits specify the action that nust be taken if the
processing | Pv6 node does not recognize the Option Type}}.

RQ_COR_9003 Extension Header Options[Process|

RFC 2460 Clause: 4.2 17 Type: MUST appliesto: Node

Context: The implementation processes a Hop-by-Hop or Destination Options extension header and does not
recognize the Option Type. The highest-order two bits of the Option Type in the extension header are
11. The Destination Address of the packet is a multicast address.

Requirement:  Implementation discards the packet.

RFC text: {{The Option Type identifiers are internally encoded such that their
hi ghest-order two bits specify the action that nust be taken if the
processing | Pv6 node does not recognize the Option Type}}.

RQ_COR_9004 Extension Header Options [Process)

RFC 2460 Clause: 4.2 115 Type: MUST appliesto: Node

Context: The implementation processes a Hop-by-Hop or Destination Options extension header. PadN is used to
align subsequent options and to pad out the containing header to a multiple of 8 octetsin length.

Requirement:  Implementation recognizes the PadN option.

RFC text: There are two padding options which are used when necessary to align subsequent options and to pad

out the containing header to a multiple of 8 octetsin length. { { These paddi ng opti ons nust
be recogni zed by all 1Pv6 inplenmentations}}.
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RQ_COR_9005 Extension Header Options[Process]
RFC 2460 Clause: 4.2 112 Type: MAY appliesto: Node
Context: The implementation processes a Hop-by-Hop or Destination Options extension header with any other

Option Type besides the Padl and PadN.

Requirement:  The implementation uses unique Option Type value for either Hop-by-Hop Options header or
Destination Options header.

RFC text: {{The sane Option Type nunbering space is used for both the Hop-by-
Hop Options header and the Destination Options header. However, the
specification of a particular option may restrict its use to only one
of those two headers}}.

RQ_COR_9006 Fragment Packets[Process]

RFC 2460 Clause: 4.5 139,41 Type: SHOULD appliesto: Node

Context: The implementation receives " Fragment packets'. The length of afragment, as derived from the
fragment packet's Payload Length field, is not a multiple of 8 octets and the M flag of that fragment is 1.
The implementation discards that fragment.

Requirement:  The implementation sends an ICM P Parameter Problem, Code 0, message to the source of the fragment,
pointing to the Payload Length field of the fragment packet.

RFC text: The following error conditions may arise when reassembling fragmented packets....{{...If the
length of a fragment, as derived fromthe fragnment packet's Payl oad
Length field, is not a nultiple of 8 octets and the Mflag of that
fragnent is 1, then that fragnment nust be di scarded and an | CWP
Par amet er Probl em Code 0, nessage should be sent to the source of
the fragment, pointing to the Payload Length field of the fragment
packet}}.

RQ_COR_9007 Fragment Packets[Process]

RFC 2460 Clause: 4.5 139,42 Type: SHOULD appliesto: Node

Context: The implementation receives " Fragment packets’. The length and offset of afragment are such that the
Payload Length of the packet reassembled from that fragment would exceed 65,535 octets. The
implementation discards that fragment.

Requirement:  The implementation sends an ICMP Parameter Problem, Code 0, message to the source of the fragment
pointing to the Fragment Offset field of the fragment packet.

RFC text: The following error conditions may arise when reassembling fragmented packets... {{...1f the
l ength and of fset of a fragment are such that the Payl oad Length of
the packet reassenbled fromthat fragnent woul d exceed 65,535 octets,
then that fragment nust be di scarded and an | CVP Paraneter Problem
Code 0, message should be sent to the source of the fragment,
pointing to the Fragnent Offset field of the fragment packet}}.

RQ_COR_9008 PMTU Discovery

RFC 2460 Clause: 514 Type: MAY appliesto: Node

Context: A minimal 1Pv6 implementation is attached to one or more links.

Requirement:  The implementation does not implement Path MTU Discovery.

RFC text: {{...However, a mnimal |1Pv6 inplenentation (e.g., in a boot ROM may

sinmply restrict itself to sending packets no |arger than 1280 octets,
and onmit inplenentation of Path MIU Di scovery}}.
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4.7 Requirements extracted from RFC 2461

RQ_COR_8100 Neighbor Discovery

RFC 2461 Clause: 2.1 "on-link" Type: MUST appliesto: Node

Context: The implementation's address is assigned to an interface on a specified link and is covered by one of the
link's prefixes.

Requirement:  The implementation considers the address to be on-link.

RFC text: on-link - an address that is assigned to an interface on a specified link.
{{A node considers an address to be on-link if: ... - it is covered
by one of the link's prefixes}}
RQ_COR_8101 Neighbor Discovery by Redirect M essage
RFC 2461 Clause: 2.1 "on-link" Type: MUST appliesto: Node
Context: A neighboring router specifies an address assigned to the implementation's interface on alink asthe

target/Destination Address of a Redirect message.

Requirement:  The implementation considers the target/Destination Address to be on-link.

RFC text: on-link - an address that is assigned to an interface on a specified link.
{{A node considers an address to be on-link if: ... a neighboring
router specifies the address as the target of a Redirect nessage}},or
RQ_COR_8102 Neighbor Discovery by NA
RFC 2461 Clause: 2.1 "on-link" Type: MUST appliesto: Node
Context: The implementations receives a valid Neighbor Advertisement.

Requirement:  The implementation considers the address in the advertisement's Target Address field to be on-link.

RFC text: on-link - an address that is assigned to an interface on a specified link.
{{A node considers an address to be on-link if: ... a Neighbor
Advertisement nmessage is received for the (target) address}},or
RQ_COR_8103 Neighbor Discovery by Redirect
RFC 2461 Clause: 2.1 "on-link" Type: MUST appliesto: Node
Context: The implementations receives a valid Neighbor Discovery message.

Requirement:  The implementation considers the Source Address of the Neighbor Discovery message to be on-link.

RFC text: on-link - an address that is assigned to an interface on a specified link.
{{A node considers an address to be on-link if: ... any Nei ghbor
Di scovery message is received fromthe address.}}
RQ_COR_8104 Neighbor Discovery
RFC 2461 Clause: 2.1 "longest Type: MUST appliesto: Node
Context: The implementation has multiple prefixes covering the same target address.

Requirement:  The implementation uses the longest prefix as the one that matches.

RFC text: longest prefix match
- The process of determining which prefix (if any) in a set of prefixes covers atarget address. A target
addressis covered by a prefix if al of the bitsin the prefix match the left-most bits of the target address.
{{When nultiple prefixes cover an address, the |longest prefix is the
one that matches.}}
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RQ_COR_8105 Neighbor Discovery M essages [Gener ate]

RFC 2461 Clause: 2.1 "random Type: MUST appliesto: Node

Context: The implementation computes random component delays.

Requirement:  The implmentation generates uniformly-distributed random values that fall between the specified
minimum and maximum delay times.

RFC text: random delay
when sending out messages, it is sometimes necessary to delay a transmission for arandom amount of
time in order to prevent multiple nodes from transmitting at exactly the sametime, or to prevent long-
range periodic transmissions from synchronizing with each other [SYNC]. { { Whien a random
conponent is required, a node calculates the actual delay in such a
way that the conputed delay forns a uniform y-distributed random
value that falls between the specified mnimum and maxi num del ay
times.}} Theimplementor take care to insure that the granularity of the calculated random
component and the resolution of the timer used are both high enough to insure that the probability of
multiple nodes delaying the same amount of time is small.

RQ_COR_8106 Neighbor Discovery M essages [Gener ate]

RFC 2461 Clause: 2.1 "random Type: SHOULD appliesto: Node

Context: The implementation uses a pseudo-random number generator to calculate random delay components.

Requirement:  The implementation initializes the generator with a unique seed that prevents successive generation of
the same random numbers sequences.

RFC text: random delay seed
-If a pseudo-random number generator is used in calculating a random delay component, { { t he
generator should be initialized with a unique seed prior to being
used. } } Notethat it isnot sufficient to use the interface token alone as the seed, since interface
tokens will not always be unique. To reduce the probability that duplicate interface tokens cause the
same seed to be used, the seed should be calculated from a variety of input sources (e.g., machine
components) that are likely to be different even on identical "boxes'. For example, the seed could be
formed by combining the CPU's serial number with an interface token.

RQ_COR_8107 address. Link-local [Form]

RFC 2461 Clause: 2.3 "link-local Type: MUST appliesto: Router

Context: The implementation is generating addresses for itsinterfaces.

Requirement: The implementation assigns avalid link-local address to each of its interfaces.

RFC text: link-local address
- aunicast address having link-only scope that can be used to reach neighbors. { { Al | i nt erf aces
on routers MJST have a |ink-local address.}} Also,[ADDRCONF] requires that
interfaces on hosts have a link-local address.

RQ_COR_8108 address: Link-local [Form]

RFC 2461 Clause: 2.3 "link-local Type: MUST appliesto: Host

Context: The implementation is generating addresses for itsinterfaces.

Requirement: The implementation assigns avalid link-local address to each of its interfaces.

RFC text: link-local address

- aunicast address having link-only scope that can be used to reach neighbors. All interfaces on routers
MUST have alink-local address. { { Al so, [ ADDRCONF] requires that interfaces on
hosts have a |ink-1ocal address.}}
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RQ_COR_8109 address. Destination Address [Gener ate]

RFC 2461 Clause: 2.3 Type: MUST appliesto:

Context: The implementation is generating a Destination Address

Requirement:  The implementation does not use the Unspecificied Address (0::0) as a Destination Address.

RFC text: unspecified address
- areserved address value that indicates the lack of an address (e.g., the addressis unknown). { {1t is
never used as a destination address}}, but may beused asasource addressif the
sender does not (yet) know its own address (e.g., while verifying an address is unused during address
autoconfiguration [ADDRCONF]). The unspecified address has a value of 0:0:0:0:0:0:0:0.

RQ_COR_8110 Router Solicitation [Gener ate]

RFC 2461 Clause: 3 "Router Type: MAY appliesto: Host

Context: The implementation's interface becomes enabled and immediately wants a Router Advertisement.

Requirement:  The implementation transmits a Router Solicitation.

RFC text: Router Solicitation: When an interface becomes enabled, { { host s may send out Rout er
Solicitations that request routers to generate Router Advertisenments
i mredi at el y }} rather than at their next scheduled time.

RQ_COR_8111 Router Advertisement [Generate]

RFC 2461 Clause: 3 "Router Type: MUST appliesto: Router

Context: The implementation is running on a multicast-capable link.

Requirement:  The implementation periodically transmits a Router Advertisement to advertise its presence together
with various link and Internet parameters.

RFC text: Router Advertisement: { { Rout ers advertise their presence together with
various link and Internet paranmeters either periodically}},orinresponse
to aRouter Solicitation message. Router Advertisements contain prefixes that are used for on-link
determination and/or address configuration, a suggested hop limit value, etc.

RQ_COR_8112 Router Solicitation [Process]

RFC 2461 Clause: 3 "Router Type: MUST appliesto: Router

Context: The implementation receives a Router Solicitation message.

Requirement:  The implementation transmits a Router Advertisement message to indicate its presence together with
various link and Internet parameters.

RFC text: Router Advertisement: { { Rout ers advertise their presence together with
various link and Internet paraneters}} either periodicaly,or {{in response to
a Router Solicitation nessage}}.Router Advertisements contain prefixesthat are used for
on-link determination and/or address configuration, a suggested hop limit value, etc.

RQ_COR_8113 Neighbor Solicitation [Gener ate]

RFC 2461 Clause: 3 "Neighbor Type: MUST appliesto: Node

Context: The implementation needs to determine the link-layer address of a neighbor.

Requirement:  The implementation generates and transmits a Neighbor Solicitation message.

RFC text: Neighbor Solicitation: { { Sent by a node to deternmine the Iink-1ayer address

of a nei ghbor}}, orto verify that a neighbor is still reachable viaa cached link-layer address.
Neighbor Solicitations are also used for Duplicate Address Detection.
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RQ_COR_8114 Neighbor Solicitation [Gener ate]

RFC 2461 Clause: 3 "Neighbor Type: MUST appliesto: Node

Context: The implementation needs to verify if aneighbor is still reachable for a given address.

Requirement:  The implementation generates and transmits a Neighbor Solicitation message.

RFC text: Neighbor Solicitation: { { Sent by a node}} to determine the link-layer address of a neighbor, or
{{to verify that a neighbor is still reachable via a cached |i nk-
| ayer address}}. Neighbor Solicitations are also used for Duplicate Address Detection.

RQ_COR_8115

RFC 2461 Clause: 3 "Neighbor Type: MUST appliesto: Node

Context: The implementation receives a Neighbor Solicitation message.

Requirement:  The implementation transmits a Neighbor Advertisement message in response.

RFC text: Neighbor Advertisement: { { A response to a Nei ghbor Solicitation nmessage.}} A
node may also send unsolicited Neighbor Advertisements to announce a link-layer address change.

RQ_COR_8116 Neighbor Advertisement: Solicited NA [Generate]

RFC 2461 Clause: 3 "Neighbor Type: MAY appliesto: Node

Context: The implementation has changed one of its link-layer addresses.

Requirement:  The implementation transmits an unsolicited Neighbor Advertisement message to announce the link-
layer address change.

RFC text: Neighbor Advertisement: A response to a Neighbor Solicitation message. { { A node nmay al so
send unsolicited Nei ghbor Advertisenents to announce a link-Iayer
address change. }}

RQ_COR_8117

RFC 2461 Clause: 3 "Redirect” Type: MUST appliesto: Router

Context: The implementation has determined a better first-hop node to reach a particular destination.

Requirement:  The implementation transmits a Redirect message to the node transmitting packets to the particular
destination.

RFC text: Redirect: How arouter informs a host of a better first-hop node to reach a particular destination.

RQ_COR_8118 Router Advertisement [Process]

RFC 2461 Clause: 3 "Inbound Type: MUST appliesto: Node

Context: The implementation has received a Router Advertisement with a missing source link-layer address.

Requirement:  The implementation transmits a Neighbor Solicitation message to learn the link-layer address of the
router transmitting the Router Advertisement.

RFC text: Load balancing is handled by alowing routers to omit the source link-layer address from Router

Advertisement packets, thereby { { f or ci ng nei ghbors to use Nei ghbor Solicitation
nmessages to learn |ink-layer addresses of routers.}} Returned Neighbor
Advertisement messages can then contain link-layer addresses that differ depending on who issued the
solicitation.
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RQ_COR_8119 Neighbor Discovery

RFC 2461 Clause: 3.2 "point-to- Type: SHOULD appliesto: Node

Context: The implementation is on a point-to-point link.

Requirement:  The implementation implements Neighbor Discovery as described in RFC 2461.

RFC text: point-to-point - Neighbor Discovery handles such links just like multicast links. (Multicast can be
trivialy provided on point to point links, and interfaces can be assigned link-local addresses.)
{{Nei ghbor Di scovery should be inplenmented as described in this
document . }}

RQ_COR_8120 Neighbor Discovery

RFC 2461 Clause: 3.2 "multicast” Type: SHOULD appliesto: Node

Context: Theimplementation is on amulticast link.

Requirement:  The implementation implements Neighbor Discovery as described in RFC 2461.

RFC text: {{mul ticast - Nei ghbor Di scovery should be inplenented as descri bed
in this document.}}

RQ_COR_8121 Neighbor Discovery

RFC 2461 Clause: 3.2 "non- Type: SHOULD appliesto: Node

Context: The implementation is on a non-broadcast multiple access (NBMA)link.

Requirement:  The implementation implements Redirect, Neighbor Unreachability Detection and next-hop
determination as described in RFC 2461.

RFC text: {{non-broadcast multiple access (NBMA) - Redirect, Neighbor
Unreachability Detection and next-hop determnination should be
i mpl enented as described in this document.}} Addressresolution, and the
mechanism for delivering Router Solicitations and Advertisements on NBMA linksis not specified in
this document. Note that if hosts support manual configuration of alist of default routers, hosts can
dynamically acquire the link-layer addresses for their neighbors from Redirect messages.

RQ_COR_8122 PMTU: Multicast PMTU [Discover]

RFC 2461 Clause: 3.2 "variable Type: MUST appliesto: Node

Context: Theimplementation is on amulticast link.

Requirement:  The implementation uses the same MTU as all other nodes on the multicast link.

RFC text: variable MTU - Neighbor Discovery alows routers to specify aMTU for the link, which al nodes then

use. {{All nodes on a link nust use the same MIU (or Maxi mum Recei ve
Unit) in order for nulticast to work properly.}} Otherwise when multicasting a
sender, which can not know which nodes will receive the packet, could not determine a minimum
packet size all receivers can process.
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RQ_COR_8123 Neighbor Unreachability Detection

RFC 2461 Clause: 3.2 Type: SHOULD appliesto: Node

Context: The node detects the absence of symmetric reachability (half-links) using Neighbor Unreachability
Detection.

Requirement:  The node does not use paths that have asymmetric reachability.

RFC text: asymmetric reachability - Neighbor Discovery detects the absence of symmetric reachability; anode
avoids paths to a neighbor with which it does not have symmetric connectivity.
{{The Nei ghbor Unreachability Detection will typically identify such
hal f-1inks and the node will refrain fromusing them}}
The protocol can presumably be extended in the future to find viable paths in environments that lack
reflexive and transitive connectivity.

RQ_COR_8124 Router Solicitation [Gener ate]

RFC 2461 Clause: 4.1 11 Type: SHOULD appliesto: Host

Context: The implementation wants to prompt routers to send Router Advertisements quickly.

Requirement:  The implementation transmits a Router Solicitation.

RFC text: {{Hosts send Router Solicitations in order to pronpt routers to
generate Router Advertisements quickly.}}

RQ_COR_8125 Router Solicitation Header [Gener ate]

RFC 2461 Clause: 4.1 "Source Type: MUST appliesto: Host

Context: The implementation is generating a Router Solicitation. An IP addressis assigned to the
implementation's address.

Requirement:  The implementation places the IP address assigned to the sending interface in the Source Address field
of the IP header of the Router Solicitation.

RFC text: Source Address
{{An | P address assigned to the sending interface,}} ortheunspecified
addressif no addressis assigned to the sending interface.

RQ_COR_8126 Router Solicitation Header [Generate]

RFC 2461 Clause: 4.1 "Source Type: MUST appliesto: Host

Context: The implementation is generating a Router Solicitation. No address is assigned to the implementation's
address.

Requirement:  The implementation places the Unspecified Address (0::0) in the Source Addressfield of the IP header
of the Router Solicitation.

RFC text: Source Address
An P address assigned to the sending interface, or { {t he unspecified address if no
address is assigned to the sending interface}}.

RQ_COR_8127 Router Solicitation Header [Generate]

RFC 2461 Clause: 4.1 Type: SHOULD appliesto: Host

Context: The implementation is generating a Router Solicitation.

Requirement:  The implementation places the all-routers multicast address in the Destination Address field of the IP
header of the Router Solicitation.

RFC text: {{Destination Address

Typically the all-routers multicast address.}}
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RQ_COR_8128 Router Solicitation Header [Gener ate]
RFC 2461 Clause: 4.1 "Hop Limit" Type: MUST appliesto: Host
Context: The implementation is generating a Router Solicitation.
Requirement:  The implementation sets the Hop Limit field of the |P header of the Router Solicitation to 255.
RFC text: {{Hop Limt 255 }}
RQ_COR_8129 Router Solicitation Header [Generate]
RFC 2461 Clause: 4.1 Type: SHOULD appliesto: Host
Context: The implementation is generating a Router Solicitation. A Security Association exists between the
implementation and the destination address.
Requirement:  The implementation includes the Authentication Header in the Router Solicitation.
RFC text: Authentication Header
If a Security Association for the IP Authentication Header exists between the sender and the destination
address, then the sender SHOULD include this header.
RQ_COR_8130 Router Solicitation Header [Gener ate]
RFC 2461 Clause: 4.1"ICMP Type: MUST appliesto: Host
Context: The implementation is generating a Router Solicitation.
Requirement:  The implementation sets the following ICMP Fields: Typeisset to 133, Codeis set to 0, Checksum is
set to the ICMP checksum, and the Reserved field is set to zero.
RFC text: {{I CWP Fields:
Type 133
Code 0
Checksum The | CVMP checksum See [| CVMPv6].
Reser ved This field is unused. It MJST be initialized to zero
by the sender}} and MUST beignored by the receiver.
RQ_COR_8131 Router Solicitation - Field Anomalies [Process]
RFC 2461 Clause: 4.1"ICMP Type: MUST appliesto: Router
Context: The implementation receives a Router Solicitation and the ICMP Reserved field is set to any value.
Requirement:  The implementation ignores any value in the Reserved field.
RFC text: ICMP Fields:
Type 133
Code 0
Checksum  The ICMP checksum. See[ICMPv6].
Reserved  Thisfield is unused. It MUST be initialized to zero by the sender and { { MUST be
i gnored by the receiver}}.
RQ_COR_8132 Router Solicitation: Source Link-Layer Address
RFC 2461 Clause: 4.1 "Options: Type: SHOULD appliesto: Host
Context: The implementation is generating a Router Solicitation and has a known source link-layer address.
Requirement:  The implementation includes the Source link-layer address option in the Router Solicitation.
RFC text: {{Source link-layer address

The link-1ayer address of the sender, if known.}} MUST NOT beincluded if
the Source Addressisthe unspecified address. { { Ot herwi se it SHOULD be i ncl uded on
link |ayers that have addresses.}}
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RQ_COR_8133 Router Solicitation: Source Link-Layer Address

RFC 2461 Clause: 4.1 "Options: Type: MUST appliesto: Host

Context: The implementation is generating a Router Solicitation. The solicitation's Source Addressisthe
Unspecified Address (0::0).

Requirement:  The implementation does not include the Source link-layer address option in the Router Advertisement.

RFC text: Source link-layer address
The link-layer address of the sender, if known. { { MUST NOT be included if the Source
Address is the unspecified address.}} Otherwiseit SHOULD be included on link
layers that have addresses.3GrgmtTxt:

RQ_COR_8134 Router Solicitation [Process|

RFC 2461 Clause: 4.1"Valid Type: MUST appliesto: Router

Context: The implementation receives a Router Solicitation with an unrecognizable option type.

Requirement:  The implementation ignores the unrecognizable option type and continues processing the Router
Solicitation.

RFC text: Valid Options:
Future versions of this protocol may define new option types. { { Recei vers MJST silently
i gnore any options they do not recogni ze and continue processing the
nmessage. }}

RQ_COR_8135 Router Advertisement Header [Form]

RFC 2461 Clause: 4.2 Type: MUST appliesto: Router

Context: The implementation is functioning on alink.

Requirement:  The implementation periodically transmits Router Advertisement messages. The advertisement's
destination address is set to the all-nodes multicast address. The advertisement's Source Address in the
IPv6 Header is set to the link-local address assigned to the advertisement's sending interface. The Hop
Limit in the IPv6 Header is set to 255.

RFC text: {{Routers send out Router Advertisenent nessage periodically}},orin

response to a Router Solicitation.

{{Destination Address}}

Typicaly the Source Address of an invoking Router Solicitationor { {t he al | - nodes

mul ti cast addressDestinati on Address.}}

{{Source Address

MUST be the link-local address assigned to the interface from which
this nmessage is sent}}.

{{Hop Limt 255}}
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RQ_COR_8136 Router Solicitation [Process|
RFC 2461 Clause: 4.2 Type: MUST appliesto: Router
Context: The implementation receives a Router Solicitation.
Requirement:  The implementation transmits a Router Advertisement message. The advertisement's destination address
is set to the Source Address of the received solicitation. The advertisement's Source Addressin the IPv6
Header is set to the link-local address assigned to the advertisement's sending interface. The Hop Limit
in the IPv6 Header is set to 255.
RFC text: {{Rout er s} } send out Router Advertisement message periodically, or <aname="" id=""></a>in
response to a Router Solicitation{ { . . .
Destinati on Address
Typically {{the Source Address of an invoking Router Solicitation}} or
the all-nodes multicast address.
{{Source Address
MUST be the link-local address assigned to the interface from which
this nmessage is sent}}.
{{Hop Limt 255}}
RQ _COR_8137 Router Advertisement Header [Form]
RFC 2461 Clause: 4.2 Type: SHOULD appliesto: Router
Context: The implementation is generating a Router Advertisement. A Security Association exists between the
implementation and the destination address.
Requirement:  The implementation includes the Authentication Header in the Router Advertisement packet.
RFC text: {{Aut henticati on Header
If a Security Association for the I P Authentication Header exists
bet ween the sender and the destination address, then the sender
SHOULD i ncl ude this header}}.
RQ _COR_8138 Router Advertisement Header [Form]
RFC 2461 Clause: 4.2"ICMP Type: MUST appliesto: Router
Context: The implementation is generating a Router Advertisement.
Requirement:  The implementation sets the following ICMP field values: Typeis set to 134. Codeis set to 0.
Checksum is set to the calculated checksum. The 6-bit Reserved field is set al zeros.
RFC text: {{I CWP Fi el ds:
Type 134
Code 0
Checksum The | CMP checksum
Reser ved A 6-bit unused field. It MJST be initialized to zero
by the sender and MUST be ignored by the receiver.}}
RQ_COR_8139 Router Advertisement: [Process] Field Anomalies
RFC 2461 Clause: 4.2"ICMP Type: MUST appliesto: Node
Context: The implementation receives a Router Advertisement with the ICMP Reserved field set to a value other
than 0.
Requirement:  The implmentation ignores the ICMP Reserved field value.
RFC text: Reserved

A 6-bit unused field. It MUST beinitialized to zero by the sender and { { MUST be i gnored by
the receiver}}.
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RQ_COR_8140

RFC 2461 Clause: 4.2"ICMP Type: SHOULD appliesto: Hosts

Context: The implementation has a received a Router Advertisement with Router Lifetime set to 0.

Requirement:  The implementation does not use the router sending that advertisement as one of its default routers.

RFC text: Router Lifetime
16-bit unsigned integer. The lifetime associated with the default router in units of seconds. The
maximum value correspondsto 18.2 hours. { { A Lifetime of 0 indicates that the
router is not a default router and SHOULD NOT appear on the default
router list.}} TheRouter Lifetime appliesonly to the router's usefulness as a default router; it
does not apply to information contained in other message fields or options. Options that need time limits
for their information include their own lifetime fields.

RQ_COR_8141

RFC 2461 Clause: 4.2 "Options - Type: MUST appliesto: Router

Context: The implementation enables inbound load sharing across multiple link-layer addresses.

Requirement:  The implementation omits the Source link-layer address option in Router Adverti sement messages for
the multiple link-layer addresses.

RFC text: Source link-layer address
The link-layer address of the interface from which the Router Advertisement is sent. Only used on link
layersthat have addresses. { { A router MAY omit this option in order to enable
i nbound | oad sharing across nultiple link-layer addresses}}.

RQ_COR_8142 Router Advertisement: MTU Option

RFC 2461 Clause: 4.2"Options - Type: SHOULD appliesto: Router

Context: The implementation ison alink that has avariable MTU, e.g. Ethernet.

Requirement:  The implementation includes the MTU option in Router Advertisements that it transmits.

RFC text: {{Mru
SHOULD be sent on |inks that have a variabl e MIU }} (asspecifiedinthe
document that describes how to run IP over the particular link type). MAY be sent on other links.

RQ_COR_8143 Router Advertisement: MTU Option

RFC 2461 Clause: 4.2"Options - Type: MAY appliesto: Router

Context: The implementation is on alink does not have avariable MTU.

Requirement:  The implementation includes the MTU option in Router Advertisements that it transmits.

RFC text: MTU

SHOULD be sent on links that have a variable MTU (as specified in the document that describes how to
run IP over the particular link type). { { MAY be sent on other |inks}}.
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RQ_COR_8144 Router Advertisement: Prefix Option

RFC 2461 Clause: 4.2"Options - Type: SHOULD appliesto: Router

Context: The implmentation is generating a Router Advertisement that includes the Prefix Information option.

Requirement:  The implementation include al its on-link prefixes (except the link-local prefix) in the Prefix
Information option.

RFC text: Prefix Information
These options specify the prefixes that are on-link and/or are used for address autoconfiguration. { { A
router SHOULD include all its on-link prefixes (except the |ink-Iocal
prefix) so that multihoned hosts have conplete prefix informtion
about on-link destinations for the links to which they attach}}.If
complete information is lacking, a multihomed host may not be able to choose the correct outgoing
interface when sending traffic to its neighbors.

RQ_COR_8145

RFC 2461 Clause: 4.2 12 Type: MUST appliesto: Node

Context: The implementation receives a Router Advertisement containing options that it cannot recognize.

Requirement:  The implementation ignores the unrecognizable optionsin the advertisement and continues processing
the advertisement.

RFC text: Future versions of this protocol may define new option types. { { Recei vers MJST silently
i gnore any options they do not recogni ze and continue processing the
nessage. } }

RQ_COR_8146 Address Resolution

RFC 2461 Clause: 4.3 1 and Type: MUST appliesto: Node

Context: The node needs to resolve an | P address with a corresponding link-layer address.

Requirement:  The node transmits a Neighbor Solicitation with the solicited-node multicast address corresponding to
the target address as the Destination Address.

RFC text: {{Nodes send Nei ghbor Solicitations to request the |ink-Ilayer address
of a target node while also providing their own link-layer address to
the target. Neighbor Solicitations are nulticast when the node needs
to resolve an address}} and unicast when the node seeks to verify the reachability of a
neighbor.

Destination Address
Either {{t he solicited-node multicast address corresponding to the
target address}}, orthetarget address.

RQ_COR_8147 Neighbor Reachability Deter mination

RFC 2461 Clause: 4.3 11 and Type: MUST appliesto:

Context: The node seeks to verify the reachability of a neighbor on the link.

Requirement:  The node transmits a Neighbor Solicitation with the neighbor's address as the Destination Address.

RFC text: {{Nodes send Nei ghbor Solicitations to request the |ink-Ilayer address

of a target node while also providing their own link-layer address to
the target}}.Neighbor Solicitations are multicast when the node needs to resolve an address and
{{uni cast when the node seeks to verify the reachability of a

nei ghbor. }}

Destination Address

Either the solicited-node multicast address corresponding to the target address, or { {t he t ar get
address}}.
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RQ_COR_8148 address. Duplicate Address Detection (DAD)

RFC 2461 Clause: 4.3"IP Fields - Type: MUST appliesto: Node

Context: The implementation is generating a Neighbor Solicitation for use in Duplicate Address Detection.

Requirement: The Source Address for the Neighbor Solicitation is set to the Unspecified Address (0::0).

RFC text: Source Address
Either an address assigned to the interface from which thismessageissentor {{ (i f Dupl i cate
Address Detection is in progress [ ADDRCONF]) the unspecified
address. }}

RQ_COR_8149 Neighbor Solicitation Header [Gener ate]

RFC 2461 Clause: 4.3"IP Fields - Type: MUST appliesto: Node

Context: The implementation is generating a Neighbor Solicitation for any use other than in Duplicate Address
Detection.

Requirement: The Source Address for the Neighbor Solicitation is set to an address assigned to the interface from with
the solicitation is sent.

RFC text: Source Address
{{Either an address assigned to the interface fromwhich this nmessage
is sent}} or(if Duplicate Address Detection isin progress [ADDRCONF]) the unspecified address.

RQ_COR_8150 Neighbor Solicitation Header [Gener ate]

RFC 2461 Clause: 4.3"IP Fields - Type: MUST appliesto: Node

Context: The implementation is generating a Neighbor Solicitation.

Requirement:  The implementation sets the Hop Limit value in the IPv6 Header of the solicitation to 255.

RFC text: {{Hop Limt 255}}

RQ_COR_8151 Neighbor Solicitation Header [Gener ate]

RFC 2461 Clause: 4.3"IP Fields - Type: SHOULD appliesto: Node

Context: The implementation is generating a Neighbor Solicitation. A security association exists between the
implementation and the destination address.

Requirement:  The implementation includes the Authentication Header in the Neighbor Solicitation packet.

RFC text: {{Aut henti cati on Header

If a Security Association for the I P Authenticati on Header exists
bet ween the sender and the destination address, then the sender
SHOULD i nclude this header}}.

ETSI



89 ETSI TS 102 514 V1.1.1 (2006-04)

RQ_COR_8152 Neighbor Solicitation Header [Gener ate]
RFC 2461 Clause: 4.3"ICMP Type: MUST appliesto: Node
Context: The implementation is generating a Neighbor Solicitation.
Requirement:  The implementation sets the following ICMP field values: Typeis set to 135. Codeis set to 0.
Checksumis set to the calculated checksum. Reserved is set to 0. The Target Addressfield is set to the
I P address of the solicitation's target.
RFC text: ICMP Fields:
{{Type 135
Code 0
Checksum The |1 CVMP checksum
Reserved This field is unused. It MJST be initialized to zero
by the sender and MUST be ignored by the receiver.
Target Address
The I P address of the target of the solicitation.}} ItMUST NOT bea
multicast address.
RQ_COR_8153
RFC 2461 Clause: 4.3"ICMP Type: MUST appliesto: Node
Context: The implementation receives a Neighbor Solicitation with the Reserved field set to a value other than
zero.
Requirement:  The implementation ignores the value in the Reserved field.
RFC text: Reserved
Thisfield isunused. It MUST beiinitialized to zero by the sender and { { MUST be i gnored by
the receiver}}.
RQ_COR_8154 Neighbor Solicitation Header [Gener ate]
RFC 2461 Clause: 4.3"ICMP Type: MUST appliesto: Node
Context: Theimplementation is generating a Neighbor Solicitation.
Requirement:  The implementation does not place a multicast |P addressin the Target field of the solicitation.
RFC text: Target Address
The IP address of the target of the solicitation. { {1t MJST NOT be a nul ti cast
address. }}
RQ_COR_8155 Neighbor Solicitation Option [Generate]
RFC 2461 Clause: 4.3 "Options: Type: MUST appliesto: Node
Context: The node is generating a Neighbor Solicitation with the Source Address set to the Unspecified Address
(0::0).
Requirement:  The implementation omits the source link-layer address option in the solicitation.
RFC text: Source link-layer address

The link-layer address for the sender. { { MUST NOT be i ncl uded when the source IP
address is the unspecified address}}. Otherwise, onlink layersthat have addresses
this option MUST be included in multicast solicitations and SHOULD be included in unicast
solicitations.
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RQ_COR_8156 Neighbor Solicitation Option [Gener ate]
RFC 2461 Clause: 4.3 "Options: Type: MUST appliesto: Node
Context: The node is generating a Neighbor Solicitation on alink layer that has addresses. The Source Addressis

set to a vaue other than the Unspecified Address. The Destination Address of the solicitationis a
multicast address.

Requirement:  The implementation includes the source link-layer address option in the solicitation.

RFC text: Source link-layer address
The link-layer address for the sender. MUST NOT be included when the source IP address isthe
unspecified address. Otherwise, {{on |ink | ayers that have addresses this option
MUST be included in multicast solicitations}} and SHOULD beincludedin
unicast solicitations.

RQ_COR_8157 Neighbor Solicitation Option [Generate]

RFC 2461 Clause: 4.3 "Options: Type: SHOULD appliesto: Node

Context: The node is generating a Neighbor Solicitation on alink layer that has addresses. The Source Addressis
set to avalue other than the Unspecified Address. The Destination Address of the solicitation isa
unicast address.

Requirement:  The implementation omits the source link-layer address option in the solicitation.

RFC text: Source link-layer address
The link-layer address for the sender. MUST NOT be included when the source IP addressis the
unspecified address. Otherwise, on link layers that have addresses this option MUST be included in
multicast solicitationsand { { SHOULD be i ncluded in unicast solicitations}}.

RQ_COR_8158

RFC 2461 Clause: 4.3 12 Type: MUST appliesto: Node

Context: The implementation receives a Neighbor Solicitation with unrecognizable options.

Requirement:  The implementation silently ignores the unrecognizable options and continues process the solicitation

RFC text: Future versions of this protocol may define new option types. { { Recei vers MJUST silently
i gnore any options they do not recognhize and continue processing the
nessage}}.

RQ_COR_8159 Neighbor Solicitation [Process]

RFC 2461 Clause: 4.4 11 Type: MUST appliesto: Node

Context: The implementation receives avalid Neighbor Solicitation.

Requirement:  The implementation sends a Neighbor Advertisement message in response to the solicitation.

RFC text: {{A node sends Nei ghbor Advertisenments in response to Nei ghbor
Sol i citations}} and sendsunsolicited Neighbor Advertisementsin order to (unreliably)
propagate new information quickly.

RQ_COR_8160 Neighbor Advertisement: Solicited NA [Generate]

RFC 2461 Clause: 4.4 11 Type: MUST appliesto: Node

Context: The implementation decides to propagate new information quickly.

Requirement:  The implementation sends an unsolicited Neighbor Advertisement message.

RFC text: A node sends Neighbor Advertisements in response to Neighbor Solicitationsand { { sends

unsol i cited Nei ghbor Advertisenments in order to (unreliably)
propagate new i nformati on qui ckly}}.
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RQ_COR_8161 Neighbor Advertisement Header [Gener ate]

RFC 2461 Clause: 4.4"IP Fields: Type: MUST appliesto: Node

Context: The implementation is generating a Neighbor Advertisement message.

Requirement:  The implementations sets the following I P field values: The Source Address field is set to an address
assigned to the interface sending the advertisement. The Hop Limit field is set to 255.

RFC text: IP Fields:
{{Source Address - An address assigned to the interface from which
the advertisenent is sent.
Hop Linit 255} }

RQ_COR_8162 Neighbor Solicitation [Process] Solicited

RFC 2461 Clause: 4.4"IP Fields: Type: MUST appliesto: Node

Context: The implementation receives a valid Neighbor Solicitation message with a Source Address set to a
value other than the Unspecified Address.

Requirement:  The implementation transmits a Neighbor Advertisement with the Destination Address set to the Source
Address of the received solicitation.

RFC text: Destination Address
{{For solicited advertisenents, the Source Address of an invoking
Nei ghbor Sol i citation}} or, if the solicitation's Source Address is the unspecified address, the
all-nodes multicast address.

RQ_COR_8163 Neighbor Solicitation [Process] Solicited

RFC 2461 Clause: 4.4"IP Fields: Type: MUST appliesto: Node

Context: The implementation receives a valid Neighbor Solicitation message with a Source Address set to the
Unspecified Address (0::0).

Requirement:  The implementation transmits a Neighbor Advertisement with the Destination Address set to the all-
nodes multicast address.

RFC text: Destination Address
For solicited advertisements, the Source Address of an invoking Neighbor Solicitationor, {{i f t he
solicitation's Source Address is the unspecified address, the all-
nodes mul ti cast address}}.

RQ_COR_8164

RFC 2461 Clause: 4.4 "IP Fields: Type: SHOULD appliesto: Node

Context: The implementation is generating an unsolicited Neighbor Advertisement.

Requirement:  The implementation sets the Destination Address of the advertisement's | P header to the all-nodes
multicast address.

RFC text: Destination Address

For solicited advertisements, the Source Address of an invoking Neighbor Solicitation or, if the
solicitation's Source Address is the unspecified address, the all-nodes multicast address.

{{For unsolicited advertisenents typically the all-nodes nmulticast
address. }}
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RQ_COR_8165 Neighbor Advertisement [Gener ate]

RFC 2461 Clause: 4.4"IP Fields: Type: SHOULD appliesto: Node

Context: The implementation is generating a Neighbor Advertisement. A Security Association exists between the
implementation and the destination address.

Requirement:  The implementation includes the I P Authentication Header in the Neighbor Advertisement's packet.

RFC text: Authentication Header

{{If a Security Association for the | P Authentication Header exists
bet ween the sender and the destination address, then the sender
SHOULD i nclude this header}}.

RQ_COR_8166 Neighbor Advertisement Header [Form]

RFC 2461 Clause: 4.4"ICMP Type: MUST appliesto: Node

Context: The implementation is generating a Neighbor Advertisement.

Requirement:  The implementation sets the following ICMP Fields in the Neighbor Advertisement: Typeis set to 136,
Codeis set to 0, Checksum is set to the ICMP checksum, and the Reserved field is a 29-bit field set to
zero.

RFC text: {{I CWP Fi el ds:

Type 136

Code 0

Checksum The |1 CVP checksum

' Reser ved 29-bit unused field. It MJUST be initialized to zero
by the sender}} and MUST beignored by the receiver.

RQ_COR_8167 Process Field Anomaliesin NA

RFC 2461 Clause: 4.4"ICMP Type: MUST appliesto: Node

Context: The implementation receives a Neighbor Advertisement with the ICMP Reserved field set to avalue
other than zero.

Requirement:  The implementation ignores the value in the ICMP Reserved field of the advertisement.

RFC text: Reserved
29-bit unused field. It MUST be initialized to zero by the sender and { { MUST be i gnored by
the receiver}}.

RQ_COR_8168 Neighbor Advertisement Header [Form]

RFC 2461 Clause: 4.4"ICMP Type: MUST appliesto: Node

Context: The implementation is generating a Neighbor Advertisement with a multicast address in the Destination
Address of the |P header.

Requirement:  The implementation sets the S-bit of the ICMP Field of the advertisement to zero.

RFC text: S

Solicited flag. When set, the S-bit indicates that the adverti sement was sent in response to a Neighbor
Solicitation from the Destination address. The S-hit is used as a reachability confirmation for Neighbor
Unreachability Detection. { { It MJST NOT be set in multicast advertisenents}} or
in unsolicited unicast advertisements.
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RQ_COR_8169 Neighbor Advertisement: Unsolicited NA Header

RFC 2461 Clause: 4.4"ICMP Type: MUST appliesto: Node

Context: The implementation is generating an unsolicited Neighbor Advertisement with a unicast addressin the
Destination Address of the |P header.

Requirement:  The implementation sets the S-bit of the ICMP Field of the advertisement to zero.

RFC text: S
Solicited flag. When set, the S-bit indicates that the advertisement was sent in response to a Neighbor
Solicitation from the Destination address. The S-bit is used as a reachability confirmation for Neighbor
Unreachability Detection. { {1t MJUST NOT be set}} inmulticast advertissmentsor {{i n
unsol icited unicast advertisenments}}.

RQ_COR_8170 Neighbor Advertisement [Process]

RFC 2461 Clause: 4.4"ICMP Type: SHOULD appliesto: Node

Context: The implementation receives a Neighbor Advertisement with the O-bit set 1, a Target Address field, and
aTarget Link-layer Address option.

Requirement:  The implementation changes the link-layer address associated to the | P address in the Target Address
field to the new link-layer address shown in the Advertisements's Target Link-layer Address option.

RFC text: @]
Overrideflag. { { When set, the O bit indicates that the advertisenent
shoul d override an existing cache entry and update the cached |ink-
| ayer address}}.Whenitisnot set the advertisement will not update a cached link-layer address
though it will update an existing Neighbor Cache entry for which no link-layer address is known. It
SHOULD NOT be set in solicited advertisements for anycast addresses and in solicited proxy
advertisements. It SHOULD be set in other solicited advertisements and in unsolicited advertisements.

RQ_COR_8171 Neighbor Advertisement [Process]

RFC 2461 Clause: 4.4"ICMP Type: MUST appliesto: Node

Context: The implementation has an |P address already associated with alink-layer address. The implementation
then receives a Neighbor Advertisement with the O-bit set 0, a Target Addressfield, and a Target Link-
layer Address option. The IP address in the Target Addressfield is the same as | P address already
associated to alink-layer address. However, the link-layer addressin the Target Link-layer Address
option is different than that already associated with the IP address.

Requirement:  The implementation does not change the association of the link-layer address to the IP addressin the
Target Addressfield.

RFC text: O

Override flag. When set, the O-bit indicates that the advertisement should override an existing cache
entry and update the cached link-layer address. { {When it is not set the
advertisenent will not update a cached |ink-layer address}} thoughitwill
update an existing Neighbor Cache entry for which no link-layer address is known. It SHOULD NOT
be set in solicited advertisements for anycast addresses and in solicited proxy advertisements. It
SHOULD be set in other solicited advertisements and in unsolicited advertisements.
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RQ_COR_8172 Neighbor Advertisement [Process]

RFC 2461 Clause: 4.4"ICMP Type: MUST appliesto: Node

Context: The implementation receives a Neighbor Advertisement with the O-bit set to 0, a Target Address field,
and a Target Link-layer Address option. The implementation has no link-layer address associated to the
IP addressin the Target Addressfield.

Requirement:  The implementation associates the new link-layer address shown in the Advertisements's Target Link-
layer Address option to the | P address in the Target Address field.

RFC text: @]
Override flag. When set, the O-bit indicates that the advertisement should override an existing cache
entry and update the cached link-layer address. When it is not set the advertisement will not update a
cached link-layer address{ {t hough it will update an existing Nei ghbor Cache
entry for which no link-layer address is known}}.It SHOULD NOT besetin
solicited advertisements for anycast addresses and in solicited proxy advertisements. It SHOULD be set
in other solicited advertisements and in unsolicited advertisements.

RQ_COR_8173 Neighbor Solicitation [Process] Solicited

RFC 2461 Clause: 4.4"ICMP Type: SHOULD appliesto: Node

Context: The implementation receives avalid Neighbor Solicitation with a unicast address in the Source Address
field of the solicitations IP Header.

Requirement:  The implementation transmits a Neighbor Advertisement with the O-bit set to zero.

RFC text: o]
Override flag. When set, the O-bit indicates that the advertisement should override an existing cache
entry and update the cached link-layer address. When it is not set the advertisement will not update a
cached link-layer address though it will update an existing Neighbor Cache entry for which no link-
layer addressisknown. {{ It SHOULD NOT be set in solicited advertisenents
for anycast addresses}} andin solicited proxy advertisements. It SHOULD be set in other
solicited advertisements and in unsolicited advertisements.

RQ_COR_8174 Neighbor Advertisement: Solicited NA [Process|

RFC 2461 Clause: 4.4"ICMP Type: SHOULD appliesto: Node

Context: The implementation receives avalid Neighbor Solicitation. The implementation is acting as a proxy for
the address in the Destination Address field of the solicitation's |P Header.

Requirement:  The implementation transmits a Neighbor Advertisement with the O-bit set to zero.

RFC text: @]

Override flag. When set, the O-bit indicates that the advertisement should override an existing cache
entry and update the cached link-layer address. When it is not set the advertisement will not update a
cached link-layer address though it will update an existing Neighbor Cache entry for which no link-
layer addressisknown. {{It SHOULD NOT be set}} insolicited advertisements for anycast
addressesand{{i n solicited proxy advertisenents}}.It SHOULD be setin other
solicited advertisements and in unsolicited advertisements.
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RQ_COR_8175 Neighbor Solicitation [Process] Solicited

RFC 2461 Clause: 4.4"ICMP Type: SHOULD appliesto: Node

Context: The implementation receives avalid Neighbor Solicitation that does not have a unicast addressin the
Source Address field of the solicitations |P Header nor is the implementation is acting as a proxy for the
addressin the Destination Addressfield of the solicitation's |P Header.

Requirement:  The implementation transmits a Neighbor Advertisement with the O-bit set to one.

RFC text: @]
Override flag. When set, the O-bit indicates that the advertisement should override an existing cache
entry and update the cached link-layer address. When it is not set the advertisement will not update a
cached link-layer address though it will update an existing Neighbor Cache entry for which no link-
layer address is known. It SHOULD NOT be set in solicited advertisements for anycast addresses and in
solicited proxy advertisements. {{It SHOULD be set in other solicited
adverti senent s}} andinunsolicited advertisements.

RQ_COR_8176 Neighbor Advertisement: Unsolicited NA Header

RFC 2461 Clause: 4.4"ICMP Type: SHOULD appliesto: Node

Context: The implementation is generating an unsolicited Neighbor Advertisement.

Requirement:  The implementation transmits the Neighbor Advertisement with the O-bit set to one.

RFC text: O
Override flag. When set, the O-bit indicates that the advertisement should override an existing cache
entry and update the cached link-layer address. When it is not set the advertisement will not update a
cached link-layer address though it will update an existing Neighbor Cache entry for which no link-
layer addressis known. It SHOULD NOT be set in solicited advertisements for anycast addresses and in
solicited proxy advertisements. { {1t SHOULD be set}} inother solicited advertisements and
{{in unsolicited advertisenents}}.

RQ_COR_8177 Neighbor Solicitation [Process] Solicited

RFC 2461 Clause: 4.4 "Target Type: MUST appliesto: Node

Context: The implementation has received avalid Neighbor Solicitation with a non-multicast addressin the
Target Address field. The implementation must respond to the solicitation.

Requirement:  The implementation transmits a Neighbor Advertisement with its Target Address field set to the same
addressin the solicitation's Target Addressfield.

RFC text: Target Address
{{For solicited advertisenments, the Target Address field in the
Nei ghbor Solicitation nmessage that pronpted this advertisenent.}} For
an unsolicited advertisement, the address whose link-layer address has changed. { { The Tar get
Address MJST NOT be a multicast address}}.

RQ_COR_8178

RFC 2461 Clause: 4.4"Target Type: MUST appliesto: Node

Context: The node is generating an unsolicited Neighbor Advertisement to notify neighbors that one of itslink-
layer addresses has changed.

Requirement:  The implementation sets the advertisement's Target Address field to the IP address whose link-layer has
changed. This P addressis not a muticast address.

RFC text: Target Address

For solicited advertisements, the Target Address field in the Neighbor Solicitation message that
prompted this advertisement. { { For an unsolicited adverti senent, the address
whose |ink-layer address has changed. The Target Address MJST NOT be
a nulticast address}}.
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RQ_COR_8179 Neighbor Solicitation [Process] Solicited

RFC 2461 Clause: 4.4 "Options: Type: MUST appliesto: Node

Context: The implementation receives avalid Neighbor Solicitation with a multicast Destination Address to
which it must respond.

Requirement:  The implementation transmits a Neighbor Advertisement with a Target Link-layer Address option.

RFC text: Target link-layer address
The link-layer address for the target, i.e., the sender of the advertisement. { { Thi s opti on MUST
be included on link layers that have addresses when responding to
mul ticast solicitations.}} Whenrespondingto aunicast Neighbor Solicitation this option
SHOULD be included.

RQ_COR_8180 Neighbor Solicitation [Process] Solicited

RFC 2461 Clause: 4.4 "Options: Type: SHOULD appliesto: Node

Context: The implementation receives a valid Neighbor Solicitation with a unicast Destination Address to which
it must respond.

Requirement:  The implementation transmits a Neighbor Advertisement with a Target Link-layer Address option.

RFC text: Target link-layer address
The link-layer address for the target, i.e., the sender of the advertisement. This option MUST be
included on link layers that have addresses when responding to multicast solicitations. { { When
respondi ng to a uni cast Nei ghbor Solicitation this option SHOULD be
i ncl uded. }}

RQ_COR_8181

RFC 2461 Clause: 4.4 12 Type: MUST appliesto: Node

Context: The implementation receives a Neighbor Advertisement with an unrecognizable Option fields.

Requirement:  The implementation silently ignores the unrecognizable Option fields and continue processing the
advertisement.

RFC text: Future versions of this protocol may define new option types. { { Recei vers MJST silently
i gnore any options they do not recognhize and continue processing the
nessage. }}

RQ_COR_8182 Redirect M essage [Gener ate]

RFC 2461 Clause: 4.5 11 Type: MUST appliesto: Router

Context: The implemention isto inform ahost of a better first-hop node on the path to a destination.

Requirement:  The implementation sends a Redirect packet.

RFC text: {{Routers send Redirect packets to informa host of a better first-

hop node on the path to a destination.}} Hostscan beredirected to a better first-hop
router but can also be informed by aredirect that the destination isin fact a neighbor. The latter is
accomplished by setting the ICMP Target Address equal to the ICMP Destination Address.
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RQ_COR_8183 Redirect M essage [Gener ate]
RFC 2461 Clause: 4.5 11 Type: MUST appliesto: Router
Context: The implementation isto inform a host that the destination address is, in fact, a neighbor on the same

link.

Requirement:  The implementation sends a Redirect packet with the Target Address field equal to the neighbor's
Destination Address.

RFC text: Routers send Redirect packets to inform a host of a better first-hop node on the path to a destination.
Hosts can be redirected to a better first-hop router but { { can al so be informed by a
redirect that the destination is in fact a neighbor. The latter is
acconpl i shed by setting the | CVP Target Address equal to the | CW
Desti nati on Address}}.

RQ_COR_8184 Redirect M essage [Gener ate]

RFC 2461 Clause: 4.5"IP Fields:" Type: MUST appliesto: Router

Context: The implementation is generating a Redirect message.

Requirement:  The implementation sets the following | P Header fields in the Redirect message: The Source Addressis
set to the link-local address assigned to the sending message's interface. The Destination Address field
is set to the Source Address of the packet triggering the Redirect. The Hop Limit field is set to 255.

RFC text: IP Fields:

{{Source Address - MJST be the link-local address assigned to the
interface fromwhich this nessage is sent.

Destinati on Address - The Source Address of the packet that
triggered the redirect.

Hop Limt - 255}}

RQ_COR_8185 Redirect M essage [Gener ate]

RFC 2461 Clause: 4.5"IP Fields: Type: SHOULD appliesto: Router

Context: Theimplementation is generating a Redirect. A Security Association exists between the implementation
and the destination address.

Requirement:  The implementation includes the Authentication Header in the Redirect.

RFC text: Authentication Header
{{If a Security Association for the |IP Authentication Header exists
bet ween the sender and the destination address, then the sender
SHOULD i ncl ude this header}}.

RQ_COR_8186 Redirect M essage [Gener ate]

RFC 2461 Clause: 4.5"ICMP Type: MUST appliesto: Router

Context: The implementation is generating a Redirect.

Requirement:  The implementation sets the following ICMP fields: Typeis set to 137. Codeis set to 0. Checksum is
set to the calculated checksum. Reserved is set to 0. The Destination Addressis set to the I P address of
the destination that is redirected.

RFC text: ICMP Fields:

{{Type - 137
Code - O

Checksum - The | CWMP checksum

Reserved - This field is unused. It MJST be initialized to zero hy
the sender and MUST be ignored by the receiver.

Destinati on Address - The I P address of the destination which is
redirected to the target}}.

ETSI



98 ETSI TS 102 514 V1.1.1 (2006-04)

RQ_COR_8187
RFC 2461 Clause: 4.5"ICMP Type: MUST appliesto: Host
Context: The implementation receives a Redirect message with the ICMP Reserved field set to any value other

than O.

Requirement:  The implementation ignores the Reserved field of the the Redirect.

RFC text: {{Reserved
This field is unused. It MJST be initialized to zero by the sender
and MJST be ignored by the receiver.}}

RQ_COR_8188 Redirect Target AddressField [Deter mine]

RFC 2461 Clause: 4.5"ICMP Type: MUST appliesto: Router

Context: The implementation informs a host that there is a better first hop router to use for a given Destination
Address.

Requirement:  The implementation sets the Redirect's ICMP Target Address field to the implementation's local-link
address.

RFC text: Target Address
{{An I P address that is a better first hop to use for the | CW
Destinati on Address}}.Whenthetargetisthe actual endpoint of communication, i.e., the
destination is a neighbor, the Target Address field MUST contain the same value asthe ICMP
Destination Addressfield. { { Ot herwi se the target is a better first-hop router
and the Target Address MJST be the router's link-local address so
that hosts can uniquely identify routers}}.

RQ_COR_8189

RFC 2461 Clause: 4.5"ICMP Type: MUST appliesto: Router

Context: The implementation isto inform a host that the destination address is, in fact, a neighbor on the same
link.

Requirement:  The implementation sets the Redirect's ICMP Target Address field to the same value as the Redirect's | P
header Destination Address field.

RFC text: Target Address
An P address that is a better first hop to use for the ICMP Destination Address. { { When t he
target is the actual endpoint of communication, i.e., the destination
is a neighbor, the Target Address field MJUST contain the sanme val ue
as the |1 CVP Destination Address fiel d}}. Otherwisethetarget isabetter first-hop
router and the Target Address MUST be the router's link-local address so that hosts can uniquely
identify routers.

RQ_COR_8190 Redirect Options[Gener ate]

RFC 2461 Clause: 4.5 "Possible Type: SHOULD appliesto: Router

Context: The implementation is generating a Redirect message on anon-NBMA link with a known link-layer
address for the target.

Requirement:  The implementation includes the Target Link-layer Address option in the Redirect

RFC text: Target link-layer address

The link-layer address for the target. { { It SHOULD be i ncluded (if known)}}. Notethat
on NBMA links, hosts may rely on the presence of the Target Link-Layer Address option in Redirect
messages as the means for determining the link-layer addresses of neighbors. In such cases, the option
MUST be included in Redirect messages.

ETSI



99 ETSI TS 102 514 V1.1.1 (2006-04)

RQ_COR_8191 Redirect Options[Gener ate]
RFC 2461 Clause: 4.5 "Possible Type: MUST appliesto: Router
Context: The implementation is generating a Redirect message on an NBMA link with a known link-layer

address for the target.

Requirement:  The implementation includes the Target Link-layer Address option in the Redirect
RFC text: Target link-layer address
The link-layer address for the target. It SHOULD beincluded (if known).{{ Not e t hat on NBMA
links, hosts nay rely on the presence of the Target Link-Layer
Address option in Redirect nessages as the nmeans for determ ning the
i nk-1ayer addresses of neighbors. In such cases, the option MJST be
i ncluded in Redirect nmessages}}.
RQ_COR_8192
RFC 2461 Clause: 4.5 "Possible Type: MUST appliesto: Router
Context: The implementation is generating a Redirect message that includes the Redirected Header option.
Requirement:  The implementation places as much as possible of the |P packet that triggered the sending of the
Redirect without making the Redirect packet exceed 1280 octets.
RFC text: Redirected Header
{{As much as possible of the |IP packet that triggered the sendi ng of
the Redirect without nmaking the redirect packet exceed 1280 octets}}.
RQ_COR_8193
RFC 2461 Clause: 4.6 "Fields: Type: MUST appliesto: Node
Context: The implementation receives a Neighbor Solicitation packet with an option whose Length field is zero.
Requirement: The implementation silently discards the Neighbor Solicitation.
RFC text: Length
8-hit unsigned integer. The length of the option (including the type and length fields) in units of 8
octets. ThevalueOisinvalid. { { Nodes MJST silently discard an ND packet that
contains an option with |ength zero}}.
RQ_COR_8194
RFC 2461 Clause: 4.6 "Fields: Type: MUST appliesto: Node
Context: The implementation receives a Neighbor Advertisement packet with an option whose Length field is
zero.
Requirement:  The implementation silently discards the Neighbor Advertisement.
RFC text: Length

8-hit unsigned integer. The length of the option (including the type and length fields) in units of 8
octets. ThevalueOisinvalid. { { Nodes MJST silently discard an ND packet that
contains an option with length zero}}.
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RQ_COR_8195 Router Solicitation [Process|
RFC 2461 Clause: 4.6 "Fields: Type: MUST appliesto: Node
Context: The implementation receives a Router Solicitation packet with an option whose Length field is zero.
Requirement:  The implementation silently discards the Router Solicitation.
RFC text: Length
8-hit unsigned integer. The length of the option (including the type and length fields) in units of 8
octets. Thevalue O isinvalid. { { Nodes MJST silently discard an ND packet that
contains an option with length zero}}.
RQ_COR_8196
RFC 2461 Clause: 4.6 "Fields: Type: MUST appliesto: Node
Context: The implementation receives a Router Advertisement packet with an option whose Length field is zero.
Requirement:  The implementation silently discards the Router Advertisement.
RFC text: Length
8-bit unsigned integer. The length of the option (including the type and length fields) in units of 8
octets. Thevalue Oisinvalid. { { Nodes MJST silently discard an ND packet that
contains an option with length zero}}.
RQ_COR_8197
RFC 2461 Clause: 4.6 "Fields: Type: MUST appliesto: Node
Context: The implementation receives a Redirect packet with an option whose Length field is zero.
Requirement:  The implementation silently discards the Redirect.
RFC text: Length

8-bit unsigned integer. The length of the option (including the type and length fields) in units of 8
octets. Thevalue O isinvalid. { { Nodes MJST silently discard an ND packet that
contains an option with |ength zero}}.
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RQ_COR_8198
RFC 2461 Clause: 4.6.1"Fields:" Type: MUST appliesto: Node
Context: The implementation is generating a Neighbor Solicitation containing a Source Link-Layer Address

option.

Requirement:  The implementation sets the following fields of the solicitation's Source Link-Layer Address option:
The Typefield isset to 1. Thefield Length isto the length of the option (including the type and length
fields) in units of 8 octets. The Link-Layer Addressfield is set to the link-layer address.

RFC text: Fields:

{{Type _
1 for Source Link-layer Address
2 for Target Link-layer Address
Lengt h

The length of the option (including the type and | ength
fields) in units of 8 octets. For exanple, the length for | EEE 802
addresses is 1 [IPv6- ETHER]. Link-Layer Address
The variable length |ink-1ayer address.
The content and format of this field (including byte and bit
ordering) is expected to be specified in specific docunents that
descri be how I Pv6 operates over different link |ayers. For instance,
[1 Pv6- ETHER] .
Descri ption
The Source Link-Layer Address option contains the |ink-Iayer address
of the sender of the packet. It is used in the Neighbor Solicitation,
Router Solicitation, and Router Advertisement packets}}.
The Target Link-Layer Address option contains the link-layer address of the target. It isused in
Neighbor Advertisement and Redirect packets.

RQ_COR_8199 Router Solicitation Source Link-Layer Address

RFC 2461 Clause: 4.6.1 "Fields:" Type: MUST appliesto: Node

Context: The implementation is generating a Router Solicitation containing a Source Link-Layer Address option.

Requirement:  The implementation sets the following fields of the solicitation's Source Link-Layer Address option:
The Typefieldisset to 1. Thefield Length isto the length of the option (including the type and length
fields) in units of 8 octets. The Link-Layer Addressfield is set to the link-layer address.

RFC text: Fields:

{{Type

1 for Source Link-layer Address
2 for Target Link-1ayer Address
Lengt h

The length of the option (including the type and | ength
fields) in units of 8 octets. For exanple, the length for |EEE 802
addresses is 1 [IPv6- ETHER]. Link-Layer Address
The variable length |ink-1ayer address.
The content and format of this field (including byte and bit
ordering) is expected to be specified in specific docunents that
descri be how I Pv6 operates over different link |ayers. For instance,
[ 1 Pv6- ETHER] .
Description
The Source Link-Layer Address option contains the |ink-layer address
of the sender of the packet. It is used in the Neighbor Solicitation,
Router Solicitation, and Router Advertisenment packets}}.
The Target Link-Layer Address option contains the link-layer address of the target. It isused in
Neighbor Advertisement and Redirect packets.
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RQ_COR_8200 Router Advertisement Source Link-L ayer

RFC 2461 Clause: 4.6.1 "Fields:" Type: MUST appliesto: Router

Context: The implementation is generating a Router Advertisement containing a Source Link-Layer Address
option.

Requirement:  The implementation sets the following fields of the advertisement's Source Link-Layer Address option:
The Typefield isset to 1. Thefield Length isto the length of the option (including the type and length
fields) in units of 8 octets. The Link-Layer Addressfield is set to the link-layer address.

RFC text: Fields:

{{Type _
1 for Source Link-layer Address
2 for Target Link-1ayer Address
Lengt h

The length of the option (including the type and | ength
fields) in units of 8 octets. For exanple, the length for | EEE 802
addresses is 1 [IPv6- ETHER]. Link-Layer Address
The variable length |ink-1ayer address.
The content and format of this field (including byte and bit
ordering) is expected to be specified in specific docunents that
descri be how I Pv6 operates over different link |ayers. For instance,
[1 Pv6-ETHER] }}.
Description
The Source Link-Layer Address option contains the link-layer address of the sender of the packet. It is
used in the Neighbor Solicitation, Router Solicitation, and Router Advertisement packets.
{{The Target Link-Layer Address option contains the |ink-Iayer
address of the target. It is used in Neighbor Advertisenent and
Redi rect packets}}.

RQ_COR_8201 Neighbor Advertisement [Gener ate]

RFC 2461 Clause: 4.6.1 "Fields:" Type: MUST appliesto: Router

Context: The implementation is generating a Neighbor Advertisement containing a Target Link-Layer Address
option.

Requirement:  The implementation sets the following fields of the advertisement's Target Link-Layer Address option:
The Typefield is set to 2. Thefield Length isto the length of the option (including the type and length
fields) in units of 8 octets. The Link-Layer Addressfield is set to the link-layer address.

RFC text: Fields:

{{Type

1 for Source Link-layer Address
2 for Target Link-layer Address
Lengt h

The length of the option (including the type and | ength
fields) inunits of 8 octets. For exanple, the length for | EEE 802
addresses is 1 [IPv6- ETHER]. Link-Layer Address

The variable length |ink-1ayer address.

The content and format of this field (including byte and bit
ordering) is expected to be specified in specific docunents that
descri be how I Pv6 operates over different link |ayers. For instance,
[1 Pv6-ETHER] }}.
Description
The Source Link-Layer Address option contains the link-layer address of the sender of the packet. It is
used in the Neighbor Solicitation, Router Solicitation, and Router Advertisement packets.
{{The Target Link-Layer Address option contains the |ink-Iayer
address of the target. It is used in Neighbor Advertisenent and
Redi rect packets}}.
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RQ_COR_8202 Redirect Options[Gener ate]
RFC 2461 Clause: 4.6.1 "Fields:" Type: MUST appliesto: Router
Context: The implementation is generating a Redirect containing a Target Link-Layer Address option.
Requirement:  The implementation sets the following fields of the redirect's Target Link-Layer Address option: The
Typefield isset to 2. The field Length isto the length of the option (including the type and length
fields) in units of 8 octets. The Link-Layer Addressfield is set to the link-layer address.
RFC text: Fields:
{{Type ,
1 for Source Link-layer Address
2 for Target Link-layer Address
Lengt h
The I ength of the option (including the type and | ength
fields) in units of 8 octets. For exanple, the length for | EEE 802
addresses is 1 [IPv6- ETHER]. Link-Layer Address
The variable length |ink-layer address.
The content and format of this field (including byte and bit
ordering) is expected to be specified in specific docunents that
descri be how | Pv6 operates over different link |layers. For instance,
[1Pv6-ETHER] . } }
Description
The Source Link-Layer Address option contains the link-layer address of the sender of the packet. It is
used in the Neighbor Solicitation, Router Solicitation, and Router Advertisement packets.
{{The Target Link-Layer Address option contains the |ink-Iayer
address of the target. It is used in Neighbor Advertisenent and
Redi rect packets.}}
RQ_COR_8203
RFC 2461 Clause: 4.6.1 Type: MUST appliesto: Node
Context: The implementation receives a Neighbor Solicitation message containing a Target Link-Layer Address
option.
Requirement:  The implementation ignores the Target Link-Layer Address option [and processes the remainder of the
solicition].
RFC text: Description
The Source Link-Layer Address option contains the link-layer address of the sender of the packet. It is
used in the Neighbor Solicitation, Router Solicitation, and Router Advertisement packets.
The Target Link-Layer Address option contains the link-layer address of the target. It isused in
Neighbor Advertisement and Redirect packets.
{{These options MJIST be silently ignored for other Neighbor D scovery
nessages. }}
RQ_COR_8204 Router Solicitation - Option Anomalies[Process]
RFC 2461 Clause: 4.6.1 Type: MUST appliesto: Router
Context: The implementation receives a Router Solicitation message containing a Target Link-Layer Address
option.
Requirement:  The implementation ignores the Target Link-Layer Address option [and processes the remainder of the
solicition].
RFC text: Description

The Source Link-Layer Address option contains the link-layer address of the sender of the packet. It is
used in the Neighbor Solicitation, Router Solicitation, and Router Advertisement packets.

The Target Link-Layer Address option contains the link-layer address of the target. It isused in
Neighbor Advertisement and Redirect packets.

{{These options MJST be silently ignored for other Neighbor D scovery
nessages. }}
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RQ_COR_8205 Router Advertisement - Option Anomalies
RFC 2461 Clause: 4.6.1 Type: MUST appliesto: Node
Context: The implementation receives a Router Advertisement message containing a Target Link-Layer Address

option.

Requirement:  The implementation ignores the Target Link-Layer Address option [and processes the remainder of the
advertisement].

RFC text: Description
The Source Link-Layer Address option contains the link-layer address of the sender of the packet. It is
used in the Neighbor Solicitation, Router Solicitation, and Router Advertisement packets.
The Target Link-Layer Address option contains the link-layer address of the target. It isused in
Neighbor Advertisement and Redirect packets.
{{These options MJIST be silently ignored for other Neighbor D scovery
nmessages. }}

RQ_COR_8206

RFC 2461 Clause: 4.6.1 Type: MUST appliesto: Node

Context: The implementation receives a Neighbor Advertisement message containing a Source Link-Layer
Address option.

Requirement:  The implementation ignores the Source Link-Layer Address option [and processes the remainder of the
advertisement].

RFC text: Description
The Source Link-Layer Address option contains the link-layer address of the sender of the packet. It is
used in the Neighbor Solicitation, Router Solicitation, and Router Advertisement packets.
The Target Link-Layer Address option contains the link-layer address of the target. It isused in
Neighbor Advertisement and Redirect packets.
{{These options MJIST be silently ignored for other Neighbor D scovery
nmessages. }}

RQ_COR_8207

RFC 2461 Clause: 4.6.1 Type: MUST appliesto: Host

Context: The implementation receives a Redirect message containing a Source Link-Layer Address option.

Requirement:  The implementation ignores the Source Link-Layer Address option [and processes the remainder of the
Redirect].

RFC text: Description

The Source Link-Layer Address option contains the link-layer address of the sender of the packet. It is
used in the Neighbor Solicitation, Router Solicitation, and Router Advertisement packets.

The Target Link-Layer Address option contains the link-layer address of the target. It isused in
Neighbor Advertisement and Redirect packets.

{{These options MJIST be silently ignored for other Neighbor D scovery
nessages. }}
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RQ_COR_8208 Router Advertisement Prefix Option

RFC 2461

Context:

Requirement:

RFC text:

Clause: 4.6.2 "Fields' Type: MUST appliesto: Router

The implementation is generating a Router Advertisement containing containing a Prefix Information
option.

The implementations sets the following fields of the Prefix Information option: The Typefield is set to
3. TheLength field is set to 4. The Prefix Length field is set to the number of leading bits in the Prefix
field that are valid. The value can range from 0..128 (sic). The Reserved 1 field isset to 0. The Valid
Lifetime field is set to the time in seconds relative to the time the advertisement is sent that the prefix is
valid for on-link determination. The Preferred Lifetime field is set to the time in seconds relative to the
time the advertisement is sent that addresses generated from the prefix by statel ess autoconfiguration
remain preferred. The Reserved?2 field is set to 0. The Prefix field is set to address or the prefix of the [P
address. The Prefix Length field is set to the number of valid leading bitsin the Prefix field. The
remaining bits in the Prefix field that are not part of the Prefix asindicated by the Prefix Length field
aresetto 0.

Fields:

{{Type 3

Length 4

Prefix Length

8-bit unsigned integer. The nunber of |eading bits in the Prefix that
are valid. The value ranges fromO to 128.

Reservedl

6-bit unused field. It MJST be initialized to zero by the sender and
MJST be ignored by the receiver.

Valid Lifetime

32-bit unsigned integer. The length of time in seconds (relative to
the tine the packet is sent) that the prefix is valid for the purpose
of on-link determ nation. A value of all one bits (Oxffffffff)
represents infinity. The Valid Lifetime is also used by [ ADDRCONF] .
Preferred Lifetine

32-bit unsigned integer. The length of tinme in seconds (relative to
the tinme the packet is sent) that addresses generated fromthe prefix
via statel ess address autoconfiguration remain preferred [ ADDRCONF].
A value of all one bits (Oxffffffff) represents infinity. See

[ ADDRCONF] .

Reserved2

This field is unused. It MJST be initialized to zero by the sender
and MUST be ignored by the receiver.

Prefix

An | P address or a prefix of an IP address. The Prefix Length field
contains the nunber of valid leading bits in the prefix. The bits in
the prefix after the prefix length are reserved and MJST be
initialized to zero by the sender and ignored by the receiver}}.A router
SHOULD NOT send a prefix option for the link-local prefix and a host SHOULD ignore such a prefix
option.
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RQ_COR_8209 Router Advertisement - Option Anomalies
RFC 2461 Clause: 4.6.2 "Fields' Type: MUST appliesto: Node
Context: The implementation receives a Router Advertisment message with a Prefix Information option's

Requirement:

RFC text:

Reservedl and Reserved 2 fields set to any value other than zero. The option also has a Prefix field
value with bits set to 1 after the number of bits shown in the Prefix Length field.

The implementation ignores the values in the Reservedl and Reserved fields and the additional bitsin
the Prefix field that are not included in the prefix as indicated by the Prefix Length field. [The
implementation processes the remainder the advertisement.}

Fields:
Type 3
Length 4

Prefix Length
8-hit unsigned integer. The number of leading bits in the Prefix that are valid. The value ranges from O
to 128.

Reservedl

{{6-bit unused field. It MIUST be initialized to zero by the sender
and MUST be ignored by the receiver}}.

Valid Lifetime

32-bit unsigned integer. The length of time in seconds (relative to the time the packet is sent) that the
prefix isvalid for the purpose of on-link determination. A value of al one bits (Oxffffffff) represents
infinity. The Valid Lifetimeis also used by [ADDRCONF].

Preferred Lifetime

32-bit unsigned integer. The length of time in seconds (relative to the time the packet is sent) that
addresses generated from the prefix via statel ess address autoconfiguration remain preferred
[ADDRCONF]. A vaue of all one bits (Oxffffffff) represents infinity. See [ADDRCONF].
{{Reserved2

This field is unused. It MJST be initialized to zero by the sender
and MJUST be ignored by the receiver}}.

Prefix

An P address or a prefix of an IP address. The Prefix Length field contains the number of valid leading
bitsintheprefix. {{ The bits in the prefix after the prefix length are

1} reserved and MUST be initialized to zero by the sender and { { i gnored by the receiver}}.
A router SHOULD NOT send a prefix option for the link-local prefix and a host SHOULD ignore such
a prefix option.
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RQ_COR_8210 Router Advertisement [Process)
RFC 2461 Clause: 4.6.2 "Fields: Type: MUST appliesto: Node
Context: The implementation receives a Router Advertisement message with a Prefix Information option's Valid
and Preferred Lifetime fields each set to OxOxffffffff.
Requirement:  The implementation treats the both the valid and preferred lifetimes as infinite.
RFC text: Fields:
Type 3
Length 4

Prefix Length
8-bit unsigned integer. The number of leading bitsin the Prefix that are valid. The value ranges from 0
to 128.

Reservedl
6-bit unused field. It MUST be initialized to zero by the sender and MUST be ignored by the receiver.
{{Valid Lifetime
32-bit unsigned integer. The length of tinme in seconds (relative to
the tinme the packet is sent) that the prefix is valid for the purpose
of on-link determ nation. A value of all one bits (Oxffffffff)
represents infinity. The Valid Lifetime is also used by [ ADDRCONF] .

Preferred Lifetine

32-bit unsigned integer. The length of tinme in seconds (relative to
the tinme the packet is sent) that addresses generated fromthe prefix
via statel ess address autoconfiguration remain preferred [ ADDRCONF] .
A value of all one bits (Oxffffffff) represents infinity.}} See
[ADDRCONF].
Reserved2
Thisfield isunused. It MUST beinitialized to zero by the sender and MUST be ignored by the receiver.
Prefix
An IP address or a prefix of an |P address. The Prefix Length field contains the number of valid leading
bitsin the prefix. The bitsin the prefix after the prefix length are reserved and MUST be initialized to
zero by the sender and ignored by the receiver. A router SHOULD NOT send a prefix option for the
link-local prefix and a host SHOUL D ignore such a prefix option.
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RQ_COR_8211
RFC 2461 Clause: 4.6.2 "Fields: Type: SHOULD appliesto: Router
Context: The implementation is generating a Router Advertisement message.
Requirement:  The Prefix Information option of the Router Advertisement message does not contain the link-local
prefix.
RFC text: Fields:
Type 3
Length 4

Prefix Length
8-bit unsigned integer. The number of leading bitsin the Prefix that are valid. The value ranges from 0
to 128.

Reservedl

6-bit unused field. It MUST be initialized to zero by the sender and MUST be ignored by the receiver.
Valid Lifetime

32-bit unsigned integer. The length of time in seconds (relative to the time the packet is sent) that the
prefix is valid for the purpose of on-link determination. A value of al one bits (Oxffffffff) represents
infinity. The Valid Lifetimeis also used by [ADDRCONF].

Preferred Lifetime

32-bit unsigned integer. The length of time in seconds (relative to the time the packet is sent) that
addresses generated from the prefix via statel ess address autoconfiguration remain preferred
[ADDRCONF]. A value of all one bits (Oxffffffff) representsinfinity. See [ADDRCONF].

Reserved?2

Thisfield is unused. It MUST be initialized to zero by the sender and MUST be ignored by the receiver.
Prefix
An P address or a prefix of an IP address. The Prefix Length field contains the number of valid leading
bitsin the prefix. The bitsin the prefix after the prefix length are reserved and MUST be initialized to
zero by the sender and ignored by the receiver. { { A rout er SHOULD NOT send a prefix
option for the link-local prefix }}andahost SHOULD ignore such aprefix option.
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RQ_COR_8212
RFC 2461 Clause: 4.6.2 "Fields: Type: SHOULD appliesto: Host
Context: The implementation has received a Router Advertisement message with a Prefix Information option for
alink-local prefix.
Requirement:  The implementation ignores the Prefix Information option containing the link-local prefix [and
processes the remainder of the advertisement].
RFC text: Fields:
Type 3
Length 4
Prefix Length
8-bit unsigned integer. The number of leading bitsin the Prefix that are valid. The value ranges from 0
to 128.
Reservedl
6-bit unused field. It MUST beinitialized to zero by the sender and MUST be ignored by the receiver.
Valid Lifetime
32-bit unsigned integer. The length of time in seconds (relative to the time the packet is sent) that the
prefix is valid for the purpose of on-link determination. A value of all one bits (Oxffffffff) represents
infinity. The Valid Lifetimeis also used by [ADDRCONF].
Preferred Lifetime
32-hit unsigned integer. The length of timein seconds (relative to the time the packet is sent) that
addresses generated from the prefix via statel ess address autoconfiguration remain preferred
[ADDRCONF]. A value of all one bits (Oxffffffff) representsinfinity. See [ADDRCONF].
Reserved?2
Thisfield is unused. It MUST be initialized to zero by the sender and MUST be ignored by the receiver.
Prefix
An P address or a prefix of an IP address. The Prefix Length field contains the number of valid leading
bitsin the prefix. The bitsin the prefix after the prefix length are reserved and MUST be initialized to
zero by the sender and ignored by the receiver. A router SHOULD NOT send a prefix option for the
link-local prefix and{{a host SHOULD i gnore such a prefix option}}.
RQ_COR_8213
RFC 2461 Clause: 4.6.2 Type: MUST appliesto: Node
Context: The implementation receives a Neighbor Solicitation message with a Prefix Information option.
Requirement:  The implementation silently ignores the solicitation's Prefix Information option [and processes the
remainder of the solicitation].
RFC text: Description
The Prefix Information option provide hosts with on-link prefixes and prefixes for Address
Autoconfiguration.
The Prefix Information option appearsin Router Advertisement packetsand { { MUST be silently
i gnored for other nessages}}.
RQ_COR_8214
RFC 2461 Clause: 4.6.2 Type: MUST appliesto: Node
Context: The implementation receives a Neighbor Advertisement message with a Prefix |nformation option.
Requirement:  The implementation silently ignores the advertisement's Prefix Information option [and processes the
remainder of the advertisement].
RFC text: Description

The Prefix Information option provide hosts with on-link prefixes and prefixes for Address
Autoconfiguration.

The Prefix Information option appears in Router Advertisement packetsand { { MUST be silently
i gnored for other nmessages}}.
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RQ_COR_8215 Router Solicitation - Option Anomalies[Process]
RFC 2461 Clause: 4.6.2 Type: MUST appliesto: Router
Context: The implementation receives a Router Solicitation message with a Prefix Information option.

Requirement:  The implementation silently ignores the solicitation's Prefix Information option [and processes the
remainder of the solicitation].

RFC text: Description
The Prefix Information option provide hosts with on-link prefixes and prefixes for Address
Autoconfiguration.
The Prefix Information option appearsin Router Advertisement packetsand { { MUST be silently
i gnored for other nessages}}.

RQ_COR_8216

RFC 2461 Clause: 4.6.2 Type: MUST appliesto: Host

Context: The implementation receives a Redirect message with a Prefix Information option.

Requirement:  The implementation silently ignores the redirect's Prefix Information option [and processes the
remainder of the redirect].

RFC text: Description
The Prefix Information option provide hosts with on-link prefixes and prefixes for Address
Autoconfiguration.
The Prefix Information option appears in Router Advertisement packetsand { { MUST be silently
i gnored for other nmessages}}.

RQ_COR_8217 Redirect Options[Gener ate]

RFC 2461 Clause: 4.6.3"Fields:" Type: MUST appliesto: Router

Context: The implementation is generating a Redirect packet containing a Redirected Header option.

Requirement:  The implementation sets the fields in the redirect's Redirected Header option to the following values:
The Typefield is set to 4. The Length field is set to option's length in units of 8 octets. The Reserved
fieldisset to 0. The IP Header + Datafield is atruncated copy of the original packet prompting the
redirect. Thislast field is truncated to ensure that the total size of the Redirect is not greater than 1280
octets.

RFC text: Fields:
{{Type 4 o ,
Lengt h The length of the option in units of 8 octets.
Reserved

These fields are unused. They MJST be initialized to zero by the
sender and MUST be ignored by the receiver.

| P header + data

The original packet truncated to ensure that the size of the redirect
nmessage does not exceed 1280 octets}}.
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RQ_COR_8218 Redirect Message - Option Anomalies[Process]
RFC 2461 Clause: 4.6.3 "Fields: Type: MUST appliesto: Host
Context: The implementation receives a Redirect packet with the Reserved field of the Redirected Header option

set to avalue other than 0.

Requirement:  The implementation ignores the Redirected Header option having its Reserved field set a value other
than zero [and processes the remainder of the Redirect packet].
RFC text: Fields:
Type 4
Length The length of the option in units of 8 octets.
Reserved
These fields are unused. They MUST be initialized to zero by the sender and { { MUST be i gnored
by the receiver.}}
IP header + data
The original packet truncated to ensure that the size of the redirect message does not exceed 1280
octets.
RQ_COR_8219
RFC 2461 Clause: 4.6.3 Type: MUST appliesto: Node
Context: The implementation receives a Neighbor Solicitation message contai ning a Redirected Header option.
Requirement:  The implementation silently ignores the Redirected Header option [and processes the remainder of the
solicitation].
RFC text: Description
The Redirected Header option is used in Redirect messages and contains al or part of the packet that is
being redirected.
{{This option MJST be silently ignored for other Nei ghbor D scovery
nmessages}}.
RQ_COR_8220
RFC 2461 Clause: 4.6.3 Type: MUST appliesto: Node
Context: The implementation receives a Neighbor Advertisement message containing a Redirected Header
option.
Requirement:  The implementation silently ignores the Redirected Header option [and processes the remainder of the
Advertisement].
RFC text: Description
The Redirected Header 