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Intellectual Property Rights

IPRs essential or potentially essential to the present document may have been declared to ETSI. The information
pertaining to these essential IPRs, if any, is publicly available for ETSI member s and non-member s, and can be found
in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETS in
respect of ETS standards’, which is available from the ETS| Secretariat. Latest updates are available on the ETSI Web
server (http://webapp.etsi.org/| PR/home.asp).

Pursuant to the ETSI IPR Palicy, no investigation, including I PR searches, has been carried out by ETSI. No guarantee
can be given as to the existence of other IPRs not referenced in ETSI SR 000 314 (or the updates on the ETSI Web
server) which are, or may be, or may become, essential to the present document.

Foreword

This Technical Report (TR) has been produced by ETSI Technical Committee Telecommunications and Internet
converged Services and Protocols for Advanced Networking (TISPAN).

ETSI


http://webapp.etsi.org/IPR/home.asp

7 ETSI TR 183 068 V3.1.1 (2009-08)

1 Scope

The present document defines guidelines for usage and implementation of border gateways (BGW), based on H.248
profile definitions for controlling such |P-to-IP gateways like ETSI TISPAN "H.248 la profile" specifications[i.1], [i.2]
and [i.3].

Figure 1 illustrates the architecture assumed in the present document.

| e.g. TISPAN RACS
Gateway Controller | . | -SPDF entity

Function

{H.248 for
_gateway and
" ipolicy control

Border Gateway
IP Domain x Function (BGF) IP Domain y

Physical/Virtual
H.248 Media Gateway

Figure 1. Scope

2 References

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific.

. For a specific reference, subsequent revisions do not apply.

. Non-specific reference may be made only to a complete document or a part thereof and only in the following
Cases:

- if it isaccepted that it will be possible to use all future changes of the referenced document for the
purposes of the referring document;

- for informative references.

Referenced documents which are not found to be publicly available in the expected location might be found at
http://docbox.etsi.org/Reference.

NOTE: While any hyperlinksincluded in this clause were valid at the time of publication ETSI cannot guarantee
their long term validity.

2.1 Normative references

The following referenced documents are indispensabl e for the application of the present document. For dated
references, only the edition cited applies. For non-specific references, the latest edition of the referenced document
(including any amendments) applies.

Not applicable.
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Informative references

The following referenced documents are not essential to the use of the present document but they assist the user with
regard to a particular subject area. For non-specific references, the latest version of the referenced document (including
any amendments) applies.

[i.1]

[i.2]

[i.3]

[i.4]

[i.5]

[i.6]

[.8]

[i.9]
[i.10]

[i.11]
[i.12]
[i.13]
[i.14]

[i.15]

[i.16]
[.17]
[i.18]
[i.19]
[i.20]

ETSI ES 283 018 (Release 1): "Telecommunications and Internet converged Services and
Protocols for Advanced Networking (TISPAN); Resource and Admission Control: H.248 Profile
for controlling Border Gateway Functions (BGF) in the Resource and Admission Control
Subsystem (RACS); Protocol specification”. - also known as "H.248 la Profile Version 1".

ETSI ES 283 018 (Release 2): "Telecommunications and Internet converged Services and
Protocols for Advanced Networking (TISPAN); Resource and Admission Control: H.248 Profile
for controlling Border Gateway Functions (BGF) in the Resource and Admission Control
Subsystem (RACS); Protocol specification”. - also known as "H.248 |a Profile Version 2".

ETSI TS 183 018 (Release 3): "Telecommunications and Internet converged Services and
Protocols for Advanced Networking (TISPAN); Resource and Admission Control: H.248 Profile
Version 3 for controlling Border Gateway Functions (BGF) in the Resource and Admission
Control Subsystem (RACYS); Protocol specification”. - also known as"H.248 la Profile Version 3".

ITU-T Recommendation H.248.1 (2005): "Gateway control protocol: Version 3" including its
Amendment 1 (05/2008).

ETSI TS 183 048: "Telecommunications and Internet Converged Services and Protocols for
Advanced Networking (TISPAN); Resource and Admission Control System (RACS); Protocol
Signalling flows specification; RACS Stage 3".

ETSI TS 183 017: "Telecommunications and Internet Converged Services and Protocols for
Advanced Networking (TISPAN); Resource and Admission Control: DIAMETER protocol for
session based policy set-up information exchange between the Application Function (AF) and the
Service Policy Decision Function (SPDF); Protocol specification”.

ETSI TS 181 018 (Release 2): "Telecommunications and Internet converged Services and
Protocols for Advanced Networking (TISPAN); Requirements for QoSin aNGN".

ETSI TR 182 022 (Release 2): "Telecommunications and Internet converged Services and
Protocols for Advanced Networking (TISPAN); Architectures for QoS handling".

| EEE 802.3: "Ethernet Working Group".

ETSI TR 187 008 (Release 1): "Telecommunications and Internet converged Services and
Protocols for Advanced Networking (TISPAN); NAT traversal feasibility study report”.

IETF RFC 5117 (2008-01): "RTP Topologies'.
draft-hunt-avt-rtcptrans-00.txt (2007-11): "RTCP Reporting by Trandators'.
ITU-T Recommendation Y.1251 (08/2002): "General architectural model for interworking".

Draft ITU-T Recommendation G.IP2IP: "Functionality and Performance of an |P-to-1P Voice
Gateway, optimised for the transport of voice and voiceband data’".

ITU-T Recommendation Y.1560 (09/2003): "Parameters for TCP connection performance in the
presence of middleboxes’.

|EEE 802.1: "Local AreaNetworks: Architecture & Overview".

IETF RFC 1812: "Requirements for IP Version 4 Routers'.

IETF RFC 768: "User Datagram Protocol".

IETF RFC 3550: "RTP: A Transport Protocol for Real-Time Applications”.

IETF RFC 3551: "RTP Profile for Audio and Video Conferences with Minimal Control".
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[i.21] IETF RFC 4733: "RTP Payload for DTMF Digits, Telephony Tones, and Telephony Signals®.
[i.22] IETF RFC 3142: "An | Pv6-to-1Pv4 Transport Relay Trandator".
[1.23] IETF RFC 4734: "Definition of Events for Modem, Fax, and Text Telephony Signals’.
[i.24] ITU-T Recommendation Draft H.248.64.
3 Abbreviations
For the purposes of the present document, the following abbreviations apply:
AC Admission Control
B2BIH Back-to-Back |P Host (mode)
B2BRE Back-to-Back RTP Endsystem (mode)
B2BTE Back-to-Back TCP Endpoint (mode)
BGF Border Gateway Function
CBR Constant Bit Rate
IP Internet Protocol
IPR IP router (mode)
LCD Local Control Descriptor
LD Local Descriptor (H.248)
LS Local Source
MALG Media Application ILevel Gateway
MG, MGW Media GateWay
MGC Media Gateway Controller
MP Measurement Point
MSRP Message Session Relay Protocol
NAP)T Network Address (and Port) Trandation
NAPT Network Address and Port Trandation
NTE Network Telephone Events
PCI Protocol Control Information
PDU Protocol Data Unit
RD Remote Descriptor (H.248)
RFC Request For Comments (IETF)
RP Reporting Point
RS Remote Source
RTCP RTP Control Protocol
RTP Real-time Transport Protocol
RTPMTm RTP Media Trand ator mode
RTPTTm RTP Transport Translator mode
SDP Session Description Protocol
SDU Service Data Unit
SIP Session Initiation Protocol
SPDF Service Policy Decision Function
SIAC Stream Admission Control
TCP Transmission Control Protocol
TLS Transport Layer Security
TRT Transport Relay Trang ator
UDP User Datagram Protocol
VBR Variable Bit Rate
4 Structure of this Technical Report

The present document inherits a structure based on annexes from the H.248 |a profile specifications[i.1], [i.2] and [i.3].
The annex numbering was kept in order to be consistent with the old document versions of these specifications.

Any references from the annexes are related to H.248 la profile version 3 specification [i.3].

ETSI
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Annex A:
lllustration of Gate/Pinhole Concept

The purpose of this annex isthe illustration of the H.248 Stream/Termination model by showing exemplary realizations
of gates for uni- versus bidirectional media flows.

Al General

Only point-to-point sessions are in scope of this H.248 Profile (see clause 5.4, TS 183 018 [i.3]). Interconnection of
individual H.248 Streams is based on the basic principle described in clause 7.1.6/H.248.1 [i.4]. The H.248 Multiplex
Descriptor is therefore not necessary (see clause 5.6.2, TS 183 018 [i.3]). The H.248 Topology Descriptor definition
includes individual H.248 Streams, but is also not necessary (see

clause 5.7.8, TS 183 018 [i.3]).

It has to be noted that all sessions have unicast media flows. Potential multicast applications are transparent for MG
point of view.

A.2  Relationships between gates and H.248 Streams

The redlization of agateisillustrated in figure A.1. Thereisaunidirectional media flow in that example, and thereisa
single H.248 Stream per Termination. A H.248 Stream covers per definition asingle bidir ectional media flow
(clause 7.1.6/ITU-T Recommendation H.248.1 [i.4]). In this profile when RTP is used with RTCP, asingle H.248
stream represents both RTP media and the corresponding RTCP flow. Media flows are interconnected by using the
same Streaml D (here: StreamID equalsto S1 for T1 and T2).

Example Al.1

IP H.248 IP H.248
Termination Termination

S1 Gate S1

— @ ——@

Tl 1pH.248 IPH248 T2
Stream Stream

H.248 Context

Figure A.1: H.248 Context - Illustration of Gate, Stream and Terminations

The uni- or bidirectional application of an H.248 Streamsiis controlled via usage of Local Descriptor (LD) and Remote
Descriptor (RD). Figure A.2 shows a bidirectional session. There isagain a single H.248 Stream per Termination. Gates
are direction-dependent, there are consequently two gatesin this example.

Example A2.1
Gate
j—
—_— S1 S1 —
T1 Gate T2
=
H.248 Context

Figure A.2: H.248 Context Bidirectional Session using single H.248 Streams
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Annex B:
Void

NOTE: Thisclauseis present to be backwards compatible with the H.248 profile specificationsin [i.2] and [i.3].
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Annex C:
Void

NOTE: Thisclauseis present to be backwards compatible with the H.248 profile specificationsin [i.2] and [i.3].
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Annex D:
lllustration of an IP processing model
for an H.248 (1P, IP) Context

The purpose of this annex istheillustration of a possible IP flow processing model. Such amodel is helpful when
considering aspects concerning:

e |ocation of a particular function within the (BGF) processing pipeline; or
. possible interactions between functions (see e.g. clause D.2).

It has to be noted that the model is just an example, not exhaustive concerning all possible functions with regards to
supported capabilities by this profile, and not related to any particular implementation.

D.1  Example model

Figure D.1 provides an example pipeline model, which is only indicating a single H.248 Stream of the (IP, 1P) Context.
A H.248 Stream is fundamentally bidirectional, i.e. relates to two unicast I P flows, one per traffic direction. This
exampleis not considering aspects of RTP/RTCP mapping on a H.248 Stream.

The example model is considering optional and mandatory functions by this profile specification. The exampleis using
modelling components for filter (F), detector (D), address processing (A) and statistic (S) entities. There might be
further modelling components, e.g. for media-aware specific processing functions. The example model is assuming a
pure serial processing pipeline, real implementations could of course benefit from parallelization.

ETSI
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unicast,
unidirectiona adapa tion
IP flowofon H 245 IF :
Stream R
\JI('I
: . ’ Fin Rl » ’ﬁ"in A > Fin 2 > S1'n Al ’ Fin 3 ’ Fin A » I:in 5 » S1'n 2 ’ Din Al 4
Pa cket Filter: ﬁddressl fnalysis: Packet Filter iheasurement Point:  Packet Filter:  Packet Filter: Packet Filter: iheasurement Point:  Detector:
Address Policing » fddress Address Policing  Taffic-wolume Troffic Policing Media Forrmat Application tewvel Taffic-vo lume Applica ton
== Source dddress Latching =» Spwrce Address based Statistics == Bytergte Policnz Control Flow based Stptistics Do ba
Infarmation Further Inf ormation == Networt level Policing == FTP Pavload Policing == Application lewel Inactivity
== fddress Range(s] = fddress =» Single dddress == [P: packets, Type Policing == RTOP Packet == RTP: payload Detection
FReporting octets Type or [Block octets
Type ) Policing
i
1
e e e e e e e e e e e e e e e e e e e m .
1
i
‘ ’ﬂbutﬂ : : ’ﬂbut,3 :' Sout,i 4 IC\:Iou‘c,1 1 ’&uut,i 4 ’&Dut,1 4 Su:-ut,1 '
L2YPM support: L2.5 support: fitezzurem ent Point: Qof support: Address Translation: Address Setting: WMeazurem ent Point:
WVIEAN Tagging MPLS Encapsulation Taffic-volume Padket Marking == Network Address == Mebwonk Address Taffic-vo lume
=» Lahel Inserton based Statistics == o5 Togging & Port & Port based Statistics
== Nebwork Llevel == P Tosor DSCP == 1P =» [P; == Application level
=» IP: packets, Destination Address, Source dddress, = RTP: pavload
octets Destimation Port Source Port octets

Figure D.1: H.248 Context - lllustration of IP flow processing - Example Overview

There might be dependencies between different processing stages, which impact the order of pipeline stages.
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D.2  Aspects of filter interaction

Possible filter interactions are already indicated in several package specifications of the

ITU-T Recommendation H.248.x-series of Recommendations. General solutions'recommendations are not yet provided
by the package definitions themselves. Thisistherefore rather a subject for profile specifications, which using the
correspondent packages.

D.2.1 Interaction between address latching and address policing

This profile version indicates two possible cases for filter interaction, either due to:
. enabled latching plus address policing per H.248 Stream, i.e. application of packagesipnapt vl and gmv1l; or

e thecorrelation of SDP information from the RD and gm v1 address policing (see clause 5.18.1.1.1,
TS 183 118[i.3]).

Figure D.2 illustrates the possible interaction: the ingressfilter stage F;, ; provides explicit source address and port

policing and is controlled viagm v1 properties (see clause 5.18.1.1.1, TS 183 118 [i.3]). Source address and port
policing could be applied for asingle individual address/port, a single address/port range, multiple individual
addresses/ports, multiple address/port ranges, or combinations thereof. Stage F;,, , provides implicit source address/port

policing and is controlled viathe (re)latching process (and not controlled viagm v1 properties).

The function address latching/re-latching is provided by stage A, ;.

possible address
reporting (out of

scope of this Profile)
unicast,
unidirectional
IP flow of an H.248 IP
Stream
T Fins " A " Fina | g oo

Explicit Packet Filter: Address Analysis: Implicit Packet Filter:

Address/Port Policing » Address Address Policing

=> Source Address Latching => Source Address
/Port Information /Port Information

=> Address/Port => Single Address
Range(s)

=> Single Port

Figure D.2: H.248 Context - lllustration of IP flow processing
- Interaction between address latching and address policing - Example model 1

Package gm v1 controlled filters are independent of the latching process. The latching process could lead to an
adaptation of the implicit source address/port filter (according clause 5.18.1.1.1, TS 183 118 [i.3], and asindicated in
figuresD.2, D.3 or D.4).

The interaction and adaptation could affect different filter stages, dependent on the applied model. Figure D.3 illustrates
another example: F, 1 filters on some source address and port ranges.
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adaptation
unicast, : :
unidirectional 1 '
IP flow of an ! :
H.248 IP Stream : )
s A — .
 Fin1 ¥ Ay » Fin2 'i i

Explicit Packet Filter:

Address/ Port Policing

=> Source Address
/Port Information

=> Address/Port
Range(s)

Address Analysis: Implicit Packet Filter:
o Address Address Policing
Latching => Source Address
/Port Information
=> Single Address
=> Single Port

Figure D.3: H.248 Context - lllustration of IP flow processing
- Interaction between address latching and address policing - Example model 2

Figure D.4 illustrates another example: stage F;, 4 filters on a specific source address/port range.

adaptation
, ottt T T T ]
unicast, 1 )
unidirectional ) !
IP flow of an X X
H.248 IP Stream ) '
¢ N .
¥ Fin 1 » A » Fin2 > P

Explicit Packet Filter: Address Analysis: Implicit Packet Filter:

=> Source Address
/Port Information

=> Network Address

=> L3 filter/single

address

=> Port range

Address/ Port Policing « Address

Latching

Address Policing

=> Source Address
/Port Information

=> Single Address

=> Single Port

Figure D.4: H.248 Context - Illustration of IP flow processing

- Interaction between address latching and address policing - Example model 3
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Annex E:

Guidelines for la-to-Gg' mapping

The purpose of this annex isto provide mapping guidelines in the area of:
. session-independent procedures;
. bearer-specific events (e.g. due to failure detection); or

. unsuccessful session completions.

E.1  Guidelines for la-to-Gg' mapping with regards to
session-independent procedures

E.1.1 Introduction

The procedures of the H.248 la profile are divided in session-dependent (see clause 5.17.1, TS 183 118[i.3]) and
session-independent (see clause 5.17.2, TS 183 118 [i.3]) procedures. Figure E.1 depicts the mgjor difference between
both procedure categories when looking at the vertical interfaces Gq' besides |a.

Gm ’7 T
(SIP) ’ AF L AF
_________ PR
. o ege 1
G’ N 1) SIP sesstlon initiated Gq' |
(Diameter)  requests . (Diameter) :
! |
! I
Rq Rq )
— - PDF .- SPDF
.= > > .- > A Management
System
. SIP) Session- )
2) (SIP) Session- (.
la T dependent independent
(H.248) I (la) procedures (la) procedures
! la (H.248)
P P
[IP flow(s)]L—BCE [IP flow(s)] —BCF
A) Session-dependent procedures B) Session-independent procedures

Figure E.1: RACS architecture - Session-dependent vs Session-independent procedures
from la point of view

E.1.2 Mapping guidelines

E.1.2.1 Session-dependent procedures

Mapping rules for Gg'-to-la for session-dependent procedures (see (A) infigure E.1) isin scope of TS 183 048 [i.5].
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E.1.2.2 Session-independent procedures

The scope of session-independent procedures, as defined by this profile, islimited on la (see (B) infigure E.1). There
are thus neither guidelines required nor provided for mappings from/towards Gq'.

E.2  Guidelines for la-to-Gg' mapping with regards to
bearer-specific events

E.2.1 Introduction

H.248 provides a much wider set of protocol elements for support of bearer-related events as in comparison to other
protocols like Diameter. This means for H.248-to-Diameter mappings, like for la-to-Gq' signalling direction, that often
typically more than one H.248 procedure could be mapped on the same Diameter procedure.

The la-to-Gq' mapping function is therefore not bijective (at least aslong as both protocols providing different
capability sets). Mapping guidelines might be thus beneficial for implementers.

Figure E.2 illustrates the relevant part of RACS.

AF

4) Notification of the AF by
the SPDF

Gq’
(Diameter)

2) Notification of the SPDF

la by the BGF

(H.248)

Rq 3) Mapping function
- 5PDF> Gqg’~f(la,...)

= ) Event detected

........ /.

BGF

Bearer

[IP flow(s)]

Figure E.2: RACS architecture - Vertical event notifications - la-to-Gq' mapping
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E.2.2 Mapping guidelines

ETSI TR 183 068 V3.1.1 (2009-08)

E.2.2.1 Guidelines for Specific Action AVPs

Table E.1: Guidelines for Attribute Value Pairs according clause 7.3.23/TS 183 017

Gq' (Diameter)

la (H.248)

Specific action AVP

Possible H.248 Protocol

Possible H.248 la Profile

Recommended for la

LOSS_OF_BEARER (2)

(5.19.12/5.20.18).

Elements Procedure Version 2
Ref.: TS 183 017 [i.6],
clause 7.3.23
INDICATION_OF _ H.248.1 Event: g/cause User Plane Failure Yes

H.248.1 Event: nt/netfail ditto Yes (but optional
profile element)

H.248.1 Event: nt/qualert ditto Yes (but optional
profile element)

H.248.40 Event: adid/ipstop |IP Media Stop (see note 7)

(clause 5.18.4.1).

H.248.36 Event:
hangterm/thb
(see note 8)

H.248 ServiceChange: (see note 1) No
{Forced/Graceful, 904}
H.248 ServiceChange: (see note 2) No
{Forced/Graceful, 905}
H.248 ServiceChange: (see note 3) No

{Forced/Graceful, 906}

INDICATION_OF _
RECOVERY_OF _

H.248.13 Event:
nt/gqac/qualertcease

Not supported by this profile
version.

(see note 6)

RELEASE_OF _
BEARER (4)

command

(see note 5).

BEARER (3) H.248 ServiceChange: (see note 4) No
{Restart, 900} Not supported by this profile
version.
INDICATION_OF _ H.248 Subtract.reply Regular H.248 method Yes

NOTE 1:
NOTE 2:
NOTE 3:
NOTE 4:
NOTE 5:

defined.
NOTE 6:
AVP (2).
NOTE 7:

NOTE 8:

Indication of "termination malfunction" for ephemeral termination.
Indication of "termination taken Out-of-Service" for ephemeral termination.
Indication of "loss of lower layer connectivity" for ephemeral termination.
Indication of "service restore" for ephemeral termination.

The H.248 Media Gateway is not allowed to autonomously "subtract a H.248 Stream/Termination"”, which
would relate to a "release bearer" event. There is therefore also not any ServiceChange procedure

This method might be as closest to the AVP (3) semantic, particularly when nt/qualert would be used for

This event could be overlaid with multiple application. Thus, "No" in case that event is already used for
other purposes (e.qg. like latching deadlock detection), else "Yes".
Not applicable here.

E.2.2.2 Other AVPs

The AVPsthat are discussed in this annex serve as a guideline and are not meant to be an exhaustive list of the AVPs

that require mapping to/from la (H.248). There may well be further AV Ps require mapping guidelinesto/from la
(H.248). Such further mapping is considered to be beyond the scope of this annex.
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Annex F:
Bandwidth Reservation - Examples for Bandwidth

Estimations

The purpose of this annex isto provide some background in estimation methods for bitrate reservations, illustrated by
some examples. Figure F.1 summarizes the scope of annex F. Protocol layer specific transformation of bandwidth
requests and the aspect of admission control (related to the resource management aspect of resource component
"bandwidth") is discussed besides examples for bandwidth calculation and estimation.

la
(H.248) | e, LT agnostic reguest
Request (By) — for IP Bitrate (B)p)

" | Transformation in to a L2/L1 specific

] Bitrate request (B5,4)
Trans-  L—
i Mote: the transformation function will be an
formation estimation function in case of insufficient input
infarmation
Request(Bz,4)
W this is the H.248 Stream

Admission Control (StAC)
Admission Control
(AC)

'y | there are pools per [P
address realm

Foal

of L2/L1 Eitrate

Barder Gateway Function [BGF)

Figure F.1: Bandwidth Reservation Request - Processing in the BGF

F.1 Introduction

Resource reservation in RACS isjust related to the single resource component type "bitrate” B (colloquially also termed
as "bandwidth"). The bitrate B relates to a particular traffic rate, i.e. traffic volume per time unit. The SPDF (or
Application Function, or user equipment) provides an estimate for B for every new or modified H.248 Stream. It isan
estimate (rather than an "exact” stochastically description) due to traffic source abstraction with just asingle traffic
parameter.
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F.1.1 Bitrate B in general

F.1.1.1 Before service admission

Asthe stationary bitrate (i.e. constant time-average) value is unknown before the communication phase, the SPDF (or
AF, or UE) needs thus an estimation method. There are many possihilities, like e.g. by considering the distribution
functions of the two metrics PDU rate uppy j and PDU size Kppy ;- An estimate for an average bitrate could be then

calculated, e.g. by:

. ] it
By = Hppy 1j - Kepy j -8 1N [?} (F-1)

NOTE: “indicates an estimated value.
@  Estimated expected PDU rate fpp |

- The PDU rate is often tightly related to the packetization time of media encoder units, in case of media IP
flows. Enabled silence suppression or a muted microphone could reduce temporarily the rate in case of
voice media
The PDU rate estimation could be more challenging for VBR (Variable Bit Rate) sources (e.g. with a
high burstiness) than for Constant Bit Rate (CBR) sources.

The estimated PDU rateisin any case here time-independent.

b)  Estimated expected PDU size Kppy, -

- ThePDU sizeis generally varying, i.e. Kppy (i Will not be equal to Kppyy (1.1- A mean valueis
supposed in the estimation here.

F.1.1.1a After service completion
The value of B would be known after the completion of an H.248 Stream (Context): the average bitrate relates then to

the time-average for the entire duration of the stream:

Average bitrate B , on protocol layer L; per H.248 Sream S;:

Vi bit
B, =——-8in|— (F-2)
Th s S

The traffic volume VLJ- (on protocol layer Lj) isbasically given by the sum of all octets of all transferred protocol data
units (PDUs). The lifetime (or holding time) of the H.248 Stream S, is given by T, in equation (F-2).

F.1.1.2 Transport efficiency

Every Protocol Data Unit (PDU) is composed of the Service Data Unit (SDU) and Protocol Control Information (PCI).
The same traffic volume (service data) could be carried with different PDU "rate x size" products (e.g. x low and

K high, or i high and K low). Every PDU "rate x size" product has a different transport efficiency concerning the ratio
of service datato control information, or "net bitrate" (for the service data) versus "gross bitrate". This aspect may need
consideration when managing the transport capacity of a BGF interface. Another aspect is discussed in clause F.1.2.
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F.1.2 Some important RACS principles

F.1.2.1 Independence of layer 2 and layer 1

A RACS isbased on an IP infrastructure. The underlying protocol layers below | P are not considered for "resource
admission and control”. This | P-centric view allows the consideration of many different transport technologiesfor IP in
RACS. Thisis a L2-independent resource management model from network perspective. Such a model does offload the
SPDF from lower layer information.

F.1.2.2 Awareness of IP version

The SPDF is basically aware of the underlying I P version of an H.248 Stream. Thisisimportant due to the different
amount of PCI behind the figures for B)p, 4 and B, py.

F.1.3 VPN Identifiers

Support of VPNs could lead to increased PCI figures. For instance, Ethernet-based L2V PNs do consume two octets
additional PCI per L2 frame (for the IEEE 802.1 [i.16] Tag Control Information field, which includes the VLAN
identifier).

F.1.4 SDP "b="line semantic in H.248 la profile versions

There are unfortunately different semantics due to historical reasons:

e H.248laProfile Version 1: ... definesthe layer 2 bandwidth By , for the specific H.248 Stream.

e H.248laProfile Verson 2 and 3: ... definesthe | P layer bandwidth By, for the specific H.248 Stream.

F.1.5 Conclusion: ideal resource management model for resource
"bitrate”

The SPDF has view on |P realms. The BGF provides a certain "L 1 bitrate capacity" per each realm. Anideal model for
managing the bitrates for H.248 Streams would be related to a " constant” | P bitrate capacity (per realm). However, the
available IP hitrate capacity is varying in reality as outlined in previous clauses.

EXAMPLE: BGF supports a (gross) capacity of 10 Gbit/s L2 bitrate for realm R,. What is the available |P
bitrate in case of Ethernet as L2 technology? The answer on this question isin general unknown
and may be only given for some specia conditions (it is known that all sessionsin thisrealm will
use the same PDU rate with value ...").

However, the variety concerning available IP bitrate capacity isin practice unproblematic: the BGF will anyway do a
Stream Admission Control (StAC, see 5.17.1.5.1.2. TS 183 018 [i.3]). The received estimate B,, from the SPDF hasto

be transformed (see note) into e.g. a I_3>L2 and checked against the available realm L2 bitrate capacity.
NOTE: It may bereminded that such atransformation (by the BGF) is not accurately possiblein all cases. E.g. in

case of media agnostic mode the BGF does not know the estimate for fZqp, 1p » and could not derive

correspondent information from the H.248 Media Descriptor. That is, the BGF has to take appropriate
assumptions.
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F.2  Traffic aspects

F.2.1 Quality of bitrate reservation

The bitrate reservation process is based on an estimate for the expected bitrate of atraffic flow, and that estimate is
used for the BGF-level Admission Control (AC) functions, see figure F.1. The quality of that bitrate reservation process
is dependent on, e.g.:

o thedifference between the estimated and real "bitrate value" (e.g. estimated value élp according

clause F.1.1.1 versusreal value B, according clause F.1.1.2);

e theparticular interpretation of the "bitrate value" as traffic parameter of the underlying distribution function
(e.g. peak-rate, average-rate, equivalent-rate, sustainable-rate, etc.);

. service-specific bitrate control scenarios (see e.g. clause 4.1.2.2in[i.7]); or

e  theapplied admission control agorithm scheme (see clause A.1in[i.8g]).

F.3 Examples

F.3.1 Examples for media-aware streams

F.3.1.1 Example for G.711

This example assumes a media-aware stream which consists of G.711, "a=ptime" equal to 20 ms and that VAD/CNG is
not applied.

The MGC/SPDF will perform a bandwidth estimation for the signalled "b="-line L3 bitrate (RTP and RTCP) as
follows:

Table F.1: L3 bandwidth estimate:

PDU Size (K) Parameters Value
RTP payload (ptime=20 ms):

KRTP-Payload = Kspu,G.711,20 ms = 160 byte

RTP header: Kpcirrp =12 byte

UDP header: Kpciupp = 8 byte

IP header: Kpcip = 20 byte

IP packet: Kppy,p = 200 byte
Bitrate (B) Parameters Value

IP bitrate (exclusive RTCP):
RTCP overhead (5 %):
IP bitrate:

BGF transformation to L2 bitrate equivalent:

By means of provisioning the BGF knows the packetization time for each particular codec and could take the same
assumption regarding RTCP traffic overhead (=> 5 %). Based on this knowledge the BGF could accurately transform
the received L3 bandwidth into a L2 equivalent taking into account the characteristic of itslocal L2 interfaces.

. Case 1: Ethernet V2 header:
- 30 byte (Preamble/8, DA/6, SA/6, 802.1pQ/4, Type/2, FCS/4).
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- The BGF can calculate the IP PDU and add the L2 headers including the L2 Inter Packet Gap (for a1l
Ghit/sinterface an PG of 12 bytes is assumed). Thusthe resulting L2 PDU has (200 + 30 + 12 =) 242
bytes:

Table F.2: L2 bandwidth estimate for Ethernet V2 header:

Bitrate (B) Parameters Value
Layer 2 bitrate (exclusive RTCP):
RTCP overhead (5 %):

Layer 2 bitrate:

In this case the resulting G.711 transformation Factor would be: 101,64/84 = 1,21.
. Case 2: Ethernet IEEE 802.3 [i.9] header (including VLAN tag):
- 38 byte (Preamble/8, DA/6, SA/6, 802.1pQ/4, Length/2 LLC/SNAP/8, FCS/4).

- The BGF can calculate the IP PDU and add the L2 headers including the L2 Inter Packet Gap (for a
1 Ghit/sinterface an |PG of 12 bytesis assumed). Thus the resulting L2 PDU has (200 + 38 + 12 =)
250 bytes:

Table F.3: L2 bandwidth estimate for Ethernet IEEE 802.3 header:

Bitrate (B) Parameters Value
Layer 2 bitrate (exclusive RTCP):
RTCP overhead (5 %):

Layer 2 bitrate:

In this case the resulting G.711 transformation Factor would be: 105/84 = 1,25.

F.3.2 Examples for media-agnostic streams

As pointed out in clause F.1.5 the BGF has to make assumptions in case of media agnostic streams.

Example: In this example the following assumptions are taken regarding codec, packetization time and RTCP overhead
applicableto all streams.

Codec: G.711;
packetizationtime: 10 ms;
RTCP overhead: 5 %.

Knowing its L2 interfaces the MG can derive a generic transformation factor, which is applied to all streams and the
particular received b-line values.

The factor isto be calculated taking into account the known characteristic of the particular L2 interface (V2 or
|EEE 802.3[i.9]; VLAN present or not).

For instance: G.711 with 10 ms, 5 % RTCP on aVV2 formatted, untagged L2 interface.
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Table F.4: L3 bandwidth estimate

PDU Size (K) Parameters

Value

RTP payload (ptime=10 ms):

KrTp—payload = Kspu,c.711,10ms = 80 byte

RTP header: KpcirTp =12 byte
UDP header: Kpciupp = 8 byte
IP header: Kpcp = 20 byte
IP packet: Kppu,p = 120 byte
Bitrate (B) Parameters Value
IP bitrate (exclusive RTCP): _ ;
( ) |Biprrpony = 96.00 Kbits

RTCP overhead (5 %):

Bip r1cP only = 5% Bip g7p ony = 4,80 kbit/s

IP bitrate:

B,p =100,80 kbit/s

L2 bandwidth estimate:

Table F.5: L2 bandwidth estimate:

PDU Size (K) Parameters

Value

IP packet:

Kppup =120 byte

Layer 2 header:

Kpci L2 = 30 byte

Inter-Packet Gap:

Kpg = 12 byte

Layer 2 packet:

Kppu L2 =162 byte

Bitrate (B) Parameters

Value

Layer 2 bitrate (exclusive
RTCP):

B =129,60 kbit/s

L2,RTP only

RTCP overhead (5 %):

Blorrcponly =5 %Bio rrponly = 6,48 kbit/s

Layer 2 bitrate:

B, = 136,08 kbit/s

Resulting transformation Factor = 136,08/100,8 = 1,35.
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Annex G:
lllustration of BGF modes of operation

The mode of operation of the BGF relates to the IP-to-I P interworking mode (see clause 3.1 of [i.3]) as configured (via
H.248 signalling) for a particular H.248 (1P, 1P) Context. Supported modes of operation depending primarily on the
supported SDP information elements (by the profile; see clauses 5.15 and 5.16 in [i.3]). The number of BGF modes did
consequently evolve over the various versions of the la profile specification due to correspondent SDP extensionsin
each profile version. Terminology was needed (and thus introduced by laversion 2 in clause 3.1 of [i.2]) in order to
distinguish the several modes.

The purpose of this annex is to explain the underlying principle in more detail concerning that terminology.

G.1  Major SDP Information Elements for
Media/Bearer/Resource Control in the BGF

There are separate SDP specifications for ingress traffic (provided by the H.248 LD) and egress traffic (provided by the
H.248 RD). The (SDP) media description within that SDP block provides the BGF mode determining information
(seefigure G.1).

H.248 Media Descriptor (in H.248 Commands) Conceptual difference, but same objective!
H.248 “Media Descriptor” vs SDP “Media Description”

Part 1: TerminationState Descriptor

Part 2: Stream Descriptor

Part 2.1: LocalControl Descriptor

e SDP Specfication
Part 2.2: Local Descriptor (“LD”) | | |-

Part 1: Session Description (reduced in H.248!)

SDP Specification for Ingress Traffic v= .. [used as ‘separator element’]
o= .. [-» H.248 Profile, see clause 5.16]
s= .. [-> H.248 Profile, see clause 5.16]

Part 2: Time Description (reduced in H.248!)
t= ..[-> H.248 Profile, see clause 5.16]

Part 2.3: Remote Descriptor (“RD”)

Part 3: Media Description
C=

SDP Specification for Egress Traffic
= that’s the crucial part

b= for H.248 Streams

k=* .. [-> H.248 Profile, see clause 5.15]
a=

Part 2.4: Statistics Descriptor

Figure G.1: BGF modes - Overview Structure of H.248 Media Descriptor
(H.248 "Media Descriptor" vs SDP "Media Description")

NOTE: H.248.1 may provide in future that general information on H.248 "Media Descriptor” vs SDP "Media
Description”. Theinformation of this clause may be then replaced by areference to H.248.1.
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G.1.1 Example

Figure G.2 provides an example of an (SDP) media description for a BGF H.248 IP Stream with PCM wideband media
over an |Pv6 bearer:

Part 3: Media Description e.g. in H.248 ADD.request
[ | ¥ /_ Command for RD

c= [(1) network type‘(Z)'address type ‘(3)%onnection address ‘

| | —

(1 me'dia type ‘(2) tr\anspor$ port|(3) tra\usport protocol ‘(4) media format(s) ‘
L3
| 1 \ —\ g

| \

P
’a= ‘(1)\attr\b te ‘(2) attriA\ute va}\ee ‘ T

.\ 5 T\ 1 Example:

et v |\ | | iBemele
’a= ‘(1) *ttri\)*te ‘(2) attribute valué\ ‘
| H\ \\ \\ : | via RIAPVpPr,c,)ﬁle

media encoder, etc |\
5

—

“AVP” codepoint
‘Payload Type’

| L4 Transport Port |_> ______

| IP Network Address |

:I_ IPv6
[]”DW -
IP L1

PCM Wideband over IPvé

Figure G.2: BGF mode determined by SDP "Media Description" - Example of G.711.1-over-IPv6

The (SDP) media description contains primarily single "c=" and "m=" lines, and multiple, optional "a=" lines. The
examplein figure G.2 may lead to a"media-aware" mode in the BGF.

G.2 BGF modes driven by particular SDP lines

The SDP"c=" and "m=" lines determining the BGF mode of operation. There are many combinations possible because
H.248 and this profile permits the full specification, over specification, wildcarding (under specification) and
"cancelling” (by using a"-" character) of some field elementsin these lines.

G.2.1 SDP "c="line

Supported SDP protocol values are defined by table 85 in clause 5.15 of [i.3]. The"c=" line determines essentially the
BGF mode with regards to:

. back-to-back IP host (B2BIH) mode, which implies network address trandlation (NAT);
. B2BIH with additional protocol trandation for V4-to-V6 interworking (i.e. NAT-PT B2BIH); or

. IP router (IPR) mode, i.e. a NAT-less | P forwarding function.
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G.2.2 SDP "m="line

The"m=" congists of four field elements. Supported SDP protocol values are defined by table 85 in clause 5.150f [i.3].
The"m=" line determines essentially the BGF modes according the mode definitions of clause 3.1 of [i.3]. Figure G.3
provides a summary and some more detailed terminology.
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Media
Type

»M=*

Media
Format

H.248 IP-to-IP Context
Mode of Operation

L4 L4 (& L4+)
Port Protocol

/0//.///0

e

e

Determines:
a.1) Media-type (e.g. AUDIO, IMAGE, VIDEO, MESSAGE)
a.2) Media-type agnostic

Determines:
b.1) Media-format (e.g. G.729.1, H.264, V.152)
b.2) Media-format agnostic

Determines:
c.1) L4-port (e.g. for Port Translation)
c.2) L4-port agnostic

Determines:

d.1) Transport-protocol (e.g. TCP, UDP, DCCP,
RTP/UDP, UDPTL/UDP, TCP/MSRP, TCP/TLS, ...)
=> better term ,L4 & L4+ protocol" aware

d.2) Transport-protocol agnostic

Often summarized (if possible) and
abbreviated by:

1.1) Media [a.1 Ab.1]

1.2) Media agnostic [rest]

Often summarized (if possible) and
abbreviated by:

I1.1) Transport [c.1 Ad.1]

11.2) Tranpost agnostic [rest]

/

Figure G.3: BGF modes - H.248 Local and Remote Descriptor:
SDP "m="-line specification combinations

This profile version is supporting some out of theoretically 16 BGF modes (dueto "m=" line specifications).

G.3

G.3.1 Media-related modes

The media aware mode implies awareness of the media type and the media format (see clause G.2.2). The media
agnostic mode is given by media-type agnostic mode, or media-format agnostic mode or both.

G.3.2 Transport-related modes

BGF modes driven by configuration management

The transport aware mode implies awareness of the L4 port and the transport protocol (see clause G.2.2). The
transport agnostic mode is given by L4-port agnostic mode, or transport-protocol agnostic mode or both.

A transport aware MG could or could not support transport protocol agnostic behaviour. It is up to implementation
and/or configuration to support transport protocol aware and agnostic behaviours. The MGC could know about the type
of support provided by MG (transport protocol aware, transport protocol agnostic or both) through mechanisms which
are outside the scope of the present document.
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Annex H:
lllustration of NAPT modes of operation

The BGF could provide an embedded NAPT function, which is controlled according clauses 5.17.1.1 and

5.17.1.2 of [i.3]. There are severa NA(P)T types known in networks and deployed. H.248 itself and in addition some
capabilities of the gate management package version 1 provide an extensive tool for controlling various The purpose of
thisannex isto assist implementersin NA(P)T understanding by illustrating some example use cases. The annex is
organized as follows:

. overview of remote and local NA(P)T types (clause H.1);
o BGF "NA(P)T-full" modes (clause H.2); and

. BGF "NA(P)T-less" modes (clause H.3).

H.1  NAPT types

There might be remote NA(P)T devices (from BGF perspective) besides alocal, BGF provided NA(P)T function, in the
end-to-end | P media path.

H.1.1 Remote NA(P)T devices

Behaviour of NAT devices and NA(P)T types with regards to address mapping are defined in clause 4.3.1 in
TR 187 008 [i.10]. The address mapping behaviour is described in table H.1 with respect to the configuration given in
figure H.1.

|
Internal | External Y1yl v
I
|
XX 1:x1
X
NAT
X2:x2
| Z
| Z1:z1
X =Host X

X.x = Internal Address:Port tuple of host X

Xn:xn = External Address:port tuple presented by NAT for host X
Y, Z = Hosts that host X is communicating with

Yn:yn = Address:port tuple visible to the NAT for host Y

Zn:zn = Address:port tuple visible to the NAT for host Z

Figure H.1 (Copy of figure 2 from [i.10]): Types of NATs (Address Mapping) -
The "NAT function" is provided by the BGF in the present document

Infigure H.1, address X:x inside the NAT istrandated to address X 1:x1 when communicating with host Y outside the
NAT. The same address X:x trandlates to X2:x2 when communicating with Y 2:y2.
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Table H.1 (Copy of Tab. 1 from [i.10]): Types of NATs (Address Mapping)

Type of NAT Mapping Description
Endpoint Independent Mapping X1:x1 always equals X2:x2
Address Dependent mapping X1:x1 equals X2:x2 only if Y1 equals Z1
Address and Port Dependent Mapping X1:x1 equals X2:x2 only if Y1:y1 equals Z1:z1

NOTE:  For small NATs (e.g. residential NATS), a single public IP address is normally assigned as the
external IP address (i.e. X1 = X2). However, larger NATs will assign the external IP address from a
pool of available IP addresses.

H.1.2 MG-local NA(P)T function

It may be concluded that aBGF (MG) provided NA(P)T function may provide all above three NAT types. Thisis
dependent on SPDF (MGC) control and transparent for the BGF (MG) due to the H.248 Context concept ("M GC-strict
control of NA(P)T function™).

H.2 NAPT-full modes

Thisannex isjust considering the example of NAPT, i.e. both network address and transport port are trandated, and not
the sub-scenarios of NAT or port translation only.

NAPT could be applied for both traffic directions (called "bidirectional” NAPT in the present document) or only for
one direction (called "unidirectional” NAPT). The BGF is further supporting the two categories concerning the Local
Source transport address: with or without explicit Local Source network address and/or transport port settings.

NOTE 1: It may be noted that "bidirectional NA(P)T" (aka "two-way NA(P)T") in RFC 2663 has a different
meaning: session may be initiated from both sides of the NA(P)T device.

The remote I P nodes could furthermore use asymmetrical or symmetrical network addresses. The symmetry condition
holds e.g. in case of single-homed IP hosts or remote NAT devices, and remote multi-homed | P hosts could lead to
asymmetry.

NOTE 2: Thereis not any requirement for symmetrical local network addressesin H.248. The MG could thus
assign different values for LS(A) and LD(A). The MGC could enforce symmetry by explicitly setting
LS(A) with the same value as the MG-assigned value for LD(A).

The shown examples are related to clause 5.17.1.2 of [i.3], see also figure 3 in [i.3] with regards to the IP-to-1P Context
model and transport address value examples for the H.248 LDs and RDs.

H.2.1 General case: non-symmetrical remote network addresses

Conventions: All following figures are using a colour code. Any changing colour in 1P packet flow direction is
indicating a translation function of the correspondent PCI (i.e. network address, and transport port).
The white colour means that this information is not influenced by H.248 descriptors. The associated
IP endpoints of the two traffic directions have the same colour in case of address symmetry, or a
different colour in case of asymmetry.

H.2.1.1 "Double" NAPT mode without explicit Local Source settings

Figure H.2 illustrates such a scenario, the LCD is not providing explicit Local Source (LS) settings. Thisisavery usual
BGF scenario, and actually reflecting the standard case for all other profiles not using these gm package properties.

NOTE: Properties gm/esas, gnvlsa, gm/esps and gmvlsp; see also clause 5.14.2.5.
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!{LocalControl Descriptor:
v no LS(A,P) information
!

Remote Descriptor:
RD(A) = 10.140.120.10

LocalControl Descriptor: ::
no LS(A,P) information
L}

Remote Descriptor:
RD(A) = 156.106.192.33

1
[}
i
RD(P) = 222 | v 1] LRD(P) = 556
——————————————————— ’/ : e e e e e e e e -
S N
4“;\' Context C1 \—17 N
RD(P) - -------~ F==1LS(P) Urq---=---=---~ .----.--- --------- RS(P) |14
RD(A) |¢ LS(A) J¢ : 4 RS(A) |L3
]
J S\ \
RS(P) F--------- ---. ---------------- M LS(P) FF-1-------- » RD(P) |14
RS(A) b b LS(A) » RD(A) |L3
~— —
T1(51) T2(51)
IP Header L4 Header IP Header L4 Header
MAladloplsr] |« < BACA]Belsr] |
L4 Header IP Header L4 Header IP Header
| [Cs» [ s» Il — —| [[sp ToPI[sAToA]

Figure H.2: NAPT modes by BGF - "Double" NAPT mode without Local Source settings -
Non-symmetrical Remote Network Addresses

The Local Source transport addresses, - LS(A) and LS(P) -, are solely allocated by the BGF (MG) because the SPDF
(MGC) is not using the correspondent gm package properties for explicit LS settings. Thereisthusimplicitly a
"source-double” NAPT (dueto H.248 B2BIH Context type), besides the "destination-double” NAPT due to gm package

capabilities.

The Remote Source transport addresses, - RS(A) and RS(P) -, are unknown to the BGF (MG) due to the asymmetry
assumption here (RS(A) = RD(A); RS(P) # RD(P)). They remain unknown as long as latching is not enforced.

NOTE 1: "latching" will lead to "symmetrical remote network addresses’, see clause H.2.2.1).

NOTE 2: It may be noted that policing of remote source transport addresses could lead to additional information

with regards to RS values.
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H.2.1.2 "Double" NAPT mode with explicit Local Source settings

Figure H.3 illustrates such a scenario.

"

) LocalControl Descriptor:
i LS(A) = ...

! LS(P) = ...

1
Stream Descriptor for T1

LocalControl Descriptor:
LS(A) = ...
LS(P) = ...

Remote Descriptor:
RD(A) = 10.140.120.10
RD(P) = 222

Remote Descriptor:
RD(A) = 156.106.192.33

1
]
]
1
: : RD(P) = 556

/ :
.

o Context C1 \T| . \\

RD(P) ¢=======-~ r--9LS(P) ¢-q---------- F--- == RS(P) |L4
RD(A) |« LS(A) |« ¢ RS(A) |L3
RS(P) F-==-==-=-~-- --->- ———————————————— MLSP) Fr--1-------- »RD(P) |4
RS(A) q » LS(A) » RD(A) |L3
T1(51) T2(51)
IP Header L4 Header IP Header 14 Header
[DATsAJ[oPTsP]| | < <— ([T sA BT 5P | |
L4 Header IP Header L4 Header IP Header
| 53 |BEY = [p=N — | [P Top][saToA]

Figure H.3: NAPT modes by BGF - "Double” NAPT mode with explicit setting
of Local Source Transport Address LS(A,P) in both directions -
Non-symmetrical Remote Network Addresses

The Local Source transport addresses, - LS(A) and LS(P) for both directions -, are here explicitly allocated by the SPDF
(MGC), using the correspondent gm package properties for explicit LS settings.

The Remote Source transport addresses, - RS(A) and RS(P) -, are still unknown to the BGF (MG) due to the asymmetry
assumption here (RS(A) # RD(A); RS(P) # RD(P)). They remain unknown as long as latching is not enforced (note:
"latching" will lead to "symmetrical remote network addresses’, see clause H.2.2.1). The Remote Source transport
addresses are over-written by the BGF (MG) by the explicitly controlled Local Source transport addresses. It may be

noted that the actual Local Source transport addresses used by the BGF (MG) could be different with the inserted Local
Source transport address values in the outgoing I P packets.

H.2.2 Special case: symmetrical remote network addresses

It may be noted that symmetrical remote network addresses does not imply any symmetry condition for BGF (MG)
local network addresses.
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H.2.2.1 "Double" NAPT mode without explicit Local Source settings

Figure H.4 illustrates such a scenario, the LCD is not providing explicit Local Source (LS) settings.

| e e e e e e ===

1!LocalControl Descriptor: ! '.:.
11 no LS(A,P) information ; !
!

Remote Descriptor:
RD(A) = 10.140.120.10
RD(P) = 222

I
T

Stream Descriptor for T2 |

LocalControl Descriptor: 1|
no LS(A,P) information !
1

Remote Descriptor:
RD(A) = 156.106.192.33
RD(P) = 556

4
, AN
’ []

..................... a Context C1 \Hﬁ
RD(P)J¢--------- 1S - .—---.-—- --------- 1RS(P)
RD(A) ¢ LS(A) ¢ : 4 RS(A)

]

I z/ SN I
RS(P) } +-------- ---». ---------------- M LS(P) FF-1----===1 » RD(P)
RS(A) b b LS(A) » RD(A)

...................... ~—

T1(51) T2(51)
IP Header L4 Header IP Header 14 Header
[ATsA J[oPT <P | | < <— [ATsa J [oRT 5P ] |
L4 Header IP Header L4 Header IP Header
| [E2 5N =N — | [[sp ToP [ saoA]

Figure H.4: NAPT modes by BGF - "Double” NAPT mode without Local Source settings -
Condition of symmetrical Remote Network Addresses

The Local Source transport addresses, - LS(A) and LS(P) -, are again solely allocated by the BGF (MG) because the
SPDF (MGC) is not using the correspondent gm package properties for explicit LS settings.

The Remote Source transport addresses, - RS(A) and RS(P) -, are supposed to be equal to the Remote Destination
transport addresses, - RD(A) and RD(P) -, by the BGF (MG) due to symmetry assumption here (RS(A) = RD(A);
RS(P) = RD(P)). The symmetry condition is always given in case of NAT Traversal support by the BGF (MG) via
latching, see also [Assumption 2 " Symmetry assumption for remote address A2"] in clause 1.1 of H.248.37.

This scenario is supported by profile [i.3], see table 1 on Remote Source transport address allocation in

clause 5.17.1.1 of [i.3].
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H.2.2.2 "Double" NAPT mode with explicit Local Source settings

Figure H.5 exemplifies such a scenario, which represents a combination of clausesH.2.2.1 and H.2.1.2.

Stream Descriptor for T1

LocalControl Descriptor:
LS(A) = ...
LS(P) = ...

"

) LocalControl Descriptor:
i LS(A) = ...

! LS(P) = ...

Remote Descriptor:
RD(A) = 10.140.120.10
RD(P) = 222

Remote Descriptor:
RD(A) = 156.106.192.33

I
'
]
1
! RD(P) = 556
/ [T
!
]
]
WL | ComtextCl] Ny | Ny

RD(P) = ----~--~-~ F==-1LS(P) M- q---------~ ----.-—- --------- {RS(P)

RD(A) ¢ LS(A) ¢ 4 RS(A)
I pd — "
RS(P)}F+-------- --->- ---------------- MLS(P) Fr-1-------- MRD(P) |}
RS(A) > b LS(A) » RD(A) |i
...................... N ___

T1(51) T2(51)
IP Header L4 Header IP Header L4 Header

[oATsa][oPTsP]] | < <— [[PAT sA ORI <P ]| |
L4 Header IP Header L4 Header IP Header
| B2 B [ — | [[spTop[saTpA]

Figure H.5: NAPT modes by BGF - "Double” NAPT mode with explicit setting
of Local Source Transport Address LS(A,P) in both directions -
Condition of symmetrical Remote Network Addresses

The Local Source transport address, - LS(A) and LS(P) -, and the correspondent Local Destination transport address,
- LD(A) and LD(P) -, could be different, i.e. asymmetrical.

H.3 NAPT-less

NOTE: Thisclauseis considering the case of both network address and transport port translation-less behaviour.

H.3.1 Definition

The NAPT-less handling implies that neither the destination nor source network address and transport port values of an
incoming IP packet will be changed by the BGF (MG). These IP and L4 header fields, i.e. the 4-tuple of { DA, SA, DP,
SP}, remains unchanged in the outgoing I P packet. The BGF (MG) behave in the NAPT-less mode then as usua "next

hop" node (as opposed to the Back-to-Back IP Host (B2BIH) mode), according the native I P forwarding function as
defined by RFC 1812 [i.17].

H.3.2 BGF (MG) behaviour for NAPT-less

This clause recalls again the basic requirements for aBGF (MG) in NAPT-less mode.
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H.3.2.1 Handling of source transport address values {SA, SP}

The SA and SP values of an outgoing I P packet will be identical to the 2-tuple of the received IP packet. Thisimplies
that the SPDF (MGC) will not use the correspondent gm package properties for explicit LS settings. The BGF (MG)
will also not insert the local source transport address valuesin the outgoing | P packet.

H.3.2.2 Handling of destination transport address values {DA, DP}

The DA and DP values of an outgoing | P packet will be identical to the 2-tuple of the received I P packet. The BGF
(MG) will thus not overwrite the local destination transport address values, as received by the incoming IP packet, in
the outgoing | P packet.

H.3.3 Control methods of NAPT-less mode

There are several optionsin how a SPDF (MGC) could indicate the NAPT-less mode to the BGF (MG).

H.3.3.1 Method 1: mirrored H.248 LD and RD between the two H.248 IP
terminations (stream endpoints)

The SPDF (MGC) signals the same transport addressin the LD of termination T1 (T2) as used for the RD of
termination T2 (T1). Thisimplies a couple of conditions:

. usage of H.248 full specification method for these resources, i.e. wildcarding in the LD is not allowed;
e  availability of RD information when LD is signalled; and
o BGF (MG) compares correspondent RD and LD valuesin order to conclude NAPT-less mode.

Thisimplicit method is supported by profile [i.3], see clause 5.17.1.2 of [i.3].

H.3.3.2 Method 2: omitted address information in H.248 LD and RD

The network address value could be carried by the SDP "c=" line, the transport port value in the "m=" line. Both values
could be basically omitted by using a"-" character. This explicit method is not supported by present |a profile versions
(because this H.248 profiles are not allowing the "-" for the correspondent field elementsin these SDP lines; see

clause 5.15 of [i.3]).

H.3.3.3 Method 3: explicit indication via H.248 Context Attribute

The NAPT-less mode relates to the "I P router mode” (IPR) of an H.248 1P-to-1P Context which could be explicitly
indicated by using property ipr/ifm according Draft H.248.64. This explicit method is not supported by present |a
profile versions (because this H.248 package is not supported by this profile).
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H.3.4.1

Figure H.6 illustrates such a scenario of mirrored H.248 LD and
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"Double" NAPT-less mode, controlled via method 1

RD transport address values.

| commceccercceceececee==
!LocalControl Descriptor:
11 no LS(A,P) information

Local Descriptor:
RD(A) = 156.106.192.33
RD(P) = 556

Remote Descriptor:
RD(A) = 10.140.120.10
RD(P) = 222

LocalControl Descriptor: 1|
no LS(A,P) information ::
1

Local Descriptor:
RD(A) = 10.140.120.10
RD(P) = 222

Remote Descriptor:
RD(A) = 156.106.192.33
RD(P) = 556

RD(P) ¢ -------- - ==L LS(P) J« RS(P) |L4
RD(A) [+ LS(A) J¢ RS(A) |L3
Y
RS(P) F--------- --»{DP) } RD(P) |4
RS(A) » LD(A) RD(A) |L3
T1(S51)

IP Header 14 Header
[lDAT sa |[DP] <P ||

L4 Header IP Header
[[spTor][sapA] —

|

IP Header L4 Header

<— |[DA] sa][oPT 5P ]

|

L4 Header IP Header

[sp [oP][ sa DA

— |

Figure H.6: NAPT modes by BGF - "Double" NAPT-less mode, controlled via method 1 -
Non-symmetrical Remote Network Addresses

H.4

Mixed NA(P)T-full/NA(P)T-less modes

This examples provides further examples with scope on mixed NA(P)T modes. Purpose of this clauseis the indication
of further feasible modes, but also to point out the limitations of this profile version.

H.4.1 Example of combination of Double-NAPT and NAPT-less

Figure H.7 illustrates a hybrid scenario with following NA(P)T behaviour:

Direction Source information Destination information
X-to-Y NAPT-less NAPT-less
Y-to-X NAPT-full NAPT-less
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Thereisnot any NAPT for destination information, in both traffic directions.
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E Stream Descriptor for T1

LocalControl Descriptor:
LS(A) = 156.106.192.33
LS(P) = 556 |

Remote Descriptor: |
RD(A) = 10.140.120.10
RD(P) = 222

Local Descriptor:
LS(A) = 10.140.120.10
| |_LS(P) = 222

Local Descriptor:
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[Remote Descriptor:
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RD(P) = 556
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Figure H.7: NAPT modes by BGF - Example of ¢
Double-NAPT and NAPT-less

Control aspects of the NAPT-less paths:

("method 1");

using an LS(A,P) value according the RD(A,P) of host Y; and

The feasibility of this scenario is due to following condition:

H.4.2 Profile limitations

The hybrid NA(P)T modes could be not controlled in case of dual-/multi-homed

assumption of single-homed IP peer nodes, i.e. condition of "RS(A,P) =

ombination of

the "destination NAPT-less" behaviour (X-to-Y direction) could be controlled via mirrored LD/RD values
the "source NAPT-less" behaviour (Y-to-X direction) could be controlled viaexplicit Local Source settings,

a"destination NAPT-less" behaviour (Y-to-X direction) viamirrored LD/RD values (" method 1").

RD(A,P)" for both hosts X and .

IP peer nodes, i.e. source and/or

destination host entities with different IP interfaces per traffic direction, i.e. "RS(A,P) # RD(A,P)".
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Annex I
lllustration of "Protocol Layer Lx"-based Packet Processing
BGF modes

The mode of operation of the BGF relates to the | P-to-I P interworking mode (see clause 3.1/ [i.3]) as configured
(viaH.248 signalling) for a particular H.248 (1P, 1P) Context (see annex G). The BGF mode is tightly coupled to the set
of enforced policy rules. A particular policy rule istypically related to a specific protocol layer. Tablel.1 provides some
examples for protocol layer dependent policy rules.

Purpose of thisannex isto illustrate:
e  thebasic H.248 control framework for policy control;
. example BGF modes of operation in more detail;
. example H.248 encoding for some selected BGF modes; and

. the identification of supported and not (yet) supported BGF modes.

Table I.1: Protocol layer dependent Policy Rules (Examples)

Handling options of IP media flows Protocol Applicability to profile
[ = Set of Policy Rules (Conditions and Actions) for |Layer version 3 [i.3]
Policy Enforcement]

L2-VPN indication and marking L2 Yes

MPLS LSP indication and marking L2+ Yes

NAT L3 Yes: B2BIH mode
No: IPR mode

NAPT L4 Yes: B2BIH mode
No: IPR mode

IP Protocol (Version) Translation L3 Yes

Traffic (byterate) Policing of ingress traffic L3 Yes

Traffic (byterate) Shaping of egress traffic L3 No

QoS (ToS, DSCP, TC) Pre-marking L3 Yes

Policing of Remote Source Transport Addresses L3/L4 Yes

Policing of (Local) Destination Transport Addresses [L3/L4 Yes

(in IPR mode)

Policing of (IP Transport) Protocol Type L3 Yes

Policing of (IP Application) Protocol Type L4+ Yes

(IP Application) Data Inactivity Detection L4 Yes

RTCP packet policing L4+ Yes (partially)

RTCP report generation L4+ ... L7 Yes (partially)

Media format conversion (e.g. audio transcoding) L7 Yes

Policy enforcement (session-dependent or session-independent) could be complemented by measurements of QoS, GoS,
capacity, load or performance related metrics, and the generation and reporting of correspondent statistics. Such a
measurement is either explicitly subject of a particular policy rule (as a policy action), or generally associated to a
traffic flow. Table 1.2 provides some examples (see also annex J).
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Table 1.2: Protocol layer dependent measurements,
statistics generation and reporting (Examples)

Metric Protocol Applicability to this profile
Layer

Stream holding time - Yes (via nt/dur)

L2 traffic volume L2 No

IP traffic volume L3 Yes (ipocs package)

L4 traffic volume L4 Yes (via nt and rtp packages)

L7 traffic volume L7 Partially yes, just for RTP-based

applications (rtpad package)

Discarded IP packets dueto IP [L3 Yes

byterate policing

Discarded IP packets due to IP |L3 No

packet size policing

Discarded IP packets due to L3 Yes

network address filtering

Discarded IP packets due to L4 Yes

transport address filtering

RTP packet L4+ Yes

delay variation, delay, etc.

RTCP XR/HR based L3 ... L7 No

RTP metrics

.1 BGF modes - Technological Framework

The laBorder Gateway Function (BGF) is provided by an H.248 Media Gateway (MG) entity. The H.248 bearer-path
is therefore synonym to the | P media-path (also known as IP data-path): the BGF could be enforced for various modes
of operations ("BGF modes"), dependent on the overall set of enforced policy rules per H.248

Stream/T ermination/Context.

A particular BGF mode could be limited to a specific protocol layer, but coverstypically multiple layers (e.g. L4/L3 in
case of NAPT). Common to all BGF modesisthe processing of L3 (IP) layer. There are BGF modes up to the
application layer (viz. L7-to-L 3) in case of "media awareness'. But there are a'so BGF modesdownto L2.50r L2,

e.g. in case of usage of H.248 packages mpls or vian.

The BGF could consequently behave as, e.g.:
. L2 (VPN) switch function;
. MPLS L SP switch or edge router function;
e  nativeor service-enhanced IP router function;
. L4 transport connection switch function;
e  back-to-back IP host function;

. media format conversion function (e.g. "transcoder”, "transrater”, "transpacker"); or
. Media Application ILevel Gateway (MALG) function.
complemented by:

. security-specific policy rules (e.g. due to session-dependent or/and session-independent policing on various
protocol layers).

It is self-evident that the aimed BGF mode requires an unambiguous policy control "command" (*which relates to the
pushed (or pulled) policy rules’).

Purpose of thisannex isto summarize the major BGF modes, complemented by example H.248 Stream Descriptor
Settings.
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.2 BGF modes - Control Framework

The"m=" line is the prime BGF mode determining SDP line. Clause G.2.2 outlines 16 possible BGF mode
combinations due to SDP "m=" line signalling. The basic control framework (from policy decision point) could be
derived by considering the simplified model of just 4-out-of-16 "m=" line modes, see figureI.1.

e Media L4 L4 (& L4+)| Media |H.248 IP-to-IP Context
» Type Port Protocol | Format [Mode of Operation
E.1,
E.2, .
F.1, Media
F.2
Media format agnostic,
D.1, - . .
D.2 Media framing s
Transport
CA1, _ _ Media agnostic,
C.2 Transport
B.1, _ _ _ Media agnostic, L4-port )
B.2 Transport-protocol agnostic
A1, _ _ _ _ Media agnostic,
A2 Transport agnostic

NOTE:  Column "m="refers to example BGF modes in subsequent clauses.

Figure I.1: BGF modes - Control framework -
Major SDP "m="-line specification combinations

NOTE: Incase of BGF modes A and B, the BGF, in case of NA(P)T, cannot re-calculate the L4 PCI checksum, as
the actual transport protocol (DCCP, UDP, UDP-Lite, TCP, SCTP, ...) in use is unknown to the BGF.
Thusit is assumed that the SPDF only asks for these modes, if either NA(P)T less operation modes are
intended or, in case of NA(P)T, L4 checksum updates are not expected (some L4 protocols define the
checksum as an optiona element). In other words, the BGF cannot be made responsible for incorrect L4
checksum values, if the SPDF asks for NA(P)T.

There are further four "1P traffic* endpointsin an H.248 IP-to-1P Contexts with a single H.248 Stream, see figure 1.2.
The mode of each traffic endpoint is primarily under control of the LD for ingress and the RD for egress direction. All
four descriptors do finally determine the enforced mode of operation(s) of the "IWF" (the understanding of
"interworking" and "interworking function" is according ITU-T Recommendation Y .1251 [i.13]).
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Ta(S1): Local Descriptor

Tb(S1): Remote Descriptor
me | Media L4 |L4 (& L4+)| Media _ | Media L4 |L4 (& L4+)| Media
Type Port Protocol | Format m= Type Port Protocol | Format
_ _ GL\ /AI _ _
AY 4
\ {
\ 1
— — — \ | — — —
) 1
) 1
— — — — 1 1 —_ —_ —_ —_
1
' H.248 IP-to-IP Context C1 /
H Interworking
| Function (IWF)
1
1'% - - .
L4 Ld
d - N 4
A Al
_______ 7 .~
Lo Ta (51) : Tb(S1) “f==-coo___
T DI
f’, : \\\
1 AY
re s 'S
Ta(S1): Remote Descriptor Mode Of Operatlon
me= Media L4 L4 (& L4+)| Media

Tb(S1): Local Descriptor
Media
Type Port Protocol | Format

e 14 |4 (& L4+)] Media
" | Type Port | Protocol
mG resource control, e.g.: \

Format

_ « DSP resource required?

« B2BIH or IPR mode? -
— « NAT? NAPT? NAPT-PT? _ _
« NAT-T (traversal support)?
- - - \\-\\etc. /

Figure 1.2: BGF modes - Control Framework -
H.248 Local and Remote Descriptor: SDP "m="-line and H.248 IP-to-IP Context

The BGF mode is theoretically independent for each traffic direction, see figure 1.3 and figure |.4. Fortunately the
symmetry assumption holdsin the very majority of real world use cases, i.e. the signalled mode of the LD isidentical to
the RD per Stream endpoint.

An example asymmetric use case according figure [.3 isasingle NA(P)T case, whereas:

the NA(P) T-less direction can be media agnostic and transport agnostic; and

the NA(P)T-full direction has to be transport protocol aware due to required L4 checksum updates.
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[t T
L
Ta(S1): Local Descriptor ’l' Correlat"‘) ........
e r_/tredia PL4t L;t (E:DL4I) FMediat ! 1) f the s S et een -\:&.k.[j\
ype orf rotocol omat | | A1) Pbar,. = I Stra~. MR ==~
===/ 28twe m/ 7
~-=xtWeg Term; !
~~~~~~~~ nation 1'
N S~ ! ~~~~~~ Ct . ) ll
_ — \ heElY !9/7 ?
\ ‘. Tt
_ — — | ,
1 ’
\‘ I"
- - - ’
| H.248 IP-to-IP Context C1 /
! Interworking ,:'
. Function (IWF) 1
! |
> ¢ - - -~ ] >
4 ” - = '!\ <
1) e
- .
A}
&
Ta(S1): Remot Tb(S1): Local Descriptor
| Media
™| Type

Symmetry assumption,
or not?

Figure 1.3: BGF modes - Control Framework - Correlation between LD and RD (of the same
Stream/Termination): (1) between Stream (traffic) directions

Tofigure1.3: the selected mode for Ta(S1) ingress side (by LDTa(Sl)) isdifferent to the selected mode for Ta(S1)
egress side (by RDgyy). Such an asymmetry might be due to specific NAT behaviour, different media formats per
direction, etc.

Figure |.4 depicts the 2"d dimension of the control framework: the correlation between the signalled modes of the two
terminations in the context. The symmetry assumption is applicable as there are no reasonable asymmetry use cases. If

the BGF receives asymmetric descriptors (L DTa(Sl) — RDTb(Sl)), the BGF could use the joined information of both
descriptors from the two Stream endpoints to derive the mode of operation for the particular direction.
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1 Corrarmis==-=-
! Orrelation pefyyacs=r=
1 N Detwean [ R-S~==-co_
Ta(S1): Local Descriptor ) (of differentt_’v:/een.LD & RD "7
| Media 4 |L4(eL4r) Media ' (2) b Mminatjq 1
m= | U R AR e o o eea 14 etWe ns): 1
Type Port Protocol | FOrmat (|  TT=AeTTL ?n Stream en dp . 1
TTm=--=-.tldPoints? H
------- 1
— ]
_— ] — — — —
= _— > Context C1 i
Symmetry assumption, " ’;%g__
or not? L(IWF)
— : — (/ " - r :
< o - F <
P Ta (51) : | R TT
it : ~\‘\
l, ] \\\
4 Mode of Operation :

Ta(S1): Remote Descriptor Tb(S1): Local Descriptor

Figure 1.4: BGF modes - Control Framework - Correlation between LD and RD (of the same
Stream/Termination): (2) between Stream endpoint?

Tofigure.4: there would be asymmetry in case of different selected modes between LDsy)) and RDyy gy A real

word use case is difficult to imagine, such kind of BGF control could thus lead to an error scenario (e.g. a
media-agnostic, transport agnostic Stream connected to a media-aware Stream could lead to an error code reply by the

BGF).

The following clauses provide some example modes, inclusive exemplary H.248 signalling.

1.3 Example BGF modes - RTP-based Applications

1.3.1 Example application

This clause considers generic applications, using a RTP session for media transport in the bearer plane. The H.248
Stream do thus carry an RTP media flow and RTCP control flow. The introduced BGF modes by annex G could be
further discriminated with regards to the enforcement of address information translation or not.
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1.3.2  Transport-agnostic modes

Figure I.5 illustrates transport-agnostic modes, i.e. the BGF is not aware of the used transport protocols by the IP
flow(s). Each IP packet could be forwarded with or without network address trandation (NAT-full (A.1) versus
NAT-less (A.2)).

EXAMPLES:
- mode A.1: native NAT function, V4-to-V6 trandator;

NOTE: This mode can only be supported in case of UDP and UDP-Lite transport, if the SPDF can ensure that the
involved host systems abstain from using a UDP checksum (UDP RFC 768 [i.18]: "An al zero
transmitted checksum value means that the transmitter generated no checksum"'.

- mode A.2: native | P forwarding (see also Draft H.248.64 [i.24]).

A NAT-full
Host X L sreamTis) O greamT2s1) | Host Y

_ RTP [ Media i : Media | L7
media flow RTP  beommmm oo e R RTP | L4+
UDP 5 i UDP | L4
IP : IP { NAT | IP ; P |L3
L2 | L2 L2 | L2 |2
L1 ; L1 L1 : L1 L1
RTCP  |Control : Control| L7
control flow  ["prep [oocomieooois O U [ S RTCP | L4+
UDP ’ f UDP | L4
[3 i P { NAT | IP : P |13
2 i 2 2 ; L2 |12
L1 : L1 L1 i L1 L1

b e e — . |

A.2) NAT-less

Host X L sreamTis) O greamTast) Host Y

i Y ' H
_ RTP | Media : : Media | L7
media flow oy Rt R VR RO MU M R RTP | L4+
UDP i |_native IP forwarder_| 5 UDP_|L4
P : P et il P ; P |13
L2 | L2 L2 : L2 |12
L1 ; L1 L1 : L1 |1
RTCP  |Control Control| L7
control flow  "pTCp Loveemcmeeeaee 0 R S S S RTCP | L4+
UDP i native IP forwarder i UDP |14
[3 : L e — S : P |13
2 ; 2 2 ; L2 |12
L1 i L1 L1 i L1 L7

e ———r e

Figure 1.5: "Protocol Layer Lx"-based Packet Processing BGF modes -
Transport-agnostic modes
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Tables 1.3 and 1.4 provide example Stream Descriptor encodings for enforcing the particular modes.

Table 1.3: Example H.248 Stream Descriptor for enforcing
(A.1) NAT-full transport-agnostic mode

H.248 encoding (shortened command)

Comments

MEGACO/3 [11.9.19.65]

Add = ip/321/%/$ {
Media {

Stream = 1 {
LocalControl {
ipdc/realm = "1"
Local {

v=0
c=IN IP4 §
b=..
}
Remote
v=0
c=IN IP4 10.10.10.10
b=..

}
Add = ip/321/%/$ {
Media {

Stream = 1 {
LocalControl {
ipdc/realm = "2"
Local {

v=0

c=IN IP4 §

b=..

}
Remote {

v=0

c=IN IP4 20.20.20.20
b=..

}

39

There is a single H.248 Stream
established. NAT implies the
indication of the network addresses,
which is subject of the SDP "c=" line.

The network address is
underspecified in the LD, because
allocated by the BGF itself, and full
specified in the RD.

The IP domain, for each IP
connection endpoint, is indicated by
the LCD level property ipdc/realm.
This example uses an abstract format
("1", "2") as binding element between
the name-based domain and the
numerical IP address realm.

It may be noted that neither the LD
nor RD contains any transport and
media related information; there is
thus not any "m="line nor "a="lines.
The "b="line could be used for IP
layer bitrate information.

ETSI




46 ETSI TR 183 068 V3.1.1 (2009-08)

Table I.4: Example H.248 Stream Descriptor for enforcing
(A.2) NAT-less transport-agnostic mode

H.248 encoding (shortened command)

Comments

MEGACO/3 [11.9.19.65]

Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl {
ipdc/realm = "1},
Local {
v=0
c=IN IP4 20.20.20.20
b=...
1
Remote {
v=0
c=IN IP4 10.10.10.10
b=..

1
Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl
ipdc/realm = "2"},
Local
v=0
c=IN IP4 10.10.10.10
b=..
}
Remote {
v=0
c=IN IP4 20.20.20.20
b=...
1
1}

NAT-less mode is enforced by
identical IP1-LD/IP2-RD and IP1-
RD/IP2-LD transport addresses (see
clause 5.17.1.2.4.1/ [i.3)).

1.3.3  L4-port aware and transport-protocol agnostic modes

Figure 1.6 illustrates L4-port aware and transport-protocol agnostic modes, i.e. the BGF knows the allocated port
number, but is not aware of the used transport protocols by the IP flow(s). Each IP packet could be forwarded with or
without network address and port transation (NAPT-full (B.1) versus NAPT-less (B.2)).

EXAMPLES:

- mode B.1: "L4-independent, native NAPT";

NOTE: This mode can only be supported in case of UDP and UDP-Lite transport, if the SPDF can ensure that the
involved host systems abstain from using a UDP checksum (UDP RFC 768 [i.18]: "An al zero
transmitted checksum value means that the transmitter generated no checksum™).

- mode B.2: "L4-independent, L4 switching".
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B.1) NAPT-full
Host X L sreamTis1) MO gream 1251y | Host Y
_RTP ['Media § § Media | L7
media flow RTP 4 | RTP | L4+
UDP 3 UDP |14
IP : IP |13
L2 j 2 |2
K : TNOE POSeimF T === == m e L1 L1
1 0 —————
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control flow  [TRTCP hmmememmmmnae S T [ RTCP |L4+
T e k o { NAPT | s — frmmeemnnees UDP_|L4
IP : IP IP ; P |L3
L2 : L2 L2 | L2 |L2
L1 : L1 L1 i L1 |L7
B.2) NAPT-less
Host X L StreamT1(s1)  COMEXEC g eamT2s1) | Host Y
1 ) . ) |
RTP | Media : native L4 PDU : Media | L7
media flow RTP I N A If ?f‘.”.q{q?_r____________________________i, ____________ RTP |L4+
uDP 4 7 bommemeeeees UDP |14
IP : IP ; P L3
L2 L2 i 2 |12
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control flow RTCP h-----mmmmmmm- [ R N If orwaraer | . [ RTCP | L4+
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Figure 1.6: "Protocol Layer Lx"-based Packet Processing BGF modes -
L4-port aware and transport-protocol agnostic modes
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Tables 1.5 and 1.6 provide example Stream Descriptor encodings for enforcing the particular modes.

Table I.5: Example H.248 Stream Descriptor for enforcing
(B.1) NAPT-full, L4 aware transport-agnostic mode

H.248 encoding (shortened command)

Comments

MEGACO/3 [11.9.19.65]

Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl {
ipdc/realm = "1},
Local {
v=0
c=IN IP4 §
m=- $ - -
b=..
}
Remote
v=0
c=IN IP4 10.10.10.10
m=- 40000 - -
b=..

1
add = ip/321/%/% {
Media {
Stream = 1 {
LocalControl {
ipdc/realm = "2"},
Local {
v=0
c=IN IP4 §
m=- $ - -
b=..
1
Remote {
v=0
c=IN IP4 20.20.20.20
m=- 50000 - -
b=...
1
1}

The LD and RD does now contain
also the "m=" line, because the
transport port value is one of the four
"m=" line fields.

The other "m=" line fields are
"dashed" by the "-" value. The BGF is
thus not aware of the media type,
media format and used transport.

It may be noted that this "m=" line
specification reflects the la profile
version 1 BGF mode.
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Table 1.6: Example H.248 Stream Descriptor for enforcing
(B.2) NAPT-less, L4 aware transport-agnostic mode

H.248 encoding (shortened command)

Comments

MEGACO/3 [11.9.19.65]

Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl {
ipdc/realm = "1},
Local {
v=0
c=IN IP4 20.20.20.20
m=- 50000 - -
b=..
1
Remote {
v=0
c=IN IP4 10.10.10.10
m=- 40000 - -
b=...

1
Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl
ipdc/realm = "2"},
Local
v=0
c=IN IP4 10.10.10.10
m=- 40000 - -
b=..
1
Remote {
v=0
c=IN IP4 20.20.20.20
m=- 50000 - -
b=...
1
1}

NAPT-less mode is enforced by
identical IP1-LD/IP2-RD and IP1-
RD/IP2-LD transport addresses.

1.3.4
aware) modes

Transport aware (= L4-port aware and transport-protocol

Figure 1.7 illustrates transport aware (= L4-port aware and transport-protocol aware) modes. Each IP packet could be
forwarded with or without network address and port translation (NAPT-full (C.1) versus NAPT-less (C.2)).

EXAMPLES:
- mode C.1: "L4-dependent, native NAPT";

- mode C.2: "L4-dependent, L4 switching".
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Figure I.7: "Protocol Layer Lx"-based Packet Processing BGF modes -
Transport aware (= L4-port aware and Transport-protocol aware) modes
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Tables 1.7 and 1.8 provide example Stream Descriptor encodings for enforcing the particular modes.

Table I.7: Example H.248 Stream Descriptor for enforcing
(C.1) NAPT-full, L4 aware transport-aware mode

H.248 encoding (shortened command) Comments

MEGACO/3 [11.9.19.65] The used transport (protocol) is now
) indicated in the "m=" line, which is still
Aﬁ‘eld;al?/wl““ { media type agnostic and media
Stream - 1 { format agnostic.

LocalControl {
ipdc/realm = "1},
Local {

v=0

c=IN IP4 S

m=- $ udp -

b=..

1
Remote {

v=0

c=IN IP4 10.10.10.10
m=- 40000 udp -
b=...

1
add = ip/321/%/% {
Media {
Stream = 1 {
LocalControl {
ipdc/realm = "2"},
Local {
v=0
c=IN IP4 §
m=- $ udp -
b=..
1
Remote {
v=0
c=IN IP4 20.20.20.20
m=- 50000 udp -
b=...
1
1}
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Table 1.8: Example H.248 Stream Descriptor for enforcing
(C.2) NAPT-less, L4 aware transport-aware mode

H.248 encoding (shortened command) Comments

MEGACO/3 [11.9.19.65] NAPT less mode is enforced by

, identical IP1-LD/IP2-RD and
Aﬁjd;allf/ 321/8/8% { IP1-RD/IP2-LD transport addresses.

Stream = 1 {
LocalControl
ipdc/realm = "1},
Local {
v=0
c=IN IP4 20.20.20.20
m=- 50000 udp -
b=..
1
Remote
v=0
c=IN IP4 10.10.10.10
m=- 40000 udp -
b=...

1
Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl
ipdc/realm = "2"},
Local
v=0
c=IN IP4 10.10.10.10
m=- 40000 udp -
b=..
1
Remote {
v=0
c=IN IP4 20.20.20.20
m=- 50000 udp -
b=...
1
1}

1.3.5 Media framing aware (= media-type aware, media-format
agnostic, L4-port aware and transport-protocol aware)
modes

Figure 1.8 illustrates media framing aware (= media-type aware, media-format agnostic, L4-port aware and transport-
protocol aware) modes, i.e. the BGF is not aware of the used media format. But the BGF knows the media framing
protocol, whichisin this example the application level framing protocol RTP, or more precisely: profile RTP/AVP.
Each H.248 Stream endpoint (i.e. T1(S1) and T2(S1)) represents a single RTP endsystem. The H.248 Context is
consequently representing a back-to-back RTP endsystem (B2BRE) model. A single "end-to-end" RTP sessionis
partitioned in two RTP session legs in case of the B2BRE mode. Any RTP session (leg) is constituted (and could be
thus identified) by the tuple of { SSRC, CNAME}. The "CNAME" isthe SDES element carried by the RTP media flow
associated RTCP control flow. However, as the BGF acts media formats agnostic a couple of RTP header elements
(RFC 3550 [i.19]) needs to be carried over from the received RTP packet to the transmitted RTP packet, like:

. Padding bit.

o Extension bit.

. Timestamp.

e  CSRC count and CSRC values.

° Marker hit.

. Payload type.
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RTCP isterminated, i.e. each session leg has an independent RTCP session.
EXAMPLES:
- mode D.1: H.248.xng-based QoS reporting;
NOTE: H.248.xnq is not defined for RTP Translator modes.

- mode D.2: native IP forwarding (see also Draft H.248.64).

D.1) NAPT-full Y L. No processing of
Host X L stream T1(s1) SNV geamT251) || the RTP payload.
~ RTP | Media : : Media | L7
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IP : IP P : P |13
L2 L2 L2 i 2 |12
L1 ; L1 L1 i L1 |1
; No forwarding
RTCP  |Control i \ [ of RTCP reports [Control] L7
control flow  ["RTCP f-nnnreeennas drmeeeens { RTCP RTCP |5 t———— RTCP | L4+
uDP uDbP ﬁ% uDP i UDP | L4
IP ; IP 7N IP § P L3
L2 : L2 L2 | L2 |L2
3 T L I (= S Lt
1 T e e e e e oo
[ B2BRE mode "0
1_(“Back-to-B
1.\_2dcK-To-Back RTP Endsystem”) 1
DZ) NAPT’less :"_______"_________"'____'C'(')h'fe')'(_t__c_,l """""""" P === 4
Host X i Stream T1(51) Stream T2(S51) ! Host Y
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D I frmreees { RrTP [ Iwr | RTP_{-------- oeeomeeenees RTP_| L4+
UDP ; uDP UDP | UDP |14
IP : IP IP ; IP_ |13
L2 L2 L2 i 2 |L2
L1 ; L1 L1 L L1
RTCP |Control : ; Control| L7
control flow  ["RTCP fomnmmemmnnas droneeees {RTCP RTCP }+4-------- bmmoeeaneees RTCP | L4+
uDP § uDP uDP : UDP | L4
IP ; IP IP : IP_ |13
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= =V It

Figure 1.8: "Protocol Layer Lx"-based Packet Processing BGF modes -
Media framing aware (= Media-type aware, Media-format agnostic,
L4-port aware and Transport-protocol aware) modes
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Tables1.9 and 1.10 provide example Stream Descriptor encodings for enforcing the particular modes.

Table 1.9: Example H.248 Stream Descriptor for enforcing
(D.1) NAPT-full, Media framing aware, media format agnostic mode

H.248 encoding (shortened command)

Comments

MEGACO/3 [11.9.19.65]

Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl {

ipdc/realm = "1},
Local {

v=0

c=IN IP4 §

m=- & RTP/AVP -
b=..

1
Remote {

v=0

c=IN IP4 10.10.10.10
m=- 40000 RTP/AVP -
b=..

1
add = ip/321/%/% {
Media {
Stream = 1 {
LocalControl
ipdc/realm = "2"},
Local {
v=0
c=IN IP4 §
m=- $ RTP/AVP -
b=..
1
Remote {
v=0
c=IN IP4 20.20.20.20
m=- 50000 RTP/AVP -
b=...
1
1}

If at all, then the used media framing

protocol will be indicated in the "m="

line by field "transport protocol", which

relates here to "RTP-over-UDP" in

case of RFC 3551 [i.20] profile

"RTP/AVP".

Conclusion:

e Transport protocol: UDP

e Application level framing
protocol: RTP

The Add commands are still media
type agnostic and media format
agnostic (e.g. the BGF is not aware
whether the RTP service data unit
carries e.g. audio (e.g. G.72X), video
(e.g. H.26X), realtime text

(e.g. T.140), realtime facsimile

(e.g. T.38 over RTP) or multimedia
(e.g. MPEG)).
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Table 1.10: Example H.248 Stream Descriptor for enforcing
(D.2) NAPT-less, Media framing aware, media format agnostic mode

H.248 encoding (shortened command) Comments

MEGACO/3 [11.9.19.65] NAPT-less mode is enforced by

, identical IP1-LD/IP2-RD and
Aﬁjd;allf/ 321/8/8% { IP1-RD/IP2-LD transport addresses.

Stream = 1 {
LocalControl
ipdc/realm = "1},
Local {
v=0
c=IN IP4 20.20.20.20
m=- 50000 RTP/AVP -
b=..
}
Remote {
v=0
c=IN IP4 10.10.10.10
m=- 40000 RTP/AVP -
b=..

1
Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl
ipdc/realm = "2"},
Local
v=0
c=IN IP4 10.10.10.10
m=- 40000 RTP/AVP -
b=..
1
Remote {
v=0
c=IN IP4 20.20.20.20
m=- 50000 RTP/AVP -
b=...
1
1}

[.3.5.1 Open items

This particular BGF mode may lead to different variants concerning RTCP processing (e.g. inspection of report content,
protocol termination, forwarding/filtering of particular report types). This mode is also related to ongoing work in IETF
and ITU-T, and thus for further studies.

1.3.6 Media aware "RTP Transport Translator" (= media-type
aware, media-format aware) modes

Figure 1.9 illustrates media aware "RTP Transport Trandator" (= media-type aware, media-format aware) modes. The
BGF acts as a B2BRE with two session legs and the corresponding RTCP sessions. More information on this modesis
provided by [i.11] and [i.12].

EXAMPLES:
- mode E.V/E.2:
] "Media Transpacking" (e.g. packetization time conversion according Draft ITU-T G.IP2IP[i.14]).
L] "Dgjittering” (Draft ITU-T G.IP2IP[i.14]: e.g. jitter adjustment/limitation or jitter elimination (or

complete dejittering between two interconnected IP domains with substantially different IPDV
conditions).
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E.1) NAPT-full
) f T o tet O Extended RTP processing model
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i )’flTP Media | Media |------- Tr- - - Med SOEG ; %tpeTndS RFS 3550 ",10?6(115-
media flow | pTD |l __ R | L WWE Lo L] ote Z: rn mode may include
RTP : RTP IWF L RT! \AP)T according RFC 5117.
UDP : UDP F17°""""""7 NAPT """" | UDr ! uur =
IP ; IP IP ; IP |13
L2 L2 L2 i L2 |2
L1 ; L1 L1 | L1 |1
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Figure 1.9: "Protocol Layer Lx"-based Packet Processing BGF modes -
Media aware "RTP Transport Translator" (= Media-type aware, Media-format aware) modes
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Tables1.11 and I.12 provide example Stream Descriptor encodings for enforcing that particular modes.

Table 1.11: Example H.248 Stream Descriptor for enforcing
(E.1) NAPT-full, Media aware mode

H.248 encoding (shortened command)

Comments

MEGACO/3 [11.9.19.65]

Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl {
ipdc/realm = "1},
Local {
v=0
c=IN IP4 §
m=audio $ RTP/AVP 8
a=ptime:20
b=..
}
Remote {
v=0
c=IN IP4 10.10.10.10
m=audio 40000 RTP/AVP 8
a=ptime:20
b=..

1
Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl
ipdc/realm = "2"},
Local
v=0
c=IN IP4 3
m=audio $ RTP/AVP 8
a=ptime:30
b=...
1
Remote {
v=0
c=IN IP4 20.20.20.20
m=audio 50000 RTP/AVP 8
a=ptime:30
b=...

The "m="lines are now fully explicit
concerning media type, framing and
format.

Example:

Different packetization times for the
same codec type ("media format")
result in media transpacking.
Transpacking implies RTP SDU
processing, but also the modification
of RTP PCI (e.g. timestamp value).
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Table 1.12: Example H.248 Stream Descriptor for enforcing
(E.2) NAPT-less, Media-aware mode

H.248 encoding (shortened command)

Comments

MEGACO/3 [11.9.19.65]

Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl {
ipdc/realm = "1},
Local {
v=0
c=IN IP4 20.20.20.20
m=audio 50000 RTP/AVP 8
a=ptime:20
b=..
}
Remote {
v=0
c=IN IP4 10.10.10.10
m=audio 40000 RTP/AVP 8
a=ptime:20
b=...

Add = ip/321/$/$
Media {
Stream = 1 {
LocalControl
ipdc/realm = "2"},
Local
v=0
c=IN IP4 10.10.10.10
m=audio 40000 RTP/AVP 8
a=ptime:30
b=...
1
Remote {
v=0
c=IN IP4 20.20.20.20
m=audio 50000 RTP/AVP 8
a=ptime:30
b=...

NAPT less mode is enforced by
identical IP1-LD/IP2-RD and IP1-
RD/IP2-LD transport addresses.

Different ptimes for the same codec
result in media transpacking.

1.3.7 Media aware "RTP Media Translator" (= media-type aware,

media-format aware) modes

Figure1.10 illustrates media aware "RTP Media Trandator” (= media-type aware, media-format aware) modes.

EXAMPLES:
- mode F.1/F.2:

L] "Media (format) transcoding”

(e.g. voice transcoding, audio transcoding, video transcoding, image transcoding).

" "(PSTN) bearer service adaptation” like e.g. peering V.152 VBDol P domains with T.38 Fol P

domains.

" Inband signalling for Network Telephone Events (NTE): adaptation between RTP pass-through
mode ("NTE-over-voice codec-over-RTP") and RTP packet relay mode ("NTE via

RFC 4733 [i.21] and RFC 4734 [i.23] RTP packets').
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F.1) NAPT-full o -1 Extended RTP processing
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Figure 1.10: "Protocol Layer Lx"-based Packet Processing BGF modes -
Media aware "RTP Media Translator" (= Media-type aware, Media-format aware) modes

ETSI



60

ETSI TR 183 068 V3.1.1 (2009-08)

Tables1.13 and I.14 provide example Stream Descriptor encodings for enforcing that particular modes.

Table 1.13: Example H.248 Stream Descriptor for enforcing
(F.1) NAPT-full, Media aware mode

H.248 encoding (shortened command)

Comments

MEGACO/3 [11.9.19.65]

Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl {
ipdc/realm = "1},
Local {
v=0
c=IN IP4 §
m=audio $ RTP/AVP 8
a=ptime:20
b=..
}
Remote {
v=0
c=IN IP4 10.10.10.10
m=audio 40000 RTP/AVP 8
a=ptime:20
b=..

1
Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl
ipdc/realm = "2"},
Local
v=0
c=IN IP4 3
m=audio $ RTP/AVP 4
a=ptime:30
b=...
1
Remote {
v=0
c=IN IP4 20.20.20.20
m=audio 50000 RTP/AVP 4
a=ptime:30
b=...

There are different media formats
requested for each IP Stream
endpoint, resulting here in voice
transcoding between G.711 A-law
and G.723.1. The G.723.1 codec type
does support two sub-modes, which
are not indicated here in the SDP
blocks. It may be then supposed that
the BGF is selecting (per default) the
high-rate speech (6.3 kbit/s) mode in
egress direction (due to QoS
reasons).
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Table 1.14: Example H.248 Stream Descriptor for enforcing
(F.2) NAPT-less, Media-aware mode

H.248 encoding (shortened command)

Comments

MEGACO/3 [11.9.19.65]

Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl
ipdc/realm = "1},
Local {
v=0
c=IN IP4 20.20.20.20
m=audio 50000 RTP/AVP 8
a=ptime:20
b=..
}
Remote {
v=0
c=IN IP4 10.10.10.10
m=audio 40000 RTP/AVP 8
a=ptime:20
b=...

Add = ip/321/$/$
Media {
Stream = 1 {
LocalControl
ipdc/realm = "2"},
Local
v=0
c=IN IP4 10.10.10.10
m=audio 40000 RTP/AVP 4
a=ptime:30
b=...
1
Remote {
v=0
c=IN IP4 20.20.20.20
m=audio 50000 RTP/AVP 4
a=ptime:30
b=...

NAPT less mode is enforced by
identical IP1-LD/IP2-RD and IP1-
RD/IP2-LD transport addresses.

1.4 Example BGF modes - TCP-based Applications

1.4.1  Example application

This clause considers generic applications, using a TCP transport connection for data transport in the bearer plane. The
H.248 Stream relates therefore to an TCP data flow. The introduced BGF modes by annex G is further refined, using the

following terminology:

. Transport (TCP) relay (trandator) mode: transparent forwarding of TCP packets in terms of stateless

behaviour concerning the TCP connection state machine.

NOTE 1. Theterm Transport Relay Trandator (TRT) mode is based on RFC 3142 [i.22], which scopes the IP

version tranglation for transport protocol aware 1P nodes.

e  Trangport (TCP) proxy (translator) mode (also known as Back-to-Back TCP Endpoint (B2BTE) mode):
statefull forwarding of TCP packets in terms of full protocol termination. The end-to-end TCP connection is
partitioned in two TCP connection legs by the BGF. Each H.248 Stream endpoint provides a stateful TCP

connection state machine.

NOTE 2: Theterm proxy modeis similar as used for HTTP proxy, FTP proxy, SIP proxy, etc.
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.4.1.1 Mode discrimination

Thereis not yet any defined protocol element (like e.g. a SDP information element or a H.248 property) for the explicit
discrimination between the TCP relay and proxy mode. The examples here are using thus an interim solution by
re-using the "mediatype" codepoint for discrimination. See e.qg.:

e Tablel.13: TCPrelay mode, mediatype ="-".
e  Tablel.15:TCP proxy mode, mediatype = "application".

The examples are just illustrative and will be updated as soon as the solution is syntactically and semantically clarified.

1.4.2  TCP relay modes

TCP relay mode is only applicable for fully media agnostic applications.

1.4.2.1 Unencrypted transport layer

Figurel.11 illustrates TCP relay modes, i.e. the BGF is aware that the I P flow is comprised by TCP packets. The BGF
will be"TCP aware" for unambiguous recalculation of L4 header checksum.

EXAMPLES:
- mode G.1: NAPT function, for e.g.:
L] instant messaging in session mode: (M SRP) messages transport over TCP ("M SRPoTCP");
" media streaming (IPTV, VoD) control viaRTSP ("RTSPoTCP"); or
L] hypertext downloading (WWW) viaHTTP ("HTTPoTCP").

- mode G.2: same, but NAPT-less.

G.1) NAPT-full

___________________________________________________________________

Host X Stream T1(S1) Context C Stream T2(S1) Host Y

TCP i i L7
data flow : i 14+

TCP §------ 3 === L4=TCP [ NAPT | LA=TCPFf= ===+ ===--~ $ TCP |14
[3 : IP 1P ! P |13
L2 § L2 L2 i 2 |12
L1 ; L1 L1 § L1 |1

G.2) NAPT-less
L streamTi(sn)  COMECCT gream Ta(s1)

TCP i i L7
data flow i i L4+

TCP &------ === L4=TCP L4=TCP}|- - - - bom--- 4 TCP |4
1P : 1P 1P ; P |3
L2 § L2 L2 ; L2 |12
L1 : L1 L1 § L1 |1

Figure I.11: "Protocol Layer Lx"-based Packet Processing BGF modes -
TCP relay modes
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Tables1.15 and 1.16 provide example Stream Descriptor encodings for enforcing that particular modes.

Table 1.15: Example H.248 Stream Descriptor for enforcing
(G.1) NAT-full TCP relay mode

H.248 encoding (shortened command)

Comments

MEGACO/3 [11.9.19.65]

Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl {

b

Local {
v=0
c=IN IP4 $

m=- $ TCP/MSRP -

a=..

b=...

1
Remote {

v=0

c=IN IP4 10.10.10.10
m=- 40000 TCP/MSRP -
a=..

b=...

}
}}
Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl {
-}y
Local
v=0
c=IN IP4 3
m=- $ TCP/MSRP -
b=..
}
Remote {
v=0
c=IN IP4 20.20.20.20
m=- 50000 TCP/MSRP -
b=..
}
P

Media type and media format is not
specified. The media (data) framing is
indicated by "MSRP", but transparent
for BGF (because not processing any
kind of MSRP related protocol
element or data).
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Table 1.16: Example H.248 Stream Descriptor for enforcing
(G.2) NAT-less TCP relay mode

H.248 encoding (shortened command)

Comments

MEGACO/3 [11.9.19.65]

Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl {
-}
Local {
v=0
c=IN IP4 20.20.20.20
m=- 50000 tcp -
a=..
b=..
}
Remote {
v=0
c=IN IP4 10.10.10.10
m=- 40000 tcp -
a=..
b=..

1
1}
Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl
w}s
Local {
v=0
c=IN IP4 10.10.10.10
m=- 40000 tcp -
b=...
1
Remote {
v=0
c=IN IP4 20.20.20.20
m=- 50000 tcp -
b=..
1
13

Media type and media format is not
specified. The applied data framing or
application protocol is also not
specified.

1.4.2.2 Encrypted transport layer using TLS

Figure1.12 illustrates TCP relay modes with TLS encrypted traffic. TLSis transparent for the BGF, because above the
TCP layer. TLS en-/decryption is subject of the two (BGF remote) TCP endpoints.

EXAMPLES: Seeclause |.3.2.1.
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H.1) NAPT-full

___________________________________________________________________

Context C1

Host X i Stream T1(51) Host Y
TCP [ Data i Data | L7
data flow  [71g e T : TLS | L4+
TCP ¢ | NAPT | » TCP |14
P P |3
L2 2 |2
L1 ; L1 |1
H.2) NAPT-less
L sreamTast) MY gireamTast) |
TCP : ’ L7
data flow L4+
L4
L3
L2
L1

Figure 1.12: "Protocol Layer Lx"-based Packet Processing BGF modes -
TCP relay modes - Transparent TLS forwarding

Usage of TLSistransparent, thus there is no difference on the H.248 interface and the Stream Descriptor encoding
examples of tables1.13 and 1.14 apply here as well.

1.4.3  TCP proxy modes

TCP proxy mode is applied in case of media (type) awareness. Figure 1.13 illustrates TCP proxy modes, i.e. the BGF is
terminating the TCP connection from host X and from host Y. The end-to-end TCP path is thus comprised by two
interconnected TCP connections.

EXAMPLES:
- mode G.1: NAPT function, for e.g.:
L] TLS/TCP to non-TLS/TCP interworking;
L] BGF with embedded M SRP relay; or
" ITU-T Recommendation Y.1560 "TCP" middlebox [i.15].

- mode G.2: same, but NAPT-less.
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1.1) NAPT-full
Host X Stream T1(s1) oM g eam T2(s1)

TCP | Data
data flow :
TCP ¢------ 4----4 TCP [NAPT |
IP : IP
L2 | L2
L1 ; L1

Host Y

i L7
: L4+

TCP $----t----- 4 TCP |L4
IP : IP_|L3
L2 i L2 (L2
L1 § EENIE

1 «“ !

Back-to-Back . 1

1.2) NAPT-less e (BaCK tO-Back TCP Endpoint”) |
Stream T1(51) Context €1 o/ oam 12(51) e

TcP i | L7
data flow : ; L4+
TCP $------ d---4 TCP - -----—--- 4 TCP |14

P f P P : P L3
L2 § L2 L2 ; L2 |12
L1 : L1 L1 § L1 |1

—— - d

Figure 1.13: "Protocol Layer Lx"-based Packet Processing BGF modes -
TCP proxy modes

Tables1.17 and 1.18 provide example Stream Descriptor encodings for enforcing that particular modes.

Table 1.17: Example H.248 Stream Descriptor for enforcing
(1.1) NAPT-full TCP proxy mode

H.248 encoding (shortened command) Comments
MEGACO/3 [11.9.19.65] Media type is specified in order to
discriminate proxy from relay mode.
Media { The njedig type value "application” is
Stream - 1 | used in thls examp_le. 3
LocalControl { The media format is unspecified and
- }, also not required: just TCP is
Local terminated, but not the application
v=0 protocol itself.
c=IN IP4 $
m=application $ TCP/MSRP -
a=...
b=...
1
Remote {
v=0
c=IN IP4 10.10.10.10
m=application 40000 TCP/MSRP -

“add - ip/321/$/$ {

A=...
b=...
}
1
Add = ip/321/8/$ {
Media {

Stream = 1 {

LocalControl
-},

Local {
v=0
c=IN IP4 S
m=application $ TCP/MSRP -
b=..

}

Remote {
v=0
c=IN IP4 20.20.20.20
m=application 50000 TCP/MSRP -
b=...

1

1h}
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Table 1.18: Example H.248 Stream Descriptor for enforcing
(1.2) NAPT-less TCP proxy mode

H.248 encoding (shortened command)

Comments

MEGACO/3 [11.9.19.65]

Add = ip/321/%/$ {
Media {
Stream = 1 {
LocalControl {
w1
Local {
v=0
c=IN IP4 20.20.20.20
m=application 50000 tcp -
a=..
b=..
}
Remote {
v=0
c=IN IP4 10.10.10.10
m=application 40000 tcp -
a=..
b=..

}

1}

Add = ip/321/%/$ {
Media {
Stream = 1 {

LocalControl
w1
Local
v=0
c=IN IP4 10.10.10.10
m=application 40000 tcp -
b=..
}
Remote {
v=0
c=IN IP4 20.20.20.20
m=application 50000 tcp -
b=..
}

P}

Media type is specified

1.5 Summary

This annex provides around 20 examples for BGF modes. The number may be further multiplied when considering
additional security functions and statistics support. The exemplary H.248 signalling underlines the basic possibility of
unambiguous enforcement of particular modes by proper usage of SDP specificationsin the LD and RD. However, any
dlight deviation may lead to a discrepancy between the requested mode by the SPDF and finally enforce mode in the

BGF.
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Annex J.
lllustration of BGF Reporting of Protocol Layer Lx based
Performance Measurements

The BGF supports measurement points (MP) for the measurement of service, load, capacity and performance related
metrics. There are metrics with particular scope on SIP session-dependent and session-i ndependent measurements. The
session-dependent measurements are reported at the lainterface as H.248 statistics. The lainterface isthus areporting
point (RP) in the RACS control plane.

The BGF supports local measurement points, but also the reporting of remote measurement data in case of RTP bearers.
Remote measurement datais carried via RTCP packets by specific report types.

Table .1 provides some examples for protocol layer dependent measurements, statistics generation and reporting.
Figure J.1 illustrates the rel ation between performance metrics and protocol layering.

Application Layer Statistics

1. Traffic Volume ®
. byte rate (related to RTP SDUs) AN

2. Statistics, requiring the interpretation of application \
data \
. MOS value AN

Application Level Framing Protocol Layer: (e.g. RTP) N

Statistics: N . .
\ not yet considered in TISPAN R3:

1. RTPLR - Information loss . . . i .
. packet loss N audio & video specific RTCP metrics

2. RTPTD - Transfer delay \
. oneway delay (end-to-end; network segment) @ N
. round-trip delay S AN
3. RTPDV - Packet Delay Variation Sso \
. RTP delay variation ~

S~ L7: e.g. audio codec | Application Data

Network Layer: (IP) Statistics: ~ . Application Level
1. Traffic Volume ? ks R, WA oo Framing Protocol
. byte rate (related to IP packets) S~ao J/
2. IPLR - Information loss S~ ’ L4: UDP, TCP, ... Transport Protocol
. packet loss ~v
3. IPTD - Transfer delay S T~ L3: IP Network Protocol
. oneway delay (end-to-end; network segment) )/
. round-trip delay ’ vl L2
4. IPDV - Packet Delay Variation v
. IP delay variation By L1

Link Layer Statistics: [ 2 ’,
1. Traffic Volume /
. byte rate (related to L2 PDUs) /

E Component for Jitter Compensation
! - MG internal statistics:
1
1

~

1. Statistics related to the control of dejitter buffers
. number of jitter buffer adaptation events

[ Sorr]

Figure J.1: Categories of Statistics - Some example metrics
(not exhaustive list; list is also not correlated to a specific la profile version)

NOTE: Evenif statistics are shown on e.g. IP level, they could require higher level awareness inside the BGF.
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The aspect of protocol layer Lx-based performance measurementsis relevant in respect of BGF modes of operation (see
annex I). E.g. the SPDF request of a transport-protocol agnostic mode, together with arequest of application related
performance metrics, is inconsistent.

NOTE: TheBGF reaction on such a control activity is not yet defined in existing profile versions[i.1], [i.2] and
[i.3].

Or vice versa: the demand of specific protocol layer Lx-related performance measurements could impact the enforced
BGF mode.
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