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Intellectual Property Rights

Essential patents

IPRs essential or potentialy essential to the present document may have been declared to ETSI. The information
pertaining to these essential IPRs, if any, is publicly available for ETSI membersand non-members, and can be found
in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETS in
respect of ETS standards’, which is available from the ETSI Secretariat. Latest updates are available on the ETSI Web
server (https://ipr.etsi.org/).

Pursuant to the ETSI IPR Palicy, no investigation, including IPR searches, has been carried out by ETSI. No guarantee
can be given as to the existence of other IPRs not referenced in ETSI SR 000 314 (or the updates on the ETSI Web
server) which are, or may be, or may become, essential to the present document.

Trademarks

The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners.
ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no
right to use or reproduce any trademark and/or tradename. Mention of those trademarks in the present document does
not congtitute an endorsement by ETSI of products, services or organizations associated with those trademarks.

Foreword

This Technical Report (TR) has been produced by ETSI Technical Committee Broadband Radio Access Networks
(BRAN).

Modal verbs terminology

In the present document "should", "should not", "may", "need not", "will", "will not", "can" and "cannot" areto be
interpreted as described in clause 3.2 of the ETS| Drafting Rules (Verbal forms for the expression of provisions).

"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.

Executive Summary

The present document contai ns mitigation technique studies related to RLANsin the 5 795 MHz to 5 815 MHz and
5855 MHz to 5 925 MHz frequency ranges. These have been triggered by the EC Mandate on 5 GHz [i.1] and by the
activities on WRC-15 Agenda Item 1.1 [i.49] and subsequent work at CEPT. In particular CEPT have requested
clarification on what mitigation techniques RLAN systems intend to employ to protect other systems that presently
operate in the 5 725 MHz to 5 925 MHz band and in adjacent bands.

Some of the parameters within the present document are included in square brackets based upon proposals and
discussions within TC BRAN, these are intended as starting points upon which to continue future work and develop
technical requirements.

At the time of drafting the present document the status of the various sharing and compatibility studies related to Road
Tolling and ITSis as detailed in ECC Report 244 [i.15] and is summarized below:

Compatibility between RLAN and road tolling in theband 5795 MHzto 5815 MHz

MCL calculations for both directions of interference have been performed and showed the need for significant
separation distances if compatibility is dependent upon protection to an I/N level of -6 dB. No studies have been
conducted to analyse the actual effects of this1/N level being reached due to intermittent interference.
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As aresult, work on mitigation technigues was initiated at ETSI BRAN which focused on the following approaches,
previously suggested in ECC Report 244 [i.15], to enable the coexistence between RLAN and road-tolling:

. Implementation in RLAN of a detection mechanism to detect road tolling applications based on energy
detection. Under the assumptions considered preliminary analysisindicated that for an RLAN system
operating with 23 dBm/20 MHz a detection threshold of the order of -100 dBm/500 kHz and for aRLAN
system with 23 dBm/160 MHz a detection threshold of the order of -90 dBm/500 kHz would be required for a
reliable detection of road tolling. Further consideration is required, including on the feasibility of such a
detection threshold and its impact on the RLAN operation.

e  Transmission from the road tolling applications of predefined signals (beacons) which indicate that the used
channels are busy, similar to one of the mitigation techniques used to facilitate ITS and Road Tolling adjacent
channel coexistence.

o Ensure coexistence with the road tolling systems through the detection of ITS. Thisis based on the assumption
that there will always be ITS systemsin the close vicinity of road-tolling road-side units. Under this approach,
once ITS have been detected by RLAN under the conditions described in clause 2 of ECC Report 244 [i.15],
the road tolling frequency band 5 795 MHz to 5 815 MHz will aso be considered as occupied and thus, not
available for RLAN use.

. Use of geo-location database approach. The geo-location database should hold actual information from static
and, due to construction sites, temporary tolling installations. The implementation of such a platform, its
access and its maintenance should be addressed. In addition, the role and responsibilities of the stakeholders
have to be clearly defined.

Compatibility between RLAN and ITSin thebands5855MHzto 5875 MHz (non-safety ITS), 5875MHz to
5905 MHz (safety-related ITS) and 5905 MHz to 5 925 MHz (I TS extension band)

Compatibility considered in the present document includes Wi-Fi and I TS technology as defined in ETSI
EN 302 663 [i.3]. LTE-V2X and LAA technologies as defined in ETS| TS 136 211 [i.10], ETSI TS 136 101 [i.11] and
ETSI TS 136 104 [i.12] are not part of the present document.

MCL calculations for both directions of interference have been performed and showed the need for significant
separation distances if compatibility is dependent upon protection to an I/N level of -6 dB. No studies have been
conducted to analyse the actual effects of thisI/N level being reached due to intermittent interference.

Asaresult, work on mitigation techniques was initiated at ETSI BRAN to help improve the compatibility between
individual RLAN devicesand ITS. These studies have focussed on "listen-before-talk" processes, where the potential
interferer tries to detect whether a channel is busy before transmitting a data packet.

Two possible approaches that have been suggested in ECC Report 244 [i.15] are:

. Generic Energy Detection without any consideration of the interferer and victim signal frames: Under the
assumptions considered, preliminary studies show that in the case of an energy detection threshold
of -90 dBm/10 MHz for an RLAN system operating with 23 dBm/20 MHz, an I TS device with
23 dBm/20 MHz is not reliably detected. Further consideration is required, including on the feasibility of such
a detection threshold and itsimpact on the RLAN operation.

. Combination of energy detection and carrier sensing, such as one of the Clear Channel Assessment (CCA)
modes defined in the IEEE Std. 802.11™-2016 [i.2]. Further study isrequired to assess the applicability to ITS
of the interference avoidance techniques currently employed in 5 GHz RLAN systems.

Introduction

The present document studies the feasibility and impact on RLAN operation with regards to proposed mitigation
techniques to enable sharing with Road Tolling and Transport equipment within the 5 795 MHz to 5 815 MHz and
5855 MHz to 5 925 MHz frequency ranges. The report proposes and eval uates mitigation techniques based upon
simulation and analytical investigation. Some of the parameters within the present document are included in square
brackets based upon proposals and discussions within TC BRAN, these are intended as starting points upon which to
continue future work and develop technical requirements. Recommendations for future work are included in clause 7.7.
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1 Scope

The present document contains mitigation technique studies related to RLAN operation in the 5 795 MHz to 5 815 MHz
and 5 855 MHz to 5 925 MHz frequency ranges. These have been triggered by the EC Mandate on 5 GHz [i.1] and by
the activities on WRC-15 Agenda Item 1.1 [i.49] and subsequent work at CEPT.

Mitigation techniques between RLAN and the following equipment are considered in the present document:
. Road tolling in the bands 5 795 MHz to 5 805 MHz and 5 805 MHz to 5 815 MHz.
. Traffic safety-related applications in the band 5 875 MHz to 5 905 MHz.

. Possible Future extension of 1 TS spectrum in the band 5 905 MHz to 5 925 MHz. This band is proposed to be
considered for safety-related I TS applications.

. Recommended for I TS non-safety applicationsin the band 5 855 MHz to 5 875 MHz.

The only RLAN technology considered in the present document is Wi-Fi as defined under
|EEE Std. 802.11™-2016 [i.2]. The only ITS technology considered in the present document is as defined in ETSI
EN 302 663 [i.3].

The present document is intended to guide further work on coexistence studiesin CEPT in order to enable sharing
between RLANSs and other equipment using these frequency bands.

2 References

2.1 Normative references

Normative references are not applicable in the present document.

2.2 Informative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

NOTE: While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are not necessary for the application of the present document but they assist the
user with regard to a particular subject area.

[i.1] EC Mandate to CEPT on 5 GHz: "Mandate to CEPT to study and identify harmonised
compatibility and sharing conditions for Wireless Access Systemsincluding Radio Local Area
Networksin the bands 5350-5470 MHz and 5725-5925 MHz (‘WAS/RLAN extension bands) for
the provision of wireless broadband services'.

[i.2] |EEE Std. 802.11™-2016: "IEEE Standard for Information technol ogy--Telecommunications and
information exchange between systems Local and metropolitan area networks--Specific
regquirements - Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY)
Specifications'.

[i.3] ETSI EN 302 663 (V1.2.1) (07-2013): "Intelligent Transport Systems (ITS); Access layer
specification for Intelligent Transport Systems operating in the 5 GHz frequency band".

[i.4] Commission Decision 2005/513/EC of 11 July 2005 on the harmonised use of radio spectrumin
the 5 GHz frequency band for the implementation of wireless access systems including radio local
area networks (WAS/RLANS). .
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[i.6]

[.8]

[i.9]

[i.10]

[i.11]

[i.12]

[i.13]
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[i.15]
[i.16]

[i.17]

[i.18]

[i.19]

[i.20]

[i.21]

[i.22]
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Commission Decision 2007/90/EC of 12 February 2007 amending Decision 2005/513/EC on the
harmonised use of radio spectrum in the 5 GHz frequency band for the implementation of Wireless
Access Systems including Radio Local Area Networks (WAS/RLANS).

ECC/DEC/(04)08: "ECC Decision of 9 July 2004 on the harmonised use of the 5 GHz frequency
bands for the implementation of Wireless Access Systemsincluding Radio Local Area Networks
(WAS/RLANS) (30/10/2009)".

Resolution 229: "(WRC-03, Rev. WRC-12) on the use of the bands 5150-5250 MHz,
5250-5350 MHz and 5470-5725 MHz by the mobile service for the implementation of wireless
access systems including radio local area networks".

Recommendation ITU-R M.1652: "Dynamic frequency selection in wireless access systems
including radio local area networks for the purpose of protecting the radio-determination servicein
the 5 GHz band".

ETSI EN 301 893 (V2.1.1) (05-2017): "5 GHz RLAN; Harmonised Standard covering the
essential requirements of article 3.2 of Directive 2014/53/EU".

ETSI TS 136 211 (V13.3.0) (11-2016): "L TE; Evolved Universal Terrestrial Radio Access
(E-UTRA); Physical channels and modulation (3GPP TS 36.211 version 13.3.0 Release 13)".

ETSI TS 136 101 (V11.17.0) (09-2016): "LTE; Evolved Universal Terrestrial Radio Access
(E-UTRA); User Equipment (UE) radio transmission and reception (3GPP TS 36.101
version 11.17.0 Release 11)".

ETSI TS 136 104 (V13.5.0) (10-2016): "L TE; Evolved Universal Terrestrial Radio Access
(E-UTRA); Base Station (BS) radio transmission and reception (3GPP TS 36.104 version 13.5.0
Release 13)".

CEPT Report 57: "Compatibility and sharing conditions for WAS/RLAN in the bands
5350-5470 MHz and 5725-5925 MHZz".

CEPT Report 64: "To study and identify harmonised compatibility and sharing conditions for
Wireless Access Systems including Radio Local Area Networks in the bands 5350-5470 MHz and
5725-5925 MHz (‘WAS/RLAN extension bands) for the provision of wireless broadband
services'.

ECC Report 244: "Compatibility studies related to RLANsin 5725-5925 MHz".

ECC/DEC/(02)01: "ECC Decision of 15 March 2002 on the frequency bands to be designated for
the co-ordinated introduction of Road Transport and Traffic Telematic Systems'.

ECC/DEC(12)04: "ECC Decision on 02 November 2012 on the withdrawal of ECC Decision
(02)01".

Directive 2004/52/EC of the European Parliament and of the Council of 29 April 2004 on the
interoperability of electronic road toll systemsin the Community.

ERC Recommendation 70-03: "Relating to the use of Short Range Devices (SRD)".

ETSI EN 300 674-2-1 (V2.1.1) (09-2016): "Transport and Traffic Telematics (TTT); Dedicated
Short Range Communication (DSRC) transmission equipment (500 kbit/s/ 250 kbit/s) operating in
the 5 795 MHz to 5 815 MHz frequency band; Part 2: Harmonised Standard covering the essential
requirements of article 3.2 of the Directive 2014/53/EU; Sub-part 1: Road Side Units (RSU)".

ETSI EN 300 674-2-2 (V2.1.1) (11-12016): "Transport and Traffic Telematics (TTT); Dedicated
Short Range Communication (DSRC) transmission equipment (500 kbit/s/ 250 kbit/s) operating in
the 5 795 MHz to 5 815 MHz frequency band; Part 2: Harmonised Standard covering the essential
requirements of article 3.2 of Directive 2014/53/EU; Sub-part 2: On-Board Units (OBU)".

Commission Implementing Regulation (EU) 2016/799 of 18 March 2016 implementing
Regulation (EU) No 165/2014 of the European Parliament and of the Council laying down the
reguirements for the construction, testing, installation, operation and repair of tachographs and
their components.
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Directive (EU) 2015/719 of the European Parliament and of the Council of 29 April 2015
amending Council Directive 96/53/EC laying down for certain road vehicles circulating within the
Community the maximum authorised dimensionsin national and international traffic and the
maximum authorised weights in international traffic.

ETSI ES 200 674-1 (V2.4.1) (05-2013): "Intelligent Transport Systems (ITS); Road Transport and
Traffic Telematics (RTTT); Dedicated Short Range Communications (DSRC); Part 1: Technical
characteristics and test methods for High Data Rate (HDR) data transmission equipment operating
in the 5,8 GHz Industrial, Scientific and Medical (ISM) band".

Commission Decision 2008/671/EC of 5 August on the harmonised use of radio spectrum in the
5875-5905 MHz frequency band for safety-related application of Intelligent Transport Systems
(IT9).

ECC/REC/(08)01: "Use of the band 5855-5875 MHz for Intelligent Transport Systems (ITS)".

Directive 2010/40/EU on the framework for the deployment of Intelligent Transport Systemsin
the field of road transport and for interfaces with other modes of transport.

M/453 Standardisation mandate addressed to CEN, CENELEC and ETS! in the field of
information and communication technologies to support the interoperability of co-operative
systems for Intelligent Transport in the European Community.

ETSI TR 103 083 (V1.1.1) (03-2014): "Electromagnetic compatibility and Radio spectrum Matters
(ERM); System Reference document (SRdoc); Technical characteristics for pan European
harmonized communications equipment operating in the 5,855 GHz to 5,925 GHz range intended
for road safety and traffic management, and for non-safety related I TS applications'.

ECC/DEC/(08)01: "ECC Decision of 14 March 2008 on the harmonised use of the 5875-5925
frequency band for Intelligent Transport Systems (ITS)", approved 14 March 2008 and amended
3 July 2015.

ETSI EN 302 571: "Intelligent Transport Systems (ITS); Radiocommunications equipment
operating in the 5 855 MHz to 5 925 MHz frequency band; Harmonized EN covering the essential
reguirements of article 3.2 of the R& TTE Directive".

ECC Report 228: "Compatibility Studies between the Intelligent Transport Systems (ITS) in the
Band 5 855 MHz to 5 925 MHz and other systemsin adjacent bands".

ETSI TS102 792 (V1.2.1): "Intelligent Transport Systems (ITS); Mitigation techniques to avoid
interference between European CEN Dedicated Short Range Communication (CEN DSRC)
equipment and Intelligent Transport Systems (ITS) operating in the 5 GHz frequency range".

Austrian HGV Tolling System: "EETS OBE Requirements Specification", V1.13, 2015.

ETSI TS 102 687 (V1.1.1) (07-2011): "Intelligent Transport Systems (ITS); Decentralized
Congestion Control Mechanisms for Intelligent Transport Systems operating in the 5 GHz range;
Access layer part”.

ETSI TS 102 637-2: "Intelligent Transport Systems (ITS); Vehicular Communications; Basic Set
of Applications; Part 2: Specification of Cooperative Awareness Basic Service".

ETSI TS 102 894-2 (V1.2.1): "Intelligent Transport Systems (ITS); Users and applications
reguirements; Part 2: Applications and facilities layer common data dictionary".

|EEE 802.11™-03/940r4: "TGn Channel Models', May 2004,

Kenney, Barve, Rai and Kanai: " Comparing Communication Performance of DSRC OBEs from
Multiple Suppliers', ITS World Congress 2012.

ETSI TC BRAN(16)000078r2 DSRC-RLAN-mitigation-simulations, May 2016.

ETSI TC BRAN(16)000081r3 and BRAN(16)000165 Challengesin spectrum sharing between
ITS-G5 and RLAN, September 2016.

ETSI TC BRAN(16)000138r4 RLAN-ITS-G5 Coexistence Evaluation, May 2017.
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[1.43] ETSI TR 102 960 (V1.1.1) (11-2012): "Intelligent Transport Systems (ITS);Mitigation techniques
to avoid interference between European CEN Dedicated Short Range Communication (RTTT
DSRC) equipment and Intelligent Transport Systems (ITS) operating in the 5 GHz frequency
range; Evaluation of mitigation methods and techniques’.

[i.44] Mangel, T., Klemp, O. and Hartenstein, H: 5.9 GHz inter-vehicle communication at intersections:
avalidated non-line-of-sight path-loss and fading model". EURASIP Journal on Wireless
Communications and Networking, 2011(1), 1-11.

[i.45] WINNER Channel Models, WINNER I1 Project, D1.1.2 V1.2, 2007.

[i.46] National Highway Traffic Safety Administration (NHTSA), Department of Transportation (DOT):
"Notice of Proposed Rulemaking, Federal Motor Vehicle Safety Standards; V2V Communications,
49 CFR Part 571", Docket No. NHT SA-2016-0126, RIN 2127-AL55, January 2017.

[1.47] Irfan Khan and Jér6me Harri: "Can |EEE 802.11p and Wi-Fi Coexist inthe 5.9GHz ITS band?’,
IEEE 18th International Symposium on A World of Wireless, Mobile and Multimedia Networks
(WoWMoM), Macao, 2017.

[i.48] CAR 2 CAR Communication Consortium: " Coexistence investigations between ETSI ITS and
RLAN in the band 5.855GHz to 5.925GHz", White Paper, 2017.

[i.49] World Radiocommunication Conference 2015 (WRC-15) Agenda.
NOTE: Awvailable at https.//www.itu.int/dms_pub/itu-r/oth/12/01/R12010000014A01PDFE. pdf.

3 Definitions, symbols and abbreviations

3.1 Definitions

For the purposes of the present document, the following terms and definitions apply:

|EEE 802.11p: amendment to the IEEE 802.11™ standard to add wireless access in vehicular environments, defining
enhancements to 802.11™ (the basis of products marketed as Wi-Fi) required to support I TS applications

observation dot: period during which the operating channel is checked for the presence of I1TS transmissions
RLAN devices: 5 GHz wireless access systems (WAS) including RLAN equipment

Transport and Traffic Telematic (TTT): systems in which information and communication technologies are applied
in the field of transport (depending on technical restrictions for road rail, water and air), traffic management, navigation
and mobility management, as well asfor interfaces with other modes of transport including communication in vehicles
between vehicles (e.g. vehicle-to-vehicle), and between vehicles and fixed locations (e.g. vehicle-to-infrastructure)

NOTE: Intheactual regulatory discussion and documents RTTT is being replaced with TTT, see ERC
Recommendation 70-03 [i.19].

3.2 Symbols

For the purposes of the present document, the following symbols apply:

t1tot10 short training symbols
T1,T2 long training symbols
Gl, GlI2 Guard intervals
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3.3

For the purposes of the present document, the following abbreviations apply:

aCWmax
aCWmin
AIFS
AIFSN
ASECAP

BER
BLL
BSM
BSS
CAM
CCA
CCSA
C-ITS
CSMA/CA
CWmax
CWmin
D&M
D&V
DAM
DAV
DCC
ei.r.p.
EDCA
EETS
EU
FCS
GMES
GNSS
GSM-GPRS
HGV
I/N
|IEEE
IST
ITS
ITS-G5
LAA-LTE
LBT
LLC
LOS
LTE
MAC
MCL
MCS
MLFF
MPDU
MSDU
NLOS
NS3
OBE
OBU
OFDM
PDR
PER
PHY
PLCP
PPDU
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Abbreviations

Contention Window Maximum corresponding to the underlying PHY
Contention Window Minimum corresponding to the underlying PHY
Arbitration | nter-Frame Spacing

AIFS Number

Association Européenenne des Concessionnaires d'Autoroutes et d'Ouvrages a Péage European
(Association of Operators of Toll Road Infrastructures)
Bit Error Rate

BandLoadLimit

Basic Safety Message

Basic Service Set

Cooperative Awareness Message

Clear Channel Assessment

Chinese Communications Standards Association
Cooperative ITS

Carrier Sense Multiple Access with Collision Avoidance
Contention Window maximum

Contention Window minimum

Detect and Mitigate

Detect and Vacate

Detect And Mitigate

Detect And Vacate

Decentralized Congestion Control

equivalent isotropic radiated power

Enhanced Distributed Channel Access

European Electronic Toll Service

European Union

Frame Check Sequence

Global Monitoring for Environment and Security

Global Navigation Satellite System

Global System for Mobile telecommunications/General Packet Radio Service
Heavy Goods Vehicle

Interference-to-Noise ratio

Ingtitute of Electrical and Electronics Engineers
Information Society Technologies

Intelligent Transport Systems

Intelligent Transport Systems operating in the 5 GHz band
License-Assisted Accessof LTE

Listen Before Talk

Logical Link Control

Line Of Sight

Long Term Evolution

Medium Access Control

Minimum Coupling Loss

Modulation and Coding Scheme

Multi-Lane Free Flow

MAC Protocol Data Unit

Mac Service Data Unit

Non-Line Of Sight

Network Simulator 3

On-Board Equipment

On-Board Unit

Orthogonal Frequency Division Multiplex

Packet Detection Rate

Packet Error Rate

Physical Layer

PHY Layer Convergence Procedure

PLCP Protocol Data Unit
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PRR Packet Reception Rate

RLAN Radio Loca AreaNetwork

RSPP Radio Spectrum Policy Programme
RSSI Received Signal Strength Indicator
RSU Road Side Unit

SNAP Subnetwork Access Protocol

TCP Transmission Control Protocol
TD-LTE TimeDivison LTE

TPC Transmitter Power Control

TTT Transport and Traffic Telematics

TTT-DSRC TTT Dedicated Short Range Communications
NOTE: Asdefined by The European Committee for Standardization.

TXOP Transmit Opportunity
UDP User Datagram Protocol
UNI-DSRC Dedicated Short Range Communications

NOTE: Asdefined by Ente Nazionale Italiano di Unificazione.

V2V Vehicleto Vehicle
V2X Vehicle to everything
WAS Wireless Access Systems
WINNER Wireless World Initiative New Radio
4 Overview of services under study

4.1 Existing/Proposed RLAN

41.1 Overview

This clause details existing and proposed RLAN regulations and technical characteristics for the 5 GHz bands under
study.

4.1.2 Existing regulations in the 5 150 MHz to 5 350 MHz and 5 470 MHz
to 5 725 MHz bands

EC Decision 2005/513/EC [i.4] complemented by EC Decision 2007/90/EC [i.5] addresses the designation of the
frequency bands 5 150 MHz to 5 350 MHz and 5 470 MHz to 5 725 MHz for the implementation of RLANsin EU
members states and ECC/DEC/(04)08 [i.6] addresses their designation within CEPT. At worldwide level these
frequency bands have been allocated to the mobile service except aeronautical mobile service on aprimary basisin all
three regions by World Radiocommunication Conference 2003 (WRC-03). Furthermore Resolution 229 (WRC-03) [i.7]
limits the use of this alocation to RLANs. Resolution 229 (WRC-03) [i.7] also requires that RLAN need to protect
other specific primary servicesin these frequency bands.

In the EU/CEPT the following bands were identified for use by RLANS under prescribed conditionsin the both the
ECC and EC Spectrum Decisions.

. 5150 MHzto 5350 MHz

- Only indoor use, mean e.i.r.p. limited to 200 mW, and above 5 250 MHz; the use of mitigation
technigues such as dynamic frequency selection (DFS) and transmitter power control (TPC).

. 5470 MHzto 5725 MHz:

- Indoor as well as outdoor use allowed, mean e.i.r.p. limited to 1 W, and use of mitigation techniques
such as dynamic frequency selection (DFS) and transmitter power control (TPC).

ETSI



14 ETSI TR 103 319 V1.1.1 (2017-08)

The World Radio-communication Conference 2003 (WRC-03) agreed on a new frequency allocation on a co-primary
basis to the mobile service except aeronautical mobile service for the implementation of RLANSs in the bands

5150 MHz to 5 350 MHz and 5 470 MHz to 5 725 MHz. This was subject to technical and regulatory provisions
included in the radio regulations, given in Resolution 229 (WRC-03) [i.7] that makes the annex 1 of Recommendation
ITU-R M.1652 [i.8] mandatory. This decision noted however that in these bands the stations in the mobile service
cannot claim protection from radio-determination services. The decision includes specific provisions to protect the
incumbent systems, including military and meteorological radars.

The related rules and mitigation techniques for these 5 GHz bands are detailed in ETSI EN 301 893 [i.9].

4.1.3 Proposal for additional spectrum for RLANS

A substantial share of internet traffic in Western Europe is accessed over Wi-Fi and this share is anticipated to grow to
approximately 60 % of total internet traffic by 2017. In addition, Licensed Assisted Access (LAA) has been identified
as atechnology to use the same unlicensed spectrum.

In 2012 the European Commission announced its intention to consider the designation of additional harmonised
licence-exempt spectrum for RLAN services at 5 GHz through arevision of Decision 2005/513/EC [i.4] as amended by
Decision 2007/90/EC [i.5].

In addition, the RSPP requires Member States, in cooperation with the European Commission, to take all steps
necessary to ensure that sufficient spectrum for coverage and capacity purposesis available for al citizens by 2020.

From atechnology point of view, the IEEE Std. 802.11™-2016 [i.2] and the LAA-LTE standards|[i.10], [i.11] and
[1.12] can support these objectives for capacity, speed and quality, but the true potential of each will only be realized
with the availability of wide spectrum channels (larger than 20 MHz for LAA-LTE or 80 MHZz/160 MHz for

|EEE 802.11™ [i.2]). The likely availability of such wider channels will depend on the availability of more spectrum
and therefore opening a contiguous band from 5 150 MHz to 5 925 MHz for RLAN use is under study. The proposed
additional spectrum would roughly double capacity and support higher speeds in contended environments involving
shared use.

Thisisin line with the European Commission mandate to CEPT issued in 2013 and which tasks the CEPT to:

. study and identify harmonised compatibility and sharing scenarios for RLAN to operate on a shared basisin an
uninterrupted band from 5 150 MHz to 5 925 MHz under the condition that: appropriate protection of EU
priority applications, in particular the planned introduction of GMES (Copernicus monitoring radars) in the
band 5 350 MHz to 5 450 MHz and the use of safety-related I TS applications in the frequency band
5875 MHz to 5905 MHz, is ensured and

. ensure that coexistence of RLAN with other current civil and/or military radio equipment to which the bands
5350 MHz to 5470 MHz and 5 725 MHz to 5 925 MHz and adjacent bands have already been assigned or
designated is safeguarded;

. develop appropriate compatibility and sharing conditions to ensure along-term spectrum access resource for
RLAN to operate on the basis of a general authorization as an essential wireless broadband infrastructure in
the internal market; and

. review and/or reconfirm the compatibility and sharing conditions developed under task 2 for the final report
after WRC-15 taking utmost account of the possibility of international harmonisation.

The present document has been devel oped as part of the work to be done by the CEPT in response to the EC mandate.

4.1.4 Technical characteristics

The current mitigation techniques used in existing 5 GHz RLAN bands can be seen in CEPT Report 57 [i.13] and the
proposed characteristics of RLANsin the band 5 725 MHz to 5 925 MHz can be seen in CEPT Report 64 [i.14] and
ECC Report 244 [i.15].
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4.2 Transport and Traffic Telematics (TTT)

421 Overview

This clause details existing TTT regulations and technical characteristics for the 5 GHz bands under study.

4.2.2 Road-tolling applications in the band 5 795 MHz to 5 815 MHz

For the co-ordinated introduction of Road Transport and Traffic Telematics ECC/DEC/(02)01 [i.16] has identified the
frequencies for road tolling applications in the band 5 795 MHz to 5 815 MHz, however this decision has been replaced
by ECC/DEC(12)04 [i.17] because of availability of applicable EU legisation (Directive 2004/52/EC [i.18]).

The frequency bands 5 795 MHz to 5 805 MHz and 5 805 MHz to 5 815 MHz are identified in ERC

Recommendation 70-03 [i.19], annex 5, for road tolling. The band 5a (5 795 MHz to 5805 MHz) isused for TTT and is
identified as pan-European service frequencies for road tolling applications, whereas band 5b (5 805 MHz to

5815 MH2z), isidentified as national service frequencies, according to ETSI EN 300 674-2-1 [i.20] and ETSI

EN 300 674-2-2 [i.21].

Directive 2004/52/EC [i.18] lays down the conditions for the interoperability of electronic road toll stationsin the
European Union. The Directive requires that all new electronic toll equipment brought into service are expected to use
one or more of the following technologies. satellite positioning (GNSS); mobile communications (GSM-GPRS);
microwave technology (TTT-DSRC). This equipment on-board of vehiclesis expected to be therefore at least be
interoperable and capable of communicating with all the equipment operating in the Member States using one or more
of the technologies named in this Directive. The OBUs installed in vehicles have therefore bands 5 795MHz to

5805 MHz and 5 805 MHz to 5 815 MHz included.

It should be noted that the frequency usage for road tolling (TTT-DSRC) was identified in the early 1990s and that no
compatibility studies exist for this frequency identification. Therefore, CEPT has begun conducting compatibility
studies between road tolling applications using the additional sub-band 5 805 MHz to 5 815 MHz and primary services
recently.

Around 28 million road tolling (TTT-DSRC) OBUs are in use today, communicating with more than 20 000
transceivers (beacons) in Europe for tolling purposes. The majority of European countries have practical
implementations of road tolling equipment either as nationwide road tolling equipment or local road tolling equipment
(major bridges, individual toll roads or city toll system). The majority of such installations comply with

ETSI EN 300 674-2-1[i.20] and ETSI EN 300 674-2-2 [i.21] and use all four 5 MHz wide channelsup to 2 W e.i.r.p.
per channel for the road side units. Some implementations only use the 5 795 MHz to 5 805 MHz range such as the
French national road tolling system. The use of 8 W road side unit equipment is not as common. State of the art
technology does not use higher power for multiple lane management. The Harmonised European Standards ETSI

EN 300 674-2-1[i.20] and ETSI EN 300 674-2-2 [i.21] identify the frequency range 5 795 MHz to 5 805 MHz as
pan-European service frequencies and 5 805 MHz to 5 815 MHz as national service frequencies.

There are al'so more than 1 000 small systems implemented throughout Europe over the last 15 years to 20 years which
are operated in individual buildings, pre-dominantly in parking garages, which are not strictly speaking "road tolling"
systems. Other known implementations outside of pure road tolling are found at ferry operators. These applications
operate under a more relaxed national regulatory regime.

Commission Implementing Regulation (EU) 2016/799 implementing Regulation (EU) No 165/2014 [i.22] lays down
the requirements for the construction, testing, installation, operation and repair of tachographs and their components.
Directive (EU) 2015/719 [i.23] lays down the maximum authorized dimensionsin national and international traffic and
the maximum authorized weights in international traffic.

Electronic road tolling systems share the same radio parameters, operate in the same 5 795 MHz to 5 815 MHz
frequency band and use the same TTT-DSRC profile and verification standards as Digital Tachograph Systems.

The present document considers road tolling applications operating in the band 5 795 MHz to 5 915 MHz (also named
as TTT-DSRC in Europe),
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Dedicated Short Range Communication (DSRC) is used differently in Europe and the United States (US):

o Europe: TTT-DSRC is used for road tolling systems in the band 5 795 MHz to 5 815 MHz. Tolling systems
based on high datarate (HDR) DSRC used in Italy (specified in ETSI ES 200 674-1 [i.24] are also named
HDR DSRC or UNI-DSRC. ITSrefersto transport systemsin the band 5 855 MHz to 5 925 MHz.

. US: DSRC refersto transport systemsin the band 5 855 MHz to 5 925 MHz; road tolling in the band
5795 MHz to 5 815 MHz isnot available.

4.2.3 Technical characteristics

The technical characteristics of the road tolling systems under study and the ones used in the present document can be
seen in annex 2 of ECC Report 244 [i.15].

The regulatory parameters (maximum power levels) for road-tolling systems are given in annex 5 of ERC
Recommendation 70-03 [i.19].

Road tolling requirements are defined in the ETSI standards ETSI EN 300 674-2-1 [i.20] for On-Board Units (OBU)
and ETSI EN 300 674-2-2 [i.21] for Road Side Units (RSU). At the time of drafting the present document these
standards [i.20] and [i.21], updated to meet the Radio Equipment Directive, had not been cited in the Official Journal of
the European Union.

In Italy a special version of Road Tolling TTT is used, defined in ETS| ES 200 674-1 [i.24]. Interference effects of
5GHz RLAN onthistype of TTT system have not been considered yet, and may aso need to be included in future
analyses.

4.3 Transport systems (ITS)

43.1 Overview

This clause details existing I TS regulations and technical characteristics for the 5 GHz bands under study.

4.3.2  Transport systems (ITS) in the bands 5 875 MHz to 5 905 MHz,
5905 MHz to 5 925 MHz and 5 855 MHz to 5 875 MHz

The conditions of use of ITSin the band 5 855 MHz to 5 925 MHz have been split into three sub-bands in which
different regulations and status apply:

e  Traffic safety-related applicationsin the band 5 875 MHz to 5 905 MHz, see Commission Decision
2008/671/EC [i.25] and ECC/DEC/(08)01 [i.30];

. Possible Future extension of ITS spectrum in the band 5 905 MHz to 5 925 MHz. This band is proposed to be
considered for safety-related I TS applications[i.30];

. Recommended for ITS non-safety applications in the band 5 855 MHz to 5 875 MHz, see
ECC/REC/(08)01 [i.26].

The present document considers al of the above transport applications operating in the three sub-bands.

Transport Systems (ITS) are defined in Directive 2010/40/EU [i.27] as advanced applications which aim to provide
innovative services relating to different modes of transport and traffic management and enable various usersto be better
informed and make safer, more coordinated and 'smarter' use of transport networks. I TS integrate telecommunications,
electronics and information technol ogies with transport engineering in order to plan, design, operate, maintain and
manage transport systems. Prominent examples are vehicle-to-vehicle and vehicle-to-infrastructure communication to
enable applications such as collision warning, road works warning, etc.
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Safety-related applications have high requirements on robustness and latency, and may need to operate in a predictable
environment regarding interference and medium access. Non-safety related applications usually have lower
requirements on robustness and latency. Decision 2008/671/EC [i.25] and ECC/DEC/(08)01 [i.30] harmonize 30 MHz
of spectrum band for ITS applicationsin the 5 875 MHz to 5 905 MHz band (with a possible extension in 5 905 MHz to
5925 MHZz). This spectrum is primarily for road safety related features. ECC/DEC/(08)01 [i.30] states that "future
Fixed and Mobile Service systems in this frequency band will have to prove their compatibility with ITS as well as with
other existing services and applications in the band."

The general framework for the deployment of Transport Systemsis set out in Directive 2010/40/EU [i.27]. The
standardization mandate M/453 [i.28] on Cooperative ITS (C-ITS) led to a set of standards and specifications to be used
for ITS applications.

ETSI has aso prepared anew ETSI systems reference document, ETSI TR 103 083 [i.29], in support of the scheduled
update of the ITS spectrum regulation in ECC/DEC/(08)01 [i.30] and ECC/REC/(08)01 [i.26]. Two main topics
addressed by the ETSI systems reference document are:

e  Theinclusion of additional ITS station rolesin the regulation in order to complement the existing role as
mobile station only with infrastructure I TS stations and portable ITS stations. These I TS stations will be
handled under the same ETSI harmonised standard ETSI EN 302 571 [i.31].

. Update of the spectrum mask in order to allow for technical implementation of ITS stations by taking into
account the fixed 10 MHz channel bandwidth. In this context, the ECC has developed a draft ECC
Report 228 [i.32] containing compatibility studies between the unwanted emissions of ITS and the following
services/systems:

- Road tolling systems between 5 795 MHz to 5 815 MHz take into account the mitigation techniques
described in ETSI TS 102 792 [i.33] for the coexistence between I TS and road-tolling applications.

- Fixed servicesin the band above 5 925 MHz.

3GPP Release 14 standardization work about LTE-based V2X communication, including system and radio access
requirements, has been completed in March 2017. The specification of LTE-V2V using LTE sidelink is as defined in
ETSI TS 136 211 [i.10], ETSI TS136 101 [i.11] and ETSI TS 136 104 [i.12].

The Chinese Communications Standards Association (CCSA) finished the feasibility study for vehicle safety
applications based on TD-LTE in 2014 and began to devel op the series of industrial standard for vehicle communication
based on L TE technology. Further, in March 2015, the frequency study of V2X also started in CCSA and some
vehicular industrial aliancesin China. The National Regulatory Authority in Chinais studying frequency allocation to
connected vehicles.

Inthe US, the National Highway Traffic Safety Administration has issued a Notice of Proposed Rulemaking
(NHTSA-2016-0126), [i.46] mandating vehicle-to-vehicle communications based on |EEE 802.11p and the
IEEE 1609 family of standards for wireless accessin vehicular environments.

Radio communication systems in the 5 GHz range can today offer communications with a high data rate, ranges up to
1 000 m, low weather-dependence, and global compatibility and interoperability for ITS communication.

The connectivity required by the ITS applications can be summarized as:

. Inter-V ehicles Communications (V2V) (thisincludes direct vehicle-to-vehicle communication as well as
multi-hop routing involving several vehicles):

- Linear (e.g. for convoys of vehicles);
- Vehicle cluster covering several lanes (e.g. for lane management, overtaking assist).

. Vehicle to Roadside/Vehicle to Network (uplink) V2R/V2N and Roadside to Vehicle R2V/Network to Vehicle
(downlink); or

e  Vehicleto Infrastructure (V2I) and Infrastructure to Vehicle (12V):
- one vehicle to roadside/infrastructure equipment;

- roadside/infrastructure equipment; to one vehicle;
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- roadside/infrastructure equipment; to many vehicles (broadcast, short range and long range);
- roadside/infrastructure equipment; to selected vehicles.

. Cluster of vehicles communication, including to roadside beacon/network.

4.3.3 Technical characteristics

The technical characteristics of the ITS systems under study can be seen in annex 1 of ECC Report 244 [i.15].

5 Interference scenarios

5.1 Introduction

51.1 Overview

This clause sets out interference scenarios between RLAN and the various TTT and ITS servicesinthe 5 795 MHz to
5815 MHz and 5 855 MHz to 5 925 MHz frequency ranges.

5.1.2 RLAN and Road Tolling (TTT) - description of scenarios

The following scenarios describe realistic, worst-case scenarios applicable to both directions of interference between
RLAN and road tolling.

Scenario Al: Indoor RLAN

I -
[ - -

][

truck lanes '\ car I@es '\

Figure 1. Scenario Al - road tolling

The 5 GHz RLAN deviceis situated close to the road tolling system. Figure 1 above shows an example with multilane
road toll stations. The 5 GHz RLAN transmitter appearsin red and the tolling road-side units are shown in blue. In this
scenario it is assumed that the 5 GHz RLAN device is close to the road tolling communication zone, but situated inside
abuilding. Under this scenario, the minimum distance between the 5 GHz RLAN transmitter and the tolling road side
receiver antenna can be around a few meters.

There are also other possible scenarios, the multilane road toll depicted hereisjust an example. Other examples could
be tolling points within city centres, access to parking lots, etc. Buildings close to the streets not being owned or
controlled by the tolling operator are considered. In this building, RLAN devices could be operated without any
influence by the tolling operator.

Scenario A2: outdoor RLAN

Thisisthe same as scenario A1 except that the RLAN device is situated outside of a building.
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Scenario B: RLAN on-board a vehicle
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Figure 2: Scenario B - road tolling

Herethe 5 GHz RLAN transmitters are found inside the vehicle. If the RLAN device is transmitting within the road
tolling communication zone, its transmission would radiate through the vehicle window interfering directly with uplink
communications to the tolling road side receiver antenna. In the case of a cabriolet or amotor cycle thereis no wind
screen, which normally attenuates the incident power level by 3 dB.

5.1.3 RLAN and ITS - description of scenarios

The following scenarios describe realistic, worst-case conditions applicable to both directions of interference between
ITSand RLAN. In al cases the inter-vehicular communication is based on the ITS-G5 standard and a broad range of
application from safety-related to genera applications are deployed in the relevant I TS frequency bands. The presented
interference scenarios are independent of the applications being deployed within the I TS frequency bands given in the
following list:

e  Traffic safety-related applicationsin the band 5 875 MHz to 5 905 MHz, see Commission Decision
2008/671/EC [i.25] and ECC/DEC/(08)01 [i.30].

o Possible Future extension of I TS spectrum in the band 5 905 MHz to 5 925 MHz. Thisband is proposed to be
considered for safety-related I TS applications, see ECC/DEC/(08)01 [i.30].

. Recommended for ITS non-safety applications in the band 5 855 MHz to 5 875 MHz, see
ECC/REC/(08)01 [i.26].

All these scenarios are mobile scenarios and thus the deployed channel models for the evaluation need to take into
account dynamic multipath fading channels with different mobile speeds.

In al presented scenarios the most critical coexistence situations are the low speed, low traffic situation or the
equivalent low penetration situation. In these situations, only avery limited number of ITS stations are active in agiven
region with avery limited number of messages (down to 1 Hz CAM rate for vehicular, significantly below that for
portable devices or RSUs) sent out in a given period of time. Thiswill decrease the detection probability of the ITS
packets by a RLAN device deploying mitigation techniques. These timing constraints have to be part of any future
detection parameters.
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Scenario Al: Indoor RLAN
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Figure 3: Scenario Al - ITS vs indoor RLAN
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The 5 GHz RLAN deviceis placed inside a building at street level. Under this scenario, the minimum distance between
the 5 GHz RLAN antenna and the ITS antenna, placed on the roof of avehicle, can be afew meters.

Figure 4: Scenario Al - ITS vs indoor RLAN with low density traffic

Infigure 4 alow density and low speed situation is depicted. In this case the number of ITS messages which can be
used for detection will be very limited. A connected ITS peer station might be out of the receiving reach of the RLAN
station (hidden node for the detection). Theinitial channel availability check time and the channel availability check
time needs to be adapted to this kind of scenario.

Scenario A2: Outdoor RLAN

Thisisthe same scenario as A1 but where the 5 GHz RLAN device is situated outside. Under this scenario, the
minimum distance between the 5 GHz RLAN antenna and the I TS antenna placed on the roof of a vehicle can be
approximately afew meters. The area to be protected here is higher than in the scenario A1 since no additional
attenuation indoor to outdoor can be assumed.
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Scenario B1: In-vehicle RLAN with external ITS antenna

Figure 5: Scenario B1 and B2 - In-vehicle RLAN with ITS internal or external antenna

One or more 5 GHz RLAN devices are situated inside the vehicle. The ITS antennaisinstalled on the roof of the
vehicle. There can be adistance of around 1 m between the interferer and the victim. The attenuation between the ITS
antenna and the 5 GHz RLAN antennais highly variable and is dependent upon things such as antenna positions,
antenna performance, the material used for the vehicle roof (e.g. glass or metal).

In this co-location scenario the operation of RLAN in the specified I TS bands should not be possible as long as the
vehicleis switched on. The detection of the I TS station will be simple due to the high receive power levels. For al
RLAN systems which are fixed installed in vehicles the I TS bands and the adjacent band should be avoided.

Scenario B2: In-vehicle RLAN with in-vehicle I TS Antenna

Thisisthe same scenario as B1 but with the ITS antennaintegrated inside the vehicle passenger compartment. There
can be a distance of lessthan 1 m between the interferer and the victim.

In this co-location scenario the operation of RLAN in the specified I TS bands should not be possible as long as the
vehicleis switched on. The reliable detection of the I TS station will be simple due to the high receive power levels. For
all RLAN system which are fixed installed in vehicles the I TS bands and the adjacent band should be avoided.

Scenario C: Portable I TS stations for vulnerable road users and outdoor RLAN devices
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Figure 6: Scenario C: portable ITS and RLAN outdoor deployment

The ITS radio is mounted at the road side such as on atraffic light. One or several pedestrians (vulnerable road users)
are equipped with portable I TS devices to be able to participate in the I TS traffic safety operations.

Oneor several 5 GHz RLAN devices are in close proximity. In figure 6, some of the pedestrians carrying smart devices,
including RLAN and ITS, are waiting under atraffic light to cross the street. Other RLAN devices might beinstalled in
the surrounding buildings or vehicles.

It can be assumed that the portable ITS devices have alimited Transmission (TX) power below the typical TX powers
of vehicular ITS stations and the message rate will be significantly low (e.g. 0,2 Hz). In this scenario the portable
devicesincluding ITS and RLAN have to be seen as additional interference source and also asinterfered devices.

5.1.4 Proposed evaluation settings
In this clause the most important settings for any performance eval uation of a coexistence mechanism will be presented.

At this stage it can be assumed that these settings are the most challenging protection situation for any mitigation
mechanism which has to be defined for each of the above RLAN and I TS interference scenarios.
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Suggested evaluation settings are detailed below:

Low traffic density: one I TS station in radio vicinity/visibility to RLAN devices.

Low speed, less than 30 km/h, leading to 1 Hz CAM message rate for vehicular I TS stations needsto be
assumed.

For portable I TS devices with very low message rates and pedestrian speeds below 5 km/h.
RSU beaconing with low message rate.

Different Transmit Power to be assumed.

Target performance in the sense of lost messages per time period in the ITS systems:

- It isimportant to minimize the probability that two consecutive messages from the same I TS source are
being interfered.

- Detailed evaluation criteria and target performance figures have to be provided.
High density and high speed scenarios are not as critical for detection as the low density, low speed scenario:
- In the case of high-speed the signal reception could be challenging due to the high Doppler.

- A single message missed could be critical for the overall system performance. In high density ITS
penetration scenarios with high speed it can be assumed that the significant amount of messages will lead
to amuch higher detection probability and thus protection performance.

Hidden nodes need to be taken into account in the eval uation scenario.

In the evaluation some other parameters should be taken into account as additional mitigation factors to protect
the ITS systems operating in the band 5 855 MHz to 5 925 MHz. A reduced spectral power density in the
critical bands would lead to an additional mitigation factor which could be taken into account in the evaluation
process.

RLAN power density in the critical bands:
- Here the most critical scenarios are:
] low density; and

" low speed traffic situation with only one message per second or significantly below for portable
ITS stations or RSU.

The mobile environment of operation of the ITS systems requires the deployment of multipath fading channel
model s for the eval uation of the performance. This has a so to be taken into account in the future
implementation of the devices itself.

A summary of the parameters that have been used in the simulation contributions of the present document isincluded in
clause B.5.

6

6.1

Coexistence and mitigation techniques

Introduction

CEPT Report 57 [i.13] and CEPT Report 64 [i.14] highlight that there are still a number of open issues related to further
studies (particularly on possible mitigation techniques). This clause details suggested mitigation techniques to help
address the open coexistence issues between RLAN and TTT/ITS.

At the time of writing the present document the only ITS technology considered is ITS-G5 as defined in
ETSI EN 302 663 [i.3]. Other technologies for ITS are not precluded.
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In the present document the following proposed mitigation techniques are addressed on a case by case basis and it
should be assumed that one or more mitigation technique may be required to achieve coexistence.

The mitigation techniques are discussed in terms of feasibility and impact on RLAN operation in the corresponding
clause 7.

6.2 Mitigation techniques to enable coexistence of RLAN and
road tolling (TTT)

Minimum Coupling Loss (MCL) calculations for both directions of interference between RLAN and Road Tolling have
been performed in ECC Report 244 [i.15] and CEPT Report 64 [i.14]. Results of the calcul ations show the need for
significant separation distances if compatibility is dependent upon protection to an I/N level of -6 dB. No studies have
been conducted to analyse the actual effects of this /N level being reached due to intermittent interference.

As aresult, work on mitigation techniques was initiated and several approaches have been suggested to enable the
coexistence between RLAN and road tolling.

Time domain effectsin regard to sensing procedures (e.g. listening time, non-occupancy time) or the effect of RLAN
network deployments on POD (Probability of Detection) and the associated aggregate interference environment have
not yet been considered.

Background on mitigation techniques to enable coexistence of TTT and ITS

As abackground for the study of coexistence of RLAN and road tolling, this clause describes the implemented
mitigation technique between I TS and road tolling.

The ITS bands 5 855 MHz to 5 925 MHz are out-of-band compared with the TTT band 5 795 MHz to 5 815 MHz.
Because the I TS transmitter antenna can come very close to the sensitive road toll receiver antennas (as close as 1 m)
studies have shown that road toll systems will be interfered, even if the two different bands are not overlapping. To
protect road toll installations against interference from I TS a mitigation technique isimplemented according to ETSI TS
102 792[i.33].

To enable alot of usersin one channel, the I TS transmitters are transmitting with alow duty cycle. Typically a message
istransmitted 1 timeto 10 times each second with a message length of 1 ms. One single I TS transmitter will not
interfere with aroad toll system, several ITS transmitter closely located to aroad toll station are necessary for
interference. To achieve flexible solutions, four different coexistence modes are allowed by the ITS station. The
different modes are made of a combination of reduced output power and reduced duty cycle.

The most difficult part of the mitigation technique is the detection, i.e. how does the I TS station know where the road
toll stations are located. There are two possible options allowed, a minimum of one of these options is mandatory:

1) One of the detection optionsis the road toll detector. A road toll detector is added to the I TS station, normally
the same antennais used. To avoid false alarms, triggering coexistence mode when not needed, the detected
signal is expected to be aroad toll signal, just a ssmple power detector is not enough. The road toll detector has
alimited range, this reduces the error of positioning. Because the detector has limited range, shorter than the
radius of the protection zone, the I TS station is expected to transmit the road toll detection in an ordinary ITS
CAM message. | TS stations using road toll detectors are expected to also be alert for CAM messages with
road toll information. This means that there is arisk that one single ITS station will switch to coexistence
mode too late; however as described above, it is only when several transmitting ITS station are close to the
road toll station that thereisarisk for interference.

2)  The other detection option is the protected zone database. All road toll station positions are stored locally in a
memory in the ITS station. The source of this data base is downloadable using the Internet. The ITS station is
equipped with a GNSS position device. When the position is close to aroad toll station the coexistence mode
is activated. Because of moving, temporary and new installed road toll stations, the ITS station should also be
alert to road toll protection information in ordinary ITS CAM messages. These specia road toll stations are
equipped with their own ITS beacon, warning surrounding I TS stations to protect this road toll station. The
I TS beacon should be designed in such away that it does not interfere with the road toll station itself.
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6.3 Detection of road toll stations

6.3.0 Overview

Asaresult of previous studies, CEPT Report 57 [i.13] and ECC Report 244 [i.15] list approaches for coexistence
between TTT and RLAN. While these reports list combined approaches, here a further distinction between the detection
part and the mitigation part is made. All approaches detailed in the above two reports are covered by the following
categorization and descriptions.

Detection methods can be divided into the following categories:

. Detectors monitor a frequency band and report whether it is used or not. Usually, the interfering technology
monitors the frequency band of the victim technology (for energy above a certain threshold or presence of a
carrier signal), but it is also possible to monitor other frequencies where the frequency use is correlated with
the victim technology.

. Beacons are transmitted specifically for the purpose of protecting the victim technology. This requiresthe
interfering technology to be able to receive and react on beacons.

. Geo-location methods aim at detecting a spatial closeness between victim and interferer by the exchange of
geographic information. Thisisusualy realized by localization and look-up of stored locations from a
database of fixed victim positions.

The detection methods described in the following are concrete instances of the aforementioned categories.

6.3.1 Road toll detector

A road toll detector triesto directly detect the road tolling signal via energy detection or carrier sensing on the road
tolling frequencies.

6.3.2 Detection of road toll stations via ITS-G5

This detection method is based on the assumption that in the vicinity of tolling stations there are aways ITS-G5
equipped vehicles, which actively use the ITS-G5 channels. If an RLAN system detects the use of ITS-G5 channels, it
should activate mitigation techniques. This way, road tolling isindirectly detected viathe presence of ITS-G5
equipment.

6.3.3 RLAN beacons

One beaconing possihility to signal the presence of road tolling isto generate |IEEE Std. 802.11™-2016 [i.2] beacons on
channel 161 (5 795 MHz to 5 815 MHZz), which covers the same band as road tolling. RLAN devices should activate
mitigation techniques upon reception of a beacon frame. It is unclear how the frequencies can be used for road tolling
and RLAN beaconing at the same time. The duty cycle and/or the power of RLAN beaconing has to be defined in order
to protect road tolling from beaconing.

6.3.4 ITS-G5 beacons (coexistence CAMSs)

ITS-G5 beacons are special messages (" Coexistence CAMS") containing protected zone information and part of the
coexistence techniques between I TS-G5 and road tolling outlined in clause 6.2. These messages are Cooperative
Awareness Messages (CAM) containing protected zone information. Protected zones define areas around tolling
stations where mitigation methods should be active. Just as any receiving I TS-G5 station, receiving RLANSs should use
the contained protected zone information to trigger mitigation techniques.

ETSI



25 ETSI TR 103 319 V1.1.1 (2017-08)

6.3.5 Geo-location database

A geo-location database defines protected zones where the victim technology (road toll stations) should be protected. It
is expected that the geo-location database would have the capability to hold actual information on various types of road
tolling stations including fixed/static, sites under construction or planned and temporary installations. Every RLAN
device uses this database and checks whether it islocated within a protected zone or not. Aslong asan RLAN deviceis
within a protected zone, mitigation techniques should be active.

A protected zone is defined by a centre position (geographic coordinates) and a protected zone radius. The protected
zone radius should be at |east the required separation distance where interference is not harmful. The separation
distance depends on the output power of the RLAN device and these need to be further investigated as part of future
work defined in clause 7.7.3. The approach of using a geo-location database is aso part of the ITS road toll coexistence
described in clause 6.2. The locations of road tolling stations are relatively stable, since road construction and roads
works with impact on tolling system installations and new tolling system deployments have usually long planning
terms. Mobile enforcement vehicles cannot be detected via the geo-location database, therefore this method has to be
complemented with a detection method for TTT on mobile enforcement vehicles.

Today it is unclear how many protected zones are needed, the number can be assumed to be less than 10 000 for the
existing European road network.

6.4 Mitigation methods to reduce interference to road tolling
(TTT)

6.4.0 Overview

Previous studies in CEPT Report 57 [i.13] and ECC Report 244 [i.15] suggested that for mitigation the TTT frequencies
are"not available for RLAN use" upon detection, i.e. the actual mitigation part isto vacate the TTT frequencies. In the
present document further mitigation methods according to the following categorization are investigated.

Mitigation methods can be divided into the following categories:

e  Vacating a channel/frequency non-use.

. Change of transmit parameters.

- Output power limitation.
- Duty cycle limitation.

. Coordinated use of the same frequency band, i.e. interoperation on MAC layer or higher layers.
The mitigation methods described in the following clause 6.4.1 to clause 6.4.4 are concrete instances of the
aforementioned categories.

6.4.1 Vacate/frequency non-use

Vacating a channel upon detection is a method to protect a victim technology by not using the frequency band in which
interference is harmful. This method can be combined with a signal detector or beacon detector or with a geo-location
database.

For protecting road tolling by vacating the channel, the following should be considered:

. The road tolling frequency band is vacated immediately upon detection. In order not to violate this
requirement, RLAN uses a detection method before using the frequency band.
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. The vacation period, i.e. duration of frequency non-use, is dependent upon the detecting method. If geographic
protected zone information (such as specified for TTT/ITS coexistence, see ETSI TS 102 792 [i.33]) is
available, the vacation period is at least the time an RLAN isinside a protected zone during the protected
zone's validity duration. When using other detection methods, the vacation period is a multiple of the detection
frequency (detector sampling period or beacon interval) or a multiple of aroad tolling transaction periods
(including inter-frame spacing), whatever is longer. The multiple depends on the probability of detection and
the targeted reliability, e.g. if the detection probability is 0,5 then from a geometric distribution follows that
7 samples are needed to reach 99 % probability. The vacation period includes the reaction timeto leave a
channel and a sufficient listening period after the protected zone was left (relevant for mobile RLANS) and
before the vacation period ends. The size of protected zone or the length of the vacation period needsto be
further investigated as it is dependent upon the protection priority. Besides the in-band protection, the size of
the necessary guard band also needs to be investigated.

6.4.2  Transmit power control

Transmit power control (TPC) describes a method of using lower transmit powers upon detection in order to reduce
interference to alevel that istolerable by the victim technology. For protection of road tolling, RLAN transmit power
levels are assumed to be in the order of -50 dBm e.i.r.p. dependent upon protection to an I/N level of -6 dB. This
follows from the MCL calculation and other assumptions from ECC Report 244 [i.15], clause 6.1.2. For the scenario,
where RLAN isthe interferer and located on board a vehicle (Scenario B) it is assumed that the interferer uses -52 dBm
transmit power (including the effect of TPC) and a channel of 20 MHz bandwidth. Furthermore it is assumed that the
windscreen accounts for 3 dB attenuation (wall 10ss).The resulting -55 dBm per 20 MHz correspond to a net Tx power
density of -68 dBm/MHz. The difference of this value to the allowable interfering power level at the TTT receiver

of -128 dBm/MHz gives a desirable attenuation of 60 dB. 60 dB attenuation can be achieved by a separation distance of
4 m, whichisatypical distance between TTT roadside equipment mounted on a gantry and a vehicle within atolling
zone. Thus atransmit power of at most -52 dBm e.i.r.p, would be required to protect TTT roadside equipment.

There has been no analysisof RLAN versus TTT sharing using the normal RLAN LBT mechanism (as part of the
CSMA/CA protocol) as a mitigation technique in these situations. This should only be considered in situations where
the RLAN can see TTT signals at levels above the RLAN Energy Detect threshold at RLAN power levels where
harmful interference would not occur to TTT.

6.4.3 Duty cycle limitation

Duty cycle limitation describes a method of using a channel with only alimited duration per unit of time in order to
leave the victim technology unaffected during the rest of the time. Thisis usually defined by a maximum duration of
uninterrupted channel occupancy (Ton) and a dependent minimum idle duration (To). This method can under certain
circumstances reduce the impact of interference, provided that the interfering technology leaves so much idletimeto
the victim technology that the major fraction of the communication is unaffected and losses due to interference do not
exceed atolerable maximum (i.e. do not cause harmful interference).

Tolling transaction times differ depending on the specific road tolling system. As an example, atolling transaction

(i.e. the message exchange sequence between road side equipment and on board equipment) has to be finalized within
70 ms according to the Austrian HGV Tolling System - EETS OBE Requirements Specification [i.34]. Within thistime,
only one interference event of approximately 1 ms can be tolerated, since vehicles pass through a small communication
zone at high speed (e.g. 130 km/h on highwaysin Austria, France, Italy) and further repetitions are not possible in short
time. Thislimitation of 1 mstolerable interference duration within 70 ms means, that the duty cycle of the interfering
technology should not exceed 1,4 %. Note that thisis a collective limit for all RLAN devices within range, and not for a
single device. A detailed analytical investigation to support thisisincluded in annex A.

A more general calculation of the tolerable duty cycle than the above example for EETS OBUSs can be found in the
ITS/TTT coexistence standard ETSI TS 102 792 [i.33] which defines duty cycle limits agreed between I TS and tolling.
ETSI TS 102 792 [i.33], clause 5.4 defines the necessary idle times (Tq) after an uninterrupted transmit duration (Ton)
by the interferer.
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If the Ton timeis 1 ms, from ETSI TS 102 792 [i.33], equation 5.1 follows that the subsequent idle time (To) of the
interferer is at least 50 ms (min. T limit), if thereis only oneinterferer. The resulting duty cycle is approximately
given by Tow(Ton + Torr) = 0,02. The idle time grows with the number of interferers. If there are 5 interferers, each using
atransmit duration of 1 ms, the T time for each interferer isat least 225 ms (by ETSI TS 102 792 [i.33], equation 5.1),
which corresponds to a duty cycle of 0,4 %.

If the Ton timeis 7 ms (maximum Ton), from ETSI TS 102 792 [i.33], equation 5.2 follows that the subsequent idle time
(Tofr) isat least 42 ms, if there is only one interferer. This corresponds to a duty cycle of 4,9 %.

6.4.4 Packet by packet interoperation

Packet by Packet I nteroperation describes a method to divide the channel use by two technologies in the time domain,
where each allocation is made on a per packet (per frame) basis. The application of this method suggests a compatible
medium access control (MAC) protocol.

6.5 Mitigation techniques to enable coexistence of RLAN and
ITS

6.5.0 Overview

CEPT Report 57 [i.13] and CEPT Report 64 [i.14] highlight a number of open issues related to further studies on
possible mitigation techniques. This clause proposes mitigation techniques to help address the open coexistence issues
between RLAN and ITS in particular with regards to Enhanced Protocol recognition and Detect and Avoid mitigation
technigues as detailed in the present document.

The following mitigation techniques were proposed as part of the present document to enable coexistence of RLAN and
ITS.

Considerations on mitigation techniques for the coexistence between RLAN and I TS have focused on alisten before
talk spectrum access mechanism, where the potential interferer tries to detect whether a channel is busy before
transmitting a data packet.

Two processes are under investigation for the detection mechanism:

o Energy Detection (ED): based on whether any energy is present above a certain threshold, regardless of the
form of the signal.

. Carrier Sensing (CS): tries to match the received signal with known training (preamble) signal signatures.

CSisprimarily designed to avoid interference between devices where the detector is aware of the transmitters
technology and it would require RLAN to detect technology specific signals of the ITS systems. Energy detection and
carrier sensing can aso be combined.

6.5.1 Energy detection

Preliminary analysis during CEPT coexistence studies included in CEPT report 57 [i.13] and CEPT Report 64 [i.14]
indicated that an energy detection threshold (without any consideration of the interferer and victim signal frames) of the
order of -90 dBm/10 MHz would be required for areliable detection of TS assuming arequirement of I/N of -6 dB.

6.5.2 Detect and mitigate proposal

The following Detect and Mitigate proposal isincluded within the present document.

The "Detect and Mitigate" technique proposes to use a combination of energy detection and carrier sensing, such as one
of the Clear Channel Assessment (CCA) modes defined in IEEE 802.11™-2016 [i.2], clause 17.3.10.6. This mitigation
technique proposes three different options for EDCA parameters (Reduced EDCA, Decreased EDCA Plan A and
Decreased EDCA Plan B) to give varying levels of prioritization of medium accessto the RLAN and ITS devices. The
EDCA parameters for these alternatives are summarized in annex C.
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Simulations for "Detect and Mitigate Proposal” are included in clauses B.2, B.3 and B.4. Simulations for an RLAN
defer time of 10 s (i.e. Detect and Vacate Proposal) are also included for reference. Further clarification on the
parameters used for the simulation contributions are included in clause B.5.

If an RLAN device detects the operation of an ITS-G5 devicein the 5855 MHz to 5 905 MHz band, the RLAN device
mitigates the effects of its future transmissions in the band on the ITS-G5 devices by reducing the probability of
accessing the medium for a period of [2 5], which in turn reduces the probability of transmitting at the sametime as an
ITS-G5 device. This reduced collision probability is the result of two things:

1) theRLAN device employsan ITS-G5 10 MHz preamble detector, which allowsiit to detect nearby ITS-G5
transmissions; and

2) withina2 sinterval after the most recent I TS-G5 preamble detection the RLAN device waits longer than usual
between attempts to access the channel.

In the present document where RLAN islimited to Wi-Fi, "waits longer than usual™ means that the device uses larger
AIFSN, CWmin, and CWmax parameters. It isimportant to note that the effectiveness of 2) in mitigating interferenceis
to alarge extent, directly related to the resulting increase in inter-frame space, because I TS-G5 devices cannot detect
Wi-Fi transmissions below approximately -60 dBm. An ITS-G5 device, that has a pending transmission, will

transmit when a Wi-Fi deviceis already transmitting, if the Wi-Fi signal is below -60 dBm at the ITS-G5 location. In
general the longer the inter-frame space before each Wi-Fi transmission, the lower the probability that an ITS-G5
transmission overlaps a Wi-Fi transmission.

Reduced EDCA

If the start of avalid 10 MHz ITS-G5 transmission is detected during normal Clear Channel Assessment (i.e. 1 or more
ITS-G5 short training symbolsis detected (within 8 ps of the start of any signal with areceived energy that is

above -85 dBm/10 MHz as defined for Channel Busy in annex D) on any 10 MHz channel from 5 855 MHz to

5905 MHz which is overlapping the channel of operation of an RLAN device operating in the 5 850 MHz to

5925 MHz band at areceive level equal to or greater than -85 dBm, then the RLAN will defer to the ITS-G5
transmission.

In addition to normal Clear Channel Assessment (CCA) to determine whether the channels are idle or busy, RLAN
devices use at least four 10 MHz ITS-G5 detectors that detect 10 MHz OFDM transmissions on channels 172, 174, 176,
178 and at a higher threshold on channel 180 (for example using the channel 178 ITS-G5 detector). Together the four
10 MHz ITS-G5 detectors assert ITS-G5 channels not busy (no 10 MHz short training symbol detected) or ITS-G5
channels busy (one or more 10 MHz short training symbols and two long training symbols detected on any one of
channels 172, 174, 176, 178 and 180 within 32 ps).

See figure 8 and related text in clause 6.5.3 for further details on ITS-G5 detection.

If ITS-G5 channels busy istrue RLAN devices employ the EDCA mechanism described in |EEE 802.11™-2016 [i.2]
using the following parameters for at least 2 s following the detection event.

Table 1. EDCA parameters

802.11 Access Contention Window Contention Window AIFS Number (AIFSN) TXOP Limit
Category Minimum (CWmin) Maximum (CWmax)

Background aCWminx 2 +1 (@CWmax x 2) +1 18 + (aCWmin x 2) + 1 2,528 ms

(AC_BK)

Best Effort aCWminx 2 +1 (aCWmax x 2) + 1 12 + (aCWmin x 2) + 1 2,528 ms

(AC_BE)

Video aCWmin (aCWmin x 2) + 1 6 + aCWmin 3,000 ms

(AC_VI)

Voice ((@CWmin +1)/2) -1 aCWmin (4 + (@CWmin + 1)/2) - 1 2,080 ms

(AC_VO)

The EDCA parameters employed during any of the mitigation methods have been chosen to provide varying levels of
probability of access for RLAN devices. The probability of access of an RLAN device can be significantly reduced
from one mitigation to another. During the 2 sinterval following a detection event, RLAN devices are restricted to a
single RLAN channel of operation.
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If no detection events occur for 2 s, then the RLAN device may revert to the previously configured EDCA parameters
and multi-channel operation. Whenever anew I TS detection event occurs during a 2 s mitigation interval, the mitigation
is extended for 2 s.

Reduced EDCA uses arandom back off (Extended CCA) based upon modified EDCA parameter settings to those
detailed in |IEEE 802.11™-2016 [i.2], table 9-137.

Ouitside of the ITS detection window the IEEE 802.11™-2016 [i.2] EDCA parameter set is set to the standard Wi-Fi
parameter settings.

The following Decreased EDCA alternatives would provide alower level of probability of access for RLAN
transmissions in comparison to Reduced EDCA.

Decreased EDCA Plan A

1) Aswiththeinitial Reduced EDCA proposal above RLAN devices attempt to detect the presence of ITS-G5
devicesinthe 5855 MHz to 5 905 MHz band.

2) If ITSG5 devices are detected then RLAN devices modify their EDCA parameters to use larger AIFSN,
CWmin, and CWmax parameters (decreasing the probability of transmitting at the sasmetime asan ITS-G5
device) compared to those used in Reduced EDCA, see annex C:

- The RLAN back off rule changes such that following each channel busy event (not just the one that
caused the initial changein EDCA parameters) the RLAN device uses an Extended CCA of 4,5 msto
19 ms(i.e. aperiod greater than the ITS CWmax for the same access category). This continues aslong as
any ITS deviceis detected as transmitting, for every RLAN transmission for a period of at least 2 s. If an
ITS packet is detected at any time T during this 2 s window, the end of the window is extended till
timeT +2s.

3) After 2 swithout detecting the presence of any ITS device, an RLAN device is allowed to revert to the default
EDCA parameters detailed in |EEE 802.11™-2016 [i.2], table 9-137.

This proposal does reduce probability of accessfor RLAN transmissions outside of the 2 s window but an Extended
CCA of between approximately 4,5 ms and 19 ms does reduce probability of accessto RLAN deviceswithinthe2 s
window after ITSis detected.

Decreased EDCA Plan B

For Decreased EDCA Plan B steps 1) and 2) are the same as Decreased EDCA Plan A however step 3) is different as
detailed below.

After 2 swithout detecting the presence of any ITS device, an RLAN device revertsto aless aggressive set of EDCA
parameters compared to the default EDCA parameters detailed in IEEE 802.11™-2016 [i.2], table 9-137, see annex C.

Anincreased Minimum Idle time reduces the probability of accessfor RLAN device transmissions outside of the 2 s
window. An extended CCA of between approximately 4,5 ms and 19 ms reduces the probability of accessfor RLAN
device transmissions within the 2 s window after I TS detection.

6.5.3 Detect and vacate

The following Detect and Vacate proposal isincluded within the present document.

This proposal viewsthe 5 850 MHz to 5 925 MHz ITS band as a band where every 10 s, everything is new again. If a
RLAN device slegps or fails to communicate for 10 s, it cannot assume the other stationsin the BSS are still active.

The ITS and RLAN channel designations are shown in figure 7.
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Figure 7. ITS and RLAN channelization

The 10 MHz OFDM transmissions used in ITS-G5 are specified in |EEE 802.11™-2016 [i.2], clause 17, annex D and
annex E. The clause 17 short training symbols begin each valid OFDM transmission, and RLAN devices seeking to
operate in the I TS band should be required to detect ITS-G5 short training symbols at [-85 dBm] in any 10 MHz
channel within 5 855 MHz to 5 895 MHz and at [-65 dBm] within 5 895 MHz to 5 905 MHz.
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Figure 8: 10 MHz ITS-G5 preamble

Figure 8 shows the 10 MHz OFDM training structure (PLCP preamble), where t1 to t10 denote short training symbols
and T1 and T2 denote long training symbols. The total training length is 32 us. The PLCP preambleis followed by the
SIGNAL field and DATA.

RLAN devicesthat operatein the 5850 MHz to 5 925 MHz ITS band are capable of detection of ITS transmissionsin
10 MHz channels between 5 855 MHz to 5 905 MHz.

In addition to normal Clear Channel Assessment (CCA) to determine whether the channels areidle or busy, RLAN
devices use at least four 10 MHz ITS-G5 detectors that detect 10 MHz OFDM transmissions on channels 172, 174, 176,
178 and at a higher threshold on channel 180 (for example using the channel 178 ITS-G5 detector). Together the four
10 MHz ITS-G5 detectors assert ITS-G5 Channels Not Busy (no 10 MHz short training symbol detected) or ITS-G5
Channels Busy (one or more 10 MHz short training symbols and two long training symbols detected on any one of
channels 172, 174, 176, 178 and 180 within 32 us). The ITS-G5 Channels Not Busy and ITS-G5 Channels Busy states
are mutually exclusive and exhaustive. The ITS-G5 Channels Busy remains true for at least [10 s] after it becomes true.
The use of these four I TS-G5 detectors, referred to as ITS-G5 Clear Channel Assessment (ICCA), isindependent of and
in addition to normal RLAN Clear Channel Assessment.
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A 30 minute history of RLAN activity above 5 850 MHz is maintained by each RLAN device. An RLAN transmit
period is defined from the beginning of transmission to the time of acknowledgement, or to the completion of aretry
limit when retries are attempted. An RLAN receive period is defined from the beginning of reception of the preamble to
the end of reception of the frame. The sum of transmit periods and receive periods within atimeframe is the BandL oad
for that timeframe. When the BandL oad since startup or the most recent thirty minutesis zero, the BandLoadLimit is

5 %, the TransmitLimit is 6 ms and the Initial TransmitLimit is 250 ps.

Both CCA and ICCA indicate channel idle and ITS-G5 Channels Not Busy before aRLAN deviceis allowed to
transmit on channels above 5 850 MHz.

Aninitial transmission of [Initial TransmitLimit] is used, and if a unicast frame is not acknowledged within the retry
limit, then a 10 swait or a successful RLAN frame reception is required.

After theinitia transmission, normal RLAN operation continues while I TS-G5 Channels Not Busy istrue.

The simulationsin clause B.3 suggest that in order to improve the likelihood that I TS transmissions are detected, an
RLAN device will not transmit within 300 us of the end of a channel busy period as determined by its normal CCA
function, i.e. from the time that its CCA function detects that the channel state has transitioned from busy to idle.

All RLAN devicesrestrict their transmission period to [ TransmitLimit] or less to minimize the probability of
interference to I TS-G5 stations. Each RLAN device operated to restrict its BandLoad to be less than the BandLoadLimit
for a 10 s period.

When the start of avalid ITS-G5 transmission at areceive signal level equal to or greater than -85 dBm/10 MHz is
detected in 10 MHz channels of 5 855 MHz to 5 895 MHz or equal to or greater than -65 dBm/10 MHz within
5895 MHz to 5905 MHz, then the RLAN device does not transmit in 5 825 MHz to 5925 MHz for 10 s. Every 10 s
each RLAN device evaluates its BandL oad for the most recent 10 s and adjustsits Initial TransmitLimit and

BandL oadLimit.

Stated differently, if the ITS-G5 detectors detect ITS-G5 transmissions on any of the 10 MHz channels up
to 5905 MHz, then the RLAN devices vacate channels from 5 825 MHz to 5 925 MHz for 10 s.

Figure 9 showsthe RLAN device state machine.
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Figure 9: RLAN state machine

The channel guidance info referenced in figure 9 defines a period where the RLAN device goes silent and the
conversation resumes on a channel outside of the 5 825 MHz to 5 925 MHz band within 100 ms.

The approach benefits I TS by extending protection down to 5 825 MHz (an additional 25 MHz of protection compared
to today). Moreover, every RLAN device (including client devices) will be listening for ITS-G5 transmissions before
using the band.

The approach benefits Wi-Fi by allowing more channels to be available for wide bandwidth transmissions where ITS
devices are not present.

The regulatory requirements that would apply to this proposal are summarized in comparison table D.1.

7 Mitigation technique evaluation

7.1 Introduction

This clause focuses on eval uating the mitigation techniques highlighted in the respective parts of clause 6 of the present
document. In particular the evaluations will be with regards to Enhanced Protocol recognition and Detect and Avoid
mitigation techniques as detailed in the present document.

Clause 7 discusses the feasibility and impact on RLAN operation with regards to proposed mitigation techniques;
however these are addressed only on a case by case basis and it should be assumed that one or more mitigation
techniques may be required to achieve coexistence.

Detailed evaluation results for proposed mitigation techniques intended to enable coexistence between RLAN and ITS
are reported in annex B of the present document. These results are based on three independent contributions and are
found in clauses B.2, B.3, and B.4, respectively.
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7.2 Mitigation techniques to enable coexistence of RLAN and
road tolling (TTT)

The following detection and mitigation techniques were considered as part of the present document to enable
coexistence of RLAN and Road Tolling (TTT).

7.3 Detection of road toll stations

7.3.0 Overview

The following clauses eval uate the proposed detection methods for road toll stations detailed in clause 6.3 of the present
document.

7.3.1 Road toll detector

Preliminary analysisin ECC report 244 [i.15], annex 5 during coexistence studies at CEPT indicated that an energy
detection threshold of the order of -100 dBm/500 kHz would be required for areliable detection of road tolling.

Based upon feedback from the RLAN industry energy detection aloneis not possible. RLAN devices measure the
Signal to Interference plus Noise Ratio (SINR) only and i mplementations use SINR measurements to calcul ate Energy
Detect by assuming a noise figure of -95 dBm/20 MHz. False detections occur as alevel of -80 dBm is approached,
based upon a 20 MHz bandwidth

7.3.2 Detection of road toll stations via ITS-G5

The effectiveness of this method depends on the correl ation between road tolling locations and the presence of ITS-G5
equipped vehicles. In the vicinity of road toll stations, ITS-G5 stations transmit with reduced power and at reduced duty
cyclein order to meet coexistence requirements between ITS-G5 and road tolling. The probability of detection has not
been investigated prior to preparation of the present document and further work is recommended, see clause 7.7.

7.3.3 RLAN beacons

RLAN beaconsin the road tolling frequency band cause in-band interference. On toll plazainstallations with several
independent tolling lanes, tolling transactions are scheduled independently on separate channels and overlap in time. In
this scenario, it isimpossible to find time slots to insert RLAN beacons of 20 MHz bandwidth, because they overlap in
time and interfere with all road tolling channels.

7.3.4 ITS-G5 beacons (coexistence CAMS)

ITS-G5 Beacons are fully specified through ETSI ITS standards. Data formats are described in ETSI
TS 102 637-2 [i.36] (CAM standard) and in ETSI TS 102 894-2 [i.37] (Common Data Dictionary), the usage of beacons
inthe ITS context is specified in ETSI TS 102 792 [i.33] (ITS/TTT coexistence standard).

ITS-G5 beacons are not suitable for broadcasting at toll plazas, where several TTT-DSRC RSUs are operated
independently. In these toll plazas the TTT-DSRC transactions overlap in time and there is no fixed schedule with
guaranteed idle time dlots, in which ITS-G5 beacons can be broadcast. If ITS-G5 beacon transmitters are directly
located at atoll plaza, they have to be operated with reduced transmit power and reduced transmit rate in order to meet
coexistence requirements. A reduced transmit rate of I TS-G5 beaconing and a reduced transmit power still does not
guarantee interference free operation between ITS-G5 and TTT and it lowers the probability of detection by RLAN in
the vicinity of thetolling station.

This method is technology dependent and requires an |EEE 802.11™ based receiver listening to a 10 MHz ITS-G5
channel and a CAM decoder on the interferer's side.
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On thevictim's side, it requires transmitter installations on each tolling station. It should be noted, that for coexistence
with ITS the ITS-G5 beacon transmitters are not required to be installed at the same locations as tolling stations.
ITS-G5 beacon transmitters co-located with tolling stations bear the risk of interference. The protection of tolling from
ITS can be achieved by placing ITS-G5 beacon transmitters hundreds of meters, even up to afew kilometers ahead of a
tolling station, so that I TS-G5 equipped vehicles receive protected zone information before they reach atolling station
and are able to activate mitigation techniquesin time. In such separated deployment I TS-G5 beacons are not detectable
at the location of the tolling station, and thus the tolling station cannot be protected from RLANSs in their vicinity.

7.3.5 Geo-location database

The use of ageo-location database is an effective method to protect long term road toll installations. At the sametime it
allowsto re-use the frequency by RLAN outside protected zones. Protected zones will cover only asmall fraction of the
land areain Europe.

As an example, the Austrian tolling system can be protected by defining approximately 500 protected zones, which
cover approximately 1 % of the overall land area of Austria (whichis 83 879 kng), if a separation distance of 690 mis
applied (which isthe required separation between TTT and indoor RLAN operating at 23 dBm/20 MHz under rural
conditions according to ECC Report 244 [i.15]. Most highways arein rural areas, where not so many RLAN
deployments are expected. This example of Austriaistypical for a multi-lane free flow system with nationwide
installation similar to other European countries such as Czech Republic and Poland.

The geo-location database in combination with frequency protection allows coexistence by spatial separation. The road
tolling community is working on the corresponding database. Protected zones have to be further investigated and the
role and responsibilities of stakeholders would have to be clearly defined.

Detection can be performed by a table lookup and comparison to the RLAN's own geographical location, which can be
determined automatically. RLAN systems usually have Internet access that enables database updates.

The geo-location database cannot cover mobile enforcement vehicles, unless the whole road network (subject to tolling)
isincluded in protected zones.

Thereis no technology lock in, i.e. the method does not depend on the interfering technology.

A geo-location database approach would be dependent upon the accurate localization of RLAN transmitters operating in
the road tolling bands. Further consideration of how localization could be achieved, especially with regards indoor
equipment, is required. Security measures would also need to be addressed to prevent user modification of the
localization and disabling of mitigation although this security concern would be common to all mitigation techniques.

The economic availability of providing a database has been questioned but it has been noted that there may be
possibilities to leverage existing databases. As an example, for the coexistence between ITS and road tolling, ASECAP
will operate from 2017 a European database of protected zones which the car manufacturers use in their ITS OBUs.

7.4 Mitigation methods to reduce interference to road tolling

7.4.0 Overview

Vacate/frequency non-use, Transmit Power Control, duty cycle Limitation and Packet by Packet operation as detailed in
clause 6.4 are discussed in the clauses below.

In addition the time duration of protection is a parameter for the mitigation strategy, which has to be considered in the
specification of each mitigation method. Mitigation should be active for a multiple of the detection frequency, and at
least until the detector gives a negative answer with high reliability.

7.4.1  Vacate/frequency non-use

Vacating a channel/frequency non-use is the most effective method for protecting the victim technology.

In the case of road tolling, only asmall portion of the land area is affected by protected zones, where the road tolling
frequency band should not be used by RLAN, see clause 7.3.5.

There is no technology lock in, i.e. the method does not depend on the interfering technology.
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7.4.2 Transmit power control

The tolerable transmit power limit calculated in clause 6.4.2 is so low that the road tolling frequencies are actually not
useable for RLAN within the vicinity of the road toll stations. It is proposed that future work should be based upon
actual interference effects and measurements rather than assumed I/N (taking into account separation distances, RLAN
power levels, RLAN Energy detection thresholds, etc.).

7.4.3 Duty cycle limitation

The tolerable duty cycle calculated in clause 6.4.3 is so low that the road tolling frequencies are actually not useable for
RLAN within the vicinity of the road toll stations. Thisis further supported by the analytical investigation in annex A
and related discussion below.

Interference mitigation to TTT-DSRC road tolling by duty cycle restriction is possible, as has been reported in ETSI
TR 102 960 [i.43] and specified in ETSI TS 102 792 [i.33] to mitigate blocking of the TTT-DSRC OBU receivers
caused by ITS-G5 transmitters. However, as has been shown in clause 6.4.3, the duty cycle limit arising from ETS|
TS 102 792 [i.33] resultsin values below 5 %, even for asingle interferer, and can go down to well below 1 % in the
case of several interferers.

Since RLAN is causing in band interferenceto TTT-DSRC, the duty cycle limits as calculated in the present document
are even dtricter. In the evaluated MLFF examplein clause A.4.2.1, even asingle interferer should not transmit with
more than 0,4 % duty cycle to avoid harmful interference to the TTT-DSRC RSU receiver.

For Toll Plazas with independent toll lanes, the interference limits are more relaxed, also because of the lower driving
speed. Consequently, for open toll lanes an overall duty cycle limit of 5 % will be sufficient for most use cases (see
table A.5) and for tollgates with barriers all interfering transmitters should not exceed atotal duty cycle of 20 % for
most use cases (seetable A.6).

Based upon the above duty cycle restriction would limit the use of RLAN in vicinity of MLFF and open tollgates to
very few use cases, while in the vicinity of atollgate with a barrier around 20 % of the channel capacity could be shared
with RLAN. Usually, amost all Toll Plazas have also open toll lanes and not only lanes with a barrier. Therefore, the
possible duty cycle sharing scenarios are rare.

7.4.4 Packet by packet interoperation

Since road tolling and RLAN have fundamentally different and incompatible MAC layers, this method is not
applicable. The same holds for interoperation on higher layers.

7.5 Mitigation techniques to enable coexistence of RLAN and
ITS

7.5.0 Overview

The following mitigation techniques, as detailed in clause 6.5 were considered as part of the present document to enable
coexistence of RLAN and ITS.

7.5.1 Energy detection

Based upon feedback from the RLAN industry energy detection alone is not possible where the ITS required energy
detection threshold is of the order of -90 dBm/10 MHz. Levels can be detected down to approximately -75 dBm reliably
however false detections occur as -80 dBm, is approached, based upon a 20 MHz bandwidth.

The following instances of I TS devices using reduced power are relevant for RLAN's using energy detection to avoid
interference into ITS:

e  TTT mitigation techniquesintegrated into the ITS system will result in varying I TS output power which
should be considered for detection reliability. Here the lowest level of transmit power will be in the range of
10 dBm leading to a power spectral density of 0 dBm/MHz. This reduction of output power can happen in case
of one single vehicle ITS station.
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. DCC (Decentralized Congestion Control) as detailed in ETSI TS 102 687 [i.35] resultsin varying I TS output
powers which should be considered for detection reliability. Here the lowest transmit output power from an
ITS station would need to be defined and taken into account in the calculations. A realistic minimum value of
transmit power could be 3 dBm leading to a power spectrum density of -7 dBm/MHz, thisis recommended to
be included in future work, see clause 7.7.4.

7.5.2 Summary of Detect and Mitigate and Detect and Vacate Simulations

There are simulation contributions in three separate clauses B.2, B.3 and B.4, related to evaluating the Detect and
Mitigate and Detect and V acate proposals to enable RLAN spectrum sharing within the ITS-G5 band. The results from
these clauses are discussed below.

Clause B.2 discussions

Clause B.2 presents results of a simulation study involving multiple topologies with varying I TS and Wi-Fi device
densities. In the smaller topologies the Wi-Fi devices are outdoors. In the larger topologies the Wi-Fi devices are either
outdoors or in vehicles. ITS and Wi-Fi devices are static in each simulation. The primary metrics are I TS Packet Error
Rate (PER), ITS latency, and Wi-Fi PER, all of which are measured both during the I TS detection phase and after ITS
is detected.

The simulations in clause B.2.2 to clause B.2.6 support the following preliminary conclusions.
Using a calibrated channel model and PHY abstraction:

. In the steady state condition, after I TS detection, Wi-Fi has varying impact on I TS devices depending on the
mitigation approach (i.e. D&V or D&M) and exact parameters of the mitigation scheme. D&V has the lowest
impact, i.e. lowest PER and latency. See tables B.3, B.4 and B.6.

o In the transition period between when I TS first appears and when Wi-Fi detects the presence of I TS the choice
of mitigation approach and the configuration of D&M mitigation parameters (e.g. minimum AIFS) has a
noticeable impact on ITS PER. SeetablesB.3 and B.6:

- D&V and D&M Decreased EDCA Plan B, both of which use an extended inter-frame space, have
comparable transition period I TS PER performance, and provide better protection of ITS compared with
other D&M variants.

Preliminary simulations of variations of detect and mitigate and detect and vacate proposals have shown support for the
following concepts:

o D&V effectively protects I TS traffic after ITS is detected. D&M shows different levels of interferenceto ITS
depending on the specific configuration; Decreased EDCA Plan A and Decreased EDCA Plan B use the
medium less frequently than Reduced EDCA, and cause less interference.

Additional simulations detailed in clause B.2.7 support the following:
e  Thelargetopology T2 has been included in clause B.2.

. Simulationsin clause B.2.7 use a NLOS channel model even between vehiclesthat arein fact LOS. The
NLOS model produces an unrealistically short communication range for LOS ITS devices. This creates a high
baseline ITS PER that could mask RLAN interference. Future simulations should adopt realistic LOS channel
models where appropriate.

The simulation results have illustrated that mitigation techniques could improve the I TS performance in the presence of
Wi-Fi traffic when compared to the case where no mitigation techniques are employed. Nevertheless, challenges remain
especially for safety-related applications as for both scenarios 1 and 2 (conditioned upon one vehicle being only 25 m
away from the intersection) the PER of ITSis till above 20 % which could not sufficiently guarantee safety-related ITS
applications.

Clause B.3 discussions

Clause B.3 presents results of an analysis and simulation study. The analysis examines basic challenges for coexistence
between Wi-Fi and ITS. The simulations are for two topologies in which the Wi-Fi devices are indoors. ITS and Wi-Fi
devices are static in each simulation. The primary metrics are time-to-detect ITS and post-detection ITS PER.
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The analysisin clause B.3 illustrates some challenges of using Detect and Vacate (D& V) and Detect and Mitigate
(D&M) for sharing the ITS band. In particular:

Clause B.3.2: Initia detection of the presence of I TS transmissions, which is required by both D&V and D&M
in order to activate appropriate mitigation techniques, is largely affected by the size of the interval between
consecutive RLAN transmissions. The longer the interval is, the more likely an ITS transmission will occur
during the interval and will be detected by RLAN devices. Increasing the inter-frame space between RLAN
transmissions improves initial detection performance.

Clause B.3.3: After detection of the presence of ITS transmissions, D&V leavesthe ITS band, and thus causes
zero post-detection interference to ITS. By contrast, after initial detection D&M allows continued RLAN
transmissions and does interfere with ITS. The amount of interference is afunction of the quantity of
post-detection RLAN transmissions.

The simulations in clause B.3.4 support the analysis.

Simulations of the time required for an RLAN device to initially detect ITS show that the average number of
ITS transmissions heeded for detection goes down significantly with a minimum RLAN inter-frame space of
300 ps.

Simulations of the post-detection period show that RLAN transmissions under D&M cause I TS packet |0ss,
e.g. upto 45 % ITS packet loss due to RLAN interference under D&M Decreased EDCA Plan A. By contrast,
simulations of D&V using a 10 s vacate period show that since there are no RLAN transmissions after initial
ITS detection, thereisno ITS packet loss due to RLAN interference.

The simulation resultsin terms of "the average number of I TS transmissions needed before an RLAN Access Point
(AP) activates vacate or mitigation mode" and "PER of ITS after the mitigation mode is activated (i.e. post-detection
PER)" have clearly illustrated the differences among various spectrum sharing proposals for both the "detection" and
"mitigation or vacate”" phases, and thus provide valuable guidance for understanding the characteristics

of these techniques.

Clause B.4 discussions

Clause B.4 presents results of a simulation study with static and moving I TS devices and static outdoor and indoor
WiFi devices. The indoor Wi-Fi device simulations also consider a scenario for areduced Wi-Fi power. Two channel
scenarios are included, one with fading and one without. The primary metric is TS Packet Reception Rate (PRR).

The simulation provided in clause B.4 support the following observations:

The DAM protection level on ITS-G5 against RLAN strongly depends on uncontrollable Wi-Fi traffic
parameters (Wi-Fi Access Categories) and wireless environment (LOS, NLOS, indoor, outdoor).

DAM Reduced EDCA does not sufficiently protect the ITS-G5 against RLAN transmissions, asit provides a
systematic increase in ITS-G5 packet |osses between 20 % to 50 % as a function of the distance.

DAM Decreased EDCA Plan A provides an increased protection, asit limitsthe increased I TS-G5 packet loss
to between 10 % and 20 %, compared to a scenario without any Wi-Fi. However, al simulation tests showed a
systematic increase in I TS-G5 packet |0oss compared to a situation without Wi-Fi.

The ITS-G5 protection level from DAM Decreased EDCA Plan A is Wi-Fi access category dependent and
significantly degrades when Wi-Fi moves from AC_BE to AC_VO. Considering CAM/BSM sent on AC_BE,
the additional 1TS-G5 packet loss reaches 70 % if Wi-Fi uses AC_VO and 30 % (at distance -90 m) if Wi-Fi
uses AC_VI.

For indoor scenarios, this study illustrated high ITS-G5 additional packet |oss considering DAM Reduced
EDCA and DAM Decreased EDCA Plan A. The proposed reduced Wi-Fi Tx power showed to provide an
increased protection to ITS-G5, but further studies should be conducted to evaluate the impact on Wi-Fi
traffic. Similarly, the scenario did not consider Wi-Fi being deployed in higher building floors, but should also
be considered for future studies.
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7.5.3 Detect and vacate

The Detect and Vacate proposal has been eval uated as part of the simulation contributionsin clauses B.2, B.3 and B.4
and included in the discussions for clause 7.5.2.

The simulations in general only take into account the 10 s non-use proposal inthe 5 825 MHz to 5 925 MHz range.

In addition, the analysis of Detect and Vacate in the present document only considers the evacuation of the specific
occupied channel, but not the evacuation of the complete range 5 895 MHz to 5 905 MHz (as proposed in clause 6.5.3).

7.6 Summary

Various mitigation techniques have been proposed to enable sharing with Road Tolling and Transport equipment and
these were evaluated in terms of feasibility and impact on RLAN operation.

The RLAN industry proposed two possible mitigation techniques (Detect and Mitigate and Detect and V acate) to enable
RLAN spectrum sharing within the ITS band (5 855 MHz to 5 925 MHz) and various simulations were performed on
these proposals. The only RLAN technology considered in the evaluations is Wi-Fi as defined under

|EEE Std. 802.11™-2016 [i.2]. The only ITS technology considered isITS-G5 as defined in ETSI EN 302 663 [i.3] are
considered in the present document.

The feasibility and eval uations were addressed only on a case by case basis and it should be assumed that a combination
of mitigation techniques may be required to achieve coexistence.

Based upon the results for the particular scenarios and technologies considered in the present document, conclusions on
the feasibility of coexistence could not be reached. Recommendations for a continuation of these studies at CEPT are
summarized in clause 7.7.

7.7 Recommendations for future work

7.7.1 Overview

The following recommendations should be considered as part of future studies at CEPT.

7.7.2 General

Time domain effectsin regard to sensing procedures (e.g. listening time, non-occupancy time) or the effect of RLAN
network deployments on POD (Probability of Detection) and the associated aggregate interference environment have
not yet been considered and maybe consideration for further work.

7.7.3 Road tolling

o Extract from clause 6.4.1 Vacate/frequency non-use: " The size of protected zone or the length of the vacation
period needs to be further investigated as it is dependent on the protection priority. Besides the in-band
protection, the size of the necessary guard band also needs to be investigated".

. Extracts from clause 7.3.2 Detection of road toll stations via I TS-G5: " The probability of detection has not
been investigated prior to preparation of the present document and further work is recommended"”.

. Extract from clause 6.3.5 Geo-location Database: " A protected zone is defined by a centre position
(geographic coordinates) and a protected zone radius. The protected zone radius should be at least the
required separation distance where interference is not harmful. The separation distance depends on the output
power of the RLAN device and these need to be further investigated”.

. Extracts from clause 7.3.5 Geo-location Database: The geo-location database cannot cover mobile
enforcement vehicles, unless the whole road network (subject to tolling) isincluded in protected zones.
Possible solutions need to be further investigated.
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. The geo-location database in combination with frequency protection allows coexistence by spatial separation.
The road tolling community is working on the corresponding database. Protected zones have to be further
investigated and the role and responsibilities of stakeholders should be clearly defined.

. In addition to examining these mitigation techniques before concluding any final mitigation techniquesit is
recommended that testing be performed in lab conditions and out in open range conditions to investigate the
real effect of RLAN interference into road tolling to determine the real separation distances based on actual
interference effects. These tests will be important in both determining the actual interference effect of RLANS
on Road tolling systems that already have aform of mitigation as part of its operating protocol, as well as
determining suitable separation distances between the applications if necessary.

o In Italy aspecial version of TTT is used, defined in ETSI ES 200 674-1 [i.24]. Interference effects of 5 GHz
RLAN onthistype of TTT system has not been considered yet, and may also need to be included in future
analyses.

7.7.4 ITS

. Compatibility considered in the present document includes Wi-Fi and I TS technology as defined in ETSI
EN 302 663 [i.3]. LTE-V2X and LAA technologies as defined in ETSI TS 136 211[i.10], ETS|
TS 136 101 [i.11] and ETSI TS 136 104 [i.12] are not part of the present document and they are recommended
to be considered for inclusion in future studies.

o Per discussionsin clause B.3.2 further studies are needed to find an appropriate I TS preamble detection
threshold for ITS detectors.

e  The parameters used in simulation were varied, as detailed in clause B.5, and it is therefore recommended that
for future work the parties involved agree on a set of common parameters. Future work should include
agreements on at least the following prior to start of simulation work:

- What scenarios should be simul ated.

- Channel models to use for each of the variousinteractions, including ITSto ITS, ITSto RLAN, RLAN
to ITS, RLAN to RLAN, LOS versus NLOS, building location (e.g. floors).

- Simulation parameters e.g.:
" Packet sizes.
" Transmit powers/rates.
L] Traffic flow patterns.
" Number of runs/randomization/confidence intervals.
" Inclusion of motion.
- Evaluation/Protection criteriae.g.:
. Detection time.
L] PER of multicast ITS messages.
" Effective communication distance.
- See also Proposed Evaluation settingsin clause 5.1.4.

. It is advisable to consider both pre-detection and post-detection metrics when evaluating the impact
of RLAN on ITS performance for any future work.

. Further work is proposed to consider the 'slow restart' in the Detect and Vacate protocol as defined in
clause 6.5.3.
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Future work should examine the performance of the mitigation schemes under conditions where ITS-G5
packet transmission rates are reduced from the 10 Hz that is used in annex B. Proposed values were:

- Parked or stopped vehicles send CAMsat 1 Hz.
- Moving vehicles send CAMsat 2,5 Hz.

DCC (Decentralized Congestion Control) is not modelled in any of the simulations included in the present
document. DCC can be triggered by ITS and by interferers. It reduces I TS transmit rate and/or I TS output
power, which influences detection and mitigation. It might be possible to exclude a given mitigation technique
based on simulations in the report, but deciding that a sharing technique is appropriate requires additional
simulations that model DCC.

The protection criteriafor safety-related and non-safety I TS has not been agreed in the present document. This
is needed to conclude on the feasibility for compatibility.

Regarding the ITS simulations in clause B.2 the PER and latency statistics presented are based on aggregation
for ITS-G5 devices from 10 simulations with 10 different randomizations. Further randomizations are
recommended. Also, at thistime, the MCS selection algorithm choices that are built into the model are not
accurately reflective of the real, sophisticated algorithms in deployed products. Those agorithms can be
modified to provide an increase in the realism factor of the simulations.

The work may also want to consider additional scenarios, for example clause B.2 includes someinitial
investigation into RLAN on board of a vehicle however further studiesin line with other proposalsin this
clause is recommended.

Clause B.2 provides some initial investigation into latency however a more detailed review should be
considered as part of any future work.

ITS G5 employs ajitter £5 msin CAM generation, which is not used in the simulations of clause B.2 and
clause B.4. Jitter helps prevent two vehicles from having persistent packet collisions. It could be simulated in
future work.

To verify the effectiveness of these two extensions, the inter-arrival time between a car leaving the Wi-Fi
station's detection range and the next car appearing within its range should be more than 2 sand 10 sfor DAM
and DAYV respectively. Accordingly, this would reguire simulation scenarios modelling bursty vehicular
traffic, which are recommended for future work.

Clause B.4.3 performed an initial investigation into the impact of Wi-Fi power reduction on ITS packet
reception rate. Thisindicated that a reduction of Wi-Fi transmit power in the context of an indoor deployment
might be necessary to mitigate interferences with ITS-G5 vehicles. The impact of such Tx power reduction on
the Wi-Fi performance yet remains to be evaluated in future studies
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Annex A:
Duty cycle evaluations of road tolling interference

A.1 Introduction to duty cycle evaluations

Road tolling uses TTT-DSRC for Electronic Fee Collection (EFC). A TTT-DSRC tolling transaction is performed while
avehicle passes atoll gate. The tollgate can have a barrier that opens after the transaction is finished, it can aso have
lanes where vehicles drive slowly through without barrier. Usually these two tollgate types are combined in aso called
toll plaza where up to 25 tollgates can beinstalled in parallel for one driving direction. The toll can also be collected at
full vehicle speed in a Multilane Free Flow (MLFF) scenario, where several TTT-DSRC Road Side Units (RSU) are
mounted above a motor way.

The RSU antennas have a gain of around > 13 dB and are tilted towards ground. Only inside a small communication
zone atoll transaction can be performed to make a match of the transaction to a vehicle possible. The communication
zone has alength of around 5 m and covers the whole width of the motorway. It islocated in the tolling zone rectangle
shown in figure A.1, not further than 10 m away from the RSU (the exact position differs for each installation).

Thetoll transaction consists of downlink messages transmitted by the RSU and uplink messages from the OBU that
immediately follow the corresponding downlink. When the RSU does not receive an uplink from the OBU within

480 ps after the end of the down link, the downlink is repeated. When such aretry is successfully answered with an
uplink from the OBU the transaction is continued. However, such aretry consumes time, and a transaction can only be
finished when the vehicles does not |eave the communication zone before the transaction is over. Thistime constraint,
given by the size of the communication zone and the vehicle speed, limits the number of retries.

Sinceroad tolling is a payment system where an infringement is enforced and fined, high reliability requirements on the
tolling technology arein place: The number of broken transactions in relation to the number of toll station passages
should be less than 10,

Lane Width

Tolling Zone

10 m

-"'.i_rl |_+_.\"..
[ TTT DSRC RSU TTT DSRC RSU
T4 =2

10 m

Tolling Zone

Lane Width

Figure A.1: Example of tolling zone geometry

Table A.1 lists the parameters, which are the basis for a mitigation method based on a duty cycle restriction.
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Table A.1: TTT-DSRC parameters relevant to mitigation techniques based on duty cycle restrictions

Parameter Value

Typical TTT-DSRC transaction duration 35 ms

Maximum TTT-DSRC transaction duration 70 ms

Typical number of downlink/uplink pairs per transaction 3

Typical average TTT-DSRC frame duration 2,5ms

Typical retry duration 10 ms

Typical length of communication zone 5m

Typical driving speed 5 km/h with barrier
50 km/h single lane without barrier
100 km/h MLFF (close to cities, heavy traffic)
130 km/h MLFF (rural)

Typical MLFF tolling station size 4 lanes each direction (close to cities)
3 lanes each direction (rural)

A.2  Results from previous investigations

Duty cycle based mitigation techniques to avoid interference to TTT-DSRC tolling systems have been investigated in
ETSI TR 102 960 [i.43], there the focus was set on interference to the TTT-DSRC downlink. The measurements and
simulations reported there show, that even for afew interferers the duty cycle of each interfering transmitter should be
well below 1 %.

Concerning in band interference caused by 5,8 GHz RLAN systems, the interference either happensto the TTT-DSRC
uplink, or to the uplink and the downlink. Since the length of the downlink framesisin average much shorter than the
uplink frames, theresultsin ETSI TR 102 960 [i.43] can be seen as upper limit for the transmission rate of the
interfering RLAN signal.

NOTE 1. There are two reasons why the TTT-DSRC downlink frames are much shorter, first the downlink data rate
istwice as high as the uplink data rate, second the down link frames contain typically only data request
messages (GET commands), while the uplink contains the requested data chunks which are longer than
the requests.

NOTE 2: Thelonger the transmission of avictim system lasts, the higher is the probability that it overlaps with an
interference signal in time and the higher is the interference probability when using a duty cycle
mitigation technique (see clause A.4).

The outcome of the results from ETSI TR 102 960 [i.43] lead to the duty cycle restrictions specified in ETS|
TS 102 792 [i.33]. Examples how these limits should be applied are given in clause 6.4.3 of the present document.

An example how the duty cycle limit can be calculated to avoid harmful interference to the TTT-DSRC uplink is given
inclause A 4.

A.3 Evaluated scenarios

A.3.1 Typical parameters for different tollgate types

Based on table A.1 atypical MLFF example for amotorway close to a city with heavy traffic isgivenin table A.2.
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Table A.2: Typical TTT-DSRC parameters for the MLFF tolling example evaluated in clause A.4.2.1

Parameter Name Value
TTT-DSRC transaction duration Tt 35 ms
Number of downlink/uplink pairs per transaction Nd 3
Average TTT-DSRC frame duration Tosrc  |2,5ms
Retry duration Tr 10 ms
Length of communication zone dk 5m
Driving speed Vkmh _ |100 km/h
Safety distance time between the vehicles ts 1 s (dense traffic)
Vehicle length Iv 5m
MLFF tolling station size n 4 lanes each direction

Based on table A.1 atypical example for an open single lane tollgateis given in table A.3.

Table A.3: Typical TTT-DSRC parameters for an open single lane tollgate evaluated in clause A.4.2.2

Parameter Name Value
TTT-DSRC transaction duration Tt 35 ms
Number of downlink/uplink pairs per transaction Nd 3
Average TTT-DSRC frame duration Tosrc  |2,5ms
Retry duration Tr 10 ms
Length of communication zone dk 5m
Driving speed Vkmh |50 km/h

Based on table A.1 atypical example for asingle lane tollgate with barrier isgiven in table A.4.

Table A.4: Typical TTT-DSRC parameters for a tollgate with barrier evaluated in clause A.4.2.3

Parameter Name Value
TTT-DSRC transaction duration Tt 35 ms
Number of downlink/uplink pairs per transaction Nd 3
Average TTT-DSRC frame duration Tosrc  |2,5ms
Retry duration Tr 10 ms
Length of communication zone dk 5m
Driving speed Vkmh |5 km/h

A.3.2 Relevant RLAN parameters

For a duty cycle based mitigation technique only the RLAN message duration To, and the average message rate f; are
relevant for the evaluation of the interference impact. The message duration is given by the amount of transmitted data

and by the datarate. It is assumed that Ton istypicaly in the range of 1 msto 4 mswhilef;is adjusted in such a way that
harmful interferenceis avoided.

A.4  Duty cycle evaluations

A.4.1 Evaluation method

A.4.1.1 Interference probability as function of the duty cycle

Interference can only happen when the victim and the interferer transmit at the same time. Figure A.2 shows this case
for RLAN and TTT-DSRC.
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Figure A.2: Interference can happen when victim and interferer transmit at the same time

RLAN

The probability p; that an interference signal coincides with a TTT-DSRC transmission can be modelled by the
conditional probability that the interference signal overlaps when a TTT-DSRC frame was transmitted. Assuming an
even distributed time offset of the interfering signal compared to the TTT-DSRC frame within arange given by the
reciprocal of the average interference rate f; the interference probability is given by equation (A.1):

pi = (Ton + Tpsre) X fi (A1)

Where Ton is the duration of an interfering message and it is assumed that Ton iS shorter than the time in between two
TTT-DSRC transmissions. Tpsrc i the duration of the interfered TTT-DSRC uplink. Hence, the duty cycle of the
interfering signal Dg¢; is given by equation (A.2):

Dei = Ton X fi (A.2)

One interference event will usually not break atoll transaction, since thereis time left for the RSU to resend the request
before the vehicle leaves the communication zone. When the vehicle has | eft the communication zone, the transaction
cannot be continued and all transactions that are not finished until then are broken. Therefore, the probability that for
several TTT-DSRC uplinks several retriesin arow are interfered is of interest to calculate the probability of a broken
transaction.

When assuming severa interferers, the interference events for each TTT-DSRC retry and each downlink/uplink pair can
be handled as statistically independent. From this assumption, the probability pe: that a single transaction consisting of
ng downlink/uplink pairsis broken depends on the average number of maximum possible retries n, per downlink/uplink
pair.

n, isafunction of the available communication time tc and can be calculated by subtracting the transaction duration T;
from tcand dividing it by the retry duration T, and the number ny of downlink/uplink pairs as seen in equation (A.3):

te—Ti
n(te) = .5 (A.3)
From this and with p; from equation (A.1) the probability ps: that a single transaction cannot be finished, and more than
nr consecutive retries are necessary can be calculated as seen in equation (A.4):

pp1(ny) = (1= (1 = p)ra)r+ (A.4)

For asingle lane tolling environment py; is the probability that atoll transaction cannot be finished within the available
communication time t= tca. In such an installation, te1 can be calculated from the length of the communication zone d
and the driving speed v (see egquations (A.5) and (A.6)):

Ukm/hX]-OOO m
3600s

v= (A.5)

t,, =% (A.6)

v
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A.4.1.2 Influence of road traffic statistics

In aMLFF scenario severa vehicles can passthetoll gate at the same timein parallel lanes. Even though there are
several RSUs mounted in a MLFF installation, they are all synchronized and parallel toll transactions have to be
handled sequentially by interleaving them. However, sinceit is very unlikely that several vehicles passthe toll gate with
high speed at the same time, this has no relevant impact on the tolling performance. For low speeds there is enough time
to handle several transactions while the vehicles pass the communication zone.

EXAMPLE 1: A typicad toll transaction lasts for 35 ms. At a speed of 100 km/h a vehicle needs 180 msto pass
the communication zone of 5 m length. In this example, for an undisturbed communication,
5 lanes can be handled by the toll station simultaneoudly without any transaction loss.

Since the number of transaction losses caused by interference should be less than one out of 10 000 (see clause A.1) the
number of simultaneous transactions in MLFF toll station cannot be neglected.

The probability pnr that nr simultaneous vehicles pass the tolling gate happen on a motorway with ny lanes can be
calculated from a binomial distribution (see equation (A.7)) under the condition that thereis at |east one transaction
performed (see equation (A.8)):

npy cdg nT_ _dg ny-nr
oo = o) (@) (:k i) (A7)
1- (1— d_v)
1<ny<m (A-8)

Where d is the length of the communication zone and dy is the distance between the vehicles plustheir length |,. The
distance between the vehicles is the product of the driving speed v and the safety distance timets. From this d, can be
calculated (see equations (A.5) and (A.9)):

d,=vxt,+1, (A.9)

In the MLFF scenario the available communication time for each transaction te= tc, has to be shared between all
transactions that are running in parallel. Equation (A.10) expresses te, as function of the number of parallel transactions
nr and the available communication time for a single transaction te from equation (A.6):

ten(ny) = 22 (A.10)
Assuming that the road traffic statistic isindependent from the interferer statistics, the total probability of broken

transactions ppn in @ MLFF tolling system gets a function of the number of lanes n; and can be derived from
equations (A.7) and (A.4) (see equation (A.11)):

nr=n;

Pon = En7~=1 Pp1 (nr(tcn(nT))) ' pnT(nT' nl) (A-ll)

A.4.2 Evaluation results

A.4.2.1 MLFF tollgate

Equation (A.11) can be used to calculate the probability of broken TTT-DSRC transactions for the TTT-DSRC
parametersin table A.2. By variation of the total interferer rate f;, the limit where the probability of broken transactions
Pon gets 104 can be found for different typical RLAN message durations between 1 ms and 4 ms. The result of this
evaluation is shown in figure A.3.
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The interferer rate for an individual RLAN transmitter can be calculated by dividing the total interferer rate fi by the
number of interfering RLAN devices, this can then be used to apply a mitigation technigue based on duty cycle
restriction. In the examplein figure A.3, according to equation (A.2), the duty cycle of one interferer should be less than
0,4 % for a message duration of 1 ms. Hence, for two interferers each of them should not transmit with more of 0,2 %
duty cycle.

Probability of broken transactions p,,,

1,E-02 e
T,,/ ms ... packet length of interferer
2
1,E-03 + L5 A T B

— 0,5

1,E-04 = === Limit

fi=3,75HzforT,,=1ms

1,E-05 1 . — ! 1 . !
1 2 3 4 5 10 20 30 40

fi [ Hz

Figure A.3: Probability of broken toll transactions
in a 4 lane MLFF tolling scenario for a vehicle speed of 100 km/h and
different RLAN message duration as function of the total average RLAN message rate fi

A.4.2.2 Open lane tollgate

For a single independent open toll lane without barrier the road traffic statistics are irrelevant. The number of possible
retries depends only on the parameters given in table A.3. Hence, the number of broken transactionsin this single lane
tollgate can be calculated by use of equation (A.4).

To evaluate the upper limit for the RLAN message rate fi iimit that does not cause harmful interference in this scenario,
first the interference probability limit piimit is derived from equation (A.4) by substituting the probability for broken
transactions pp1 with the maximum acceptable probability of broken transactions poa jimit:

ng nr
Pitimie =1~ \/1 - H\/ Pb1 timit (A.12)

Then piimit from equation (A.12) is substituted into equation (A.1) and the message rate fi imit is derived. The result is
shown in equation (A.13):

_ Pitimit
fivimie = 7 (A.13)

Setting the probability of broken transactions to pou iinit = 10, taking the number of downlinks from table A.3 (ng= 3),
and cal culating the maximum number of possible retries n, from equation (A.3) with the parameters from table A.3.

_smx(365x ) /(505)-0,0355
- 3x001s -

n, 10,8 (A.14)

resultsin the upper limit of:
Pitimie = 1 — V1-"10-% = 0,17 (A.15)
From the results of equations (A.14) and (A.15) the RLAN message rate limits result from equation (A.13) to the values

listed in table A.5 for different RLAN message duration values Ton. The average TTT-DSRC frame duration Tpssrc Was
taken from table A.3 and the duty cycle limit of the interfering signal Dg;imit iS cal culated according to equation (A.3).
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Ton/ms fi limit/Hz Dci limit/%
0,5 56,5 2,8
1,0 48,5 4,8
1,5 42,4 6,4
2,0 37,7 7,5

ETSI TR 103 319 V1.1.1 (2017-08)

Table A.5: Message rate limits fiiimit for different message durations Ton in an open toll lane

A.4.2.3 Single lane tollgate with barrier

Asfor independent open toll lanes (see clause A.4.2.2), also for asingle toll lanes with barrier the road traffic statistics
areirrelevant. The number of possible retries depends only on the parameters given in table A.4. Asin clause A.4.2.2
the upper limit for the RLAN message rate fi jimit, that does not cause harmful interference in this scenario, can be
calculated by use of equations (A.12) and (A.13) and the parameters from table A.4. Where compared to the open
tolling lane only the vehicle speed is lower for this scenario, which increases according to equation (A.3) the number of
possible retries to:

5mx (3,6 2% 2) /(5 50,035 5

= 3>7<no,01s =1188 (A.16)
and raises the maximum acceptable interference probability to:
Piiimie =1~ V1= ""V10-* = 058, (A.17)

From the results of equations (A.16) and (A.17) the RLAN message rate limits results from equation (A.13) to the
valueslisted in table A.6 for different RLAN message duration values Ton. The average TTT-DSRC frame duration
Tosre Was taken from table A.4 and the duty cycle limit of the interfering signal Dc; imit IS cal culated according to
equation (A.2).

Table A.6: Message rate limits fiimit for different message durations Ton in a tollgate with barrier

Ton/ms fi limit/Hz Dci iimit/%
0,5 193,0 9,7
1,0 165,4 16,5
1,5 144.,8 21,7
2,0 128,7 25,7
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Annex B:
Evaluations of the proposed ITS protection mechanisms

B.1 Introduction to ITS evaluations

This annex reports detailed evaluation results for two proposed mitigation techniques intended to enable coexistence
between RLAN and ITS: Detect and Mitigate (see clause 6.5.2) and Detect and V acate (see clause 6.5.3). The results
are presented in three clauses B.2, B.3 and B.4, each of which is an independent contribution. All three evaluations
focus on the important I TS intersection use case. Clause B.5 details the simulation parameters used in these evaluations
and a summary of the studiesis included below:

e  Clause B.2 presents results of asimulation study involving multiple topologies with varying ITS and Wi-Fi
device dengities. In the smaller topologies the Wi-Fi devices are outdoors. In the larger topologies the Wi-Fi
devices are either outdoors or in vehicles. ITS and Wi-Fi devices are static in each simulation. The primary
metrics are I TS Packet Error Rate (PER), I TS latency, and Wi-Fi PER, al of which are measured both during
the ITS detection phase and after ITS is detected. This annex is based on contribution
BRAN(16)000078r2 [i.40].

. Clause B.3 presents results of an analysis and simulation study. The analysis examines basic challenges for
coexistence between Wi-Fi and ITS. The simulations are for two topologies in which the Wi-Fi devices are
indoors. ITS and Wi-Fi devices are static in each simulation. The primary metrics are time-to-detect ITS and
post-detection I TS PER. This annex is based on contributions BRAN(16)000081r3 and
BRAN(16)000165 [i.41].

. Clause B.4 presents results of a simulation study with static and moving I TS devices and static outdoor and
indoor Wi-Fi devices. The indoor Wi-Fi device simulations also consider a scenario for areduced Wi-Fi
power. Two channel scenarios are included, one with fading and one without, The primary metricisITS
Packet Reception Rate (PRR). This annex is based on contribution BRAN(16)000138r4 [i.42].

B.2 ITS/RLAN performance analysis for a single
intersection with varying topologies/device densities

B.2.1 Introduction

The following clauses provide simulation results for the proposed mitigation methods. These mitigation methods are
Reduced EDCA, Decreased EDCA Plan A, Decreased EDCA Plan B and a Detect and V acate mechanism as described
in clause 6.5.3. Comparisons are made to the unmitigated case.

B.2.2 Simulation scenarios

This clause describes the simulation scenarios that are used to evaluate the proposed mitigation methods. As far as
vehicle safety is concerned, intersection collision avoidance is regarded as a critical application of ITS. So in the present
document, an intersection collision avoidance scenario isinvestigated.

It is assumed that more than one vehicle is approaching an intersection where there are obstacles, e.g. building walls,
that block the drivers' lines of sight from vehicle to vehicle. The exchanged ITS message for collision avoidanceis also
at least partially blocked and attenuated by obstacles. The performance of the ITS communication system under such a
scenario isinvestigated by simulation. Mobility is not assumed in the simulation for the vehicles. Instead, simulation
results of multiple instantaneous simulations with randomly chosen locations are averaged over multiple traffic flow
randomizations to show the general behaviour at different distances.
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The traffic model used for ITS devicesin the simulation isintended to emulate ITS BSM, @ 10 Hz where each BSM
message has 268 octets of MAC payload. An LLC SNAP header of 8 bytesand MAC MPDU header and FCS are
added to produce a PPDU on the air that has 304 bytes of PHY payload plus an additional 2 bytes of service field which
isastandard part of an 802.11 formatted PPDU. Note that the 2 bytes of service field are not included in the MAC FCS
calculation, but are accounted for in transmission duration.

Within asingle simulation run, ITS BSM traffic is alternately enabled and disabled and Wi-Fi device traffic is constant.
By successively enabling and disabling the ITS BSM traffic, three different regimes of behaviour can be observed. The
first regimeis steady state Wi-Fi operation without I TS traffic present, to establish a baseline of Wi-Fi performance
where Wi-Fi has exclusive use of the channel. The second regime, called the transition time period begins with the first
ITS transmission and ends when all Wi-Fi devices have detected the presence of ITS and entered mitigation mode. The
third regime, called the mitigation period, is the steady state cooperative state reached after all Wi-Fi devicesin the
simulation have detected the presence of I TS devices on the channel and have invoked mitigation and which ends at the
last ITS transmission in the burst. The sequence of these three different regimes repeats through a single simulation and
datais collected during each regime and reported in aggregate for each regime and then summed with data from
additional runs with randomized placements of Wi-Fi devices and randomized start times of traffic flows.

Wi-Fi devices are always simulated operating on 20 MHz channels with afixed PHY layer rate of 19,5 Mbit/s.

ITS devices are simulated with either 10 MHz channelization at 4,5 Mbit/s. Where a 10 MHz channel is simulated, the
channel is positioned in either the lower or upper half of the 20 MHz Wi-Fi channel, i.e. not in the centre of the 20 MHz
channel.

Transmit power for both ITS and Wi-Fi devicesis 18 dBm.

Figure B.1 depicts scenario 1. Parameters X and Y are the distances of each of two vehicles from the corner of an
intersection. One of the vehiclesis positioned at various distances (X) from the intersection and the other remains
statically positioned (Y). The value of X is modified for each run of the simulation. Both vehicles are equipped with
ITS devices. There is one Wi-Fi BSS positioned at the intersection. The Wi-Fi AP islocated outside of the building.
The Wi-Fi client devices are randomly placed, at |ocations which are outside of the building. Each BSS has one AP and
one client device.

X meter

) -
y ing: Leads to
Non-Line Of

Sight (NLOS)
communication

A

oW A

Y

Figure B.1: Intersection collision avoidance (scenario 1)

Figure B.2 depicts scenario 2. Parameters X and Y are the distances separating one of the two vehicles from the corner
of the intersection and one of two Wi-Fi BSSs (the AP of the BSS). One of the vehiclesis positioned at various
distances (X) from the intersection and the other remains statically positioned (Y). The position of the vehicle at the top
of the diagram remains unchanged through all variants of this scenario. The position of the vehicle on the left is varied
and the results for each distance variation are separately presented. Both vehicles are equipped with I TS devices. Again,
all Wi-Fi devices are located outside of the building.
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Figure B.2: Intersection collision avoidance (scenario 2)

B.2.3 Physical layer abstractions

Two physical layer (PHY) abstraction models are used in the performance evaluation of the proposed mitigation
method.

Thefirst PHY abstraction uses standard Bit Error (BER) curves under |EEE 802.11™ channel model D (11N_D). This
channel model and others were devel oped by the IEEE 802.11™ working group based on various measurements made
by several committee participants. Channel model D was created from data collected in large open spaces (indoor and
outdoor) with a measured average of 140 nsrms delay spread. The path lossis modelled with the equations (B.1) and
(B.2):

L(d) = Les(d) d<=dgp (B.1)
L(d) = Les(dgp) + 35 logio(d/dsr) d>dgp (B.2)

where d is the transmit-receive separation distance in m. The path loss model parameters are summarized in table B.1.
In table B.1, the standard deviations of log-normal (Gaussian in dB) shadow fading are also included. The values were
found to bein the 3 dB to 14 dB range.

Table B.1: Path loss and standard deviation parameters for IEEE 802.11™ channel model D

New Model dep (M) Slope before dsp | Slope after dsp Shadow Shadow fading
fading std. std. dev. (dB)
dev. (dB) after dsp
before dep (NLOS)
(LOS)
D 10 2 3,5 3 5

The zero-mean Gaussian probability distribution is given by:
)= e 2
N (B.3)

The frequency selective fading for IEEE 802.11™ Channel Model D is modelled using the cluster model as defined in
the document: TGn Channel Models, IEEE P802.11™ Wireless LANs Std. |EEE 802.11™-03/940r4 [i.38].

Figure B.3 showsthe Model D delay profile with clusters outlined by exponential decay (straight line on alog-scale).
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Figure B.3: Model D delay profile with cluster extension (overlapping clusters)

The second PHY abstraction model begins with channel model D parameters, but shifts the SNR-BER curves and
adjusts other parameters to produce an approximate match of PER vs distance to measured results as shown in
figure B.4. Thismodel islabelled ITS 11IN_D_T. Figure B.5 shows the result of the adjustments made to produce
channel model ITS 11IN_D_T. Thereisgeneral agreement that ITS 1IN D T isaNLOS model.
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Figure B.5: PDR with Calibrated Model and PHY Abstraction
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In the simulation, the path loss models are used as shown in table B.2.

Table B.2: Path loss model use within simulations

Receiver Transmitter Model
ITS ITS ITS 1IND T
ITS Wi-Fi 1IN D
Wi-Fi ITS 1IN D
Wi-Fi Wi-Fi 1IN D

ThelTS 1IN _D_T model is used between the transmissions of I TS devices. The original 11N_D model is used
between transmissions between Wi-Fi devices and between I TS and Wi-Fi devices.

B.2.4 Examples of transition period behaviour

Asnoted earlier, ITS transmissions are successively enabled and disabled in order to provide multiple instances of
Wi-Fi detection of ITS devices within asingle simulation run. The duration of aburst of ITS trafficis0,9 swithanidle
period of 0,6 s. The Wi-Fi ITStimeout isset to 0,25 s, so periods of exclusive use of the channel by Wi-Fi last for
approximately 0,35 s with some variation in that value which is due to phase differencesin the ITS transmissions.
Periods of transition start with an initial ITS transmission and last until all Wi-Fi devices in the simulation have detected
the presence of at least one I TS transmission. It can be seen in the results below that the period of operation where ITS
devices are transmitting and all Wi-Fi devices are operating in mitigation mode lasts for approximately 0,8 s. The
duration of each regime of behaviour will vary depending on the simulation conditions.

The interaction of Wi-Fi devicesand ITS devicesin the transition period is critical to understanding the effectiveness of
a protection mechanism for ITS devices, especidly if ITS devices are frequently entering and exiting an area where
Wi-Fi devices are located such that the Wi-Fi devices frequently enable and disable mitigation.

Figure B.6 shows an example of the simulator behaviour for scenario 1 using a waveform viewing tool.

The first two horizontal waveform traces from the top represent the transmissions of the two ITS devices and the next
two horizontal waveform traces represent the transmissions of the Wi-Fi devices. The signals represented are binary,
where avalue of 1 represents an active transmitter and a value of O represents an inactive transmitter. Red transmissions
are those that end in failure, either due to high BER due to path loss or due to collision with another transmission. Green
transmissions ended in successful reception by the intended recipient. BSM messages are all sent as broadcast messages
and are always indicated as green/successful, even though they might have failed. Thisis because when more than one
recipient is present, the reception status of a multicast or broadcast message might be somewhere in between 100 %
received and 0 % received.

The simulation run depicted in the waveform is one in which the Wi-Fi devices are using detect and vacate. This
behaviour can be seen in the waveform as the cessation of all Wi-Fi transmissions sometime after the start of a burst of
ITStransmissions. In three of the instances observable in figure B.6, the detection appears to occur quickly, but in the
second instance shown, there is an overlap between the I TS transmissions and the continuation of Wi-Fi transmissions
which occurs because the initial ITS transmissions in the second burst are not detected by Wi-Fi.

For data collection and reporting, the transition time varies for each of these ITS transmission starts. The transition time
is measured as the window of time starting from the first I TS transmission of each burst until all Wi-Fi devices have
detected the presence of I TS devices and have invoked mitigation or vacate behaviour.

Figure B.6: Snap shot of simulation showing alternating periods
of ITS transmissions with Wi-Fi devices employing detect and vacate
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When the Reduced EDCA mechanism is used, Wi-Fi devices operate with a mitigated set of EDCA parameters when an
ITStransmission is detected and revert back to normal EDCA parameters after the mitigation period expires. Figure B.7
shows a snapshot of simulation activity when Wi-Fi devices are employing Reduced EDCA.

100

Figure B.7: Snap shot of simulation showing alternating periods
of ITS transmissions with Wi-Fi devices employing Reduced EDCA Mitigation method

Figure B.8 shows a snapshot of simulation activity when Wi-Fi devices are employing Decreased EDCA Plan A. Wi-Fi
transmissions are spaced closer together during the period when mitigation has turned off following the cessation of ITS
transmissions versus when mitigation is on. Following some delay after the next period of TS transmissions begins, the
Wi-Fi transmissions are spaced farther apart as I TS detection has caused the Wi-Fi devicesto invoke mitigation.

Figure B.8: Snap shot of Decreased EDCA Plan A mechanism during the transition period
Figure B.9 shows a snapshot of simulation activity when Wi-Fi devices are employing Decreased EDCA Plan B.
Differences in mitigate and non-mitigate behaviour are more difficult to discern for the case of mitigation with
Decreased EDCA Plan B parameters.

Figure B.9: Snap shot of simulation showing alternating periods of ITS transmissions
with Wi-Fi devices employing Decreased EDCA Plan B method

Figure B.10 shows a snapshot comparison of 1 TS detection performance between Detect and Vacate and Decreased
EDCA Plan B. It shows under the same simulation scenario it takes 0,6 s (3 ITS packets transmitted ) for the Detect and
V acate mechanism (upper plot) to detect the ITS transmission while Decreased EDCA Plan B (lower plot) detects the
first ITS transmission.
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Figure B.10: Snap shot of simulation comparing detection time
of Detect and Vacate and Decreased EDCA Plan B

B.2.5 Summarized simulation results

Under intersection collision avoidance simulation scenario 1, the first vehicleis 50 m (Y in figure B.1) away from the
intersection, and thereis a Wi-Fi BSS located at the intersection. X is the distance between the second vehicle and the
intersection. In the simulations, the value of X isvaried from 5 mto 45 m. For each value of X, 5 simulations are
conducted with different random seeds. Each simulation includes approximately 17 on/off transitions. The results from
each set of simulations with a common value of X are averaged and displayed in tables B.3 to B.5. There are
approximately 85 transition periods and 85 static operation periods represented within each table. For each simulation
set there are three tables. Table B.3 shows the ITS transmission PER performance and table B.4 shows the Wi-Fi
transmission PER performance. Table B.5 shows latency performance for ITS transmissions. Note that ITS
transmissions that were not received are counted as PER failures and are not included in the latency statistics. Wi-Fi
latency values are for layer 4 source to layer 4 sink paths and therefore include the effect of any retransmissions.

Theresults for al simulations presented in clause B.2 were performed using UDP traffic with the exception of the
additional scenariosin clause B.2.7 which were performed using TCP, see table B.19 for further details.

Note that latency values greater than 100 ms for ITS transmissions are considered as a PER failure.
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Table B.3: ITS PER performance under intersection collision avoidance scenario 1

Mitigation OFF 60,22 %
Reduced EDCA 54,38%
Decreased EDCA A 55,26 %

Decreased EDCAB 44,42 %

Detect and vacate 44,16 %

53,01 %
26,89 %
26,98 %
13,53 %

99,15%
98,94 %

98,41%
91,34%
95,00 %

92,73 %
45,40%
43,97 %
22,22 %

99,72 %
99,54 %

99,14 %
94,08 %
95,94 %

95,31 %
55,07 %
57,14%
38,08 %

99,72 %
99,66 %

99,22 %
97,32%
98,01%

96,56 %
81,82%
81,13%
72,03 %

Table B.4: Wi-Fi PER performance under intersection collision avoidance scenario 1

UDP traffic
Mitigation OFF 0,00 %
Reduced EDCA 0,00%
Decreased EDCA A 0,00 %
Decreased EDCAB 0,00%
Detect and vacate 0,00%

NA

0,01%
0,11%
0,15%

NA

0,00 %
0,00 %
0,00 %
0,00 %

0,00 %

0,01%

0,00 %
0,00 %
0,00 %
0,00 %

NA
0,02%

0,01%
0,04 %
NA

0,01%

0,00 %
0,00 %
0,00 %
0,00 %

NA
0,02 %

0,01%
0,04 %
NA

Table B.5: ITS latency performance under intersection collision avoidance scenario 1

ITS device X~ 35meters

Mitigation OFF 3,05ms
Reduced EDCA 2,27 ms
Decreased EDCA A 0,84 ms

Decreased EDCAB 0,55 ms
’

Detect and vacate 0.45ms
&

NA
1,05ms

0,43 ms
0,48 ms
0,06 ms

0,03 ms
0,03 ms

0,03 ms
0,03 ms
0,03 ms

NA
0,03 ms

0,03 ms
0,03 ms
0,03 ms

0,03 ms
0,03 ms

0,03 ms
0,03 ms
0,03 ms

0,03 ms
0,03 ms
0,03 ms
0,03 ms

0,03 ms
0,03 ms

0,03 ms
0,03 ms
0,03 ms

NA
0,03 ms

0,03 ms
0,03 ms
0,03 ms

The Wi-Fi latency results are not included in this clause. Because UDP traffic which does not have flow control is
adopted, the latency obtained basically only indicates the time frames stay in the buffer and cannot reflect the real

|atency performance.

Tables B.6 to B.8 contain data from simulations of scenario 2. In scenario 2, the first vehicle is 50 m away from the
intersection, and there isa Wi-Fi device 10 m away from the vehicle. X and Y are the distance between the second
vehicle and the intersection and the distance between the second vehicle and a Wi-Fi device respectively. In the
simulation, both X and Y have 5 variation values from 5 mto 25 m and for each pair of X and Y configurations, 5
simulations are conducted with different random seeds for each pair of X and Y configuration. The results from each
run of the smulation are averaged.
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Table B.6: ITS PER performance under intersection collision avoidance scenario 2

ITS device
. Y=Smets  Y=2Smetrs  Y=Smetes  Y=2Smetrs
-———————

Mitigation OFF 99,69 % 99,69 % 99,69 % 99,69 %

Reduced EDCA 86,03 % 55,07 % 98,61% 75,06 % 88,11% 62,42 % 97,98 % 79,13 %
R el lIE500.% 15,17 % 97,06 % 21,65 % 88,61 % 25,66 % 96,96 % 30,40 %
DecreasclEDCABN 59189195 15,23 % 73,72% 20,51 % 63,07 % 25,37 % 76,37% 30,02 %
Detectand vachic 50,89 % 10,59 % 80,20% 10,98 % 56,98 % 21,32% 77,61% 21,71%

Table B.7: Wi-Fi PER performance under intersection collision avoidance scenario 2

WLLFi device

UDP traffic

Mitigation OFF 0,10% NA 0,10% NA 0,14% NA 0,12% NA
Reduced EDCA 0,07 % 0,08% 0,03% 0,10% 0,05% 0,05% 0,10% 0,07%
DecreatalEhcad  N0,04% 0,08% 0,06 % 0,08% 0,04% 0,08% 0,06 % 0,04%
Decreased EDCAB g 009 0,03% 0,00% 0,02% 0,01% 0,03% 0,00% 0,02%
DGRV 0,00% NA 0,00 % NA 0,00% NA 0,02% NA

Table B.8: ITS latency performance under intersection collision avoidance scenario 2

ITS device
o Ye=Smes  Y=2Smets  Y=Smetes
Mitigation OFF 5,86ms NA 5,77 ms NA 5,81 ms NA 5,62 ms NA
Reduced EDCA 2,27ms 2,06 ms 2,22 ms 2,05ms 2,31ms 2,00 ms 2,33 ms 2,04 ms
Decreased EDCAA 0 96ms 0,81 ms 0,53 ms 0,09 ms 0,59 ms 0,64 ms 0,99 ms 0,79 ms
Decreased EDCAB 1 84ms 0,49 ms 0,41ms 0,18 ms 0,42ms 0,25ms 0,15ms 0,72ms
Detec e vee | 0,5 mish| 0,1 4ms 0,48 ms 0,03 ms 0,62ms 0,03 ms 0,58 ms 0,03ms

B.2.6 Fixed MCS for RLAN

While not necessarily reflective of actual deployment, MCS for RLAN linksis fixed in the simulations. This makes
comparisons of output with different parameters simpler because M CS selection algorithms can have interesting effects
on the results that are due to the choice of algorithm. At this time, the MCS selection a gorithm choices that are built
into the model are not accurately reflective of the real, sophisticated algorithms in deployed products. If and when there
is additional time, those algorithms can be modified to provide an increase in the realism factor of the simulation.
Currently, given the static positions of the nodesin the smulations, a static MCS choice is a reasonable assumption
when considering that while interference is not static, most deployed products M CS selection agorithmsrely on
interference-free link measurements and/or passing vs failing transmission outcomes as their main inputs. The first
measurement is generally independent of the interference because it is datathat is collected during multiple successful
receptions (i.e. presuming little or no interference, otherwise the reception would have failed and therefore would not
have been used for such a measurement). The second measurement does account for interference because in the
presence of interference, some packets are lost, but by examining the general level of failuresin the simulation results,
the validity of the fixed MCS configuration can be established (i.e. avery high level of failures would indicate that the
fixed MCSis not as reasonable).
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B.2.7 Additional scenarios

This clause includes results for PER for various mitigation techniques using a much larger scenario both in physical
topography and node count than in the previously presented data. Example simulations for RLAN Channel = CH173
(20 MHz Channelization) and ITS-G5 Channel CH172 (10 MHz Channelization) using each of the proposed
mitigations and with mitigation off have been included below for discussion. Details on the layout and node count
appear within this clause.

The basic scenario is of two streets with a single intersection where the streets cross. Vehicles are placed in various
locations on the streets, including in the traffic lanes for both streets and parked on the sides of each street. Mimicking
an urban environment, a building is assumed to be continuously present on both sides of each street. Spacing for a
sidewalk exists between the parking lanes of the streets and the building walls. RLAN Access Point devices are placed
at some number of the four corners, within the confines of the building walls. RLAN client devices are randomly placed
at locations both inside of the building walls and outside of the building walls within a specified radius of the Access
Points. Additional RLAN devices are placed in some of the vehicles.

For each scenario there isaplot detailing PER for both RLAN and ITS-G5 and a table showing the aggregate PER
statistics for ITS-G5 devices from 10 simulation runs with 10 different randomizations as described below.

Three different topologies representing different numbers of ITS and RLAN devices were created, but the data
presented are for a single topology, T2, noting that some plots are presented for the TO case as an educational tool,
attempting to provide a simpler case for the reader to examine while becoming familiar with the format of the results.
Within the T2 topology, the placement of devices and the start times of the data flows were varied for each

randomi zation and each randomization was simulated with each of the different mitigation methods. The additional
topology variations are detailed in table B.9. A diagram showing a single randomized placement of devicesis shown for
each of the three topological variations.

For each simulation run, a single topology is modelled and a random seed is chosen for the run. The random seed
determines the placement of devices and the start times of each traffic flow. A traffic flow is a sequence of packets
transmitted between two or more stations. A traffic flow is potentialy intended for reception by more than one device if
the MAC address of packetsin the flow is a broadcast address. The device counts and traffic parameters remain
constant regardless of the random seed chosen for the run.

Where PER plots are presented, each PER plot shown is for the one selected topology (T2). All of the PER plotsare
taken from simulation runs that employ the same random seed so that the device placement is the same for each PER
plot and the only difference then being the mitigation technique employed for that simulation run used to generate that
PER plot. The PER plots are presented to provide avisual example of the difference in PER that is created by changing
only the mitigation technique while holding all other variables constant.

Tabular data beneath each PER plot is an aggregation of datafrom all of the 10 runs for that mitigation technique using
all random seed values.

While many randomizations of device placement and flow start times were simulated, the plot dataincluded in

clause B.2 is based upon using the large Topology T2, as a representative exampl e of the qualitative results of the entire
collection of simulations, except that figure B.13 is based on the topology with the smallest node count (i.e. TO) in order
to provide an easier to read plot.

General notes on topology simulated:
e Asingleintersection is at the centre of the topology and is unchanged for all randomizations:
- Purple linesin the topography plots are building walls.
- Streets and sidewal ks are located between the building walls (purple lines).
- Sidewalks are located on both sides of al streets, the width of the sidewalks appears in the table.

- Each street has parking lanes on each side of the street and two directions of traffic lanes, the number of
lanes and the lane dimensions appear in the table.
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Two roadways and one intersection exist for vehicles: there is one north-south roadway and one east-west
roadways with an intersection between the two roadways occurring at the centre of the topography at
coordinate (0,0):

- The topography extends 800 m total in the x and y directions, the centre of the intersectionis at
coordinate (0,0) and the rightmost point of the east-west street is at (0,400).

- The roadway dimensions and placement are unchanged through all randomizations.
Vehicles:

- Waiting - stopped at red traffic light for north-south street flow, there are vehicles waiting on both sides
of the intersection:

. The number of waiting vehiclesisfixed in each topology, and the exact position of each vehicleis
randomized based on the 80 % density value as follows:

L] A matrix of 7,0 m x 3,0 m boxesis created from the edge of the intersection in the forward
traveling direction (i.e. on the west side of the north-south street north of the intersection and on the
east side of the north south street south of the intersection) and extending away from the
intersection:

- 7,0 m accounts for a’5,0 m vehicle and a 2,0 m separation;
- 3,0 misthe width of each lane.
L] Half of the total waiting vehicles are placed on each side of the intersection.

" Waiting vehicles are placed in each box in this matrix with an 80 % probability per box beginning
with the boxes adjacent to the intersection and moving away from the intersection, until all vehicles
have been placed.

L] The 80 % density isintended to create a variable separation between waiting vehicles, rather than a
rigid, constant separation.

- Arriving - distributed aong north-south street not waiting (not mobile, i.e. does not consider motion).
These vehicles are randomly placed in all of the lanes of the north south street in both directions, so some
of them appear to be approaching the intersection from both directions and some of them appear to be
leaving the intersection in both directions:

" The number of arriving vehiclesis fixed per topology.

= All non-parking lanes of the north-south street are divided into a matrix of 17,0 m x 3,0 m boxes,
excluding the intersection and the areas occupied by waiting vehicles.

L] Arriving vehicles are randomly placed within this matrix.

- Parked - randomly distributed alongside of both sides of each of the north-south and east-west streets,
situated in the parking lanes:

L] The number of parked vehiclesisfixed per topology.

L] All parking lanes on both streets are divided into a matrix of 6,0 m x 3,0 m boxes, excluding the
intersection.

" Parked vehicles are randomly placed within this matrix.
- Traveling - vehicles distributed along the east-west roadway (not mobile, i.e. does not consider motion):
" The number of traveling vehiclesis fixed per topology.

L] All traveling lanes on the east-west street are divided into a matrix of 12,0 m x 3,0 m boxes,
including the intersection.

L] Traveling vehicles are randomly placed within this matrix.

ETSI



59 ETSI TR 103 319 V1.1.1 (2017-08)

The simulation is structured so that a group of 10 waiting or parked vehicles, each transmitting

1 message per second, is represented by one virtual "node" transmitting 10 messages per second.
Similarly, agroup of 4 arriving or traveling vehicles, each transmitting 2,5 messages per second is
represented by one virtual node transmitting 10 messages per second. Table B.9 indicates the numbers of
vehiclesin each topology. Figures B.11 and B.12 plot the locations of each virtual node (and of the
RLAN devicesin the table), not of each vehicle. Similarly, the PER plotsfor ITS transmissionsin
figures B.13 to B.18 are averages over al vehicles represented by a single virtual node, not the PER
experienced by a single vehicle.

Total number of I TS devices = sum of vehicles:

Thereisone I TS device per vehicle.
All ITS devices are operating on the same channel.

Thereisno BSS concept within ITS operation, al ITS messages are using a Broadcast MAC address.

RLAN:

Number of hotspotsinside of buildings near corners, clients distributed inside and outside of buildings:
= RLAN_BSS Count_hotspot.

Number of RLAN BSSsinside of vehicles (2 or more devices in the same vehicle, e.g. AP plus at least
one non-AP station).

RLAN_BSS Count_vehicle.

The x coordinate of each RLAN hotspot client device is chosen from a uniform random distribution
cantered on the x coordinate of the associated AP, with arange of + RLAN_hotspot_x_range.

They coordinate of each RLAN client device is determined similarly, using a separate parameter for the
y range.

Separate parameters for x and y range are provided for the RLAN devices located within vehicles.

All distances arein m.

ETSI



60

ETSI TR 103 319 V1.1.1 (2017-08)

Table B.9: Topology parameters proposed for simulation

Topology Variations Small (TO) Medium (T1) Large (T2)
set RLAN_BSS_count_hotspot 2 4 4
set num_clients_per_BSS_hotspot 2 2 4
set RLAN_hotspot_x_range - maximum x distance of 12 12 12
hotspot client from hotspot AP
set RLAN_hotspot_y_range - maximum y distance of 12 12 12
hotspot client from hotspot AP
set RLAN_BSS_count_vehicle 3 3 6
set num_clients_per BSS_vehicle 2 2 2
set RLAN_vehicle_x_range - maximum x distance of 10 10 10
vehicle RLAN client from vehicle RLAN AP ' ' '
set RLAN_vehicle_y_range - maximum y distance of 15 15 15
vehicle RLAN client from vehicle RLAN AP ' ' '
set RLAN_vehicle_z_drop_range range - maximum z
distance (vertical offset) of vehicle RLAN client from
vehicle RLAN AP (vehicle RLAN AP assumed to sit  |1,5 1,5 1,5
in interior of vehicle roof at 2-dimensional centre of
vehicle)
set nu_m_parked_vehlcles (east-west and north-south 40 80 180
combined)
set num_waiting_vehicles (north-south) 40 100 400
set num_arriving_vehicles (north-south) 16 40 64
set num_traveling_vehicles (east-west) 48 80 80
Total number of RLAN devices (Aps, clients) 15 21 38
Total number of ITS devices 144 300 724
Uplink_Fraction = RLAN traffic flow fraction that is
UPLINK 0,2 0,2 0,2
Lane width 3,0m 3,0m 3,0m
Number of travel lanes per direction per street 2 2 2
Number of parking lanes per direction per street 1 1 1
Sidewalk width 30m 30m 3,0m
RLAN ITS detection timeout (Used for simulation
purposes only and not a prop(osed value) 1.25s 1.25s 1.25s
ITS on time 40s 40s 40s
ITS off time 70s 70s 70s
ITS reception radius (ITS transmission outcomes
examined only for ITS devices within this radius from |60 m 60 m 60 m
the transmitter)

Figure B.11 and figure B.12 show example randomized distributions of vehicles for small (TO) and large topologies
(T?2) at one intersection of the north-south and east-west roadways as described above. The present document does not
include any simulations based upon the medium topology (T1).
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Figure B.11: Example Small Topology TO

Infigure B.11, each ssimulated device is shown as a small shape with an associated al pha-numeric tag. Due to the
density of devices, the tags overlap and become difficult to read. However, some relatively isolated devices tags can be
read, and thisis important for illustrating some aspects of subsequent plots. Note in particular, the location of device C9
near the top centre of the plot and device C1 near the bottom centre of the plot, as a subsequent discussion of ITS-G5
PER will refer to the devices at these locations. Red open boxes are I TS-G5 transceivers. The other shapes are RLAN
devices. Each shape of RLAN device in the diagram represents a set of RLAN devices belonging to asingle RLAN
BSS. All ITS-G5 devices simulated are on the same 10 MHz channel. All RLAN devices simulated are on the same

20 MHz channel, but belong to several different BSSs. Three vehicles host in-vehicle BSSs (for example one of theseis
between -200 and -300 on the south leg of the roadway).
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Figure B.12: Example Large Topology T2

Infigure B.12, each simulated device is shown as a small diamond without alabel, for clarity. Red dots are ITS-G5
transceivers. The other colours of dots are RLAN devices. Each colour of RLAN device in the diagram represents a set
of RLAN devices belonging to asingle RLAN BSS. Six sets of RLAN devices are coincident with an ITS-G5
transceiver, representing six in-vehicle BSSs (for example, one of theseis seen near -200 in the south leg of the
roadway). All ITS-G5 devices simulated are on the same 10 MHz channel. All RLAN devices simulated are on the
same 20 MHz channel, but belong to several different BSSs. The density of devicesis greater in thistopology thanin
TO and T1. Note the lines of vehicles waiting at the intersection in the north south direction.

In the simulation, the path loss models are used as shown in table B.10.
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Table B.10: Path loss model use within additional simulations

Receiver Transmitter Model
ITS ITS ITS 1IN D T
ITS Wi-Fi 1IN D
Wi-Fi ITS 11N D
Wi-Fi Wi-Fi 1IN D

ThelTS _11IN_D_T model is used between the transmissions of I TS devices. The original 11N_D model is used
between transmissions between Wi-Fi devices and between I TS and Wi-Fi devices. The simulator is currently incapable
of providing models for specific device pairing therefore al ITS device pairs use the NLOS models even if they are
LOS in the topology. No additional attenuation for walls was used in the channel modelling for the resultsin clause B.2.

The following information applies to the result plots.

General:

. Plot name references are "Topology RLAN channel_ITS-G5 Channel_Mitigation Used":

eg."T2R173 D172 MGRA".

RLAN refersto Wi-Fi equipment.

o Mitigations simulated are:

PER plots:

MGRA = Reduced EDCA (Detect and Mitigate).

MGAA = Decreased EDCA Plan A (Detect and Mitigate).

MGAB = Decreased EDCA Plan B (Detect and Mitigate).

MGVB = Detect and Vacate.
MGOF = Mitigation Off:

L] No detection, no mitigation.

. ITS-G5 on/off cyclein order to create more transition events:

. Green shading = ITS-G5 active time:

Thisis not standard I TS-G5 behaviour, but it is done to alow multiple occurrences of detection by
RLAN to occur within each simulation run.

In order to observe the amount of time needed for RLAN to detect ITS-G5, all ITS-G5 devices are cycled
between OFF and ON phases of time.

The time period from when the first ITS-G5 transceiver is enabled for transmission during an ON phase
to the time when the last ITS-G5 transceiver has transmitted during the ON phaseis shaded in green.
Note that because all of the plots are generated from simulations which use the same random seed, the
start of the first green shaded areain each plot is the same, but subsequent green shading may differ from
one plot to another as the actual transmission times of the ITS-G5 devices will be affected by activity on
the air and the air activity will be different depending on the mitigation technique employed.

. Pink shading = RLAN mitigation time:

Once ITS-G5 devices are activated and start periodic transmissions at random phases rel ative to one
another, RLAN devices attempt to detect the ITS-G5 device transmissions:

L] The pink shading starts when all RLAN stations successfully detect ITS-G5.

" When at least one RLAN station has timed out since its last ITS-G5 detection event, the pink
shading ends (i.e. white background).
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Where green and pink shading overlap, the green has precedence, despite al attemptsto allow some level of
trangl ucence to both colours.

The time between the start of green shading and the start of pink shading isreferred to elsewhere as "transition
time".

Thin coloured lines with dots connect PER points for individual ITS-G5 transmitters = ITS-G5 PER:

- Each ITS-G5 PPDU is broadcast to all other ITS-G5 receivers. The PER for each ITS-G5 transmitter is

equal to the total fraction of failed receptions by al ITS-G5 devices that lie within aradius of 60 m of the
transmitter:

" For some randomizations, there might be no ITS-G5 devices within 60 m, and in this case, the PER
is marked as 0.
In other cases, there might be asingle ITS-G5 device within 60 m, and it might be in alocation
where the pathloss is such that the resulting SINR yields a PER of 50 % and the PER for the
transmitting device would then appear to jump between 0 and 1,0.

Thick, solid, lines without dots represent the PER of an RLAN link:
- Each RLAN PER line corresponds to asingle unicast RLAN link in asingle direction:

" PER fluctuates and is reflective of the result only at the intended uni cast-addressed recipient.
Each ITS-G5 PPDU istransmitted with a Broadcast MAC address:

- The results of each ITS-G5 transmission are analysed for all ITS-G5 receivers located within 60 m of the
transmitter.

- There isaseparate plot line for each virtual transmitter.

- The PER reported in the plots for ITS-G5 transmittersis equal to the proportion of correctly received
copies of each transmission for all potential receivers (i.e. receivers located within 60 m).

- e.g. wherethere are N ITS-G5 virtual nodes in the entire topology within 60 m of ITS-G5 transmitter,
node O:

" ITS-G5 virtual node O transmits 1 ITS-G5 PPDU every 100 ms.
L] The N possible receivers of ITS-G5 node 0 each receive energy from the ITS-G5 0 PPDU:

- If M of the N ITS-G5 nodes correctly decode the node 0 PPDU, then the reported Node O
PER for that transmissionis=1- M/N.

" Each PER valueis asingle dot on the plot, representing the collective reception result of all PPDU
transmissions from a single virtual transmitter which occurred within the time interval between dots
(i.e. 0,2 s) based on the outcome of all ITS-G5 receiversin the topography within the specified
range (i.e. 60 m).

Each RLAN PPDU is generated by an instance of alayer 4 protocol (i.e. TCP) with a maximum offered load at
arate which is designed to completely fill the medium when the RLAN devices are not mitigating. The
resulting packets generated by the layer 4 process are passed to the MAC instance of the transmitter and
converted to Wi-Fi packets with a unicast layer 2 (MAC) address. These packets each reguire alayer 2
acknowledgement and are intended for a single Wi-Fi recipient:

- For asingle RLAN BSSwith one AP and Y clients, there are Y +1 traffic flows with arandom
assignment of direction of the flow, using the Uplink_Fraction parameter from the table to determine the
ratio of uplink to downlink.

- PER isthe number of failing receptions for the link vstotal transmissions for the link within atime
window of 0,1 s:

" Each PER value is measured and reported for successive fixed intervals of 0,1 s and therefore, has a
guantized appearance.
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To alow better understanding of the PER plots, a set of PER plots using the low density TO topology is presented to
alow the reader to become familiar with the organization of the data presented in the subsequent, high density plots.

The purpose of the PER plotsis to demonstrate the performance of the ITS-G5 devicesin the absence of any secondary
user interference and then compare that to the case of ITS-G5 performance in the presence of secondary user
interference. Thisis accomplished by aternately enabling and disabling the I TS-G5 transmissions. While no ITS-G5
transmissions are active, the Wi-Fi devices revert to non-mitigating mode and the Wi-Fi performance under this
condition can be observed. While I TS-G5 transmissions become enabled, RLAN devices are aready activein the
simulation and detect the ITS-G5 transmissions which are competing with the RLAN device transmissions. At some
point, the RLAN devices detect the presence of the ITS-G5 transmissions and enter mitigation mode. This sequenceis
repeated several times within each plot.

Each ITS-G5 transmission in the smulation is a Broadcast layer 2 transmission and therefore, has no layer 2
acknowledgement process associated with it. Each of these I TS-G5 broadcast transmissions is attempted once. The
outcome of such transmissions will not be directly known by the transmitter in areal situation, but in simulation, the
result of each such transmission can be measured. An important metric for shared channel operation is the number of
these broadcast transmissions that fail. The failure rate of the broadcast transmissions is measured as a PER value. The
PER of the ITS-G5 broadcast transmissions is determined as follows.

For each single packet that is transmitted by a single I TS-G5 device, the outcome of the receive process at each ITS-G5
device located within 60 m of the transmitter is examined and statistics on those outcomes is reported in the ITS-G5
PER and latency values. In the TO example, there are 24 ITS-G5 devices and 15 RLAN devices. Because the channel
model used for ITS-G5 to ITS-G5 follows the curve shown in figure B.5, it is expected that even if no RLAN deviceis
active in the channel, the PER will be close to 100 % between two I TS-G5 devices separated by more than 60 m. In the
topology of the scenarios simulated, randomly placed I TS-G5 device can easily be separated by more than 60 m and
therefore, transmissions between such distantly separated devices would be expected to fail regardless of the presence
or absence of RLAN devices using the channel. Therefore, it is unfair to compare the PER of each ITS-G5 transmission
as determined by examining the receive result at all ITS-G5 devicesin the entire simulation. Hence, as noted, PER for
ITS-G5 transmissions is determined by examining only the receive status at | TS-G5 devices which are located within
60 m of the ITS-G5 transmitter. This technique is applied regardless of the topology, but with higher densities, the
number of ITS-G5 devices that will be located within 60 m of each ITS-G5 device will be statistically higher. Plot data
isaveraged during each 0,2 sinterval.

In summary, PER for asingle ITS-G5 source is the numerical average outcome of each ITS-G5 transmission for all
other ITS-G5 devices that are within acircle of radius 60 m. Asan example, if there are three ITS-G5 devices located
within 60 m of a particular ITS-G5 device, then each dot on a PER plot for an ITS-G5 transmitter will represent the
outcome of al transmissions from that | TS-G5 device within the preceding 0,2 s. The y coordinate of that dot will be
equal to the PER result for those transmissions and the x coordinate represents the end time of the measurement
window. In the case of 3 receivers within range, if all three receive each of the transmissions correctly, the PER is0 %.
If one of the three receiversfails to receive each of the transmissions, then the PER will be 33 %, etc. For some devices,
the number of nearby receivers might be equal to O or 1. In the case of O receivers within 60 m, the PER will always be
reported as 0 %. In the case of 1 receiver, the only possible values for the PER will be 100 % and 0 %. Note that with a
packet generation rate of 10 Hz, there is nominally one packet transmission per ITS-G5 device every 0,1 sand so each
0,2 s measurement interval will represent the average result of two transmissions. However, due to access delay, it is
possible that asingle interval represents 0, 1, 2 or 3 transmissions. If access to the medium is delayed by avery long
period of medium busy, then even more than 3 packets could accumulate in the transmissions queue and then, if the
medium become idle for an extended period of time, all of those packets could be transmitted in seriesin a short time.
Thisisunlikely, but it is possible. The simulator has the ability to discard packets at the transmitter when they have
remained in the transmission queue for an excessive period of time, but that feature was disabled during these
simulations. During analysis of simulation results, an upper bound on latency is applied to receptions, such that any
packet on the air which is correctly received by arecipient device, but which arrives after the latency upper bound time
is declared as afailing reception and counted in the PER statistics as afailure. Latency in this context refersto layer 4
latency, where the total time for delivery of alayer 4 message is measured from the point in time when that message
arrives at the top of the transmitting MAC and enters the MAC queue until it reaches the top of the receiving MAC.
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Within the same TO topology, there are 15 RLAN devices sending unicast traffic using TCP. These unicast layer 2
transmissions will receive acknowledgements, and therefore, experience more reliable delivery at layer 4 than broadcast
packets. However, PER is still measured for the RLAN transmissions at layer 2 because failures at layer 2 require
retransmission which means that with a higher rate of failures, alower overall throughput will be achieved. Because the
RLAN packets are unicast, there is only one intended receiver for each transmission and therefore, PER data plotted for
RLAN devices reflects a time-averaged PER that occurs for the packets transmitted from any one source to a specific
destination RLAN device within a measurement window. That is, each single transmission will have either a 100 % or
0 % PER result because there is only one unicast intended recipient, but because the RLAN devices transmit streams of
packets through time, the average of all transmission results within atime window is reported and plotted. The time
window for averaging is set to 0,1 sfor RLAN devices. If no transmissions occur within an averaging window, the
previous value of RLAN PER is held unchanged from the previousinterval.

PER for ITS-G5 devicesis plotted with dotsin the plot lines. PER for RLAN devicesis plotted without dots. There are
no ITS-G5 transmissions in the white areas of the plots, and in these periods the reported and plotted PER for the
ITS-G5 devicesis 0. RLAN devices do transmit during the white areas of the plots and depending on the topology,
there might or might not be a non-zero PER for each transmitter.

Figure B.13 isincluded to allow the reader to become familiar with the PER reporting as described above.

In figures B.13 and B.14, asindicated earlier, the pink shaded area represents the time when the RLAN devicesarein
vacate mode (or, in figures B.15 to B.17, in mitigate mode), and therefore, the PER for the ITS-G5 devices represents
the best possible PER for the given random placement of the devices, as the I TS-G5 devices during vacate mode are
operating in the channel with no RLAN transmissions present. Note that the green line that alternates between 0 % PER
and 100 % PER corresponds to flow 9 which is transmitted by device 9. The green line alternates between 0 % PER and
100 % PER because there is only one I TS-G5 device within 60 m of device 9. As can be seen in figure B.11 near the top
centre of the diagram, that one receiver is device number 3. Therefore, whenever device 9 transmits, the PER is
determined by the reception result at device 3. If device 3 receives the transmission, then the PER for that transmission
is0 %. If device 3 failsto receive the transmission, the PER for that transmission is 100 %. The PER for each
transmission is equal to the number of failed receptions divided by the total number of successful and failing receptions
at receivers located within 60 m of the transmitter.
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Figure B.13: TO MGVB PER (RLAN and ITS-G5)

Table B.11 shows aggregate PER and latency statistics for all ITS-G5 devices from 10 simulation runs with 10 different
randomizations, using topology TO and Detect and Vacate method. The PER and latencies shown are calculated from all
ITS-G5 transmissions during each of the mitigate and non-mitigate time periods. Only receivers within 60 m are
included in the PER and latency calculations:
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Table B.11: Aggregate PER and latency statistics for TO MGVB

SENDS | GOOD

RX

FAIL
RX

LAT

FAILS

GOOD%
%

FAIL%
%

LATF%
%

AVELATG
ms

AVELATF
ms

AVELATA
ms

All RLAN
devices
Mitigating

27894 63720

19 362

2

76,7

23,3

0,0

0,52

113,72

0,52

Not all
RLAN
Devices
Mitigating

666 1159

725

61,5

38,5

0,1

1,87

169,75

2,01

SENDS is the total transmissions attempted by I TS-G5 devices during all 10 simulations runs.

GOOD RX isthetotal number of SENDS which were received without error and within alatency limit of 1200 ms of the
generation of the message at the application layer by I TS-G5 receivers located within 60 m of the transmitter.

FAIL RX isthetotal number of SENDS which were received with error, which were not received at all, or received
without error but after more than 100 ms latency, by all ITS-G5 receivers located within 60 m of the transmitter.

LAT FAILS isthe number of FAIL RX which were due solely to 100 mslatency failures.

GOOD% is GOOD RX divided by the sum of GOOD RX and FAIL RX.

FAIL% is FAIL RX divided by the sum of GOOD RX and FAIL RX.

LATF% isLAT FAILSdivided by the sum of GOOD RX and FAIL RX.

AVELATG isthe average latency of all GOOD RX, latency is measured from the generation of the packet above the
MAC layer at the transmitter to the end of reception at the recipient MAC layer.

AVELATF isthe average latency of all LAT FAILS.

AVELTA isthe average latency of all GOOD RX and LAT FAILS.

Figure B.14 shows the PER results for a single simulation using the highest density topology, T2 and Detect and
Vacate, so again, the PER for the ITS-G5 devices in the green areas of this plot represent the best PER that can be
achieved in the channel with no RLAN transmissions present. Thisis the baseline performance of the ITS-G5 devices
for this randomization and it should be compared to the performance shown in figure B.15 through figure B.18.
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Figure B.14: T2 MGVB PER (RLAN and ITS-G5)
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Table B.12 shows aggregate PER and latency statistics for ITS-G5 devices from 10 simulation runs with 10 different

randomizations, using topology T2 and Detect and Vacate method. The PER and latencies shown are calculated from all
ITS-G5 transmissions during each of the mitigate and non-mitigate time periods, noting again that only receivers within
60 m are included in the PER calculation.

Table B.12: Aggregate PER statistic for T2 MGVB

SENDS |GOOD RX |FAIL RX | LAT |GOOD% [FAIL% |LATF% |AVELATG |AVELATF |AVELATA
FAILS % % % ms ms ms

All RLAN 110190 |1550719 |405813 (107 79,3 20,7 0,0 0,68 116,62 0,69
devices

Mitigating

Not all 1670 18 864 10476 |0 64,3 35.7 0,0 1,50 0,00 1,50
RLAN

Devices

Mitigating

Figure B.15 shows the PER results for a single simulation using the highest density topology, T2 and Detect and
Mitigate Decreased EDCA Plan B. In this simulation there are no readily visible RLAN transmissions during the
overlap between the green shaded I TS activity periods and the pink shaded mitigate periods, and therefore there is no
easily discernible difference between the ITS-G5 PER in this figure and in the baseline Detect and V acate case
(figure B.14).
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Figure B.15: T2 MGAB PER (RLAN and ITS-G5)

Table B.13 shows aggregate PER and latency statistics for ITS-G5 devices from 10 simulation runs with 10 different

randomizations, using topology T2 and Detect and Mitigate Decreased EDCA Plan B method. The PER and latencies
shown are calculated from all 1TS-G5 transmissions during each of the mitigate and non-mitigate time periods, noting
again that only receivers within 60 m are included in the PER calculation.
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Table B.13: Aggregate PER and latency statistics for T2 MGAB

SENDS |GOOD RX |FAIL RX LAT GOOD% |FAIL% |LATF% |AVELATG |AVELATF |AVELATA
FAILS % % % ms ms ms

All RLAN 110017 |1548050 (405063 |20 79,3 20,7 0,0 0,69 118,10 0,69
devices

Mitigating

Not all 1843 21 362 11397 |2 65,2 34,8 0,0 1,04 115,50 1,05
RLAN

Devices

Mitigating

Figure B.16 shows the PER results for a single simulation using the highest density topology, T2 and Detect and
Mitigate Decreased EDCA Plan A. In this simulation there are no readily visible RLAN transmissions during the
overlap between the green shaded I TS activity periods and the pink shaded mitigate periods, and therefore there is no
easily discernible difference between the ITS-G5 PER in this figure and in the baseline Detect and V acate case
(figure B.14).
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Figure B.16: T2 MGAA PER (RLAN and ITS-G5)

30

Table B.14 shows aggregate PER and latency statistics for ITS-G5 devices from 10 simulation runs with 10 different

randomizations, using topology T2 and Detect and Mitigate Decreased EDCA Plan A method. The PER and latencies
shown are calculated from all 1TS-G5 transmissions during each of the mitigate and non-mitigate time periods, noting
again that only receivers within 60 m are included in the PER calculation.

Table B.14: Aggregate PER and latency statistics for T2 MGAA

SENDS |GOOD RX |FAIL RX | LAT | GOOD% | FAIL% |LATF% |AVELATG |AVELATF | AVELATA
FAILS % % % ms ms ms

All RLAN [109 131 (1534619 |402 317 (39 79,2 20,8 0.0 0,69 131,16 0,69
devices

Mitigating

Not all 2729 30 308 18628 |4 61,9 38,1 0.0 1,38 139,79 1,40
RLAN

Devices

Mitigating
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Figure B.17 shows the PER results for a single simulation using the highest density topology, T2 and Detect and
Mitigate Reduced EDCA. In this simulation, the RLAN transmissions during the overlap between the green shaded ITS
activity periods and the pink shaded mitigate periods are much more frequent than they are under any of the previously
depicted methods and so can be seen from the plot, the effect of these transmissions on ITS-G5 PER is clearly

visible, in that the average PER linesfor ITS-G5 are significantly smeared in the upward direction toward much higher
PER values.
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Figure B.17: T2 MGRA PER (RLAN and ITS-G5)

Table B.15 shows aggregate PER and latency statistics for ITS-G5 devices from 10 simulation runs with 10 different
randomizations, using topology T2 and Detect and Mitigate Reduced EDCA method. The PER and latencies shown are
calculated from al ITS-G5 transmissions during each of the mitigate and non-mitigate time periods, noting again that
only receivers within 60 m are included in the PER calculation.

Table B.15: Aggregate PER and latency statistics for T2 MGRA

SENDS | GOOD | FAIL RX | LAT | GOOD% | FAIL% |LATF% | AVELATG |AVELATF | AVELATA
RX FAILS % % % ms ms ms

AllRLAN |108 937 (834 769 |1 098 687 |0 43,2 56,8 0,0 1,44 0,00 1,44
devices

Mitigating

Not all 2923 19962 (32454 19 38,1 61,9 0,0 2,45 110,40 2,56
RLAN

Devices

Mitigating

Note that fewer ITS-G5 transmissions are reported as being attempted during the mitigation period. Thisis because the
transition from not mitigating to mitigating takes longer when the Detect and Mitigate Reduced EDCA method is used
as compared to when any of Detect and Mitigate Decreased EDCA Plan A, Detect and Mitigate Decreased EDCA

Plan B or Detect and Vacate method is employed, because of the higher access probability of the RLAN devices when
operating in the not-mitigating mode when using Detect and Mitigate Reduced EDCA (i.e. ITS-G5 devices will defer if
they detect a medium busy condition).
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Figure B.18 shows the PER results for a single simulation using the highest density topology, T2 with no mitigation
technique applied. For this method, there is no change to the access probability of RLAN transmitters during the green
shaded periods when ITS-G5 devices are active and so can be seen from the plot, the PER of the ITS-G5 transmissions
is much higher than for any of the proposed mitigation or vacate methods as most of the dotsin the PER curves
associated with the ITS-G5 devices are clustered near the top of the plot. The data table B.16 confirm this observation.
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Figure B.18: T2 MGOF PER (RLAN and ITS-G5)

35

Table B.16 shows aggregate PER and latency statistics for ITS-G5 devices from 10 simulation runs with 10 different
randomizations, using topology T2 and Detect and Mitigation Off. The PER and latencies shown are calculated from all
ITS-G5 transmissions during each of the mitigate and non-mitigate time periods (hote that there is no active mitigation
period), noting again that only receivers within 60 m are included in the PER calculation.

Table B.16: Aggregate PER and latency statistics for T2 MGOF

SENDS

GOOD
RX

FAIL RX

LAT
FAILS

GOOD%
%

FAIL%
%

LATF%
%

AVELATG
ms

AVELATF

ms

AVELAT
A ms

All RLAN
devices
Mitigating

Not all
RLAN
Devices
Mitigating

111 860

255 498

1730374

6 380

12,9

87,1

0,3 10,11

173,81

14,10

Because there is no mitigation of RLAN activity in this simulation, thereis no PER or latency data in the table present
for the case of mitigation on.
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B.3  Challenges in spectrum sharing between ITS-G5 and
RLAN

B.3.1 Introduction

This annex analyses the potential challengesin enabling RLAN devices to share | TS-G5 spectrum using the spectrum
sharing algorithms presented in the present document. The investigation leads to identification of a unilateral hidden
terminal problem (UHTP) which exists due to the asymmetric capability of different types of devicesin sensing each
other's transmissions. UHTP fundamentally challenges the way of RLAN devices to share spectrum with ITS devices.

The analysisin this annex includes two parts. The first part examines the I TS transmission detection technique which is
shared by both Detect and Vacate (D& V) and Detect and Mitigate (D& M). The second part focuses on understanding
the influence of RLAN transmissions on the communication performance of I1TS systems after ITStrafficis
successfully detected.

B.3.2 Detection of ITS transmissions

Both D&V and D&M rely on detection of I TS traffic to activate appropriate mechanisms to protect ITS transmissions.
The successful detection probability (SDP) depends on several factors. More specifically, when RLAN devices are
transmitting, their I TS detectors cannot detect I TS traffic if there are any. The SDP is then bounded by the portion of the
time where RLAN devices do not use the channel. Comparing to D&M, D&V adds an extralatency of 266 psin
channel access after atransmission longer than 2 ms. This additional delay should lead to alarger SDP for D&V than
for D&M when the durations of RLAN packets exceed 2 ms. On the other hand, the two a gorithms are expected to
have the same SDP when RLAN devices' packets last less than 2 ms.

Another factor contributing to the efficiency of an RLAN device's detection of ITS transmissionsis|TS preamble
detection threshold, which is set to [-85dBm] in the present document, for its I TS detector. An ITS device needsto be
close enough to a RLAN device to be preamble-detected. In some cases, such an RLAN device may be located at one
corner of an intersection. In this case by the time the RLAN device can detect the preamble of an ITS transmission, the
ITS device (e.g. installed on avehicle) may have missed transmissions/receptions of 1TS messages which help avoid a
traffic accident. Further studies are needed to find an appropriate I TS preambl e detection threshold for 1 TS detectors.

B.3.3 RLAN interference on ITS transmissions after detection

In order to assure RLAN devices from impacting the communications between I TS devices, RLAN transmissions
should be limited to the period of time where no ITS traffic are present on the channel. After detection of ITS
transmission only the D&M algorithm allows RLAN devices to use the channel. The analysisin this clause therefore
focuses on the D&M algorithm.

In general, when RLAN devices share the spectrum with I TS devices after the mitigation mode is activated, two types
of interference scenario may happen.

Thefirst type of interference scenario iswherethe RLAN devices are not awar e of ongoing I TS transmissions
and therefore do not defer theirs. As shown in figure B.19, vehicle v, is transmitting a packet to vehicle v, which can
decode the ITS packet with RSSI as low as -92 dBm (assuming noise floor only; no extrainterference). However, a
RLAN device will not detect the transmission with RSSI below -85 dBm. This means that a RLAN device with certain
distance away (marked as d,) from v; will not defer to v, 's transmission. Furthermore, if a RLAN device does overlap
with the ITS transmission, v, will not be able to receive v, 's packets unless v, is close enough to v, such that the SINR
a v, is above the packet decoding threshold. In figure B.19 this distance is marked as d, (which isafunction of the
location of the RLAN device) and obviously d, < ds, where d; isthe largest distance at which v, canreceive v;'s
packet without RLAN interference. In other words, the range of I TS transmission will be impacted for both D&V and
D&M in thistype of interference scenario.
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Figure B.19: RLAN interference due to limitation in detecting ITS transmissions

The second type of interference scenario iswhen a RLAN transmission begins, and then overlapswith the start
of an ITStransmission.

As shown in figure B.20, the RLAN device starts transmission when it recognizes an idle channel. However, due to the
unpredictability of ITS traffic, vehicle v, may have a packet to send before the RLAN transmission finishes. Since there
isno ongoing I TS transmission, the vehicle's CCA function considers the channel to be idle, the vehicle initiatesits
transmission and a packet collision occurs. Then vehicle v, will not be able to receive v, 's packet unless v, isclose
enough to v; (marked as d,) such that the SINR at v, is above the packet decoding threshold. The definition of d5 is
the same as within figure B.19.
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Figure B.20: Unilateral hidden terminal problem

The challenge in resolving the second type of interference is that the RLAN device's transmissions are hidden to ITS
devices. When there are I TS packets to be sent, they will not defer to RLAN transmissions. Thisis called the unilateral
hidden terminal problem.

One may note that if v, waswithin d, of the RLAN device, v; may, through energy based CCA, have sensed that the
channel was busy and therefore held transmission, avoiding a packet collision. However, this requires that v1 is close to
the RLAN device. Furthermore, when v1 defers and then transmits, there may still be interference from another RLAN
source at v2, undetectable by v1.

An important scenario where ITS-G5 technology is expected to improve traffic safety significantly is at intersections.
ITS-G5 has a NLOS communi cation capability, which allows vehicles to become aware of collision threats that
autonomous sensors (radar, camera) cannot detect. The U.S. Department of Transportation shares the same observation
[i.46] and therefore prefers to use intersection scenarios to promote the likely large scal e deployment of the technology.
However, communications happening near an intersection may not be as robust as on the highway due to potential lack
of direct communication path between two vehicles. At distances critical for collision avoidance, the signal strength
available at the receiver may result in a SINR barely above the packet decoding threshold, making the receiver
vulnerable to any interference. As seenin [i.39], the communication range for a NLOS link in intersections becomes
dozens of meters, largely reduced compared with hundreds of metersin scenarios with LOS conditions.
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Asaresult, intersections form a good yet challenging testing ground for both spectrum sharing algorithms. In the
present document, analysisis conducted based on such a scenario shown in figure B.21. In particular, two vehicles V,
and V, move towards the center of the intersection from orthogonal directions. Building-A, which blocks the driversin
V, and V, from seeing each other, isinstalled with several RLAN devices indoor and/or outdoor. These RLAN devices
are assumed to be running the same spectrum sharing algorithm. Boxes B, C and D represented with dotted linesin
figure B.21 are placehol ders for potential buildings so that figure B.21 can cover different types of intersections

(e.0. fully closed intersection, ¥ closed intersection, etc.). For the purpose of discussion, it is assumed that w; and w,
may not always detect each other's transmissions.
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Figure B.21: Vehicles approaching an intersection

Interference analysisfor D&M

According to D&M, after ITStraffic is detected on the channel, a special set of EDCA parameters will be applied for

2 sto RLAN transmissions. In figure B.22 t, is marked as the time at which an ITS transmission is detected by all the
W1 to W4 RLAN devicesin figure B.22. After t,, due to the periodicity of ITS transmissions, the channel will be
unused, from the perspective of ITS devices, for some period of time. RLAN devices manage to access the channel with
specia EDCA parameters. In thisanalysis, the case where the two vehicles have messages to send precisely at the same
timeisignored.

When ITS devices have messages to transmit again (e.g. t;, t,, t,), two possible cases can happen. The first case is that
the ITS message gets transmitted immediately with no delay. This occurs because either no RLAN devices are using the
channel or RLAN devices are using the channel but the energy-based channel busy assessment on ITS devicesis hot
triggered. The latter reason will result in a packet collision (as shown at t, in figure B.22) between RLAN transmission
and ITS transmission, yielding a possible packet loss (unilateral hidden terminal collision). The probability of having
unilateral hidden terminal collision is as high as the percentage of time during which RLAN traffic occupies the
channel. In other words, if in figure B.21 RLAN devices (W1 to W4) heavily use the channel, even with a special set of
EDCA parameters, the probability of ITS transmissions overlapping with RLAN traffic approaches 1.
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The other scenario that may happen when ITS devicestry to access the channel isthat the transmission of ITS message
is delayed because the energy from RLAN traffic triggers CCA of TS devices to indicate a busy channel. In other
words, RLAN devices may be visible to an ITS transmitter through CCA energy detection, helping avoid simultaneous
transmissions. However, this does not indicate that reception of TS message is free of interference from RLAN
devices. Asan example, vehicle v, hasalTS message generated at t, but sees a busy channel dueto w,'s transmission;
v, defers the transmission until w, finishes. However, w;, which isfar from w4, may not detect w4's usage of the
channel and their transmissions may overlap. When v, starts transmitting a message, the I TS packet will collide with
w;,'s at the receiving vehicle v,, resulting in a possible packet loss.

This scenario in which v,'s transmission collides with wl'sis a variant of the unilateral hidden terminal case. The
important point is that even if v, initially defersto aRLAN transmission (e.g. from w4), its eventual transmissionis
till subject to unilateral hidden node collisions and high packet loss. The use of special EDCA parametersinthe RLAN
devices does not mitigate this collision scenario because the devices whose transmissions collide do not share a
common view of the channel status.

ﬁ/ Special EDCA parameters applied since (for 2 seconds)
Wy
wo \ A RLAN transmission
w3
W4 An ITS packet generation
(2] g\ |j/%
vy, P Packet collision [] % An ITS packet transmission

>

~
rg

to Th th Tt3 TtA,T ts

Figure B.22: An example timeline of transmissions

Interferencefor D&V

The D&V approach requires RLAN devices to vacate the band for several seconds once an I TS transmission is detected.
Thiswill eliminate all the packet collisions shown in figure B.22.

B.3.4 Evaluation of spectrum sharing algorithms in an indoor
scenario

This part of the annex presents some NS3 simulation results as preliminary evaluation of D&V and D&M. The question
of interest is to assess the effectiveness of both algorithmsin protecting ITS communications. More specifically, the
simulations look into the latency of RLAN devicesin detecting I TS communications and the packet error ratio of ITS
transmissions after RLAN devices activate vacate/mitigation mode. Note that the eval uation focuses on scenarios with
in-door RLAN devices and where the vehicles are configured to keep stationary. Additional outdoor scenarios with
different distributions of RLAN devices will be investigated in clause B.4.
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The basic scenario used for evaluation of the spectrum sharing algorithms is shown in figure B.23. Two static vehicles
equipped with ITS-G5 devices are placed on perpendicular streets of an intersection, at a distance of 25 mto
corresponding stop lines. A building prevents the two vehicles from seeing each other and therefore I TS message
exchanges occur through a NLOS manner. Two RLAN devices, one access point and a client device, are within the
building. Both of the RLAN devices are installed with I TS transmission detectors.

A second scenario which is a variant of the basic one isalso used in these simulations, as shown in figure B.24. It

features two access points and two client devices placed in different buildings. Note that RLAN devices from different
buildings will not be able to sense each other.
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Figure B.23: Basic intersection scenario

A summary of the simulation configuration islisted in table B.17. In particular, the channel model for ITSto-ITS
communication is different from that for ITSto-RLAN/RLAN's ITS detector channel. Visual Sourcellp, a calibrated
model from field testing and presented in [i.44] is used for information exchanges between two vehicles. Channel

model D [i.38] isused for the rest of the types of links, including ITSto-RLAN, ITSto-RLAN ITS detector and vice
versa.
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Figure B.24: Two-AP intersection scenario
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Table B.17: Simulation parameters

Parameter Value
Transmit Power 20 dBm
Message Generation Rate ITS-G5: 2,5 Hz/10 Hz, 6,0 Mbit/s
RLAN: 500 Hz (Full buffer), 250 Hz, 100 Hz, 6,0 Mbit/s
Packet Transmit time ITS-G5: 0,5 ms
Wi-Fi: 1 ms, 2,5 ms
Preamble Detection Threshold ITS-G5: -92 dBm
for ITS transmission RLAN ITS detector: -85 dBm
Mobility Static
EDCA queue ITS-G5: AC_BE
Wi-Fi: AC_ VO/AC VI/AC BE
Fading As indicated in [i.44] and [i.38]
Performance Indicators Number of ITS transmissions to first detection
Packet Error Ratio (PER)
Number of runs 500

Nusrgber of ITS transmission to first detection AP 1
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Figure B.25: The average number of ITS transmissions needed
before first successful detection at AP

Figure B.25 shows the average number of I TS transmissions needed before an RLAN AP activates vacate or mitigation
mode in the scenario of figure B.23. The question of interest isto see if the 266 pis extra waiting time in channel access
hel ps improve the successful detection probability (SDP). As observed in figure B.25, when aRLAN AP uses packets
with transmission duration of 1 ms, the average number of I TS transmissions needed for the AP to have thefirst ITS
detection isaround 4 timesif 266 s extra waiting time is used. However, without this period of time, the number of
transmissions for first ITS detection goes up to 26, causing delay in activating appropriate mechanismsto protect ITS
transmissions. Including an additional waiting time of 266 us for all categories of Wi-Fi traffic improves the SDP.

Figure B.26 shows the PER values for ITS-ITS communications after the AP in figure B.23 works in vacate or
mitigation mode. More specifically, it isthe PER observed at I TS2 for ITS1's transmissions. Since the distribution of
vehicles are symmetrical, the PER performance for ITS2's transmission is the same with that of ITS1 and will be not
presented. It can be seen that the default PER (which is also the PER using D& V) for ITS1 isonly 0,2 % due to channel
fading. However, when D&M is used, depending on which category of Wi-Fi traffic isapplied (e.g. BE, VO, V1), the
PER of ITS1'stransmissions can be as high as ailmost 30 %. On the other hand, the simulated 8 % PER caused by
AC_BE traffic would not be tolerable.
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Figure B.27 shows the PER results of I TS transmissions for the two AP intersection scenario in figure B.24. Compared
to figure B.26, the PERs increase for all categories of Wi-Fi traffic. The reason isthat each Wi-Fi AP-client pair in
figure B.24 can only sense I TS transmissions from the vehicle close by and is not aware of the existence of the far-end
vehicle. As aresult, when the far-end vehicle starts to transmit, the Wi-Fi AP and client will not hear it and may start a
transmission as well. In contrast, transmissions of both vehiclesin figure B.23 can be heard by the AP, leading to a
reduced probability of overlapped transmissions.
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NOTE: Decreased EDCA Plan A method is used. Wi-Fi packet duration is 2,5 ms.
Figure B.26: PER of ITS-ITS communications in the scenario of figure B.23
after the mitigation mode of D&M is activated
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Figure B.27: PER of ITS-ITS communications in the scenario of figure B.24
after the mitigation mode of D&M is activated
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The following simulation results show the influence of different Wi-Fi traffic loads on the detection delay performance
and post detection PER. In particular, as the channel usage by the RLAN AP decreases, shown in figure B.28, the
average required number of I TS transmissions before one can be detected by the AP drops significantly. Thisis
expected since alarger gap between Wi-Fi transmissions lowers the probability for an I TS packet to overlap with a
Wi-Fi packet. Interestingly, in contrast, after ITS traffic is detected, the PER caused by D&M remains the same for al
of the evaluated Wi-Fi traffic loads. This raises concerns that even with low Wi-Fi traffic load, D&M can cause
considerable performance degradation to the communication of I TS devices.

1 Number of ITS transmissions to first detection AP 1
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NOTE: Packets use AC_BE. Each packet lasts 1 ms.
Figure B.28: The average number of ITS transmissions needed

before one is detected at AP in the scenario of figure B.24
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Figure B.29: PER of ITS-ITS communications in the scenario of figure B.24
after the mitigation mode of D&M is activated
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B.4 Coexistence between ETSI ITS-G5 and Wi-Fi systems in
outdoor and indoor scenarios

B.4.1 Introduction

This annex provides simulation-based evaluations of the coexistence of ITS-G5 with Wi-Fi for the proposed mitigation
techniques of two versions of Detect & Mitigate (DAM) called Reduced EDCA and Decreased EDCA Plan A as
detailed in clause 6.5.2 and Detect & Vacate(DAV) as detailed in clause 6.5.3. The coexistence between Wi-Fi and
ITS-G5 isbased on two mechanisms: the 'detection’ and the ‘avoidance’. This annex first describes the impact of the
‘detection’ on the triggering of the ‘avoidance’, and then the performance of the 'avoidance’ mechanisms behind DAM
and DAV.

The study aims at first evaluating the conditions, where a coexistence issue could appear, the impact of the two
coexistence strategies (i.e. prioritizing packets as in Mitigate, or leaving the channel asin Vacate) and eventualy the
impact of the detection asymmetries between ITS-G5 and Wi-Fi in the coexistence between I TS-G5 and Wi-Fi.

Although the study only considers the basic protocols without the slow restart extensions, it will also justify the required
extensions proposed in clause 6.5.3 of the present document. It is planned to further extend the study, first considering
'slow restart' of both coexistence protocols, but also considering additional scenarios, such as the Wi-F AP on board of
avehicle, different vehicular traffic models (platoon, cluster, etc.), and integrating the impact of ITS-G5 congestion
control (DCC) strategies.

The simulations are based on a simple intersection scenario consisting of two I TS-G5 vehicles (static or mobile) and
two static Wi-Fi stations, in LOS or NLOS conditions between each other (i.e. outdoor and indoor Wi-Fi).

Thefirst scenario has a static ITS-G5 receiver and a mobile ITS-G5 transmitter, where the static I TS-G5 receiver is
placed right at the intersection. The Wi-Fi nodes are in Line of sight (LOS) conditions to the ITS-G5 nodes and asimple
log-distance attenuation without fading is considered. This scenario is used to allow a deep analysis of the two
protocols, and in particular the impact of asymmetric detections and unilateral hidden issues between ITS-G5 and
Wi-Fi. A basic LOS fading model to illustrate the impact of fading on the detection mechanisms and the two evaluated
protocolsis also included.

The second scenario has two mobile ITS-G5 OBUSs, both transmitting and receiving CAMSs. In this scenario, the two
ITS-G5 vehicles approach an intersection at constant speed. Two sub-scenarios are considered, where one models both
ITS-G5 OBUs always remaining in LOS conditions with the static Wi-Fi stations, while the second includes a strong
NLOS condition between I TS-G5 and Wi-Fi technologies. The first sub-scenario aimsto simulate the coexistence
between ITS-G5 and Wi-Fi in atypical outdoor Wi-Fi hotspot. The second sub-scenario aimsto simulate the
coexistence between I TS-G5 and Wi-Fi in atypical indoor commercial, corporate or residential Wi-Fi deployment. This
last "Indoor Wi-Fi" sub-scenario has been found to be more challenging for coexistence, due to the difficult detection of
ITS-G5 signal with strong wall attenuation. Therefore, the "Indoor Wi-Fi" scenario has also been evaluated considering
areduced Wi-Fi power, which demonstrated to be less challenging to ITS-G5 and accordingly to be a good strategy to
reduce interference by indoor Wi-Fi on ITS-G5.

More detailed analysis of the study can be found in [i.47] and [i.48].

B.4.2 Evaluation scenario & methodology

Scenario 1: Static | TS-G5 Receiver, M obile | TS-G5 Transmitter

The first scenario corresponds to the setup in figure B.30. V2 isa static I TS-G5 receiver, which always remains at the
intersection. The Wi-F nodes arein Line of sight (LOS) to the I TS stations and corresponds to a pure attenuation case,
where fading is neglected. This scenario is used to analyse microscopically the asymmetric detection and unilateral
hidden issue between ITS-G5 and Wi-Fi and itsimpact on the coexistence.
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Figure B.30: Scenario - Static ITS Receiver, Mobile ITS transmitter
Scenario 2: Two Mobile I TS-G5 transmitter Sreceivers

The evaluation environment isillustrated in figure B.31 and figure B.32. It represents a very common urban
intersection, and thereby it is an important representative scenario where I TS-G5 technology is expected to improve
traffic safety. The RLAN (Wi-Fi) devices are located in the corner of the two roads. One vehicle is approaching the
intersection from its west entrance and transmits CAM s to another vehicle which enters from the east entrance and
might experience interference issues from the Wi-Fi devices. The channel includes fading, IST WINNER B1 - Urban
Microcell; Gaussian Correlated shadowing (20 m decorrelation distance) & Ricean fast fading.

The evaluation of the coexistence is conducted considering two scenarios:

a)  Outdoor scenario - the Wi-Fi Access Point (AP) and the Wi-Fi Mobile Station (MS) are located outside of a
building and experience aweak Line-of-Sight (LOS) attenuation from transmissions sent by I TS-G5 equipped
vehicles.

b) Indoor scenario - the Wi-Fi AP and the MSs are located inside of a building, and experience a strong NLOS
attenuation from transmissions sent by I TS-G5 equipped vehicles.
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Figure B.31: Outdoor Coexistence Scenario
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Figure B.32: Indoor Coexistence Scenario

The outdoor scenario corresponds to the case, where a café or any other open area would be equipped with aWi-Fi AP
and offering Wi-Fi connectivity to customers. The indoor scenario corresponds to the case where an indoor Wi-Fi isin
use in commercial/office buildings and interferes with I TS-G5 communication. These two scenarios are typical
situations, which will be experienced during a potential co-existence between I TS-G5 and Wi-Fi.

The present document eval uates the co-existence between I TS-G5 and the two mitigation techniques previously
described: Detect & Mitigate (Reduced EDCA and Decreased EDCA Plan A) and Detect & Vacate.

Neither the DAV dow restart mechanism, nor the DAM Decreased EDCA Plan B has been evaluated. Thisis mostly
due to the fact that as two I TS-G5 vehicles are modelled in a monotonic flow (with focus on the effectiveness of DAV
or DAM to detect the presence of the first ITS-G5 vehicle within the Wi-Fi station's detection range) the detection
remains unaffected by either DAM Decreased EDCA Plan B or DAV slow restart. To verify the effectiveness of these
two extensions, the inter-arrival time between a car leaving the Wi-Fi station's detection range and the next car
appearing within its range should be more than 2 sand 10 sfor DAM and DAV respectively. Accordingly, this would
require simulation scenarios modelling bursty vehicular traffic, which is recommended for future work.
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In the rest of the present document, DAM Decreased EDCA implicitly represents DAM Decreased EDCA Plan A. The

complete simulation parameters are described in table B.18.
Table B.18: Simulation Parameters

Parameter Value
Transmit Power 23 dBm
ITS-G5: 10 Hz, 300 Bytes

Transmit Rate

RLAN: ~300 Hz @ 2 250 Bytes: 6,0 Mbit/s

Packet Transmit time

ITS-G5: 0,5 ms
RLAN: 1,9 ms, 3 ms

Preamble Detection Threshold

ITS-G5 — ITS-G5: -92 dBm/10 MHz

ITS-G5 — RLAN: -65 dBm/10 MHz

RLAN — ITS-G5: -85 dBm/10 MHz
10 ms

Mobility
EDCA queue

ITS-G5: AC_BE
RLAN: AC_VO, AC_VI, AC_BE

Fading

WINNER B1 [i.45] (Urban Microcell)
(Correlated Gaussian & Ricean)

Performance Indicators

Packet Reception Rate (PRR)

(95 % Confidence Intervals; > 1 000 runs)

B.4.3 Simulation results

Scenario 1: Static | TS Receiver, Mobile I TS Transmitter
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Figure B.33: Outdoor scenario - no fading

Figure B.33 illustrates the impact of Wi-Fi on the Packet Reception Rate (PRR) of ITS-G5 CAM transmission. In

figure B.33 the x-axis represents the distance of the vehicle 1 from the corner of the crossing and thusin this scenario

the distance to the AP in figure B.30.
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Asit can be observed, vehiclesin Zone 1 (i.e. far from the intersection) will experience significant interferences from
Wi-Fi, due to the higher sensitivity of ITS-G5 (-92 dBm). The distance, where this Zone is located is sufficiently far
away from the intersection and the interference incurred is not expected to have significant influence on Safety-related
applications. However, when vehicles move towards the intersection and enter Zone 2, Wi-Fi mitigation strategies are
engaged and different effects can be observed, as function of the mitigation strategy. While a DAV or DAM Decreased
EDCA mechanism immediately triggers avoidance and frees the ITS-G5 channel, the reduced EDCA creates harmful
interference to ITS-G5. In Zone 2, the switching to DAM or DAV mode by Wi-Fi starts only when a CAM
probabilistically coincides with a Wi-Fi non-transmission period. This probabilistic coincidence resultsin a gradual (not
sharp) rise of CAM PRR, even if the attenuation is only log-distance without fading.

Finally, when a vehicle enters Zone 3, mitigation is engaged and no interference may be observed. However, this
corresponds to a distance to intersection of 30 m, which istoo short for safety-related applications. Accordingly, Zone 2
remains the critical area, where DAV or DAM intends to ensure co-existence.

Unlike the 10 s duration of DAV, DAM only lastsfor 2 s (if Wi-Fi does not detect further ITS-G5), so Wi-Fi returns to
normal EDCA mode within 2 sof V1 quitting the Wi-Fi detection range near +170 m, whereas DAV continues channel
vacate for 10 more seconds, thereby giving a 100 % CAM PRR for 10 s or 100 m more.

The simulation is repeated by implementing fading in the channel (WINNER B1 - Urban Microcell; Gaussian
Correlated Shadowing (20 m de-correlation distance) & Ricean fast fading [i.45]), the objective being to illustrate the
impact of LOS fading on such coexistence.

The average attenuation of WINNER B1 model islesser than log-distance, therefore with WINNER B1 fading, Zone 1
starts even farther than 170 m, in figure B.35. Moreover, by comparing figure B.33 with figure B.35, it can be observed
that fading impacts coexistence, as it makes the strict zone separation less clear. This comes from the fact that each zone
is decided by an energy level being higher than a detection threshold, for example the transition from Zone 2 to Zone 3
occurs at -65 dBm. With stochastic fading, the received signal energy is probabilistic in distance: the closer to the zone
limit, the higher the probability. This effect isillustrated on figure B.34,where the smooth transition between being
lower than the energy detection threshold (Zone 2) in Red, and being above such threshold (Zone 3) in Blue can clearly
be seen.
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Figure B.34: Distance related to the energy detection threshold with fading - outdoor scenario

Figure B.35 confirms again the limitations of the DAM Reduced EDCA already observed on the non-fading scenario,
which clearly creates harmful interference with ITS-G5. Additionally, due to the strong avoidance strategy of DAV
(10 s); it only takes one ITS-G5 transmission to be detected for RLAN to vacate the ITS-G5 channel. Similarly,
Decreased DAM 120 ms AIFS performs quite well, as there are more non-transmission periods (gaps) for RLAN,
allowing a better detection of ITS-G5. Similar to figure B.33, Decreased DAM with just ~9 ms AIFS, might not be
enough to prevent harmful interference.
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Figure B.35: Outdoor scenario - with fading

Scenario 2a- Two Mobile ITS-G5 Vehicles, Outdoor RLAN

This scenario hastwo I TS-G5 nodes V1 and V2, moving towards the intersection, both transmit and receive CAMs at
10 Hz, as shown in figure B.31.
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Figure B.36: Outdoor Scenario - with fading
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Figure B.36 shows the CAM PRR (average of both vehicles V1 & V2) for various mitigation techniques for outdoor
Wi-Fi. At any point, both vehicles are equidistant to the intersection. Wi-Fi traffic of class Video (AC_VI) isonly
analysed and presented on the graph for the sake of readability. In figure B.35, the distance to intersection is the same as
the distance between the ITS-G5 vehicles, asthe ITS-G5 receiver is stationary. However, in figure B.36, the distance
between the ITS-G5 vehiclesis twice the distance to intersection (x-axis value) of each ITS-G5 vehicle.

Unlike the previous scenario, the receiver is mobile and the maximum CAM PRR is governed by the distance between
the transmitter and receiver. As discussed earlier, the attenuation of WINNER LOS propagation is lower than the
long-distance attenuation, so the start of Zone 2, i.e. the awareness range of Wi-Fi, stretches as far as-250 m.

The PRR rises gradually for the different mitigation techniques, with Reduced and Decreased DAM resulting in 10 % to
20 % CAM lossin Zone 2, compared to the curve of CAM PRR with no Wi-Fi. It even gets closer to the 'no Wi-Fi'
curve in Zone 3 starting at -50 m, which indicates an increase in PRR. The curves of Decreased DAM 120 ms AIFS and
DAYV follow the curve of CAM PRR with no Wi-Fi, indicating their high effectiveness in preventing interference.
Therefore, it can be concluded that both coexistence protocols perform relatively well in outdoor Wi-Fi scenario.

Scenario 2b - Two Mobile ITS-G5 Vehicles, Indoor RLAN

In this section an indoor scenario is analysed, where the Wi-Fi nodes are inside a building, as shown in figure B.32.
Figure B.37 illustrates the CAM PRR for this case. With indoor Wi-Fi, in addition to the three zones, two other factors
affect the CAM PRR, i.e. isthe ITS receiver within the transmission range of the ITS transmitter and isthe ITS receiver
within the interference range of Wi-Fi. Figure B.37 illustrates this factor using the PRR of Reduced EDCA DAM aong
with the case of only ITS-G5 traffic without Wi-Fi. In this scenario, both ITS-G5 vehicles transmit and receive, but as
both are symmetric around Wi-Fi, only one pair of communication is discussed.

x-No WiFi -»—Reduced DAM

100 TRHX X X X X X
X

PRR (CAM) %

Zonel ZoncZV ‘Z()nc.; X Zone2 Zonel

NOTE: Where Reduced DAM stands for DAM Reduced EDCA.

Figure B.37: Indoor Scenario - with fading

The different coexistence phases between ITS-G5 and Wi-Fi DAM Reduced EDCA may be classified as follows:

o Point 1: The ITS-G5 receiver (either V1 or V2) is outside the transmission range of the transmitter (either V1
or V2), so thereislow PRR due to strong attenuation (irrespective of Wi-Fi).

o Point 2: The CAM PRR rises asthe mobile ITS receiver comes inside the transmission range of the mobile
ITS-G5 transmitter. Zone 2 starts at -70 m and Wi-Fi begins to detect ITS-G5, but Reduced DAM cannot fully
prevent interference in Zone 2, as discussed earlier.
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. Point 3: Unlike outdoor Wi-Fi, the PRR does not always increase in Zone 2, but thereisadip in PRR as the
ITS-G5 receiver moves more and more inside the interference range of the Wi-Fi AP, i.e. the SINR of received
CAM s decreases due to stronger interference from Wi-Fi. Thisisthe point of highest interference at
around -30 m.

o Point 4 & 5: The ITS-G5 stations move closer to the Wi-Fi nodes and detect Wi-Fi signal above -65 dBmin
Zone 3 at around -20 m, causing a sharp risein PRR.

Figure B.38 shows the performance of the different mitigation protocols (DAV, DAM Reduced EDCA & Decreased
EDCA Plan A) for thisindoor scenario.
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NOTE: Where Reduced DAM and Decreased DAM stands for DAM Reduced EDCA and Decreased EDCA Plan A
respectively.

Figure B.38: Indoor Scenario - with fading

Infigure B.38, the difference in PRR of the different mitigation techniques follows the trend of the previous section,
i.e. DAV hasthe highest PRR and Reduced DAM produces the lowest PRR. In the outdoor scenarios, DAV achievesa
PRR almost as good as when | TS-G5 operates without Wi-Fi. However, in the indoor scenario, thisis not the case as
the Wi-Fi node remains unaware of the I TS-G5 transmitter, unlessthe ITS-G5 and Wi-Fi are within 30 m.

Therefore, the detection of ITS-G5 vehicles by Wi-Fi is asignificant challenge for the indoor scenario and thisis
regardless of the mitigation protocol. In this case DAM (Reduced EDCA and Decreased EDCA Plan A) and DAV
create some level of harmful interference.
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respectively.

Figure B.39: Indoor Scenario - with fading - Reduced Wi-Fi Tx Power

One aspect to notice is that beyond the generated interference, one may notice their spatial scales. All Wi-Fi induced
interferences occur at distances below 70 m, which correspondsto 3 sto 5 sdrive time for 70 km/h and 50 km/h
respectively. In both cases, it would lead to too short a detection time by any mobile vehicle to avoid a potential impact.

In order to overcome this detection problem, one possible solution isto require Wi-Fi to reduce its transmission power.
This potential scenario was configured by reducing the Wi-Fi Tx Power to 13 dBm instead of 23 dBm. Figure B.39
shows the PRR and the Wi-Fi induced interferences. It can be seen that Wi-Fi induced interferences follow a similar
trend for Reduced EDCA and Decreased EDCA Plan A, although at a significantly higher PRR. It can also be seen that
al other mitigation strategies, in particular DAV, do not generate any interference with ITS-G5. Thisisaclear
indication that a reduction of Wi-Fi transmit power in the context of an indoor deployment might be necessary to
mitigate interferences with ITS-G5 vehicles. The impact of such Tx power reduction on the Wi-Fi performance yet
remains to be evaluated in future studies.

B.5 Summary of simulation parameters

B.5.1 Simulation parameters

Table B.19 provides a summary of the parameters upon which the simulations in the present document were based.
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Table B.19: Summary of the simulation parameters used in clauses B.2, B.3 and B.4

Parameter Value
Simulation Reference Clause B.2: Clause B.3: Clause B.4:
BRAN(16)000078r2 [i.40] BRAN(16)000081r3, BRAN(16)000138r4 [i.42]

(superseded by data within the
present document)

BRAN(16)000165 [i.41]

Transmit Power

18 dBm

20 dBm

23 dBm

Transmit Rate

Initial investigation (B.2.1 to
B.2.6):
ITS-G5: 10 Hz ITS message,
6 Mbit/s link rate @ 10 MHz,

RLAN: 20 Mbit/s constant bit rate
UDP
6,5 Mbit/s link rate @ 20 MHz,

Additional scenarios (B.2.7):
As above but using TCP instead
of UDP for RLAN.

ITS-G5: 2,5 Hz/10 Hz,
6,0 Mbit/s
RLAN: ~300 Hz: 6,0 Mbit/s

ITS-G5: 10 Hz
Wi-Fi: ~300 Hz @ 2 250 Bytes
5,4 Mbit/s

Packet Transmit time

ITS: 100 bytes MSDU @
4,5 Mbit/s
RLAN: 1 500 MSDU @ 6,5 Mbit/s

ITS-G5: 0,5 ms
Wi-Fi: 2 ms, 2,5 ms

ITS-G5: 0,5 ms
Wi-Fi: 1,9 ms, 3 ms

Preamble Detection

ITS: -84 dBm 10 % per 1 000

ITS-G5: -92 dBm

ITS-G5: -92 dBm

Threshold bytes RLAN ITS detector: -85 dBm RLAN ITS detector: -85 dBm
RLAN ITS detection: ED =
-62 dBm over 20 MHz
RLAN-RLAN Preamble
Detection: -91 dBm (10 % PER
1 000 bytes)
Mobility Static Static Receiver Static & Transmitter
10 m/s
EDCA queue ITS-G5: AC_BE ITS-G5: AC_BE ITS-G5: AC_BE
RLAN: AC_BE (but parameters Wi-Fi: AC_VO/AC_VI/AC_BE Wi-Fi: AC_VI/AC_BE
varied per mitigation scheme, see
annex C.)
Minimum AIFS 300 ps With/without 266 us With/without 266 ps (D&V)
Per clause C.1 (D&M)
Fading 802.11n Channel Model D (with | As indicated in [i.38] and [i.44] No fading (scenario 1)
fading included). Calibrated WINNER B1 (Urban Microcell)
channel model with real (Correlated Gaussian & Ricean)
measurement data. (scenario 2)
Jitter of CAM 0 5 ms 0
transmissions
Performance ITS lost PPDUs (i.e. PER, all Number of ITS transmissions to | Packet Reception Rate (PRR)
Indicators broadcast), RLAN throughput first detection (95 % Confidence Intervals -
Packet Error Ratio (PER) > 1 000 runs)
Runs tens 500 > 1000
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Annex C:
Summary of detect and mitigate parameters

C.1  Detect and mitigate parameters

The following tables summarize the EDCA parameters used in the Detect and Mitigate methods. The values of AIFSN
for the RLAN device during mitigation operation are chosen based on the default AIFSN values of the ITS-G5 devices.

Under reduced EDCA mitigation method (10 MHz ITS detection)

Table C.1: EDCA parameters before 10 MHz ITS detection
of Reduced EDCA mitigation method

. Max
AC CWmin CWmax AIFSN TXOP
Background (AC_BK) aCWmin =15 aCWmax =1 023 7 0
Best Effort (AC_BE) aCWmin =15 aCWmax =1 023 3 0
Video (AC_VI) (@CWmin+1)/2)-1=7 aCWmin =15 2 3,008 ms
Voice (AC_VO) (@CWmin+1)/4)-1=3 (aCWmin+1)/2-1=7 2 1,504 ms
Table C.2: EDCA parameters after 10 MHz ITS detection
of Reduced EDCA mitigation method
AC CWmin CWmax AIFSN Max TXOP

Background (AC_BK) (aCWminx 2) + 1 =31 (@CWmax x 2)+1=2047 9x2+ (aCWmin x 2) + 1 =49 2,528 ms

Best Effort (AC_BE) |(aCWminx2)+ 1 =31 (aCWmax x2)+1=2047 6x2+ (aCWmin x 2)+1=43 2,528 ms
Video (AC_VI) aCWmin =15 (@aCWminx 2) + 1 =31 3x2+ (aCWmin) = 21 3,000 ms
Voice (AC_VO) (@CWmin+1)/2)-1=7 aCWmin=15 2x2+ ((@CWmin+1)/2)-1=11 2,080 ms

Under Decreased EDCA Plan A mitigation method (10 MHz ITS detection)

Table C.3: EDCA parameters before 10 MHz ITS detection
of Decreased EDCA Plan A mitigation method

AC CWmin CWmax AIFSN T")"(gxp
Background (AC_BK) aCWmin =15 aCWmax =1 023 74 0
Best Effort (AC_BE) aCWmin =15 aCWmax =1 023 3 0
Video (AC_VI) (@CWmin+1)/2)-1=7 aCWmin =15 2 3,008 ms
Voice (AC_VO) (@CWmin+1)/4)-1=3 ((@CWmin+1)/2)-1=7 2 1,504 ms
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Table C.4: EDCA parameters after 10 MHz ITS detection
of Decreased EDCA Plan A mitigation method

. Max
AC CWmin CWmax AIFSN TXOP
Background (AC_BK) aCWmin x 2 + 1= 31 aCWmax x 2+1=2047 9x2+ (aCWmax x 2)+1=2065 @ 2,258 ms
Best Effort (AC_BE) aCWmin x 2 + 1= 31 aCWmax x 2+1=2047 6x2+ (aCWmax x 2) +1=2059 2,258 ms
Video (AC_VI) aCWmin =15 aCWmin x 2+ 1 =31 3x2+aCWmax =1 029 3,008 ms
Voice (AC_VO) (@CWmin+1)/2)-1=7 aCWmin =15 2x2+ ((@CWmax +1)/2)-1=515 1,504 ms
Under Decreased EDCA Plan B mitigation method (10 MHz ITS detection)
Table C.5: EDCA parameters before 10 MHz ITS detection
of Decreased EDCA Plan B mitigation method
AC CWmin CWmax AIFSN Max TXOP
Background (AC_BK) (aCWmin x 2) + 1= 31 (aCWmax x 2)+1=2047 9 x 2+ (@CWmin x 2) +1=49 2,258 ms
Best Effort (AC_BE) | (aCWmin x 2) + 1= 31 (aCWmax x 2)+1=2047 6 x 2+ (aCWmin x 2) + 1 =43 2,258 ms
Video (AC_VI) aCWmin =15 (aCWmin x 2) + 1 =31 3 x2+aCWmin =21 3,008 ms
Voice (AC_VO)  ((@CWmin+1)/2)-1=7 aCWmin =15 $1>< 2+(@CWmin +1)/2)-1= " 4 504 ms
Table C.6: EDCA parameters after 10 MHz ITS detection
of Decreased EDCA Plan B mitigation method
AC CWmin CWmax AIFSN Mex
TXOP

Background (AC_BK) (aCWmin x 2) + 1= 31 (aCWmax x 2)+1=2047 9x 2+ (aCWmax x 2)+1=2065 2,258 ms

Best Effort (AC_BE) (aCWmin x 2)+1=31  (aCWmax x2)+1=2047 6x2+(@CWmax x2)+1=2059 2,258 ms
Video (AC_WVI) aCWmin =15 (aCWmin x 2) + 1= 31 3x2+aCWmax =1 029 3,008 ms
Voice (AC_VO)  ((aCWmin+1)/2)-1=7 aCWmin =15 2 x 2+ ((aCWmax +1)/2)-1=515 1,504 ms
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Annex D:

Summary of regulatory parameters for ITS coexistence techniques proposed in the
present document

Table D.1: Regulatory requirement values for detection of ITS (5 855 MHz to 5 905 MHz)

Parameter

Detect and Mitigate
(Reduced EDCA)

Detect and Mitigate
(Decreased EDCA Plan A)

Detect and Mitigate
(Decreased EDCA Plan B)

Detect and Vacate

Parameter settings upon
initial move to or boot upon
(or wake up on) an ITS
channel

Wi-Fi/802.11™ EDCA parameter set.

Wi-Fi/802.11™ EDCA parameter
set.

Less aggressive EDCA
parameter set.

"Detect and Vacate" methodology
as detailed.

ITS-G5 Initial ICCA time (only
when initially monitoring the
channel (e.g. following a
sleep to wake transition)

2ms

2ms

2ms

1ms

ITS-G5 Detection (Channel
Busy)

1 or more ITS-G5 short training symbols
detected on any one of four 10 MHz channel
detectors CH172, 174, 176, 178 and CH180
within 8 us. In addition 1 or more 10 MHz
short training symbols and two long training
symbols detected on any one of channels
172,174, 176, 178 and 180 within 32 ps.

1 or more ITS-G5 short training
symbols detected on any one of
four 10 MHz channel detectors

CH172, 174, 176, 178 and CH180

within 8 ps. In addition 1 or more

10 MHz short training symbols and
two long training symbols detected

on any one of channels 172, 174,
176, 178 and 180 within 32 ps.

1 or more ITS-G5 short
training symbols detected on
any one of four 10 MHz
channel detectors

CH172, 174, 176, 178 and
CH180 within 8 ps. In addition
1 or more 10 MHz short
training symbols and two long
training symbols detected on
any one of channels 172, 174,
176, 178 and 180 within

32 ps.

1 or more ITS-G5 short training
symbols detected on any one of
four 10 MHz channel detectors
CH172, 174, 176, 178 and
CH180 within 8 ps. In addition 1
or more 10 MHz short training
symbols and two long training
symbols detected on any one of
channels 172, 174, 176, 178 and
180 within 32 ps.

Action upon ITS-G5 detection

Defer to ITS-G5 Transmission on the RLAN
channel where detection occurred. RLAN
restricted to single 20 MHz channel on which
the detection event occurred. No multi-
channel operation for at least 2 s after no
detection events.

Defer to ITS-G5 Transmission on

the RLAN channel where detection

occurred. RLAN restricted to
single 20 MHz channel on which
the detection event occurred. No

multi-channel operation for at least

2 s after no detection events.

Defer to ITS-G5 Transmission
on the RLAN channel where
detection occurred. RLAN
restricted to single 20 MHz
channel on which the
detection event occurred. No
multi-channel operation for at
least 2 s after no detection
events.

Vacate all RLAN channels that
fall within 5 825 MHz to

5 925 MHz for at least [10 s]. An
earlier proposal was increased
from 2 s during the drafting of the
present document.

Extended CCA Time

[200 ps] based upon ITS AIFSN +CWmin
((16 + (3 x 9)) + (15 x 9) = 178 us)for at least
2 s after detection event.

19ms ((1023 x 2) +1)
observation slot times of 9

ps = 18,423 ms, for at least 2 s
after detection event.

19ms ((1023 x 2) +1)
observation slot times of 9 us
=18,423 ms, for at least 2 s
after detection event.

Not applicable.
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Parameter

Detect and Mitigate
(Reduced EDCA)

Detect and Mitigate
(Decreased EDCA Plan A)

Detect and Mitigate
(Decreased EDCA Plan B)

Detect and Vacate

Action after 2 s when ITS
transmissions are no longer
detected.

May revert to the standard Wi-Fi/802.11™
EDCA parameter set applicable to other non-
ITS 5 GHz RLAN channels (e.g.

5150 MHz to 5 250 MHz,

5470 MHz to 5 725 MHz bands).

May revert to the EDCA parameter
set applicable to other non-ITS

5 GHz RLAN channels

(e.g. 5150 MHz to 5 250 MHz,
5470 MHz to 5 725 MHz bands).

May revert to a less
aggressive EDCA parameter
set.

Revert to "Detect and Vacate"
methodology as detailed.

ITS-G5 Detection time <8 us <8 us <8 us <8us

Energy Detection time <8yus <8yus <8yus <8us

Initial TXOP Limit (after ICCA) |3 ms 3ms 3ms < 200 ps

TXOP Limit <3 ms <3 ms <3 ms <3 ms

Minimum Idle (TX Back off >2(16+9)=25ps >2(16+9)=25ps =99 us = 266 us. Based upon

where TXOP > 2 ms)

simulations performed at 266 ys
in clause B.3 a level of 300 us
has also been proposed.
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Table D.2: ITS-G5 short training symbol detection proposed threshold values

Frequency Band

Detect and Mitigate
Value (dBm/10 MHz)
(see note 1)

Detect and Vacate
Value (dBm/10 MHz)
(see notes 1 and 2)

5 855 MHz to 5 895 MHz

-85

-85

5 895 MHz to 5 905 MHz

-85

-65

NOTE 1: This is the level at the input of the receiver of an RLAN device with a maximum e.i.r.p. density of X
dBm/10 MHz and assuming a 0 dBi receive antenna. For devices employing different e.i.r.p. spectral

NOTE 2:

density and/or a different receive antenna gain G (dBi) the DFS threshold level at the receiver input follows
the following relationship:

Detection Threshold (dBm) = -85 + X - e.i.r.p. Spectral Density (dBm/MHz) + G (dBi); however the threshold
level should not be lower than Y dBm assuming a 0 dBi receive antenna gain.

This is the level at the input of the receiver of an RLAN device with a maximum e.i.r.p. density of

X dBm/10 MHz and assuming a 0 dBi receive antenna. For devices employing different e.i.r.p. spectral
density and/or a different receive antenna gain G (dBi) the DFS threshold level at the receiver input follows
the following relationship:

Detection Threshold (dBm) = -65 + X - e.i.r.p. Spectral Density (dBm/MHz) + G (dBi); however the threshold
level should not be lower than Y dBm assuming a 0 dBi receive antenna gain.

Table D.3: Energy detection proposed threshold values

Frequency Band

Detect and Mitigate
Value (dBm/10 MHz)
(see note)

Detect and Vacate
Value (dBm/10 MHz)
(see note)

5 855 MHz to 5 905 MHz

-65

-65

NOTE:

This is the level at the input of the receiver of an RLAN device with a maximum e.i.r.p. density of

X dBm/10 MHz and assuming a O dBi receive antenna. For devices employing different e.i.r.p. spectral
density and/or a different receive antenna gain G (dBi) the DFS threshold level at the receiver input follows
the following relationship:

Detection Threshold (dBm) = -65 + X - e.i.r.p. Spectral Density (dBm/MHz) + G (dBi); however the threshold
level should not be lower than Y dBm assuming a 0 dBi receive antenna gain.
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