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Intellectual Property Rights

IPRs essential or potentially essential to the present document may have been declared to ETSI. The information
pertaining to these essential IPRs, if any, is publicly available for ETSI member s and non-member s, and can be found
in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETS in
respect of ETS standards’, which is available from the ETS| Secretariat. Latest updates are available on the ETSI Web
server (http://webapp.etsi.org/| PR/home.asp).

Pursuant to the ETSI IPR Palicy, no investigation, including I PR searches, has been carried out by ETSI. No guarantee
can be given asto the existence of other IPRs not referenced in SR 000 314 (or the updates on the ETSI Web server)
which are, or may be, or may become, essential to the present document.

Foreword

This Technical Report (TR) has been produced by ETSI Technical Committee Telecommunications and Internet
converged Services and Protocols for Advanced Networking (TISPAN).

The present document is part 10 of a multi-part deliverable. Full details of the entire series can be found in part 1 [5].

Introduction

Dynamic synchronous Transfer Mode (DTM) is atime division multiplex and a circuit-switched network technique that
combines switching and transport. The recommendation specifying the DTM system and protocols are divided into
13 parts.

This part (Part 10) describes the method by which IP (as defined within IETF) traffic is carried over DTM. The
topics of the other parts are as follows:

Part 1 introduces DTM and describes the service over aunidirectional data channel.

Part 2 includes system aspects that are mandatory or optional for nodes from different vendors to interoperate.
These system aspects are addressing, routing, synchronization and channel management. The interworking
granularity should be at node level, such that nodes from different vendors can interoperate with regard to
well-defined functions.

Part 3 specifies the physical layer protocol for 8b/10b encoding based physical links.
Part 4 specifies the physical layer protocol for SDH V C4 container based physical links.

The transport of various tributary signals is specified for PDH (Part 5), SDH (Part 6), Ethernet (Part 7), Frame
Relay (Part 8), ATM (Part 9), IP (Part 10), Mapping of MPLS over DTM (Part 11), and video streaming
(Part 12). Note that DTM can either run over SDH or carry it asatributary.

Finally, management aspects are standardized in Part 13.

ETSI
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1 Scope

The present document is atechnical report keeping the state of the early development done on the transport of 1P over
DTM. It givesinsight into how things can be done, but is not complete enough to become a standard, so the statusis
reported so that further work can make use of this knowledge.

The present document describes how P traffic can be carried over aDTM network. Specifically, the mapping between
IPand DTM is described and the system environment in which it operates. It further describes two servicesto carry IP
traffic over aDTM, topology based forwarding and flow based forwarding.

Thefirst serviceis based on hop-by-hop IP forwarding where the DTM transport is used as a flexible transport
technology. The connectivity between the IPIDTM interworking functions is established (where IP routing functions are
connected to DTM networks) by network management. This achieves an IP network overlaid onthe DTM
infrastructure. The IP overlay network is semi permanent as is usually the case for transport networks. For this service,
the present document covers the adaptation of the IP traffic on to the connections and mechanisms for establishing the
connections. User IP traffic will then be routed over the overlay |P network by the I P routers.

In the second service, the IP/DTM interworking function sets up a specific connection to other IP/DTM interworking
functions "on-demand" acrossa DTM network to provide a dedicated connection for streaming I P traffic across the
DTM network. These are referred to as dynamic channels. This service provides the capability to ensure, for example,
traffic isolation, low latency and low packet loss for a specific IP flow.

The standard describes the adaptation of 1P traffic on to the channels, channel setup and connection modification. The
present document currently only defines the mechanisms for setting up channels with one sender and one receiver.

2 References
For the purposes of this Technical Report (TR) the following references apply:
[1] IETF RFC 791: "Internet Protocol".
2] IETF RFC 2328: "OSPF Version 2", J. Moy, April 1998.
[3] IETF RFC 2460: "Internet Protocol, Version 6 (IPv6) Specification".
[4] IETF RFC 2543: "SIP Session Initiation Protocol”.
[5] ETSI ES 201 803-1: "Dynamic synchronous Transfer Mode (DTM); Part 1. System Description”.
[6] ETSI ES 201 803-7: "Dynamic synchronous Transfer Mode (DTM); Part 7: Ethernet over DTM
Mapping".
[7] IETF RFC 2205: "Resource ReSerVation Protocol (RSVP) - Version 1 Functional Specification”.
[8] IETF RFC 261: "PPP over SONET/SDH", A. Malis, W. Simpson. June 1999.
3 Definitions and abbreviations

3.1 Definitions

For the purposes of the present document, the following terms and definitions apply:

access node: anode that supports an external network interface, contains an interworking function for an external
network and usesthe DTM service

channdl: set of dotsallocated from one source Access node to one or more destination access nodes in a network

NOTE: The source and destination nodes can be the same, where the channédl isinternal to the node.

ETSI
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control channel: channel used for control signalling
data channel: channel used for transport of user data

domain: DTM network or part of a network that is managed by a particular commercial or administrative entity
(carrier/operator)

DTM network client: client of the DTM network service, i.e. mapping functions
DTM network: set of connected DTM nodes

NOTE: A DTM network may be single-domain, or multi-domain.
dynamic channel: channel set up between two access nodes for specific purposes

NOTE: When used to transport IP traffic it is not visible to the IP routing protocols as being additional
connectivity.

node: network element that contains DTM functions

node address: DTM network layer address of a hode

3.2 Abbreviations

For the purposes of the present document, the following abbreviations apply:

ARP Address Resolution Protocol
CMI Channel Multiplexing Indentifier
CMMI Channel Management Module Interface
DCAP-1 DTM Channel Adaption Protocol 1
DCP DTM Channel Protocol
DST DTM Service Type
DSTI DTM Service Type Instance
DTM Dynamic synchronous Transfer Mode
IP Internet Protocol
IPOD IP Over DTM
LSA Link Signalling Activity
PDU Protocol Data Unit
RFC Request For Comment (IETF document)
RSVP Resource ReSerV ation Protocol
RIP Routing Information Protocol
POS Packet Over Sonet (/SDH)
VPN Virtual Private Network
NHRP Next Hop Reservation Protocol
4 Service overview

Two different methods for transporting 1P traffic acrossa DTM network are specified in the present document.

The DTM network may be used to provide atransmission layer between adjacent 1P routers which provide a service
based on traditional hop-by-hop forwarding. This method is normally used for best effort 1P traffic. In this case, the
channels are set up by management actions and provide transmission links available to the | P routers and connectivity
that is visible to the IP routing protocols. The IP router functionality may be included in the same equipment as the
DTM Switch, but such IP functionality is not the subject of the present document.
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Using the second method, the DTM network may provide unidirectional channels across the network between ingress
and egress | P routers/hosts on demand. This mechanism provides dedicated channels (dynamic channels) across the
DTM network and can be used for | P flows between IP/DTM interworking functions (e.g. DTM aware | P routers). The
IP flows could contain, for example, real-time traffic, Video, VPN or Database transfers.

The DTM address and DSTI alocated to the IPOD interface and used by the DTM layer is provided to the IP layer
across the IPOD interface such that the I P layer may resolve the addresses using one of its protocols such as OSPF
opague LSA, NHRP, RSVP, etc.

The most significant difference between |P and DTM isthat IP is connectionless, while DTM is a connection-oriented
technology. |P maintains no state information; every packet has complete address information identifying the
destination and each packet transported is handled individually in the process of forwarding packets from sender to
receiver. DTM, on the other hand, is connection-oriented; meaning that datais transported using an established
connection. During the establishment of the connection sufficient state information is stored in the switches along the
path from source to destination to forward the data without the need for each data item to carry information specifying
the destination.

Asaresult of the connection-oriented properties of DTM, channels need to be set up between IP/DTM I nterworking
functions before transporting the I P traffic over the DTM network.

5 System overview

IP over DTM (IPOD) is designed for building large I P- networks overlaid on DTM networks. IPOD is designed to
efficiently provide a best-effort service for bursty traffic, as well as transport of QoS demanding traffic. IPOD supports
both types of traffic in the same infrastructure by treating them differently. Normally, best-effort traffic is handled with
topology-based forwarding and traffic that requires a high QoS is handled with flow based forwarding.

IPOD includes the following:

¢ A base set of channelsto provide the connectivity for a hop-by-hop 1P overlay network with the possibility to
aggregate traffic asin normal router based IP networks. These channels are established at startup and are semi
permanent.

¢ Ancefficient IP topology. IPOD utilizes the multi channel characteristics of DTM to have many adjacent
routers meaning that there can be channels to many adjacent routers using the same physical DTM link. This
means that many | P routers can be reached directly thus appearing to the IP network as adjacent which reduces
the number of router hops in the I P network.

e  Efficient resource usage in the network. By using the capabilities to adjust the capacity of already established
channels, IPOD can adjust the size of channelsto fit them to the amount of data currently transported on them.
This adjustment can be achieved manually by network management system or automatically by using a
channel manager.

e The capability to add channels dynamically for transport of flows from ingress to egress points of the DTM
network without passing through any intermediate routers. This can be used either for guaranteed transport
(i.e. to offer ahigh quality service), or because large amounts of data are to be transported between designated
points. The dynamic channels are established and removed on demand using the control aspects of the IPOD
interface.

5.1 Topology based forwarding

The hop-by-hop forwarding technique traditionally used in 1P-based networks has proved very effective at transporting
best-effort traffic where traffic from many sources can be aggregated to efficiently use network resources (i.e. links and
switches). With DTM, aflexible transport network is provided to build a hop-by-hop 1P network that efficiently utilizes
the underlying infrastructure (e.g. fiber). The multi-channel DTM service can be used to establish direct paths between
severa routers with only asingle physical interface. The possibility to change the bitrate of established channels
provides the means for efficient use of resources to adjust to changing traffic patterns.

NOTE: TheDTM layer could make the "cost" of the router to router links available for use by OSPF (or whatever
IP routing is used). However, thisis considered not to be necessary and could lead to other problems, and
is therefore not included.
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Figure 1: IPOD network

Figure 1 shows an example of an IPOD network where a number of routers and | P hosts are connected in an arbitrary
structure. Base channels are always allocated in pairs to establish bi-directional connectivity between routers that are
directly connected via base channels. All the channels shown are semi permanently set up . The capacity of each channel
can be changed during its existence either via a management interfaces to IPOD or as aresult of an automatic
mechani sm requesting a change using the control aspects of the IPOD interface. Thisinformation is then conveyed from
IPOD to the channel management. The connectivity of the IPOD network is discovered by the I P routing protocols
(such as RIP or OSPF) that traditional |P networks use to exchange information with peer routers.

For small networks with few routers, a complete mesh of channels can be established. When the network growsin
number of routers, partial meshes can be configured. A mesh or partial mesh is considered an | P subnet to the IP layer.
For even larger networks, it is inevitable to have more router hops through the network for two reasons. Firstly, the
number of channelsin alarge network will be large in abig network. Secondly, for best effort type of traffic in alarge
network, it is desirable to aggregate the traffic to more efficiently utilize the capacity of the links. Thisis accomplished
by establishing a number of partial meshes and interconnecting the partial meshes with a number of routers. It is
possible to have several interconnection points between meshes to avoid a single point where alot of traffic is
transported.

The use of indirect DTM channels between | P routers gives freedom from the normal need for the large number of
physical links between the routersin large networks.

5.2 Flow based forwarding

DTM has inherent support for end-to-end transport with complete traffic isolation resulting in no data loss and
predictable delay. This support is used by IPOD to establish direct channels across the DTM network to carry IP traffic,
thus short cutting intermediate routers making the I P transport over the network one hop regardless of the size of the
network. This reduces the load on routers in the network and provides transport where traffic is not aggregated on the IP
layer.

The flow-based forwarding (i.e. the decisions on which packets are forwarded on the dynamic channel and how the IP
layer decides to initiate the establishment of dynamic channels) is outside of this IPOD specification. Theinitiation of
the dynamic channels can for example be from IP signalling protocols such as RSVP or by configuration using the
network management system. The flow-based forwarding can be based on flow classification that determines which
traffic is transported on the dynamic channel.

When the IP layer decides to establish a dynamic channel, the I P signalling protocol is used to signal this using the
control aspects of the IPOD interface. The IP signalling protocol messages are transported through the IPOD network
and only the ingress and egress nodes need to process the RSV P messages and keep information on the RSV P state
regarding the dynamic channel (both on the IP and DTM layer). Intermediate nodes only forward the I P signalling
protocol messages.

Dynamic channels are always established as unidirectional channels. If a bi-directional dynamic channel is needed, for
example for a videoconference that requires guaranteed transport in both directions, a separate dynamic channel should
be used from each source.
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5.3 IPOD interfaces

An IPOD interface represents an | P interface to the IPover DTM service. The IPOD interface provides accessto a
virtual multicast and broadcast capable |P subnet being specified as an IPOD segment. Configured base connections
provide the basic connectivity within the IPOD segment while dynamic channels can be setup for identified flows. In
contrast to the base channels, the dynamic channels are not bound to the IPOD segment (i.e. the sub network). Rather,
the dynamic channels can terminate either within or outside the IPOD segment. The forwarding of 1P packets on the
dynamic channels can be done based on matches on destination I1P address, source | P address, port numbers, TOS
fields, DS code points in DiffServ, etc. The forwarding of packets to dynamic channels violates the best prefix match,
normally used in IP networks, to allow for special treatment of traffic with requirements on, for example, QoS. Thisis
achieved by using aforwarding table function, which is not only constructed by routing protocol information but also
information from the network management system and/or from signalling protocols (such as RSV P) at the IP layer.

Each node participating in an IPOD segment must have exactly one IPOD interface connected to that IPOD segment.
An IPOD interface isalogica entity within a node. An IPOD interface is not bound to asingle DTM physical interface.
There can be several IPOD interfaces associated with asingle DTM physical interface and node.

An IPOD interface isidentified in the DTM network by the DTM address of the node in which it resides and aDSTI
number that is unique for this IPOD interface in this node. To establish a channel to an IPOD interface, the sender must
know the DTM address of the node, the DST for IPOD (which is awell-known number) and the DSTI for the IPOD
interface.

An |POD interface must also have an | P address that can be used to identify the IPOD interface in the IP network.

The dynamic channels of IPOD use the IPOD interfaces for the base connections to originate and terminate the dynamic
channels. However, the dynamic channels are not visible to the overlay network formed by base channel.

P IPOD i-face
DTM: A.3
41— 1P:10.01.2

Base connection

Dynamic channel

™~ IPOD i-face
DTM: A.2
IP: 10.0.1.1

IPOD i-face
DTM: A.2
IP: 10.0.0.1

Base connection

AN

IPOD i-face
DTM: A.l
IP: 10.0.0.2

Figure la: IPOD interfaces and sub networks
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Infigure 1a, there are two IPOD segments implemented in the same DTM network. In the example, a dynamic channel
is established from DTM node A.3 to DTM node A.1. This dynamic channel originates from the IPOD interface with IP
address 10.0.1.2 and terminates on the |POD interface with I P address 10.0.0.2 thus using the same IPOD interfaces that

are used for the IPOD segments.

NOTE 1. Thisclause should include identification of both traffic service interfaces and control service interfaces
with a diagram showing the relationships.

NOTE 2: Thetwo virtual interfaces, namely the one used for best effort and the one used for streamed traffic
should be identified here.

NOTE 3: More work is needed from here on.

5.4 IPOD segments

An IPOD segment consists of anumber of IPOD interfaces and thus forms an |P subnet emulating a broadcast medium.
Each IPOD interface islocated in aphysical node. There can only be one IPOD interface for a specific IPOD segment
in asingle node, but one physical node can have several 1POD interfaces connected to different IPOD segments. |P
routing protocols that support point-to multipoint data links should be configured to use that facility over an IPOD

segment.

Logical IPOD Interface
IPAddress: 10.6.6.1

DTM Address: Al L egend
DSTI: 1
NodeA1l 4 Node X | prysical node with
DTM address X
*
i Logica 1POD
interface

IPOD Segment 10.6.6.0/24

-----

e N

! Loglical IPOD Interface
NodeA10 . —NodeA1? IPAddress ~ 10.6.6.3

DTM Address: Al2
DSTI: 1

Logical IPOD Interface

IPAddress: 10.6.6.2
DTM Address: A10
DSTI: 2

Figure 2: Example of an IPOD segment with three participating nodes

It is possible to establish several IPOD segmentsin a DTM network. This can be done if:

. there are several different P access nodes connected to the same DTM network and |P communication
between the customers are only alowed through firewallsif it is allowed at all;

. the IPOD network contains too many routers to be configured as a single routing domain. Then the IPOD
network can be broken down into several different IPOD segments configured as separate routing domains.

ETSI



12 ETSI TR 101 803-10 V1.1.1 (2004-07)

Logical IPOD Interface

IPAddress: 10.6.6.1
DTM Address: Al
DSTI: 1

NodeA1l

IPOD Segment 10.6.7.0/24

IPOD Segment 10.6.6.0/24

Logica IPOD Interface

IPAddress: 106.7.1
DTM Address: Al
DSTI: 2

Figure 3: One physical node with one DTM interface and two logical IPOD interfaces
attached to two different IPOD segments

Figure 3 shows one DTM node, Al, which hasasingle DTM interface. Viathisinterface, it is connected to two
different IPOD segments, with one logical 1POD interface per segment. The node A1 can for example act as a router
between these two I1POD segments or as afirewall between these two IPOD segments. Note that both IPOD segments
are overlaid on the same DTM network.

5.5 Channels in IPOD

All packetsin IPOD are transmitted on channels using DCAP-1 encapsulation with its CRC-32 checking of the data
content. The IPOD channels are used for sending both | P datagrams and IPOD control messages. The CMI is used to
demultiplex the | P datagrams and IPOD control messages at the destination. The CMI value of the dataitem being
transported is specified in the service interface of DCAP-1. The CMI information is then transported by DCAP-1 inits
header.

It isallowed in IPOD to establish several channels between the same two |POD interfaces. These channels can be used
for example for traffic with different priority levels.

Node Al

R

I T

NodeA10 -~ NodeAl2

Figure 4: Three IPOD interfaces connected with two base channels

As described earlier there are two types of channelsin IPOD, base channels and dynamic channels. The base channels
are always established in pairs to alow for bi-directional communication asin figure 4. They are used for building the
hop-by-hop routing network between all the routers connected to the IPOD segment.
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=

NodeA10 - __~NodeA12

Figure 5: Addition of a dynamic channel between two of the IPOD interfaces

The dynamic channels are established to forward a specific |P flow (or some other well-defined set of packets) directly
from source to destination or from ingress to egress router. In figure 5, a dynamic channel has been established from the
IPOD interface in Al to the IPOD interface in A12. The dynamic channel is dedicated to a single flow, described by
source and destination | P addresses and possibly UDP/TCP port numbers.

The establishment of a dynamic channel isinitiated at the transmitting |POD interface; the receiving IPOD interface
simply accepts the channel provided it has enough resources to do that.

Dynamic channels are always unidirectional, i.e. they are not established in bidirectional pairs. If bi-directional
communication is needed, two separate dynamic channel channels should be established.

Only packets that meet the restrictions for an established dynamic channel can be forwarded on the dynamic channel.

NOTE: Thetwo virtual interfaces, namely the one used for best effort and the one used for streamed traffic
should be referenced here. As described earlier, it is actually the same interface.

Node Al

NodeA10  “____~NodeA12

Figure 6: Dynamic channels in parallel with the base channels

The dynamic channelsin figure 6 can for example have arestriction that only packets with certain TCP/UDP port
numbers can be sent on them, all other packets are sent on the base connections. This means that we can prioritize
certain types of traffic.

Dynamic channels can a so be established in parallel with base channels. When a flow is requested with endpointsin
the DTM network that are already connected with a base channel. Although we aready have a direct channel between
the two nodes, a new channel is established as aresult of the request. This new channel separates the new flow from the
rest of the traffic and provides the QoS guarantees needed by the new flow.
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5.6 Base channel capacity

NOTE: Thisclause should be moved to another document since it is common to IPOD/DLE/DLT and it should
also be re-written to allow for severa different bitrate specification schemes. Agreed, will move when we
have identified another location. We must have something concerning BW mgmt here since |POD
instructs the channel management block to set the size of the channel.

Base channels should always be established, but the IPOD interface is alowed to change the bitrate of an outgoing base
channel to match the actua flow of traffic over the channel. There are a number of parameters that govern the bitrate
allocated to an outgoing base channel:

. STARTBR Theinitial bitrate for base channel x.
. MINBR The minimum bitrate for base channel x.
. MAXBR The maximum bitrate for base channel x.

. MINACCEPTABLEBR The minimum amount of bitrate that can be accepted for the base channel.
. All bitrate parameters are expressed in number of dots.

MINACCEPTABLEBR must always be less than or equal to MINBR. STARTBR must be greater than or equal to
MINBR and less than or equal to MAXBR.

When an |POD-client tries to establish a basechannel, it should try to get the bitrate specified by STARTBR. If thisis
not possible, it should try to get as much as possible, but at least MINACCEPTABLEBR. If it cannot reserve
MINACCEPTABLEBR, it should not establish any channel and signal that it was unable to establish the channel for the
base connection.

The IPOD client should continuously monitor the amount of traffic sent on each basechannel and adjust the bitrate of
the basechannel accordingly. This adjustment should be done within the limits specified by MINBR and MAXBR. It
might happen that the IPOD interface is unable to alocate MINBR for the channel because of lack of capacity. Thisis
acceptable as long as the bitrate of the basechannel is more than or equal to MINACCEPTABLEBR. If the bitrate is less
than MINACCEPTABLEBR, the basechannel should be closed and an alarm raised.

5.7 Interaction with routing protocols

The IPOD base channel topology can be implemented using partly connected meshes that add requirements on the |P
routing protocol. To obtain simple configuration and I P routing stability, the IP routing protocol should support
multipoint interfaces asin for example OSPF.

5.7.1 OSPF

The base connection is used by OSPF RFC 2328 [2] to build a topology map of the network. The IPOD segment
corresponds to an OSPF routing domain.

Asdefined in RFC 2328 [2] clause 12.4.1.4, an | P interface should be identified in an OSPF router by its IP address.
Each base connection from the OSPF router should be identified by the I P address of the destination IPOD interface. It
should not be necessary to add I P subnet information per base channel.

Dynamic channels should not be used by OSPF. The dynamic channels should only be used to forward the packets that
they were intended for. They should therefore not be taken into account when cal culating the shortest path between
nodes, only the base channels should be used for this.
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6 Service Interface

Thisis structured as in the Ethernet over DTM standard in terms of Traffic interface and Control interface.

IPOD interface

P ——
DCAP-1

DCAI

Figure 7: Transport view of IPOD

To transport the IP packets over DTM, the Ethernet/DTM Interworking function uses the DCAI service interface of
DCAP-1.

i Network i Routing
! management . MIB < > protocol
B IPOD
i Intfirr\:\(/:%rcl)(;]ng ¢«—p| [Psigndling
* protocol
MIB DCMI
Channel
Management
module
A
t _______ DCCl
|
fmmmeo A A
DCP

Figure 8: Control view of Ethernet Interworking function

For the control of the IPOD Interworking function there are interaction with the Network management system and the
Channel Management module. The Channel Management module handles the set up, removal and capacity
modifications of channel. The interface where the IPOD interworking function instructs channel operationsis called
Channel Management Module Interface (CMMI) [7]. The network management interfaces towards the Interworking
function is used to provisioning the services apart from the normal management functions such as status gathering and
configuration. Thereis also interaction with the I P routing protocol and the I P signalling protocols to construct
forwarding tables and to establish dynamic channels.
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6.1 Service provided

The IPOD provide a management interface to the upper layers. The details of thisinterface are not part of the present
document.

6.2 Service required

The Ethernet channels use the DTM Channel Management Interface (DCMI) to establish channel, modify capacity of
channel and remove channel. The size of the channelsis also defined through the DCMI.

7 Detailed protocol description

This clause starts with a description of the entitiesinvolved in IPOD: interfaces and incoming and outgoing channels. It
continues to describe the actions performed by an IPOD interface.

Each node participating in an IPOD segment has one |POD interface for that IPOD segment. Each IPOD interfaceis
associated with a number of incoming and outgoing channels.

7.1 IPOD interface parameters

The following parameters are associated with an IPOD interface.

Table 1: IPOD interface parameters

Parameter Description
IP address The IP address of the IPOD interface. This should be unique, both within the node and
within the IPOD segment that this interface is connected to.
Segment IP address The IPOD segment has an IP address prefix associated with it. All IPOD interfaces

belonging to the segment must be configured with an IP address with this prefix. The
prefix is described by the Segment IP address and netmask.

Segment IP netmask See clause 8.1.2
DTM address This is the DTM address of the node that this IPOD interface is located in.
DSTI The DSTI where the IPOD interface should listen for connection attempts. The DSTI in

combination with the DST value for IPOD should be unique within the node.

To establish a channel to this IPOD interface, the sender needs to know the DTM
address and DSTI of the IPOD interface as well as the DST value for IPOD (which is a
well-known number). These three parameters uniquely identify the IPOD interface in
the DTM network.

7.2 Incoming channel properties

Each incoming channel to an IPOD interface is associated with the following parameters.
. Source DTM address.
. The DTM address of the sending |POD interface.
. Source DSTI.

. The DSTI of the sending IPOD interface.
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7.2.1 Channel type
This parameter identifies the type of the outgoing channel. It can have the following values:

. CONFIGURED_BASE: This channel is part of a base connection that was established because of alocal
configuration.

. AUTOMATIC_BASE: This channel is part of a base connection that was established because of aremote
configuration of a base channel, which was received from a peer. It has not been configured in this node.

. DYNAMIC CHANNE: This channdl is adynamic channel.

7.2.2 Source IP address

The IP address of the sending 1POD interface.

7.2.3 Filter specifications

In RSVP (RFC 2205)[7] thisis called "filter specification™ or "filter spec” for short. | propose we use that terminology
over "flow restriction" which in my mind has a bad ring to it.

A filter specification can be associated with a dynamic channel. The filter specification has the following properties:
. Source | P address,
. Destination | P address;
. I P protocol type (UDP or TCP);
. Source port number;
. Destination port number.

The properties of the filter specification describe the packets that can arrive on the channel. If there are any filter
specifications associated with a channel, only packets matching one of these restrictions can be sent on the channel. See
the description of the Flow Restriction Extension for an explanation of the content of the properties. This information
can be used to speed up the forwarding decision at the receiver in some implementations of 1POD and also to alow the
operator to know what each incoming dynamic channel is used for.

NOTE: InRSVP (RFC 2205) [7] theterms "classifier" and "filter spec” is being used. We should use them. The
"filter spec" tellsthe "classifier" how to identify received packets as belonging to a"flow". The "packet
scheduler” will then schedule the identified "flows" according to their corresponding "flow spec”. In the
IPOD case the scheduler will schedule the packets onto base and dynamic channels. The base channels
will use the best effort scheduling while dynamic channels will be scheduled as defined in their "flow
spec”. It should be noted that we can (and should) allow for multiple flows to be scheduled onto the same
dynamic channel. Allowing multiple flows per dynamic channel allows for some multiplexing where the
individual streams as so small that they would waste capacity if setup as separate channels. The "flow
spec” might be upgraded over time, and if so necessary a new dynamic channel may be requested or two
dynamic channels may be merged. Allowing for this without enforcing it can provide a useful tool for
implementers to provide optimization. The downside of allowing multiple flows on a channel isthat this
enforces aflow classifier at the receiver end. However, the flow classifier is only required when the flows
take on a different path or to see different scheduling rules than previously.
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7.3 Outgoing channel parameters

Each outgoing channel has the following parameters associated with it.

Table 2: Outgoing channel parameters

Parameter Description
Destination DTM address The DTM address of the destination IPOD interface.
Destination DSTI The DSTI of the destination IPOD interface.
Channel type This property identifies the type of the outgoing channel. It can have the

following values:

CONFIGURED_BASE: This channel is part of a base connection that was
established because of a local configuration.

AUTOMATIC_BASE: This channel is part of a base connection that was
established because of a remote configuration of a base channel, which
was received from a peer. It has not been configured in this node.
DYNAMIC CHANNEL: This channel is a dynamic channel.

Maximum bitrate The maximum bitrate requested for this channel.

Minimum bitrate The minimum bitrate requested for this channel.

Current bitrate The bitrate currently allocated for this channel.
7.4 IPOD interface operation

7.4.1 IPOD interface startup

When an |POD interface is started, it should perform the following steps:
1) Start to accept channels on the configured DSTI.

2) Start to establish the channels for the base connection. The base connection are configured at one end of the
bi-directional base connection, if configured in the node, the node starts to establish an originating channel and
waits for the remote node to set up the corresponding channel to achieve a bidirectional pair of base channels.
If the remote node initiates the set up of base channels, the node simply accepts the incoming base channel and
establish a corresponding channel back to the remote node as locally configured and as required by the
acceptance of base channels due to remote configuration.

3) Assoonasat least one base connection has been established for bi-directional communication, the IPOD
interface should register with the routing entity and declare itself available.

4)  Continue to establish base channels and dynamic channels until all configured channels have been established.

7.4.2 IPOD interface shutdown

When an IPOD interface is shut down, it should perform the following steps:
1) Deregister with the routing entity to avoid having more packets sent to it.
2)  Stop accepting new channels.

3) Close al incoming and outgoing channels.
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7.4.3 Establishing an IPOD channel

To establish achannel from IPOD interface A to IPOD interface B, A must know the DTM address and destination
DSTI of B. Thisinformation can be found either in the configuration of A or it can be obtained from the channel
establishment message received from B if B has already established a channel to A. The establishment of channelsis
handled by DTM Channel Protocol through the service interface of the channel manager.

The following steps are performed in the channel establishment:

1) Ainitiatesthe creation of the channel by using the channels manager. The IPIDTM interworking function of A
issuesaDCMI_CONNECTION_ESTABLISH containing the DTM address and DSTI of B, the DST equal to
the DST_IPOD and the DTM address and DSTI of A.

2) BreceivesaDCMI_ICHANNEL RECEIVED for the channel from A, including the DTM address and DSTI
of A. B accepts the channel by issuing a DCMI_ICHANNEL_ACCEPT back to A.

3) When A receivesthe DCMI_OCHANNEL_ESTABLISHED as aresult of that B has accepted the channel, A
sends an IPOD_REGISTER message on the channel. The IPOD_REGISTER message contains the | P address
of A and possibly a Flow destination and/or a Flow priority parameter for the channel. The IPOD_REGISTER
can also contain an Authenticate extension if necessary. More details on this message are given in clause 9.2.

4) B receivesthe IPOD_REGISTER message. It checks the authentification authentication contained in the
Authenticate extension (if any) and that the supplied | P address falls within the netmask for the IPOD interface
and decidesif it can receive packets from A. If B decides to accept packetsfrom A, it should create a new
Incoming Channel Entry with the Source DTM address, DSTI and IP address as well as the Flow destination
and Flow priority propertiesif these are supplied. Otherwise it should close the channel and raise an alarm for
erroneous or illegal connection attempt.

If B receives | P packets on the channel before receiving the IPOD_REGISTER message (see note) it must discard the
received | P packets and close the channel. It can then try to re-establish the channel again.

NOTE: This can happen for two reasons; The IPOD_Register message was |ost because of atransmission failure
(possible, but very rare) or the sender is amalicious user trying to circumvent the security policiesin
IPOD.

Error handling is covered in the following two clauses.

7.4.4 Establishing base connection

A base connection consists of exactly two channel s between two |POD interfaces, one in each direction. Both channels
are established as described in clause 7.4.3. Base channel s should always be created with the base connection bit set in
the IPOD_REGISTER message to signal to the receiver that a base connection is requested to be established. This
means that the receiver must establish a channel back to the sender if its configuration allows it to.

NOTE: For the pair of channels, we better use "base connection” than "base channel”. | prefer that we always use
"channel" to mean a unidirectional channel when talking about DTM functionality (obviously can other
technologies being discussed have a different meaning of channel within their scope). One needsto
defined a"base connection" to be valid when we have a bidirectional connectivity by a pair of matching
base channels. The benefit of thisisthat we can more easily separate the discussion of unidirectional
channel properties (such as when setting up or tearing down) with the perceived bidirectional
properties.CB, | agree not to use channel. | think that it might be useful to use a complete different word
for base channel: Maybe adjacent connection or something else?

Base connections establishment is performed based on configuration data.

When the channels are established, IPOD will register the channels as IPOD channel resulting in that if achannel fails
to be established, the channel manager module will retry to establish the channel with a certain interval. The
reestablishment interval between retries will increase exponentially up to a certain maximum level. Thisis done to
prevent excessive signalling in the network. When the algoritn has reached the max interval, there will be an alarm
generated for each unsuccessful retry.
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7.4.5 Establishing dynamic channels

Dynamic channels are created either based on configuration of the IPOD interface or in response to arequest from a
function outside the IP/IDTM interworking. This function can for example be an IP signalling protocol. Dynamic
channels are always uni-directional and the sender creates them. The receiver must accept incoming dynamic channels
if it has enough resources to do so and the IPOD_REGISTER message contains the correct authentication information.

If the establishment of a dynamic channel fails and the dynamic channel establishment was initiated by arequest from a
function outside the IP/DTM interworking function, the IPOD interface issues a service primitive to the function that
requested the dynamic channel indicating the failure. The requesting function is then allowed to try to establish the
dynamic channel again. Applications are not allowed to establish channels more frequently than what is done when
establishing IPOD base connections.

7.4.6 Receiving a channel

When anew channel isreceived, the IPOD interface isissued aDMCI_ICHANNEL RECEIVED primitive from the
channel manager. The IPOD interface must accept the channel if it has enough resources to do so. It accepts the channel
by issuing aDMCI_ICHANNEL_ACCEPT service primitive to the channel manager. When the channel has been
established, the IPOD interface should wait for an IPOD Register message. If an | P packet arrives before the
IPOD_REGISTER message the packet should be discarded and the receiving IPOD interface should close the channel.

When the IPOD Register message is received, the authentication extension should be checked first. If the authentication
is correct, the Base Channel parameter should be checked to see if the channel is part of abase channel or if itisa
dynamic channel.

7.46.1 Receiving a channel for a base connection

If the new channel is a base channel, the receiving IPOD interface should check if it already has an entry for this base
channel asidentified by the DTM address and DSTI of the sending 1POD interface. If so, the channel should be added
asthe incoming channel for that base connection. The base connection is now bi-directional and the routing entity
should be notified of its existence.

If the IPOD interface has no entry for this base connection, it should check to seeif
IPOD_BASECHANNEL_ACCEPT_UNCONFIGURED istrue. If it istrue, and the IPOD_REGISTER message has
the CONFIGURED hit set, it should add a hew base connection and attach this channel to it. The creation of a new base
connection also triggers the IPOD interface to try to establish a channel back to the sender of the current connection.

If the IPOD interface has no entry for this base connection and either if the Configured bit is not set or
IPOD_BASECHANNEL_ACCEPT_UNCONFIGURED isfase, the channel should be closed immediately and an
alarm raised.

7.4.6.2 Receiving a dynamic channel

If the received channel is a dynamic channel, it should be accepted.

7.4.7 Remote teardown of an incoming channel for a base connection

If an incoming channel for a base connection istorn down by the sender or by a network failure, the receiver should
signal to the routing entity that the base connection is no longer available.

If the base connection is a configured base connection, the receiver should raise an alarm and wait for the other node to
re-establish the channel. When the channel has been re-established, the base connection should be registered with the
routing entity again and the alarm cleared.

If the base connection does not have the configured bit set, the sender should tear down the outgoing channel belonging
to the same base connection and remove the entry for the base connection.
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7.4.8 Remote teardown of an outgoing channel for a base connection

If an outgoing channel of a base connection istorn down by the receiver or by a network failure, the sender should raise
an alarm and signal to the routing entity that this base connection no longer exists.

If the base connection has the configured bit set (which means that it was configured locally), the sender should try to
establish the channel again. When the channel has been re-established, the base connection should be registered with the
routing entity again.

If the base connection is not configured in the node (meaning that the base channel exists because it was remotely
configured), the sender should teardown the incoming channel belonging to the same base connection and remove the
base connection atogether. It is then up to the remote node to try to establish the base connection again.

7.4.9 Remote teardown of an incoming dynamic channel
If an incoming dynamic channel istorn down, the receiving IPOD interface should do nothing except removing the
entry for the channel.

7.4.10 Remote teardown of an outgoing dynamic channel

If an outgoing dynamic channel istorn down by a network failure or by the receiver, the transmitting IPOD interface
should notify the entity that requested the dynamic channel. It is then up to that entity to request that the dynamic
channel should be re-established.

7.4.11 Removal of a base channel because of re-configuration

If an IPOD interface is reconfigured so that a base connection is removed from the configuration, the corresponding
channels should be closed and the base connection shall be removed.

Note that the base connection can be re-established by the IPOD interface at the other end if that 1POD interface still
has a configuration entry for the base connection.

8 Messages

This clause describes the different control messages that can be sent on an IPOD channel.

All IPOD channels should be established to the DST for IPOD. IPOD control messages should be sent with CMI=1 and
| P packets should be sent with CMI1=2.

8.1 General message format

All POD messages have the following format:

6 5 4
3210987654321098765432109. ..
VER| MT | Data... Extension...

Figure 9: General IPOD message format

The VER field is 4 bits and identifies the version of IPOD used. The current version number is 0.

The IPOD_MSG_TYPE (MT infigure 9) is 4 bits. The following values for IPOD_MSG_TY PE have been defined.

Table 3: Defined values for IPOD_MSG_TYPE

IPOD_MSG_TYPE Message Type
0 IPOD_REGISTER
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Dataisthe data for the message. The length of the Data-section is determined by the IPOD_MSG_TYPE. See each
individual message below for details.

Each message type can have zero or more extensions. Extensions have the following format.

EXT_
Tvpg | IPOD_EXT_LEN | Data..

Figure 10: General format of IPOD message extensions
The IPOD_EXT_TYPE is 8 hits.

The IPOD_EXT_LEN is 16 bhits. It contains the length of the extension Data-field in bytes.

If areceiving IPOD interface does not know how to interpret an incoming extension, the extension should be ignored
and the message should be handled asif the extension did not exist.

Below isadescription of each IPOD message. Grey fields are reserved for future use and should be set to zero on send
and ignored on receive. All values should be stored in little-endian order.

8.2 IPOD_Register

This message is used when establishing a channel from one IPOD interface to another 1POD interface.

8.2.1 Normal message format

6 5 4 3 2 1 0
3210987654321098765432109876543210987654321098765432109876543210
0| 0 "Pace- SOURCE_IP_ADDRESS

Figure 11: IPOD_Register message format

Figure 12: IPOD_REGISTER_FLAGS

8211 Source IP Address

The IP address of the |POD interface that sent the message.

8.2.1.2 Base Connection

Bit 7 (marked with aB) of IPOD_REGISTER_FLAGS.

This bit indicates the type of channel being established.
0  dynamic channel.

1 base connection
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8.2.1.3 Configured
Bit 6 (marked with a C) of IPOD_REGISTER_FLAGS.

If thisis a channel of a base connection (as indicated by the Base Connection bit above), this parameter tells whether
the sender has this dynamic channel configured or not.

0 Not configured (i.e.the channel was established because a channel of a base connection was received).
1 The sender is configured with this base connection.

If the Channel Typeis dynamic channel, this parameter should be set to 0 on send and ignored on receive.

8.2.2 Flow Restriction Extension

The Flow Restriction Extension tells the receiver that only packets matching the specified flow specification will be
sent on the channel.

6 5 4 3 2 1 0

3210987654321098765432109876543210987654321098765432109876543210
0 14 PROTOCOL PROTOCOL_SPECIFIC
DESTINATION_IP_ADDRESS SOURCE_IP_ADDRESS

Figure 13: Flow Restriction Extension general format

6 5 4 3 2 1 0
3210987654321098765432109876543210987654321098765432109876543210
0 14 PROTOCOL | SOURCE_PORT DEST_PORT
DESTINATION_IP_ADDRESS SOURCE_IP_ADDRESS

Figure 14: Flow Restriction Extension format when PROTOCOL is TCP or UDP

8.2.2.1 Extension type

The Flow Restriction Extension has extension type 0.

8.2.2.2 Extension length

The Flow Restriction Extension is 14 bytes long, excluding the Extension Type and Extension Length fields.

8.2.2.3 Source IP address

If thisis non-zero, it indicates that all packets arriving on this channel will have this source |P address. Other packets
should be discarded? A zero value indicates that the sender gives no guarantees on which source | P addresses can arrive
on this channel.

8.2.24 Destination IP address

If thisis non-zero, it indicates that all packets arriving on this channel will have this destination | P address. A zero value
indicates that the sender gives no guarantees on which destination |P addresses can arrive on this channel.
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8.2.25 Protocol

If thisis non-zero, it indicates that only packets with this protocol number in the IP header will arrive on this channel. A
zero vaue indicates that the sender gives no guarantees on which protocols can arrive on this channel.

The value of the Protocol-field affects how the PROTOCOL _SPECIFIC field should be interpreted. If protocol is UDP
or TCP, then the PROTOCOL _SPECIFIC field contains source and destination port-numbers as shown in figure 14.
The contents of the PROTOCOL _SPECIFIC for other values of PROTOCOL have not yet been specified. An |POD
interface that receives a flow-restriction extension with a value of PROTOCOL for that it does not know how to
interpret the PROTOCOL_SPECIFIC field may safely ignore the PROTOCOL_SPECIFIC field, sinceit only contains
information to simplify packet decisionsin the IPOD interface and provide feedback to the management application.

8.2.2.6 Source port

If thisfield is non-zero, it indicates that this channel will only be used to send packets with the indicated source port
number. If the Source Port is zero, it indicates that packets with any source port number can arrive on this channel.

8.2.2.7 Destination port number

If thisfield is non-zero it indicates that this channel will only be used to send packets with the indicated destination port
number. If the Destination Port is zero, it indicates that packets with any destination port number can arrive on this
channel.

8.2.3 Priority restriction extension

The priority restriction extension tells the receiver that only packets with a priority equal to or higher than specified in
the extension will be sent on the channel.

8.2.4 Authentication extensions

One or several different Authentication extensions will be added later. They are used to verify that the sender isavalid
member of the IPOD segment.

9 IP encapsulation

All IP packets are transported by DCAP-1 using its CRC 32 bit check on its data content. The IP datagram is the service
data unit which forms the data content of the DCAP-1 PDU.

NOTE: For multi-byte fields, the most significant byte is aways transferred first, i.e.the most significant byte of
the packet length can be found in bit-position 40 to 47.
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Annex A:
MIB parameters

A.1  Configuration parameters

This clause contains all parameters that should be possible to configure for an IPOD interface. Note however that not all
these parameters need to be user configurable.

A.1.1 IPOD_IP_ADDRESS

The IP address of this |POD interface.

A.1l.2 IPOD_DSTI

The DSTI that this IPOD interface should listen to.

A.1.3 IPOD_BASECHANNEL_STARTBR_DEFAULT

The default initial bitrate of a basechannel. Measured in slots.

A.1.4 IPOD_BASECHANNEL_MINBR_DEFAULT

The default minimum bitrate of a basechannel. Measured in slots.

A.1.5 |POD_BASECHANNEL_MAXBR_DEFAULT

The default maximum bitrate of a basechannel. Measured in dots.

A.1.6 IPOD_BASECHANNEL[x].IP_ADDRESS

The IP address of the receiving IPOD interface for basechannel x.

A.1.7 IPOD_BASECHANNEL[x].DTM_ADDRESS

The DTM address of the receiving IPOD interface for basechannel x.

A.1.8 IPOD_BASECHANNEL[x].DSTI

The DSTI of the receiving IPOD interface for basechannel x.

A.1.9 IPOD_BASECHANNEL[x].STARTBR

Theinitial bitrate for base channel x. Measured in sl ots.

A.1.10 IPOD_BASECHANNEL[x].MINBR

The minimum bitrate for base channel x. Measured in Slots.
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A.1.11 IPOD_BASECHANNEL[x].MAXBR

The maximum bitrate for base channel x. Measured in slots.

A.1.12 IPOD_INTERVAL_MIN

The algorithm to calculate the interval s between retries to establish base connections uses this parameter.

A.1.13 IPOD_INTERVAL_MAX

The algorithm to cal culate the interval s between retries to establish base connections uses this parameter.

A.1.14 IPOD_BASECHANNEL_NORETURN_TIMEOUT

The number of milliseconds an IPOD interface must wait for a return channel from another |POD interface.

A.1.15 IPOD_BASECHANNEL_ACCEPT_UNCONFIGURED

Whether this IPOD interface should accept basechannels that it has not been configured with. True meansthat it should
accept them and establish a channel back, false meansthat it should reject them.
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