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Foreword

This Group Specification (GS) has been produced by ETSI Industry Specification Group (1SG) Network Functions
Virtualisation (NFV).

Modal verbs terminology

In the present document “shall”, "shall not", "should", "should not", "may", "need not", "will", "will not", "can" and
"cannot" areto beinterpreted as described in clause 3.2 of the ETS| Drafting Rules (Verba forms for the expression of
provisions).

"must” and "must not" are NOT alowed in ETSI deliverables except when used in direct citation.
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1 Scope

The present document specifies functional requirements for NFV management and orchestration, and general guidelines
and requirements for NFV management and orchestration interface design.

The scope of the present document does not cover the functional requirements on interfaces.

2 References

2.1 Normative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

Referenced documents which are not found to be publicly available in the expected location might be found in the
ETSI docbox.

NOTE: While any hyperlinksincluded in this clause were valid at the time of publication, ETSI cannot guarantee
their long-term validity.

The following referenced documents are necessary for the application of the present document.

Not applicable.

2.2 Informative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

NOTE: While any hyperlinksincluded in this clause were valid at the time of publication, ETSI cannot guarantee
their long-term validity.

The following referenced documents may be useful in implementing an ETSI deliverable or add to the reader's
understanding, but are not required for conformance to the present document.

[i.1] Void.

[i.2] ETSI GR NFV 003: "Network Functions Virtualisation (NFV); Terminology for main conceptsin
NFV*".

[i.3] ETSI GSNFV 004: "Network Functions Virtualisation (NFV); Virtualisation Requirements'.

[i.4] Void.

[i.5] Void.

[i.6] Void.

[i.7] Void.

[i.8] ETSI GS NFV-PER 001: "Network Functions Virtuaisation (NFV); NFV Performance &

Portability Best Practises’.

[1.9] ETSI GR NFV-IFA 023: "Network Functions Virtualisation (NFV); Management and
Orchestration; Report on Policy Management in Mano; Release 3".

[i.10] ETSI GR NFV-TST 005: "Network Functions Virtuaisation (NFV); Continuous Development and
Integration; Report on use cases and recommendations for VNF Snapshot".
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[i.12]
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[i.19]

[i.20]

[i.21]

[i.22]

[i.23]
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[i.25]
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ETSI GR NFV-IFA 022: "Network Functions Virtualisation (NFV) Release 3; Management and
Orchestration; Report on Management and Connectivity for Multi-Site Services'.

ETSI GR NFV-EVE 012 (V3.1.1): "Network Functions Virtualisation (NFV) Release 3; Evolution
and Ecosystem; Report on Network Slicing Support with ETSI NFV Architecture Framework™.

ETSI GSNFV-IFA 013: "Network Functions Virtualisation (NFV) Release 5; Management and
Orchestration; Os-Ma-nfvo reference point - Interface and Information Model Specification".

ETSI GS NFV-IFA 005: "Network Functions Virtualisation (NFV) Release 5; Management and
Orchestration; Or-Vi reference point - Interface and Information Model Specification”.

ETSI GSNFV-IFA 007: "Network Functions Virtualisation (NFV) Release 5; Management and
Orchestration; Or-V nfm reference point - I nterface and Information Model Specification”.

ETSI GS NFV-IFA 008: "Network Functions Virtualisation (NFV) Release 5; Management and
Orchestration; Ve-Vnfm reference point - Interface and Information Model Specification”.

ETSI GS NFV-IFA 014: "Network Functions Virtualisation (NFV) Release 5; Management and
Orchestration; Network Service Templates Specification".

ETSI GR NFV 001: "Network Functions Virtualisation (NFV); Use Cases".

ETSI GS NFV-IFA 011: "Network Functions Virtualisation (NFV) Release 5; Management and
Orchestration; VNF Descriptor and Packaging Specification”.

ETSI GS NFV-REL 006: "Network Functions Virtualisation (NFV) Release 3; Reliability;
Maintaining Service Availability and Continuity Upon Software Modification”.

ETSI GSNFV 006: "Network Functions Virtualisation (NFV) Release 4; Management and
Orchestration; Architectural Framework Specification”.

ETSI GS NFV-IFA 040: "Network Functions Virtualisation (NFV) Release 5; Management and
Orchestration; Requirements for service interfaces and object model for OS container management
and orchestration specification”.

ETSI GS NFV-IFA 036: "Network Functions Virtualisation (NFV) Release 5; Management and
Orchestration; Requirements for service interfaces and object model for container cluster
management and orchestration specification”.

ETSI GSNFV-IFA 047: "Network Functions Virtualisation (NFV) Release 5; Management and
Orchestration; Management data anal ytics Service Interface and Information Model
Specification".

ETSI GS NFV-IFA 050: "Network Functions Virtualisation (NFV) Release 4; Management and
Orchestration; Intent Management Service Interface and Information Model Specification™.

ETSI GR NFV-IFA 029: "Network Functions Virtualisation (NFV) Release 3; Architecture;
Report on the Enhancements of the NFV architecture towards " Cloud-native" and "PaaS".

ETSI GR NFV-IFA 037: "Network Functions Virtualisation (NFV) Release 4; Architectural
Framework; Report on further NFV support for 5G".

ETSI GR NFV-EVE 019: "Network Functions Virtualisation (NFV) Release 5; Architectural
Framework; Report on VNF generic OAM functions'.

ETSI GS NFV-IFA 049: "Network Functions Virtualisation (NFV) Release 5; Architectural
Framework; VNF generic OAM functions and other PaaS Services specification”.

ETSI GS NFV-IFA 026: "Network Functions Virtualisation (NFV) Release 5; Management and
Orchestration; Architecture enhancement for Security Management Specification”.

ETSI GSNFV-IFA 053: "Network Functions Virtualisation (NFV) Release 5; Management and
Orchestration; Requirements and interface specification for Physical Infrastructure Management".
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[1.32] ETSI GSNFV-IFA 027: "Network Functions Virtualisation (NFV) Release 5; Management and
Orchestration; Performance M easurements Specification”.

3 Definition of terms, symbols and abbreviations

3.1 Terms

For the purposes of the present document, the terms given in ETSI GR NFV 003 [i.2] and the following apply:

NOTE: A term defined in the present document takes precedence over the definition of the sameterm, if any, in
ETSI GR NFV 003 i.2].

compute host: whole server entity, part of an NFV1, composed of aHW platform (processor, memory, 1/O devices,
internal disk) and a hypervisor running on it

NOTE: Thisdefinitionisfrom ETSI GS NFV-PER 001 [i.§].

containerized workload: VNF or VNF component designed to be deployed and managed on Container Infrastructure
Service (CIS) instances

NOTE: Thisdefinitionisfrom ETSI GS NFV-IFA 040 [i.22].

data flow mirroring job: set of processing tasks that enables the data flow mirroring from specified source network
end points and the forwarding of the mirrored data flow to a specific destination network endpoint

EXAMPLE: In the OpenStack® case, data flow mirroring jobs are performed by a TaaS function.

NOTE: The OpenStack® Word Mark and OpenStack Logo are either registered trademarks/service marks or
trademarks/service marks of the OpenStack Foundation, in the United States and other countries and are
used with the OpenStack Foundation's permission. ETSI is not affiliated with, endorsed or sponsored by
the OpenStack Foundation, or the OpenStack community.

deployable module: set of optional VDUSs, specified in the VNFD for a particular VNF deployment flavour, which are
used to create VNFC instances only if selected by the consumer in a VNF lifecycle management operation

Network Service (NS) healing: procedure that includes all virtualisation related corrective actions to repair a faulty
Network Service (NS) instance including components/functionalities which make up the instance, and have been
associated with this fault situation

NOTE 1: Inavirtualised environment network service healing focuses only on the virtualised
components/functionalities. In case of an NS consisting of virtualised and non-virtualised parts, a
procedure able to handle both partsis needed. Thiswill be done in connection with
components/functionalities that are located outside the virtualised environment.

NOTE 2: "Virtualisation related corrective actions' refersto action(s) toward virtualised resource(s) and associated
NS instance.

Operating System (OS) container: virtualisation container utilizing a shared Operating System (OS) kernel of its host

NOTE 1: The host providing the shared OS kernel can be a physical compute node or another virtualisation
container.

NOTE 2: Thisdefinitionisfrom ETSI GS NFV-IFA 040 [i.22].
PaaS Service consumer: one or more specific set of applications or services that consume a PaaS Service
EXAMPLE: Consumers can be VNFs or NS.

service availability level: information provided to assist in the selection of virtualised resources to be allocated for the
NS constituents in terms of availability
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VNF Common Service: modular service or afunction with alifecycle independent from its consumers and that is
consumable by either one or multiple services
NOTE: Consumer of VNF Common Service can be VNFs or other services.

EXAMPLE: Messaging and storage servicesin IT PaaS systems, monitoring service, networked (or
network-based) services like authentication and synchronization, and encryption service.

VNF Dedicated Service: modular service or afunction with alifecycle dependent on its consumers and that can only
be consumed by a specific set of applications or services

NOTE: Consumer of VNF Dedicated Services can be VNFs or other services.

3.2 Symbols

Void.

3.3 Abbreviations

For the purposes of the present document, the abbreviations given in ETSI GR NFV 003 [i.2] and the following apply:

CIR Container Image Registry
CMF Certificate Management Function
FPGA Field Programmable Gate Array
NUMA Non Uniform Memory Access
P P-node (Provider node)
PCle Peripheral Component Interface express
PE Provider Edge
PSD PaaS Services Descriptor
PSM PaaS Services Management
PSR PaaS Services Repository
URI Uniform Resource Identifier
4 General Description
4.1 Introduction

Network Functions Virtualisation (NFV) adds new capabilities to communications networks and requires a new set of
management and orchestration functions to be added to the current model of operations, administration, maintenance
and provisioning. The NFV Management and Orchestration (NFV-MANO) architectural framework has the role to
manage the infrastructure and orchestrate the resources needed by the Network Services (NSs) and Virtualised Network
Functions (VNFs).

In order to guide the development of the specification of the interfaces exposed between the NFV-MANO Functional
Blocks (FBs), it isimportant to have a clear and consolidated set of functional requirements to be addressed by the
NFV-MANO. The present document is providing functional reguirements on NFV-MANO e.g. VNF Lifecycle
Management (LCM), NS LCM, virtualised resource management, etc.

4.2 Overview

In order to provide systematic functional requirements, the present document arranges the functional regquirements by
categorizing the requirements according to key operational functions of NFV-MANO, which are documented in ETSI
GSNFV 006 [i.21].
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Key operationa function categories which are used to organize the requirements on NFV Orchestrator (NFVO), VNF
Manager (VNFM) and Virtualised Infrastructure Manager (VIM) in the present document are listed below:

. Virtualised resource management.
. VNF LCM.

. NSLCM.

. VNF information management.

. NS information management.

. NFV performance management.

. NFV fault management.

. Security considerations.

e  Software image management.

. NFV accel eration management.

. Multi-tenancy.

NOTE: This categorization groups related functional requirements together. Actual interface requirements

derived from the functional requirements may be grouped differently, and/or individual interface
reguirements may be placed into a group that is different from the category of the related functional

reguirement.

5 General functional requirements

5.1 General functional requirements for virtualised resource
management

The NFV-MANO architecture shall provide support to permit service providersto partialy or fully virtualise the
Network Functions (NFs) needed to create, deploy and operate the services they provide. In case of partial
virtualisation, performance, management and operations of the non-virtualised NFs shall not be impacted.

The NFV-MANO architecture shall enable support for network dlicing according to operator policies and SLAS, see
clause 5.5.

The NFV-MANO architecture shall be able to support an NS composed of Physical Network Functions (PNFs) and
VNFs implemented across multivendor environments.

The NFV-MANO architecture shall be able to manage NFV Infrastructure (NFVI) resources, in order to provide NSs
and related VNFs and PNFs with the resources needed. Management of resources for PNFs shall be restricted to
provisioning connectivity, e.g. necessary when an NS instance includes a PNF that needs to connect to aVNF.

The NFV-MANO architecture shall enable the NFVO and the VNFM to manage the virtualised resources needed for
LCM of the VNFs.

The NFV-MANO architecture shall enable deployments and implementations where:

. the NFV O isthe only FB to manage the virtualised resources needed for the LCM of the VNFs (VNF-related
Resource M anagement in indirect mode);

e the VNFM istheonly FB to manage the virtualised resources needed for the LCM of the VNFs (VNF-related
Resour ce M anagement in direct mode);

. the NFV O and the VNFM, both, manage the virtualised resources needed for the LCM of the VNFs.
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NOTE 1: Thisisadecision per VNFM whether it isthe NFVO or the VNFM that manages the virtualised
resources.

NOTE 2: The VNF-related resource management in direct or indirect mode only appliesto virtualised resources
managed by one or more VIMs.

It is a deployment and implementation decision whether one option or both are deployed and implemented. All VNFs
managed by one VNFM shall use the same option for virtualised resource management. The detailed requirements on
the NFV O and the VNFM for each case are depicted in clauses 6.1 and 7.1.

The NFV-MANO architecture shall enable the VNFM to manage containerized workloads and M Cl Os needed for the
LCM of VNFs. The detailed requirements on the VNFM are depicted in clause 7.15.

In addition to managing the VNF-related virtualised resources as explained above, the NFV-MANO architecture shall
enable the NFV O to manage the virtualised resources (i.e. network resources) that are needed for LCM of the NS(s).

Additionally, the NFV-MANO shall enable different models, per resource type, to facilitate availability of resources
and to avoid resource contention. It shall be possible for the network operator, on aper NS basis, tenant basis or VNF
basis, to select one of the following resource commitment models, or a combination of them:

. Reservation model, where resources are committed, but not allocated, to a particular consumer or consumer
type. A reservation can have one of the following types (see details in clause A.2.8):

1) reserving a set of resources considering particular virtualised resource configurations, i.e. reserving a
number of virtualised containers, virtual networks, network ports and/or storage volumes;

2)  reserving virtualised resource capacity without considering particular resource configurations,
i.e. reserving virtualised resource capacity of compute, storage and network resource types.

e  Quota/Allowance based model, where the number of resources to be consumed by a particular consumer is
limited to a defined amount or a percentage of resources; in this model, resources are committed upon demand
from the consumer when a VNF or an NSisinstantiated or scaled out, as long as those are within the limits
established by the quota/allowance for that consumer or consumer type.

. On demand, where resources are committed when aVNF or an NSisinstantiated or scaled out, aslong as
there are available resources for consumption.

NFV-MANO shall be able to manage resources (service resources and infrastructure resources) taking in account
priorities based on operator policies and SLAS.

The permitted allowance concept should be distinguished from the quota concept:

. Quota: enforced by the VIM. Quotas are usually used to prevent excessive resource consumption in the VIM
by a given consumer.

. Permitted allowance: maintained at NFV O level. Permitted allowances might vary in granularity (VNFM,
VNF, group of VNFs, NS, etc.) and are used to control resource consumption by VNFMsin relation to the
granularity associated with the permitted allowance.

The detailed requirements on the affected FBs are depicted in clauses 6.1, 7.1 and 8.2.

The NFV-MANO architecture shall be able to support that CIS cluster nodes networks of respective CIS clusters (either
VM-based, bare-metal based, or hybrid CIS clusters) are not shared to maintain the network isolation. The NFV-MANO
shall provide the necessary information to the NFVI to ensure proper isolation and facilitate connectivity through
forwarding/routing network devices available in the NFVI.

5.2 General functional requirements for multi-tenancy

Multi-tenancy can be applied to all infrastructure and service resources which can be consumed from an NFV system
and managed by NFV-MANO. NFV providesisolation between the infrastructure resources and/or isolation between
the service resources allocated to different tenants. As described in ETSI GR NFV 001 [i.18], clause 6.6, the NFV
infrastructure is responsible for providing appropriate isolation. NFV-MANO shall provide the necessary information to
the NFV1 to alow the appropriate isolation.
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NOTE 1: Theterm "resource" as used in the present clause goes beyond the definition of NFV-Resource as
specified in the NFV Terminology document (ETSI GR NFV 003 [i.2]).

NOTE 2: NFV-MANO provides some capabilities to achieve such isolation, e.g. anti-affinity rules, resource-zones,
etc. It is up to the Consumer to make proper use of these capahilities.

Figure 5.2-1 shows the entities relevant to multi-tenancy for any kind of resources.

Tenant A TenantB

1 1 |

I 1 I

| 1 |

I 1 |

: NFV-MANO NFV-MANO I : NFV-MANO
I Service User 1 Service User 2 : I Service User 3
I 1

1 : 1

I 1 |

1 1 1

1 1 |

Resource Group a

1
1
1
I
:
1

Resource Group b

1
|
|
|
Resource : Resource Resource
|

l Resource / Resource Group is assigned to a tenant

Figure 5.2-1: Entities relevant to multi-tenancy

Each FB may act as multiple tenants on the FBs from which it uses service or infrastructure resources. A service
resource e.g. a VNF can be composed from multiple virtual resources from different tenants. Figure 5.2-2 shows an
example how aVNFM may use tenants onthe VIM.

EXAMPLE: The VNF (Resource Group @) is composed out of virtual resources from Resource Group c. The
virtual resources in Resource Group c are assigned to Tenant C. Thus, the VNFM has to identify
as Tenant C to modify the virtual resources for VNF (Resource Group a). The VNF (Resource
Group b) uses virtual resources assigned to Tenant D (Resource Group d) and Tenant E. Therefore,
the VNFM has to identify as Tenant D or Tenant E or both to modify the virtual resources for
VNF (Resource Group b).
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Figure 5.2-2: Example of how a VNFM may use tenants on a VIM

Since multi-tenancy exists for all kinds of service and infrastructure resources which can be used from an NFV-MANO
service, tenants can be grouped based in the resources they use:

e A tenant to which virtual resources are assigned is referred to as an infrastructure tenant (Tenant C, D, E).
e A tenant to which VNFsare assigned isreferred to as a VNF tenant (Tenant A, B).
e A tenant to which NSs are assigned is referred to as an NS tenant.
A resource group has different meaning for different resources which are being used:
e A resource group can be a"service resource group" containing VNFs, PNFs or NSsinstances.

e A resource group can be an "infrastructure resource group" containing a set of virtual resources under the
control of aVIM and belonging to a tenant.

The concepts of multi-tenancy and isolation between the tenants are important for support of network dicesin NFV.
The external systems managing network slices will act as NFV-MANO consumers. The resource groups can be
assigned to single or multiple tenants, from the perspective of network dicing.

5.3 General requirements for the management of NFV-MANO
functional entities

The NFV Architectural Framework shall support the management of entities realizing the NFV-MANO functional
blocks and functions, i.e.:

. NFVO;
. VNFM;
° VIM;

e  WIM when integrated as part of the NFV-MANO framework;

e CISM;
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. CIR;

. CCM;

. MDAF when part of the NFV-MANO framework;

. Intent management function when part of the NFV-MANO framework; and
. PIM.

To fulfil this functionality, the NFV-MANO functional entity shall support and produce standard interfaces enabling
consumers to perform the necessary management tasks such as configuration, performance and fault monitoring,
retrieval of configuration and other information, state management and log management of atarget NFV-MANO
functional entity.

General requirements for the software modification of NFV-MANO functiona entities are specified in clause 5.6.2.

54 General functional requirements for management of
connectivity for Multi-Site services

In NFV-based network deployments, service providers deploy network services according to diverse business and
operational requirements. In some cases, there will be network services deployed across multiple sites, wherein the
endpoints and network functions will reside in two or more sites, which may be customer premises, N-PoPs or
NFVI-PoPs. To fulfil these multi-site deployments, connectivity needs to be established among the service components,
e.g. VNF, VNFC, PNF, possibly across Wide Area Networks (WAN) and/or access networks (collectively called
WANSs here), both legacy and SDN-enabled and their hybrid.

ETSI GR NFV-IFA 022 [i.11] introduces and analyses use cases related to multi-site connectivity. Clause 6.2 of ETSI
GR NFV-IFA 022 [i.11] introduces the concept of the WIM that manages network resources across multiple
NFVI-PoPs and, it is used to establish connectivity between different NFV1-PoPs, or between a PNF and an NFV1-PoP.

The NFV Architectural Framework shall support the management of connectivity across multiple sites to permit service
providersto deploy and operate network services and VNFs on multiple sites.

The NFV Architectural Framework shall support the integration of WAN infrastructure management deployed as.
. Part of the NFV-MANO framework.
. External to the NFV-MANO framework (e.g. under control of other OSS/BSS systems).

Annex G illustrates and describes further these two integration variants.

In order to make network services deployable and operable across multiple sites, the NFV Information Model and
descriptors shall contain the required information elements related to multi-site connectivity service.

5.5 General requirements to support network slicing

Asdescribed in ETSI GR NFV-EVE 012 [i.12], external systems managing network slices will use NFV-MANO and its
capability to manage Network Services and their resources used for the network slices. Some principles of how this
maps to specific requirements can be found in Annex D.

Network slice management functions will consume NS LCM when managing the constituents that are forming the
network slices. NFV-MANO shall support priorities for network services to support network slicing based on operator
policies and SLAs. It shall support the isolation of NSs assigned to different tenants. The NS instances supporting a
network slice may span over multiple sites and multiple administrative domains.

NFV-MANO is not aware of the purpose for which the instantiation of an NS has been requested (i.e. the context of
network slicing isinvisible/transparent to NFV-MANO). The use of NS priority values (as introduced with network
dlicing in mind) allows NFV-MANO to resolve potentia conflictsin LCM operations and resource allocations.

In case consumers expect conflicts be handled as "first come first served", the priority can be set to the same value.
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The NFVO shall use the NS instance priority while resolving resource allocation conflicts during resource shortage
situationsin the following way:

. If multiple LCM operations are handled at the same time, resources shall be allocated in order of priority,
starting with the highest priority NS instance. If necessary, operations on lower priority instances shall be
pre-empted. See the use casein clause D.2.4.

. If ahigher priority NS instance cannot be instantiated because of lack of resources and resources are allocated
to lower priority NS instances, NFV O shall, while coordinating with the consumer and based on operator
policies, terminate or scale in lower priority NS instance(s) to allow for the instantiation of the higher priority
NS instance. See the use casein clause D.2.5. See notes 1, 2 and 3.

o If ahigher priority NS instance cannot be scaled because of lack of resources and resources are allocated to
lower priority NS instances, NFV O shall, while coordinating with the consumer and based on operator
policies, terminate or scale in lower priority NS instance(s) to allow for the scaling of the higher priority NS
instance. See notes 1, 2 and 3.

o If ahigher priority NS instance cannot be healed because of lack of resources and the resources are allocated to
lower priority NS instances, NFV O shall, while coordinating with the consumer and based on operator
policies, terminate or scale in lower priority NS instance(s) to allow for the healing of the higher priority NS
instance. See notes 1, 2 and 3.

o In case of acapacity shortage or performance limitation in NFV-MANO, NFVO shall use the NSinstance
priority to decide which LCM operations or healing will be executed first, be delayed or rejected.

NOTE 1: If not enough resources can be made available by terminating or scaling in lower priority NS instances,
the instantiation/scaling/healing may fail for lack of resources.

NOTE 2: In case of NS instances with the same priority, NFVVO cannot pre-empt, unless explicitly directed by the
consumer.

NOTE 3: Annex D illustrates various cases of using the priority.

The NFVO shall notify consumers when resolving resource allocation conflicts using the NS instance priority during
resource shortage situations.

The NFVO shall notify affected consumers e.g. after rejected LCM operations, when aresource or capacity shortage
situation has ended and it can be expected that such LCM operations could now successfully executed if the consumer
re-tries.

NFV-MANO shall support the isolation between network dlices by isolating the infrastructure resources and/or isolating
the service resources assigned to different tenants.

5.6 General requirements to support software modification

5.6.1 General requirements for software modification

An entire software modification task including preparation work (e.g. backup or snapshot) and closing actions

(e.g. verify the normal service isresumed) shall be completed within a maximum maintenance period or, in case of a
long-running maintenance, be completed as a set of separate phases, whereby each phase (including its preparation and
closing work) can be completed within the specified maximum maintenance period.

NOTE 1: The functionality to support splitting the entire software modification into multiple phases could be
realized by allowing to "pause" the software modification process at certain provider defined steps of the
modification process.

NOTE 2: The provider of the software entity may specify an estimated minimum required time for the modification
task which then can be used as lower bound for the mai ntenance period assuming a "default" performance
expected for the software entity.

ETSI



21 ETSI GS NFV-IFA 010 V5.3.1 (2025-08)

EXAMPLE: To complete the software modification of several entities 9 hours are estimated. However, due to
operator settings, the maximum maintenance window is set to 6 hours. In order to support this use
case, the software modification of the entities will be split into 2 phases of each maximal 6 hours
that are executed in consecutive maintenance windows. Since, the provider of an entity can specify
the minimum required time for the operation for the phase where the provider's entity isinvolved,
e.g. 3 hours, i.e. the smallest granularity in time the software modification can be split into, itis
used as the lower bound of the maintenance window.

Moreover, it shall be possible to monitor the progress of the software modification and it shall be possible to notify the
progress (including start and end) of the software modification. In case of afailure at any stage of the entire software
modification (i.e. preparation, actual software modification, and verification), the software modification shall be
suspended, and it shall be possible to do arollback of the software modification based on the operator's decision to roll
back or to keep/re-try the software modification.

NOTE 3: Keeping or re-trying a software modification task will usually involve some manual steps/repair.

5.6.2 General requirements for the software modification of NFV-MANO
functional entities

The management of NFV-MANO functional entities (i.e. NFVO, VNFM, or VIM) shall support the modification

(i.e. upgrade/update) of their software. Thereby, it shall be ensured that any network service they are managing is kept
running. In particular, the software modification shall not require the re-instantiation or the termination of any VNF or
NSinstance, it shall not impact the accessibility of the VNF and NS instances, and it shall not impact the virtualised
resources used by the NS and VNF instances. Furthermore, it shall be ensured that after the software modification all
NFV-MANO functiona entities are connected amongst each other and towards external entitiesin the same way as
prior to the software modification whenever the performed software modification relates to compatible changes such as
bug fixing, backward compatible version changesto API, or support for new API versions in addition to old ones, etc.

During the software modification, it shall be possible to process an incoming NS LCM operation, VNF LCM operation,
or virtualised resource management request. During the software modification, it shall aso be possible to handle an
ongoing NS LCM operation occurrence, VNF LCM operations occurrence or virtualised resource management.
Depending on the type of the NSLCM, VNF LCM operation and/or virtualised resource management, the operator's
configuration, and the capabilities of the software modification for the NFV-MANO functional block to be modified, an
appropriate action can be taken. Possible actions include, e.g. to execute the NS and/or VNF LCM operation in parallel
with the software modification of the NFV-MANO functiona entities, delay the execution of the VNF LCM operation
until the NFV-MANO software modification has completed, or notify the pending VNF LCM operation to consumer
such that the consumer can trigger the VNF LCM operation again after the completion of the software modification.

NOTE: ETSI GSNFV-REL 006 [i.20] has specified requirements for the purpose of software modifications, such
that NFV service availability and continuity is maintained. The present document versionin Release 3
does not specify concrete functional requirements leading to potential interface requirements for handling
the specific NFV-MANO software modification.

5.6.3 General requirements for changing the current VNF Package

Functional requirements for changing the current VNF Package, also known as VNF software modification, are
specified in clause 7.2.5 of the present document.
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5.6.4 General requirements for the software modification of NFVI
components

5.6.4.1 Description

Aninitial set of requirements for the software modification of NFVI hardware and software components has been
specified in ETSI GS NFV-REL 006 [i.20] with afocus on maintaining the VNF service and NS availability and
continuity during the software modification. Software modifications at the NFVI will typically affect more than asingle
NFVI component and, thus, multiple virtualised resources of aVNF and NS may be impacted even simultaneoudly,
which would result in service outage. To avoid such side effects a controlled deployment of software modifications
across an entire resource pool is required which is also coordinated with the hosted VNFs. Therefore, a set of NFVI
operation and maintenance constraints is specified in clause 5.6.4.2. The constraints can be provided in the VNFD or
can be set at runtime. The constraints specify conditions for the NFVI operation and maintenance workflow from the
VNF perspective that need to be fulfilled in order to enable the VNF to mitigate the disturbances caused by the NFVI
operation and maintenance. For example, the impactNotificationL eadTime specifies the minimum "notice period" that a
VNF requests to prepare for the upcoming impact.

The policy management interfaces are used to propagate any NFVI operation and maintenance constraints from the EM
and/or VNFM to the VIM. Therefore, the constraints will be converted into NFV1 operation and maintenance policies.
Any policy conflicts detected by any of the NFV-MANO entities involved resultsin the rejection of the policy and shall
be notified to the source(s) of the conflicting policies such that the conflict can be resolved.

The VIM shall notify any upcoming changes that will have an impact on the virtualised resources in order to allow the
VNF to prepare for the impact, which can include updating some of the constraints, e.g. requesting an extension of the
lead time due to an ongoing VNF LCM operation.

Annex H of the present document describes end-to-end examples of policy transfer and coordination procedures
enabling the mitigation of NFV/| operation and maintenance impacts.

5.6.4.2 NFVI operation and maintenance constraints

The following constraints shall be supported in NFV-MANO for the maintenance of the NFV1:

. impactNotificationLeadTime: Specifies the minimum notification lead time (relative time) requested for
upcoming impact of the virtualised resource or their group (i.e. between the notification from the VIM and the
action causing the impact).

. earliestTimeOf Termination: Specifies the earliest time (absolute time) when the virtualised resource
instance(s) can be impacted or terminated. See note 3.

. supportedMigrationType: Specifies the allowed migration types (and their priorities) for virtual compute and
virtual storage resources. Possible values:

- NO_MIGRATION,;

- OFFLINE_MIGRATION;
- LIVE_MIGRATION.
See note 1.

e  maxUndetectablel nterruptionTime: Specifies the maximum interruption time that can be tolerated by the VNF.
Seenote 1.

e  minRecoveryTimeBetweenlmpacts: Specifies the minimum time duration between consecutive impacts on
members of avirtualised resource group to allow the consumer to recover from an impact on the virtualised
resource instance(s) before the next impact on members of the group. For example, this allows a VNF to
restore its redundancy after an impact. See note 2.
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. impactSize: Specifies the number of members of a virtualised resource group that can be impacted at the same
time. It shall be possible to provide different values depending on the size of the group. See note 2. The
impactSize can be expressed either as:

- maxNumberOfl mpactedl nstances: Specifies the maximum number of members of the group that can be
impacted simultaneously without losing functionality; or

- minNumberOf Preservedi nstances: Specifies the minimum number of members of the group which need
to be preserved simultaneously within a virtualised resource group.

NOTE 1: Live migration can be constrained by the maxUndetectablel nterruptionTime. When the maximum
undetectable interruption time is specified, it constrains the applicability of live migration.

NOTE 2: Impacts to instances of the group happening within the minimum recovery time are considered
simultaneous impacts.

NOTE 3: The VIM notifies the time of the upcoming impact (e.g. based on the configuration or the constraint of
impactNotificationLeadTime), which is provided to the EM. In response, the EM can provide viathe
VNFM the earliestTimeOfTermination constraint to the VIM. The earliestTimeOfTermination delays the
start time of the upcoming impact. It is assumed that the time is synchronized between al involved
entities.

In addition to the above ligt, the following constraint(s) should be supported in NFV-MANO for the maintenance of the
NFVI:

. islmpactMitigationRequested: Specifies whether virtualised resources compensating for an upcoming impact
are requested to be provided for the VNF in the notification of the upcoming impact.

5.7 General requirements to support service availability level

Service Availability Level (SAL) isinformation used to assist in the selection of appropriate virtualised resources to be
allocated to or reserved for constituents of a Network Service (NS) to meet the availability expectation of the service
provider towards the NS the constituents belong to. The use of SAL is optional for service providers.

SAL information may be either assigned to the NS or to the constituents of type "VNF" and "VL" of this NS, but not
both. When SAL information is assigned to an NS, thisinformation does not apply to any constituents of type "nested
NS'. The NFVO usesthisinformation to grant the allocation or reservation of virtualised resources to the NS
congtituents, which eventually supports the NS with the required level of availability. The details of the method of
selection of virtualised resources considering SAL information are out of scope of the present document version.

The NFVO shall support the capability to consider the provided SAL information at the allocation or reservation of
virtualised resources, under all circumstance including situations of resource shortage.

5.8 General requirements for the management of PaaS
Services

The NFV Architectural Framework shall support the management of PaaS Services. To fulfil this functionality, a new
NFV-MANO function named PaaS Services Management (PSM) and PaaS Services Repository (PSR) are defined.

The PaaS Services can be VNF Common Services, VNF Dedicated Services or other services related to connectivity for
deploying VLs, and fulfil relevant use cases where VNF instances and NS instances can leverage
platform/infrastructure offered capabilities and functionality to implement the whole functionality of the VNF or NS.
PaaS Services can in turn be deployed as VNFs or new types of NFVI resources, which become part of the platform.
PaaS Services are modelled as new type of managed objects specific dedicated to the PaaS management.

General concepts of PaaS Services and use cases are documented in ETSI GR NFV-IFA 029 [i.26]; additional use cases
about reusing VNF Common/Dedicated Services for the deployment of VNF/NS in the context of 5G networks are
documented in ETSI GR NFV-IFA 037 [i.27], and mapping of VNF Common/Dedicated Services with the concept of
VNF generic OAM functionsis documented in ETSI GR NFV-EVE 019 [i.28]. ETSI GSNFV-IFA 049 [i.29] specifies
requirements, interfaces and information models related to VNF generic OAM functions, and further describes the
relationship with PaaS Services.
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Specific functional requirements for the PSR and PSM functions are specified in clauses 17 and 18, respectively.

Other NFV-MANO functional blocks and functions interact with the PSM and PSR to execute various PaaS Services
management tasks. Relevant requirements are defined in clause 6.26 for aNFV O, and clause 7.16 for aVNFM. In
addition, depending on the deployment option of PaaS Services, the PSM shall further interact as defined below:

e  When PaaS Services are deployed as a VNF, the PSM interacts with the VNFM to execute the corresponding
lifecycle management of the VNF.

e  When PaaS Services are deployed as one or multiple virtualised resources offered as new type of NFVI
resource, the PSM interacts with the VIM.

. When PaaS Services are deployed as one or multiple Managed CIS Cluster Objects (MCCO) as new type of
NFV1 resource, the PSM interacts with the CISM.

5.9 General requirements to support certificate management

Certificates issued by a certificate authority shall be used for verifying the identity of VNFs and other componentsin
NFV systems. NFV-MANO in conjunction with Certificate Management Function (CMF) shall support automated
certificate management for the NFV-MANO functiona entities and VNFsin order to secure communication between
VNF(C)s and aso between VNF(C)s and NFV-MANO entities.

ETSI GS NFV-IFA 026 [i.30] specifies the certificate management framework and its different architecture optionsin
NFV introduces the Certificate Management Function and describes CMF's functionality in the context of NFV.
Detailed functional requirements of CMF and additional requirements to support certificate management for each
NFV-MANO component are specified in ETSI GS NFV-1FA 026 [i.30].

6 Functional requirements for NFVO

6.1 Functional requirements for virtualised and physical
resource management

6.1.1 Functional requirements for general virtualised resource
management

Table 6.1.1-1: Functional requirements for general virtualised resource management

Numbering Functional requirements description

Nfvo.Gvrm.001 The NFVO shall support orchestration of actions related to virtualised resources managed
by one or more VIMs.

Nfvo.Gvrm.002 The NFVO shall support the capability to mitigate conflicts in resource allocation in case of
conflicting resource requests.

Nfvo.Gvrm.003 The NFVO shall support the capability to provide deployment-specific configuration
information for virtualised resources related to NS.

Nfvo.Gvrm.004 The NFVO shall support the capability to consider priority information in actions related to
virtualised resources.

Nfvo.Gvrm.005 The NFVO shall support the capability to consider priority information while mitigating
conflicts in resource allocation.

Nfvo.Gvrm.006 The NFVO should support the capability to consider priority information while providing
deployment-specific configurations information for virtualised resources related to NS.

Nfvo.Gvrm.007 The NFVO shall support the capability to consider the service availability level in the
orchestration of actions related to virtualised resources managed by one or more VIMs.

Nfvo.Gvrm.008 The NFVO shall support the capability to consider the service availability level for mitigating
conflicts in resource allocation in case of conflicting resource requests (see note).

NOTE: The service availability level is used for resolving conflicts when no priority or equal priority is assigned to the
deployment flavour of NS instances with conflicting resource requests.
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6.1.2 Functional requirements for VNF-related resource management in
indirect mode

Table 6.1.2-1: Functional requirements for VNF-related resource management in indirect mode

Numbering

Functional requirements description

Nfvo.VnfRmpbNfvo.001

When VNF-related Resource Management in indirect mode is applicable, the NFVO shall
support the capability to request to the VIM the management of virtualised resources needed
for VNFs instantiation, scaling and termination (see notes 1 and 4).

Nfvo.VnfRmpbNfvo.002

When VNF-related Resource Management in indirect mode is applicable, the NFVO shall
support the capability to invoke resource management operations toward the VIM as
requested by the VNFM.

Nfvo.VnfRmpbNfvo.003

When VNF-related Resource Management in indirect mode is applicable, the NFVO shall
support the capability to receive notifications regarding the resources being allocated to or
released from specific VNF instances, as well as regarding events and relevant fault reports
related to those resources (see notes 1 and 3).

Nfvo.VnfRmpbNfvo.004

When VNF-related Resource Management in indirect mode is applicable, the NFVO shall
support the capability to request allocation and update of resources in the different resource
commitment models (see note 2).

Nfvo.VnfRmpbNfvo.005

When VNF-related Resource Management in indirect mode is applicable, the NFVO shall
support the capability to request to the VIM affinity and anti-affinity policies for the VNF's
virtualised resources (see note 1).

Nfvo.VnfRmpbNfvo.006

When VNF-related Resource Management in indirect mode is applicable, the NFVO shall
support the capability of providing the VIM with constraints and policies applicable to specific
virtualised resources and groups of virtualised resources related to specific VNF instances
(see note 5).

Nfvo.VnfRmpbNfvo.007

When VNF-related Resource Management in indirect mode is applicable, the NFVO shall
support the capability to update constraints and policies applicable to the virtualised
resources and groups of virtualised resources related to specific VNF instances (see notes 5
and 6).

Nfvo.VnfRmpbNfvo.008

When VNF-related Resource Management in indirect mode is applicable, the NFVO shall
support the capability to receive from VNFM the constraints and policies applicable to
virtualised resources allocated to a specific VNF instance (see note 5).

NOTE 1: Virtual resources managed for the LCM of VNFs include compute and storage resources needed for VNF
components as well as networking resources needed to ensure intra-VNF connectivity.

NOTE 2: Resource commitment models are: reservation model, quota model and on-demand.

NOTE 3: Events include NFVI outage, NFVI software modification and performance related events.

NOTE 4: The management of virtualised resources includes allocation, update, scaling, termination, etc. of virtualised

resources.

NOTE 5: Constraints and policies related to virtualised resource(s) that can be impacted by NFVI maintenance activities
or other operations.
NOTE 6: Updates shall be done in accordance with the constraints provided in the VNFD, if any.

6.1.3 Functional requirements for VNF-related resource management in
direct mode

Table 6.1.3-1: Functional requirements for VNF-related resource management in direct mode

Numbering

Functional requirements description

Nfvo.VnfRmpbVnfm.001

When VNF-related Resource Management in direct mode is applicable, the NFVO shall
support the capability to provide appropriate information about VIM to enable the VNFM to
access the VIM.
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6.1.4 Functional requirements for NS-related resource management
performed by the NFVO

Table 6.1.4-1: Functional requirements for NS-related resource management performed by NFVO

Numbering

Functional requirements description

Nfvo.NsRmpbNfvo.001

The NFVO shall support the capability to issue requests to the VIM in order to allocate
resources needed for the connectivity of NSs, identify current resource allocations

associated with a particular NS instance, update current resources allocated to the NS
instance or release resources that had been allocated to an NS instance (see note 1).

Nfvo.NsRmpbNfvo.002

The NFVO shall support the capability to query to the VIM about the resources that are
allocated for the connectivity of the VNF Forwarding Graphs (VNFFGs) of specific NS
instances.

Nfvo.NsRmpbNfvo.003

The NFVO shall support the capability to receive notifications of the resources that are
allocated to or released from specific NS instances as well as events and relevant fault
reports related to those resources (see notes 1 and 2).

Nfvo.NsRmpbNfvo.004

The NFVO shall support the capability to consider the priority information when dealing
with the resources.

Nfvo.NsRmpbNfvo.005

As part of a feasibility check, the NFVO shall support the capability to reserve the
resources needed for an NS LCM operation.

Nfvo.NsRmpbNfvo.006

The NFVO shall support the capability to release resources, that had previously been
reserved as part of a feasibility check of an NS LCM operation.

Nfvo.NsRmpbNfvo.007

The NFVO shall support the capability to consider the affinity/anti-affinity rules when
dealing with the resources needed for the connectivity of NSs (see note 3).

Nfvo.NsRmpbNfvo.008

The NFVO shall support the capability to determine the required virtualised network
resources to interconnect the constituents (e.g. VNFs) in a NS instance to meet the
requirements for the NS Virtual links based on the information provided in the NSD.

Nfvo.NsRmpbNfvo.009

As part of a feasibility check, the NFVO shall support the capability to identify all missing
resources at each target location needed for an NS LCM operation.

Nfvo.NsRmpbNfvo.010

The NFVO shall support the capability to map the runtime information of VL to the CIS
cluster nodes network. See note 4.

Nfvo.NsRmpbNfvo.011

The NFVO shall support the capability to determine when a virtual network resource
should be used to establish an internal VL connecting both VM-based and
container-based VNFC instances of a VNF instance. See note 5 and 7.

Nfvo.NsRmpbNfvo.012

The NFVO shall support the capability to set up the virtual network resource for the CIS
cluster nodes network, serving as a secondary container cluster network, this virtual
network resource can also be used for the internal VL of a VNF, connecting VM-based
VNFC instances. See notes 6 and 7.

NOTE 1: Resources needed for the connectivity of NSs include networks, subnets, ports, routing resources, addresses,
links and forwarding rules, and are used for the purpose of ensuring inter-VNF connectivity.

NOTE 2: Events include NFVI outage and performance related events.

NOTE 3: An example of an affinity/anti-affinity rule applicable to the connectivity of NS constituents to an NS VL can be
whether to share or not share the same layer 2 NFVI resources.

NOTE 4: The mapping is to establish the connectivity between the NS and VNF VL abstractions and the primary and
secondary container cluster networks, and between the primary and secondary container cluster networks and
the CIS cluster nodes networks.

NOTE 5: This information can be maintained for the cases where some VNFCs are based on VM technology and others
on OS containers, and there is a need to interconnect both types of VNFCs through common networks.

NOTE 6: This information can be maintained when virtual network resources need to be reused for both VM-based
VNFCs and VM-based CIS cluster nodes. This case applies when there are no strict isolation requirements
regarding the networking of CIS clusters compared to other components in the NFVI.

NOTE 7: Internal VLs in this case are externally managed.
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6.1.5 Functional requirements for resource reservation management

Table 6.1.5-1: Functional requirements for resource reservation management

Numbering Functional requirements description

Nfvo.Rrm.001 The NFVO shall support the capability to request creation, query, update and termination of
virtualised resource reservation to corresponding VIM(s) as part of NS LCM, VNF LCM, and
VNF lifecycle granting procedures, and during configuration/reconfiguration of resources in the
NFVI Point of Presence(s) (NFVI-PoPs).

Nfvo.Rrm.002 The NFVO shall support the capability to consider affinity/anti-affinity rules for resource
reservation management.

Nfvo.Rrm.003 The NFVO shall support the capability to receive change notification regarding to virtualised
resource reservation.

Nfvo.Rrm.004 When a resource reservation model is used, the NFVO shall support the capability to provide
to VNFM resource reservation identification information.

Nfvo.Rrm.005 The NFVO shall support the capability to consider NS instance priorities for virtualised
resource reservation.

Nfvo.Rrm.006 The NFVO shall support the capability to use resources reservation management requests to
perform the feasibility check and/or the resource reservation for an NS LCM operation.

6.1.6 Functional requirements for virtualised resource and NFVI capacity
management

Table 6.1.6-1: Functional requirements for virtualised resource capacity management

Numbering

Functional requirements description

Nfvo.Vrcm.001

The NFVO shall support the capability to maintain information regarding the virtualised resources
capacity and its usage at different granularities, including usage per VNFM or per NS (see note 1).

Nfvo.Vrcm.002

The NFVO shall support the capability to query information about resource zones per NFVI-PoP
managed by the PIM and those that are used by the VIM, and about NFVI-PoP(s) administered by
the VIM.

Nfvo.Vrcm.003

The NFVO shall support the capability to maintain information regarding the resource zones
available on the connected VIMs.

Nfvo.Vrcm.004

The NFVO shall support the capability to retrieve information regarding the virtualised resources
capacity and its usage at different granularities and levels, including (not limited to) total per
NFVI-PoP and per resource zone (see note 2).

Nfvo.Vrcm.005

The NFVO shall support the capability to synchronize periodically and automatically, or on demand,
the virtualised resource capacity information maintained in the NFVO with the information managed
by the VIM(s).

Nfvo.Vrcm.006

The NFVO shall support the capability to configure thresholds for setting virtualised resource
capacity shortage alarms at different granularities and levels, including (not limited to) per NFVI-PoP
and per resource zone.

Nfvo.Vrcm.007

The NFVO shall support the capability to notify about virtualised resource capacity shortage.

Nfvo.Vrcm.008

The NFVO shall support the capability to receive the notification from VIM related to the changes to
NFEVI capacity information.

Nfvo.Vrcm.009

The NFVO shall support the capability to query capacity information of the CIS cluster(s)
administered by CCM. See note 3.

Nfvo.Vrcm.010

The NFVO shall support the capability to maintain capacity information of the CIS Cluster(s)
administered by CCM. See note 3.

Nfvo.Vrcm.011

The NFVO shall support the capability to retrieve capacity information regarding the CIS cluster(s)
and its usage at different granularity and levels, such as on a per type of resource. See note 3.

Nfvo.Vrcm.012

The NFVO shall support the capability to synchronize periodically and automatically, or on demand,
the CIS cluster(s) capacity information maintained in the NFVO with the information managed by the
CCM(s). See note 3.

Nfvo.Vrcm.013

The NFVO shall support the capability to configure thresholds for setting CIS cluster(s) resource
capacity shortage alarms at different granularities and levels, such as on a per type of resource. See
note 3.

Nfvo.Vrcm.014

The NFVO shall support the capability to notify about CIS cluster(s) capacity shortage. See note 3.

Nfvo.Vrcm.015

The NFVO shall support the capability to receive the notification from CCM related to the changes to
CIS cluster capacity information. See note 3.
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Numbering | Functional requirements description

NOTE 1:

This information can be maintained for multiple uses, including statistics, analytics, granting VNF requests,
management of NS, determining placement for VNFs on certain NFVI-PoPs and resource zones, for general
network planning, etc. Refer to Annex B for further information.

NOTE 2: The capacity information can include information related to available, allocated, reserved and total virtualised
resource capacity.

NOTE 3: These requirements concern to the capacity of CIS clusters. As CIS clusters are part of the NFVI, resources
taken from NFVI to build the CIS clusters and the consumed capacity at NFVI-PoP level is provided by NFVO
by collecting relevant information from the VIM, as specified in requirement Nfvo.Vrcm.004.

Table 6.1.6-2: Functional requirements for NFVI capacity management
Numbering Functional requirements description

Nfvo.Ncm.001 The NFVO shall support the capability to maintain information regarding the NFVI capacity (including
compute hosts) and its usage at different granularities, including usage per VNFM, per NS, per
NFVI-PoP, or for the whole NFVI (see note 1).

Nfvo.Ncm.002 The NFVO shall support the capability to retrieve information regarding the NFVI capacity (including
compute hosts) and its usage at different granularities and levels, including (not limited to) total per
NFVI-PoP and per resource zone (see note 2).

Nfvo.Ncm.003 The NFVO shall support the capability to synchronize periodically and automatically, or on demand,
the NFVI capacity information maintained in the NFVO with the information managed by the VIM(s).

Nfvo.Ncm.004 The NFVO shall support the capability to configure thresholds for setting NFVI capacity shortage
alarms at different granularities and levels, including (not limited to) per NFVI-PoP and per resource
zone.

Nfvo.Ncm.005 The NFVO shall support the capability to notify about NFVI resource capacity shortage.

NOTE 1: This information can be maintained for multiple uses, including statistics, analytics, granting VNF requests,
management of NS, determining placement for VNFs on certain NFVI-PoPs and resource zones, for general
network planning, etc. Refer to Annex B for further information.

NOTE 2: The capacity information includes information related to available, allocated, reserved and total NFVI capacity.

6.1.7 Functional requirements for virtualised resource performance

management

Table 6.1.7-1: Functional requirements for virtualised resource performance management

Numbering Functional requirements description
Nfvo.Vrpm.001 The NFVO shall support the capability to invoke the performance management operations on the
virtualised resources and containerized workloads for the NS(s) it manages (see notes 1 and 2).
Nfvo.Vrpm.002 The NFVO shall support the capability to receive performance information related to virtualised
resources and containerized workloads for the NS(s) it manages (see note 2).
Nfvo.Vrpm.003 The NFVO shall support the capability to map to the NS(s) the received performance information
related to virtualised resources and containerized workloads (see note 2).

NOTE 1: The virtualised resource performance management can include: setting threshold conditions on the
performance information collected by the VIM for specific virtualised resource(s) and by the CISM for
containerized workloads, creating Performance Management (PM) jobs by specifying different limitations and
conditions for collecting and reporting of performance information from specified virtualised resource(s) and
containerized workloads, etc.

NOTE 2: The performance management operations mentioned in this requirement apply to performance measurements

defined for measured object types applicable to the Or-Vi reference point and to the OS container workload
performance management service interface (see ETSI GS NFV-IFA 040 [i.22]).
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6.1.8 Functional requirements for virtualised resource fault management
Table 6.1.8-1: Functional requirements for virtualised resource fault management
Numbering Functional requirements description

Nfvo.Vrfm.001

The NFVO shall support the capability to collect fault information related to the virtualised resources
allocated to NS(s) that it manages.

Nfvo.Vrfm.002

The NFVO shall support the capability to correlate the virtualised network resource fault information
with the impacted NS(s) that it is managing.

Nfvo.Vrfm.003

The NFVO shall support the capability to request corrective operations on virtualised network
resources to VIM in order to perform NS healing (see note).

NOTE:

The virtualised network resources refer to the virtualised resources supporting the connectivity of the NS

instance(s).

6.1.9

Functional requirements for virtualised resource information

management

Table 6.1.9-1: Functional requirements for virtualised resource information management

Numbering

Functional requirements description

Nfvo.Vrim.001

The NFVO shall support collection of information on virtualised resource that can be consumed in
a VIM or across multiple VIMs.

Nfvo.Vrim.002

The NFVO shall support the capability to forward the information about resource shortage to the
Operation Support System (OSS) as soon as it becomes available in the NFVO.

Nfvo.Vrim.003

The NFVO shall support the capability to receive the notifications regarding the changes of the
information on consumable virtualised resources that can be provided by the VIM(s).

Nfvo.Vrim.004

The NFVO shall support the capability to collect information from the VIM about the mapping
between virtualised resources and underlying physical resources in the NFVI.

6.1.10 Functional requirements for Network Forwarding Path (NFP)
management

Table 6.1.10-1: Functional requirements for NFP management

Numbering

Functional requirements description

Nfvo.Nfpm.001

The NFVO shall support the capability of requesting management of NFPs.

Nfvo.Nfpm.002

The NFVO should support the capability to provide or update the classification and selection
rules applied to a specific NFP instance (see note 1).

Nfvo.Nfpm.003

The NFVO shall support the capability to receive the classification and selection rules applied to
NFP(s) from an authorized entity (see note 2).

NOTE 1:

The classification and selection rules applied to NFPs can be rules to classify and select NFPs. An NFP is

allocated as the default path for specific types of traffic or packets. The rules are provided to VIM by NFVO,
and VIM configures those rules in the Network Controllers to enable the Network Controllers to configure
corresponding forwarding tables in NFVI network resources.

NOTE 2:

The classification and selection rules applied to NFPs are optionally included in the NS Descriptor (NSD). In

cases when they are not included, they can be provided to NFVO later to be assigned to an existing NFP. The
authorized entity sending NFP rule to NFVO may include OSS/Business Support System (BSS).
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6.1.11 Functional requirements for quota management

Table 6.1.11-1: Functional requirements for quota management

Numbering Functional requirements description

Nfvo.Qm.001 The NFVO shall support the capability to request the VIM to create the quota for a consumer of
the virtualised resources.

Nfvo.Qm.002 The NFVO shall support the capability to request the VIM to change the quota for a consumer of
the virtualised resources.

Nfvo.Qm.003 The NFVO shall support the capability to request the VIM to delete the quota for a consumer of
the virtualised resources.

Nfvo.Qm.004 The NFVO shall support the capability to query to the VIM the information of the quota for a
consumer of the virtualised resources.

Nfvo.Qm.005 The NFVO shall support the capability to receive change notification regarding virtualised
resource quota.

Nfvo.Qm.006 The NFVO may support the capability to provide to the VNFM the information on available

guota(s) applicable to this VNFM (see notes 1 and 2).

NOTE 1: The information on available quota(s) allows the VNFM to interact with the VIM to receive information
regarding the quota(s) applied to the VNFM or the VNF(s) which the VNFM manages, when VNF-related
Resource Management in direct mode is applicable.

NOTE 2: The information on available quota(s) allows the VNFM to interact with the NFVO to receive information
regarding the quota(s) applied to the VNFM or the VNF(s) which the VNFM manages, when VNF-related
Resource Management in indirect mode is applicable.

6.1.12 Functional requirements related to permitted allowance
management

Table 6.1.12-1: Functional requirements related to permitted allowance management

Numbering Functional requirements description
Nfvo.Pam.001 When an allowance model is used, it shall be possible for the NFVO to maintain and enforce
permitted allowance at various granularity levels (VNFM, VNF, NS, etc.).
Nfvo.Pam.002 A permitted allowance shall be expressed either as a defined amount of resources or as
percentages of the total available resources per type of resources.
Nfvo.Pam.003 When an allowance model is used, the NFVO shall support the capability to reject any granting
requests from VNFM that would cause the corresponding permitted allowance to be exceeded
(see note).
Nfvo.Pam.004 When an allowance model is used, the NFVO shall support the capability to manage the overall
consumption of resources across all permitted allowances.
Nfvo.Pam.005 When an allowance model is used, the NFVO shall support the capability to provide notification
when the permitted allowance reaches its limit.
Nfvo.Pam.006 When an allowance model is used, the NFVO shall support the capability to process a request
for permitted allowance extension or permitted allowance reduction.
Nfv When an allowance model is used, the NFVO shall support the capability to arbitrate conflict in
0.Pam.007 . ;
permitted allowance consumption (see example 1).
Nfv When an allowance model is used, the NFVO shall support the capability to consider NS priority
0.Pam.008 . S - TR ) .
information in conflict arbitration in permitted allowance consumption (see example 2).
NOTE:  NFVO might decide, based on policy, to extend a given allowance reaching its limit.
EXAMPLE 1: An example of conflict can be in case when multiple concurrent resource allocations can be foreseen to
exceed the allowance.
EXAMPLE 2: An example of conflict can be multiple concurrent resource allocation requests related to different NS
instances, together exceeding the allowance. The priorities of each NS instance involved in the conflict
may be used for the conflict arbitration.
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6.1.13 Functional requirements for physical resource information
management

Table 6.1.13-1: Functional requirements for physical resource information management

Numbering Functional requirements description
Nfvo.Prim.001 The NFVO shall support the capability to query information (inventory and topology) from the PIM
regarding physical resources managed by the PIM.
Nfvo.Prim.002 The NFVO shall support the capability to receive naotifications from the PIM regarding the changes
in the information of available physical resources managed by the PIM.

6.1.14 Functional requirements for physical resource performance
management

Table 6.1.14-1: Functional requirements for physical resource performance management

Numbering Functional requirements description
Nfvo.Prpm.001 The NFVO shall support the capability to invoke physical resource performance management

operations on the physical resources that are being used by the virtualised resources or CIS cluster
resources that are associated with the NS(s) it manages (see notes 1 and 2).

Nfvo.Prpm.002 The NFVO shall support the capability to receive performance information related to physical
resources for the NS(s) it manages.
Nfvo.Prpm.003 The NFVO shall support the capability to map the received performance information related to

physical resources with the NS(s).

NOTE 1: The NFVO can use the mapping between virtualised resources/CIS cluster resources and physical resources
provided by the VIM/CCM to identify the physical resources associated with the NS(s) it manages.

NOTE 2: The physical resource performance management can include: setting threshold conditions on the performance
information collected by the PIM for specific physical resource(s), creating Performance Management (PM)

jobs by specifying different limitations and conditions for collecting and reporting of performance information
from specified physical resource(s), etc.

6.1.15 Functional requirements for physical resource fault management

Table 6.1.15-1: Functional requirements for physical resource fault management

Numbering Functional requirements description
Nfvo.Prfm.001 The NFVO shall support the capability to collect fault information related to the physical resources
being utilized by the virtualised resources or CIS cluster resources that are allocated to NS(s) it
manages (see note).
Nfvo.Prfm.002 The NFVO shall support the capability to correlate the physical resource fault information with the
impacted NS(s) that it manages.
NOTE: The NFVO can use the mapping between virtualised resources/CIS cluster resources and physical resources

provided by the VIM/CCM to identify the physical resources associated with the NS(s) it manages.

6.2 Functional requirements for VNF lifecycle management

6.2.1 Functional requirements for VNF lifecycle management

Table 6.2.1-1: Functional requirements for VNF lifecycle management

Numbering Functional requirements description
Nfvo.VnfLcm.001 The NFVO shall support the capability to process notifications about VNF lifecycle change.
Nfvo.VnfLcm.002 The NFVO shall support the capability of granting of the LCM requests.
Nfvo.VnfLcm.003 The NFVO shall support the capability to validate the lifecycle operation requests submitted to i,
using information specified in the VNF Package.
Nfvo.VnfLcm.004 The NFVO shall support the capability to request changing the state of a VNF instance (see
note 1).
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Numbering

Functional requirements description

Nfvo.VnfLcm.005

When NFVO is the consumer of the VNF LCM operation, the NFVO shall support the capability
to query the status of the ongoing LCM operation.

Nfvo.VnfLcm.006

The NFVO shall support the capability to query information about a VNF instance.

Nfvo.VnfLcm.007

The NFVO shall support the capability to request the creation and deletion of the identifier of a
VNF instance.

Nfvo.VnfLcm.008

The NFVO shall support the capability to request VNFM to conduct error handling operation(s)
after the VNF life cycle operation occurrence fails (see notes 2 and 3).

Nfvo.VnfLcm.009

The NFVO shall support the capability to consider NS instance priorities while granting of the
VNF LCM requests.

Nfvo.VnfLcm.010

The NFVO shall support the capability to check the availability of the requested amount of OS
container extended resources during granting when the VNF is realized by a set of OS
containers. See note 4.

Nfvo.VnfLcm.011

The NFVO shall support the capability to check the availability of requested PaaS Services
during granting when the VNF is requested to consume or be partially realized by a set of PaaS
Service instances.

NOTE 1: Change state refers to start and stop a VNF instance/VNF Component (VNFC) instances(s). These operations
are complementary to instantiate/create a VNF or terminate a VNF.

NOTE 2: Itis up to the protocol design stage to design the detail error handling operation(s).

NOTE 3: It depends on the VNF capabilities and is declared in the VNFD whether and how the operation(s) are
supported by a particular VNF.

NOTE 4: The actual type of the OS container extended resources may be transparent for the NFVO.

6.2.2 Functional requirements for VNF instantiation

Table 6.2.2-1: Functional requirements for VNF instantiation

Numbering Functional requirements description
Nfvo.Vnfl.001 The NFVO shall support the capability to request the instantiation of a VNF instance.
Nfvo.Vnfl.002 The NFVO shall support the capability to send to the VNFM, as part of the VNF instantiation request,
input parameters specific for the VNF instance being instantiated.

6.2.3 Functional requirements for VNF scaling

NOTE: TheLCM operations that expand or contract a VNF instance include scale in, scale out, scale up, scale
down. Not al VNFs support al these operations, which implies that the set of operations that a VNFM
will be able to perform on a VNF instance will depend on the VNF capabilities.

Table 6.2.3-1: Functional requirements for VNF scaling

Numbering

Functional requirements description

Nfvo.VnfS.001

The NFVO shall support the capability to request expanding the capacity of a VNF instance
(see note 1).

Nfvo.VnfS.002

The NFVO shall support the capability to request contracting the capacity of a VNF instance
(see note 2).

NOTE 1: Expansion can either be performed by scaling out or scaling up.
NOTE 2: Contraction can either be performed by scaling in or scaling down.

6.2.4 Functional requirements for VNF termination

Table 6.2.4-1: Functional requirements for VNF termination

Numbering Functional requirements description
Nfvo.VnfT.001 The NFVO shall support the capability to request the termination of a VNF instance.
Nfvo.VnfT.002 The NFVO shall support the capability to check the dependencies between VNF

instances before granting the termination of a particular VNF instance.
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6.2.5 Functional requirements for VNF/VNFC Snapshots

Table 6.2.5-1: Functional requirements for VNF/VNFC Snapshots

Numbering Functional requirements description
Nfvo.VnfSnap.001 The NFVO shall support the capability of granting VNF/VNFC Snapshot operation
requests according to operator policies (see note).

NOTE:  VNF/VNFC Snapshot operations include VNF/VNFC Snapshot creation and reversion.

6.2.6 Functional requirements for changing the current VNF Package

Table 6.2.6-1: Functional requirements for changing the current VNF Package

Numbering Functional requirements description

Nfvo.VnfSwm.001 The NFVO shall have the capability to support changing the current VNF Package.

NOTE:  The capability includes updates and upgrades of the software of VNFs.

6.2.7 Functional requirements for change of the external VNF connectivity

Table 6.2.7-1: Functional requirements for change of the external VNF connectivity

Numbering Functional requirements description

Nfvo.VnfCC.001 The NFVO shall support the capability to request the change of external connectivity of a
VNF instance. See note.

NOTE: Changing the external connectivity may imply connecting the VNF to an additional network or network
segment to disconnect the VNF from a network or network segment to which it was previously connected, or to
add/delete external CPs, or to modify security group rules associated to an CP.

6.2.8 Functional requirements for changing the selected deployable
modules

Table 6.2.8-1: Functional requirements for changing the selected deployable modules

Numbering Functional requirements description
Nfvo.VnfCC.001 The NFVO shall support the capability to request the change of the selected deployable
modules of a VNF instance.

6.3 Functional requirements for NS lifecycle management

6.3.1 Functional requirements for NS lifecycle management

Table 6.3.1-1: Functional requirements for NS lifecycle management

Numbering Functional requirements description

Nfvo.NsLcm.001 The NFVO shall ensure the integrity of data related to the NS instances (e.g. descriptors,
software images, records, etc.) against loss and corruption from hardware/software failures and
against tampering with such data by unauthorized parties.

Nfvo.NsLcm.002 The NFVO shall support the capability to use the deployment information from the NSD and input
NS LCM operation information for the NS LCM.

Nfvo.NsLcm.003 The NFVO shall support the capability to notify about the following events related to NS lifecycle
changes:

e The start of the lifecycle procedure.

e The result of a feasibility check related to an NS LCM operation.

e The end and the result of the lifecycle procedure.

e The NS lifecycle changes produced by underlying lifecycle operations autonomously
triggered by the VNFM on VNF instances that are constituents of an NS instance.
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Numbering Functional requirements description

Nfvo.NsLcm.004 The NFVO shall support the capability to execute scheduled NS lifecycle operations.

Nfvo.NsLcm.005 The NFVO shall support the capability to manage the connectivity between the VNFs, nested
NS(s) and PNF(s) that are part of the NS. See note 3.

Nfvo.NsLcm.006 The NFVO shall support the capability to provide the status of an NS LCM operation in response
to a request.

Nfvo.NsLcm.007 The NFVO shall support the capability to consider priority information while executing scheduled
NS lifecycle operations.

Nfvo.NsLcm.008 The NFVO shall support the capability to use descriptor identifiers of NSD constituents provided

at the interface with precedence over those descriptor identifiers included in the NSD when
executing NS LCM operations that create instances of those constituents or add them to the NS
instance. See note 1.

Nfvo.NsLcm.009 The NFVO shall support the capability to process and maintain information related to version
dependencies between NSD constituents.
Nfvo.NsLcm.010 The NFVO shall support the capability to process information related to version dependencies

between NSD constituents provided at the interface with precedence over the information related
to version dependencies between NSD constituents included in the NSD when executing NS
LCM operations that create or update instances of those constituents or add them to the NS
instance. See note 1.

Nfvo.NsLcm.011 The NFVO shall support the capability to verify that the necessary descriptors of NSD
constituents for the NS LCM operation are onboarded. See note 2.
Nfvo.NsLcm.012 In case of feasibility check failure, the NFVO shall support the capability to notify and provide

information about the reason and, in case of feasibility check failure caused by lack of sufficient
resources, to notify all missing resources at each target location needed for an NS LCM
operation.

NOTE 1: The purpose of these requirements is to avoid a change in the NSD if a different descriptor version or version
dependency information of one or some of the NSD constituents (VNFDs, nested NSDs or PNFDs) is used for
an NS instance.

NOTE 2: The necessary descriptors of NSD constituents are specified in the NS deployment flavour selected in the NS
LCM operation request.

NOTE 3: Management of the connectivity includes also the security groups associated to external CPs of a VNF
instance.

6.3.2 Functional requirements for NS instantiation

Table 6.3.2-1: Functional requirements for NS instantiation

Numbering Functional requirements description

Nfvo.Nsl.001 The NFVO shall support the capability to manage the instantiation of an NS instance (see
notes 3 and 4).

Nfvo.Nsl.002 The NFVO shall support the capability to invoke the instantiation of the constituent VNFs for an
NS (see note 5).

Nfvo.Nsl.003 The NFVO shall support the capability to invoke the creation of the constituent VLs for an NS.

Nfvo.Nsl.004 The NFVO shall support the capability to create VNFFG(s) for an NS (see note 1).

Nfvo.Nsl.005 The NFVO shall support the capability to instantiate an NS which includes existing VNF
instances (see note 2).

Nfvo.Nsl.006 The NFVO shall support the capability to perform a feasibility check of an NS instantiation
operation in terms of availability of the resources.

Nfvo.Nsl.007 The NFVO shall support the capability to reserve resources needed for an NS instantiation
operation during the feasibility check for that NS instantiation operation.

Nfvo.Nsl.008 The NFVO shall support the capability to instantiate a composite NS which includes existing
NS instances as nested NSs (see note 6).

Nfvo.Nsl.009 The NFVO shall support the capability to request to the VIM the creation of data flow
mirroring job(s), which is(are) associated to an NS (see note 7).
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Numbering | Functional requirements description

NOTE 1: The VNFFG(s) of an NS can include PNF(s).

NOTE 2: The VNF descriptors (VNFDs) of the existing VNF instances shall be referenced from the NSD of the NS
instance being instantiated or from new values provided at the interface when the NS instantiation is invoked.
The existing VNF instances may need to be modified as part of NS instantiation.

NOTE 3: The NFVO shall use the nested NSDs referenced from the composite NSD or from new values provided at the
interface when the composite NS instantiation is invoked to instantiate the constituent nested NSs. See also
Nfvo.NsLcm.008.

NOTE 4: The NFVO shall use the PNFDs referenced from the NSD or from new values provided at the interface when
the NS instantiation is invoked to add the PNFs to the NS. See also Nfvo.NsLcm.008.

NOTE 5: The NFVO shall use the VNFDs referenced from the NSD or from new values provided at the interface when
the NS instantiation is invoked to request the instantiation of the constituent VNFs. See also Nfvo.NsLcm.008.

NOTE 6: The NS descriptors (NSDs) of the existing NS instances shall be referenced from the NSD of the composite
NS instance being instantiated or from new values provided at the interface when the NS instantiation is
invoked. See also Nfvo.NsLcm.008.

NOTE 7: The NFVO may create data flow mirroring job(s) based on the design-time information of NSD. According to
run-time data, NFVO shall support to override parameter value(s) of data flow mirroring job(s) defined in NSD.

6.3.3 Functional requirements for NS scaling

Table 6.3.3-1: Functional requirements for NS scaling
Numbering Functional requirements description
Nfvo.NsS.001 The NFVO shall support the capability to manage the expansion of an NS instance (see note 1).

Nfvo.NsS.002

The NFVO shall support the capability to manage the contraction of an NS instance (see note 2).

Nfvo.NsS.003

The NFVO shall support the capability to request to scale a VNF instance as part of the
expansion/contraction of an NS instance.

Nfvo.NsS.004

The NFVO shall support the capability to evaluate the impact on NS instance(s) it manages when
scaling needs to be performed on a component instance (i.e. a VNF or nested NS) shared or not.

Nfvo.NsS.005

The NFVO shall support the capability to consider NS instance priorities while evaluating NS
expansion.

Nfvo.NsS.006

The NFVO may support the capability to consider NS instance priorities while evaluating NS
contraction.

NOTE 1: Expansion can either be performed by increasing the number of the existing VNF instance(s) or expansion of
the existing VNF instance(s).

NOTE 2: Contraction can either be performed by decreasing the number of the existing VNF instance(s) or contraction
of the existing VNF instance(s).

6.3.4 Functional requirements for NS updating
Table 6.3.4-1: Functional requirements for NS updating
Numbering Functional requirements description
Nfvo.NsU.001 |The NFVO shall support the capability to manage the update of an NS instance.
Nfvo.NsU.002 |The NFVO shall support the capability to add new VNF(s)/VL(s)/VNFFG(s)/PNF(s)/Nested NS(s)/Service
Access Point(s) (SAPs) to an existing NS in order to perform NS update (see notes 3 and 4).
Nfvo.NsU.003 |The NFVO shall support the capability to remove the VNF(s)/VL(s)/VNFFG(s)/PNF(s)/Nested

NS(s)/SAP(s) from an existing NS in order to perform NS update.

Nfvo.NsU.004

The NFVO shall support the capability to update the existing VNF(s)/VL(s)/VNFFG(s) involved in an
existing NS (see note 1).

Nfvo.NsU.005

The NFVO shall support the capability to add existing VNF instance(s) to an existing NS (see note 2).

Nfvo.NsU.006

The NFVO shall support the capability to perform a feasibility check of an update NS operation in terms of
availability of the resources.

Nfvo.NsU.007

The NFVO shall support the capability to reserve resources needed for the update NS operation during
the feasibility check for that update NS operation.

Nfvo.NsU.008

The NFVO shall support the capability to add existing NS instance(s) as nested NS(s) to an existing NS
(see note 5).
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Numbering | Functional requirements description

NOTE 1:

The operation of updating the existing VNF(s) involved in an existing NS is embedded in the fine grained NS
LCM operation, and can include: changing the Deployment Flavour (DF) of VNF instances, changing the
operational state of a VNF instance, modifying VNF information data, modifying VNF configuration data.

NOTE 2: The VNFDs of the existing VNF instances shall be referenced from the NSD of the NS instance being updated
or from new values provided at the interface when the NS updating is invoked. The existing VNF instance(s)
may need to be modified as part of NS update. See also Nfvo.NsLcm.008.

NOTE 3: The NFVO shall use the VNFDs referenced from the NSD or from new values provided at the interface when
the NS update is invoked to request the instantiation of new constituent VNFs. See also Nfvo.NsLcm.008.

NOTE 4: The NFVO shall use the PNFDs referenced from the NSD or from new values provided at the interface when
the NS update is invoked to add PNFs to the NS instance. See also Nfvo.NsLcm.008.

NOTE 5: The NSDs of the existing NS instances shall be referenced from the NSD of the composite NS instance being
updated or from new values provided at the interface when the NS updating is invoked. See also
Nfvo.NsLcm.008.

6.3.5 Functional requirements for NS termination
Table 6.3.5-1: Functional requirements for NS termination
Numbering Functional requirements description

Nfvo.NsT.001 |The NFVO shall support the capability to terminate an NS instance.

Nfvo.NsT.002 |The NFVO shall support the capability to request the termination of VNF instance(s) in order to perform

NS termination.

Nfvo.NsT.003 [The NFVO shall support the capability to retain a VNF instance currently used by another NS instance

(i.e. other than the NS being terminated) when performing NS termination.

Nfvo.NsT.004 |The NFVO shall support the capability to return information about retained VNF instance(s) used by

another NS instance (i.e. other than the NS being terminated) when performing NS termination.

Nfvo.NsT.005 |The NFVO shall support the capability to request to the VIM the deletion of data flow mirroring job(s),

which is(are) associated to the NS when performing NS termination.

6.4

Functional requirements for VNF configuration management

Configuration parameters referred in this clause include those set at initial configuration and any other configurable
parameter declared in the VNFD.

Table 6.4-1: Functional requirements for VNF configuration management

Numbering Functional requirements description

Nfvo.VnfCm.001 |The NFVO shall support the capability to invoke a request to set initial configuration parameters for

a VNF instance.

Nfvo.VnfCm.002 |The NFVO shall support the capability to invoke a request to update configuration parameters for a

VNF instance.
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6.5 Functional requirements for VNF information management

6.5.1 Functional requirements for VNF Package management

Table 6.5.1-1: Functional requirements for VNF Package management

Numbering Functional requirements description

Nfvo.VnfPkgm.001 The NFVO shall support the capability of management of VNF Packages (see note 1).

Nfvo.VnfPkgm.002 The NFVO shall support the capability to verify the integrity and authenticity of the VNF Package.

Nfvo.VnfPkgm.003 The NFVO shall support the capability to verify that all mandatory information in the VNF
Package is present and complies with the standard for this information.

Nfvo.VnfPkgm.004 The NFVO shall support the capability to notify about changes of the VNF Package.

Nfvo.VnfPkgm.005 The NFVO shall support the capability to validate the integrity and authenticity of the VNFD in the
VNF Package.

Nfvo.VnfPkgm.006 The NFVO shall support the capability to notify about the on-boarding of the VNF Package.

Nfvo.VnfPkgm.007 The NFVO shall support the capability to request modifying the VNF instance information in the
VNFM to refer to a different VNF Package when no conflicts exist between the previous and the
newly referred VNF Package (see note 2).

Nfvo.VnfPkgm.008 The NFVO shall support the capability to allow on-boarding of different VNF Packages of a VNF.

NOTE 1: The VNF Packages management can include on-boarding, enable/disable, query, fetch and delete of VNF
Packages.

NOTE 2: A related use case is to keep NFV-MANO in sync about a VNF application software modification (see
clause 5.7 of ETSI GS NFV-IFA 011 [i.19]).

6.5.2 Functional requirements for VNF instance information management

Table 6.5.2-1: Functional requirements for VNF instance information management

Numbering Functional requirements description

Nfvo.Vnfllim.001  |The NFVO shall support the capability to query information on the mapping relationship between the
VNF instance(s) and associated virtualised resource.

6.6 Functional requirements for NS information management

6.6.1 Functional requirements for NSD management

Table 6.6.1-1: Functional requirements for NSD management

Numbering Functional requirements description

Nfvo.NsDtm.001 |The NFVO shall support the capability of management of NSD (see note).

Nfvo.NsDtm.002  |The NFVO shall support the capability to verify the integrity of the provided NSD.

Nfvo.NsDtm.003  |The NFVO shall support the capability to verify that all mandatory information in the NSD is present
and complies with the standard for this information.

Nfvo.NsDtm.004  |The NFVO shall support the capability to report information related to the operation result of NSD.

Nfvo.NsDtm.005  [The NFVO shall support the capability to perform version control of on-boarded NSDs.

Nfvo.NsDtm.006  |The NFVO shall support the capability to notify about the on-boarding of the NSD.

Nfvo.NsDtm.007  |The NFVO shall support the capability to notify about the changes of the NSD.

Nfvo.NsDtm.008  |The NFVO shall support the capability to notify about the deletion of the NSD.

Nfvo.NsDtm.009 |The NFVO shall support the capability of onboarding an NSD even if not all the VNF Packages
providing the VNFDs referred in the NSD, as well as nested NSDs and PNFDs, have previously
been on-boarded to the NFVO.

NOTE: The NSD management can include on-boarding, update, enable/disable, query, fetch and delete of NSD.
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6.6.2 Functional requirements for NS instance information management

Table 6.6.2-1: Functional requirements for NS instance information management

Numbering Functional requirements description

Nfvo.Nslim.001 The NFVO shall support the capability to receive run-time data related to NS instances that it has
created (see note).

NOTE: Run-time data of NS instance can be information related to the run-time virtualised resource allocated to an
NS instance, such as performance measurements related to resources of this instance or the VNF instance
within this NS instance, resource reservation information for NFVI resources reserved for this NS instance, etc.

6.6.3 Functional requirements for PNF Descriptor (PNFD) archive
management

Table 6.6.3-1: Functional requirements for PNFD archive management

Numbering Functional requirements description

Nfvo.PnfDtm.001 |The NFVO shall support the capability of management of PNED archives (see note).

Nfvo.PnfDtm.002 |The NFVO shall support the capability to verify the integrity of the provided PNFD and the archive.

Nfvo.PnfDtm.003 |The NFVO shall support the capability to verify that all mandatory information in the PNFD is present
and complies with the standard for this information.

Nfvo.PnfDtm.004 |The NFVO shall support the capability to report information related to the operation result of PNFD
archive management.

Nfvo.PnfDtm.005 |The NFVO shall support the capability to perform version control of on-boarded PNFD archive(s).

NOTE: The PNFD management can include on-boarding, update, query, fetch and delete of PNFD archive(s).

6.7 Functional requirements for NS performance management

Table 6.7-1: Functional requirements for NS performance management

Numbering Functional requirements description

Nfvo.NsPm.001 The NFVO shall support the capability of performance management of NSs.

Nfvo.NsPm.002 The NFVO shall support the capability to notify availability of performance information related to the
NSs it manages (see note).

Nfvo.NsPm.003 In response to a query, the NFVO shall support the capability to provide the information about active
PM jobs which match the filter criteria.

NOTE: Performance information related to a given NS results from either collected performance information of the
virtualised resources and containerized workloads impacting the connectivity of this NS instance or VNF
related performance information issued by the VNFM for the VNFs that are part of this NS instance. The latter
performance information also results from collected performance information of the virtualised resources and
containerized workloads. that are mapped to this VNF instance. ETSI GS NFV-IFA 027 [i.32] specifies
performance measurements related to NS, including network performance and power/energy consumption.

6.8 Functional requirements for VNF fault management

6.8.1 Functional requirements for virtualisation-related fault management

Table 6.8.1-1: Functional requirements for virtualisation-related fault management

Numbering Functional requirements description

Nfvo.VirFm.001 |The NFVO shall support the capability to request VNF healing to VNFM.

Nfvo.VirFm.002 |The NFVO shall support the capability to collect notifications about alarms on a VNF instance as a
consequence of state change in the virtualised resources used by the VNF.
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6.9 Functional requirements for NS fault management

Table 6.9-1: Functional requirements for NS fault management

Numbering

Functional requirements description

Nfvo.NsFm.001

The NFVO shall support the capability to provide notifications of fault information related to the NSs it
manages (see notes 1 and 2).

Nfvo.NsFm.002

The NFVO shall support the capability to provide fault information on the NSs it manages (see notes 1
and 2).

Nfvo.NsFm.003

The NFVO shall support the capability to provide notifications of changes in fault information related to
the NSs it manages (see notes 1 and 2).

Nfvo.NsFm.004

The NFVO shall support the capability to perform automated or on-demand healing on the NSs it
manages.

Nfvo.NsFm.005

The NFVO shall support the capability to notify the errors during NS lifecycle procedure.

Nfvo.NsFm.006

The NFVO shall support the capability to evaluate the impact on NS instance(s) it manages when NS
healing needs to be performed on a component instance (i.e. a VNF or nested NS) shared or not.

NOTE 1: Fault information on a given NS results from either a collected virtualised resource fault impacting the
connectivity of the NS instance or a VNF alarm (see clause 7.6) issued by the VNFM for a VNF that is part of
this NS instance.

NOTE 2: Fault information on a given NS instance can include the information related to the alarm (e.g. alarm created,
alarm cleared, etc.), alarm causes and identification of this NS instance and fault information concerning the
virtualised resources supporting the constituent VNFs for this NS instance and the virtualised resources
supporting the connectivity of this NS instance.

6.10  Functional requirements for infrastructure resource
management

Table 6.10-1: Functional requirements for infrastructure resource management

Numbering

Functional requirements description

Nfvo.lrm.001

The NFVO shall support the capability to collect the information about NFVI-PoPs, such as network
connectivity endpoints and geographical locations (see note).

NOTE: This information may be used by the NFVO for building and keeping NFVI-PoP topology information.

6.11  Functional requirements for security consideration

Table 6.11-1: Functional requirements for security consideration

Numbering Functional requirements description
Nfvo.Sc.001 |The NFVO shall support the capability to validate that the received message is from an authenticated
and authorized consumer.
Nfvo.Sc.002 |The NFVO shall support the capability to verify the integrity of the received message.
Nfvo.Sc.003 |The NFVO shall support the capability to encrypt the sent message or decrypt the received message
using negotiated key and algorithm to or from an authenticated and authorized consumer or producer.

6.12  Functional requirements for software image management

NOTE: The software image(s) is/are at virtualisation container level, e.g. Virtua Machine (VM) or OS container
images.
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Table 6.12-1: Functional requirements for software image management

Numbering Functional requirements description

Nfvo.Sim.001 | The NFVO shall support the capability to distribute the VM software image(s) to one or more VIMs, as
well as associated signatures and certificates. See note 2.

Nfvo.Sim.002 | The NFVO shall support the capability to query the VIM for information on the VM software images.

Nfvo.Sim.003 |The NFVO shall support the capability to invoke VM software image deletion request to VIM on those
VM software image(s) which were distributed by the NFVO and managed by VIM.

Nfvo.Sim.004 |The NFVO shall support the capability to invoke updating the user-defined metadata for the selected VM
software images which were distributed by the NFVO and managed by VIM (see note 1).

Nfvo.Sim.005 |The NFVO shall support the capability to ensure software image(s) isolation between the tenants.

Nfvo.Sim.006 |The NFVO shall support the capability to distribute the OS container software image(s) to one or more
CIRs.

Nfvo.Sim.007 |The NFVO shall support the capability to query the CIR for information on the OS container software
images.

Nfvo.Sim.008 |The NFVO shall support the capability to invoke OS container software image deletion requests to the

CIR on those OS container software image(s) which were distributed by the NFVO and managed by the
CIR.

NOTE 1: The metadata may, but need not come from VNF Package.

NOTE 2: Signatures of VM software images and their signing certificates shall be distributed in a format supported by
the VIM. For some VIM implementations this can require the NFVO to extract the raw signature value from the
signature file provided in the VNF Package and upload this to the VIM.

6.13  Functional requirements for NFV acceleration management

Table 6.13-1: Functional requirements for NFV acceleration management

Numbering

Functional requirements description

Nfvo.NfvAm.001

When VNF-related Resource Management in indirect mode is applicable, the NFVO shall support
the capability to request to the VIM the allocation and release of necessary acceleration resources to
meet acceleration capability requirement(s) of the VNFs (see note).

Nfvo.NfvAm.002

The NFVO shall support the capability to retrieve acceleration capability requirement(s) of the VNF
from the VNFD (see note).

Nfvo.NfvAm.003

The NFVO shall support the capability to receive acceleration capability information from VIM (see
note).

Nfvo.NfvAm.004

The NFVO shall support the capability to query acceleration capability information from VIM (see
note).

Nfvo.NfvAm.005

The NFVO shall support the capability to select a VIM that has enough available acceleration
capabilities to support acceleration capability requirement(s) of the VNF (see note).

NOTE:  The acceleration capabilities can include type, capacity, Non Uniform Memory Access (NUMA) support, etc.

6.14  Functional requirements for multi-tenancy

Table 6.14-1: Functional requirements for multi-tenancy

Numbering Functional requirements description

Nfvo.Mtm.001

The NFVO shall support the capability of management of NS tenants (see note 1).

Nfvo.Mtm.002

The NFVO may support the capability of management of infrastructure tenants (see note 1) and
mapping of such infrastructure tenants to the VIM managed infrastructure tenants in case
VNF-related resource management in indirect mode is applicable.

Nfvo.Mtm.003

The NFVO shall support the capability to assign on-boarded VNF Packages and NSDs to one or
more NS tenants (see note 2).

Nfvo.Mtm.004

The NFVO shall support the capability to on-board VNF Packages and NSDs for a tenant.

Nfvo.Mtm.005

The NFVO shall allow a tenant to instantiate VNFs and NSs using VNF Packages and NSDs
assigned to this tenant or shared VNF Packages and NSDs.

Nfvo.Mtm.006

The NFVO shall support the capability to limit the scope of operations only to the service and
infrastructure resource groups assigned to the requesting tenant.

Nfvo.Mtm.007

The NFVO shall support the capability to enable isolation between resources assigned to
different tenants. See note 3.
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Numbering | Functional requirements description
NOTE 1: The management of tenants include:
- create, read, update, delete tenants;
- associate a tenant with a single or multiple consumers of the Os-Ma interface, defining also the role;
- associate a tenant to a "service resource group", i.e. to a collection of NSs;
- associate a tenant to "infrastructure resource group" managed by a VIM or to multiple "infrastructure
resource groups" managed by different VIMs;
- manage the association of a tenant and a VNFM if a VNF specific VNFM is used.

NOTE 2: A VNF Package or NSD which is assigned to a single tenant is commonly referred to as a private VNF
Package or NSD of this tenant. A VNF Package or NSD which is assigned to all tenants is commonly
referred to as a public VNF Package or NSD. A VNF Package or NSD which is assigned to more than
one tenant is commonly referred to as a shared VNF Package or NSD.

NOTE 3: Isolation needs to be provided by the NFVI layer, and will be enabled by the multi-tenancy concept, see
clause 5.2. For the isolation requirements see ETSI GS NFV 004 [i.3], requirements [Per.2], [Sec.1] and
[Mod.6].

6.15 Functional requirements for compute host reservation
management

Table 6.15-1: Functional requirements for compute host reservation management

Numbering Functional requirements description
Nfvo.Chrm.001 The NFVO shall support the capability to request the management of reservations at the
compute host level to corresponding VIM(s) (see note).
Nfvo.Chrm.002 The NFVO shall support the capability to receive naotifications related to changes of the state
and/or capabilities of the reserved compute host(s).
NOTE: The management includes the creation, update, query and termination of compute host reservation(s).

6.16  Functional requirements for policy management

Table 6.16-1: Functional requirements for policy management

Numbering Functional requirements description

Nfvo.Plcm.001 The NFVO shall support the capability to manage NFV-MANO policies (see notes 1 and 2).

Nfvo.Plcm.002 The NFVO shall support the capability to report the conflicted NFV-MANO policies it detects (see
note 3).

Nfvo.Plcm.003 The NFVO shall support the capability to resolve conflicts in the NFV-MANO polices it creates (see
note 2).

Nfvo.Plcm.004 The NFVO shall support the capability to enforce NFV-MANO policies.

Nfvo.Plcm.005 The NFVO shall support the capability to manage policy groups (see note 4).

NOTE 1: This includes consuming operations to transfer, delete, update, query, activate, deactivate, associate and
disassociate NFV-MANO policies.

NOTE 2: NFV-MANO polices managed by the NFVO include policies applied in NS lifecycle management (instantiation,
scaling, healing and termination), policies applied in VNF lifecycle management (instantiation, scaling, healing
and termination) and polices applied in virtualised resource management (resource allocation, reservation,
guota management and capacity management). The procedures also include associating and disassociating
the policy with/from corresponding VNF instances, NS instances or resources.

NOTE 3: The conflicted NFV-MANO policies include policies applied in NS lifecycle management (instantiation, scaling,
update, healing and termination).

NOTE 4: This includes consuming operations to create, delete and update policy groups.
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Functional requirements for management of network

services in a multiple administrative domain environment

Table 6.17-1: Functional requirements for management of network services

in a multiple administrative domain environment

Numbering

Functional requirements description

Nfvo.Madm.001

The NFVO shall support the capability to invoke NS lifecycle operation granting towards the NFVO in
another administrative domain.

Nfvo.Madm.002

The NFVO shall support the capability to receive invocations of NS lifecycle operation granting from
the NFVO in another administrative domain.

Nfvo.Madm.003

The NFVO shall support the capability to invoke the instantiation of a nested NS towards the NFVO
in another administrative domain.

Nfvo.Madm.004

The NFVO shall support the capability to invoke the scaling of a nested NS towards the NFVO in
another administrative domain.

Nfvo.Madm.005

The NFVO shall support the capability to invoke the healing of a nested NS towards the NFVO in
another administrative domain.

Nfvo.Madm.006

The NFVO shall support the capability to query information related to a nested NS from the NFVO in
another administrative domain.

Nfvo.Madm.007

The NFVO shall support the capability to request the creation and deletion of the identifier of a
nested NS from the NFVO in another administrative domain.

Nfvo.Madm.008

The NFVO shall support the capability to invoke the termination of a nested NS towards the NFVO in
another administrative domain.

Nfvo.Madm.009

The NFVO shall support the capability to reject a request from an NFVO in another administrative
domain to terminate an NS if this NS is in use or if determined by network service provider's policies.

Nfvo.Madm.010

The NFVO shall support the capability to identify that an instance of an NS that it manages is no
longer used as a constituent nested NS of a composite NS managed by itself or by other NFVO in
other administrative domains. See note.

Nfvo.Madm.011

The NFVO shall support the capability to receive NS lifecycle change notifications related to a
nested NS from the NFVO in another administrative domain.

Nfvo.Madm.012

The NFVO shall support the capability to query information related to an NSD from the NFVO in
another administrative domain.

Nfvo.Madm.013

The NFVO shall support the capability to receive notifications about alarms and fault information
related to a nested NS from the NFVO in another administrative domain.

Nfvo.Madm.014

The NFVO shall support the capability to request PM jobs operations and receive performance
management information related to a nested NS from the NFVO in another administrative domain.

Nfvo.Madm.015

The NFVO shall support the capability to consider NS instance priorities while granting NS lifecycle
operations from the NFVO in another administrative domain.

Nfvo.Madm.016

The NFVO shall support the capability to use NS instance priority information while invoking the
instantiation or scaling of a nested NS towards the NFVO in another administrative domain.

NOTE:

By knowing whether an instance of an NS is in use, the NFVO can determine whether to terminate the NS

instance and delete its NS identifier according to the network service provider's policies.

6.18

Functional requirements for management of connectivity for

Multi-Site services

Table 6.18-1: Functional requirements for management and connectivity for Multi-Site services

Numbering

Functional requirements description

Nfvo.Mss.001

The NFVO shall support the capability to manage the lifecycle of NS across multiple
NFVI-PoPs.

Nfvo.Mss.002

The NFVO shall support the capability to manage NS Virtual Link aggregation over a
determined WAN virtualised network resource based on diverse operational policies. See
note 1.

Nfvo.Mss.003

The NFVO shall support the capability to query and acquire information about the virtual
network resources in the WAN.

Nfvo.Mss.004

The NFVO shall support the capability to handle alarm notifications about faulty virtualised
network resources in the WAN. See notes 3 and 4.

Nfvo.Mss.005

The NFVO shall support the capability to prepare and request the allocation of virtualised
network resources in the WAN in advance of their usage. See notes 3 and 4.
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Numbering Functional requirements description

Nfvo.Mss.006 The NFVO shall support the capability to determine the required virtualised network resources in
the WAN to meet the requirements for the NS Virtual Links based on the information provided in
the NSD. See note 2.

Nfvo.Mss.007 The NFVO shall support the capability to orchestrate actions related to virtualised network
resources among multiple NFVI-PoPs managed by one or more VIMs and/or WIMs.

Nfvo.Mss.008 The NFVO shall support the capability to update NS Virtual Links to be assigned a specific
virtualised network resource in the WAN.

Nfvo.Mss.009 The NFVO shall support the capability to inform/notify the VNFM about changes/failures of
connectivity on an NS Virtual Link impacting the connectivity of a VNF constituent of the NS and
managed by the VNFM. See note 3.

Nfvo.Mss.010 The NFVO shall support the capability to request the VNFM to connect/disconnect a specific
external connection point of a VNF. See note 3.

Nfvo.Mss.011 The NFVO shall support the capability to determine the required virtualised network resources in
the WAN to meet the requirements for the multi-site deployment of a VNF based on the
information provided in the VNFD and/or received via interfaces.

Nfvo.Mss.012 The NFVO shall support the capability to query and acquire information about the connectivity
support between NFVI-PoPs. See note 5.

Nfvo.Mss.013 The NFVO shall support the capability to manage VNF internal VL when the VL spans
virtualised network resources of different NFVI-PoPs and across WAN.

Nfvo.Mss.014 The NFVO shall support the capability to orchestrate the acquisition and provisioning of
information produced by a VIM/WIM about managed virtualised network resources for
connecting to the virtualised network resource managed by other VIMs/WIMs.

Nfvo.Mss.015 The NFVO shall support the capability to interact with the PIM function for management of the
NFVI-PoP network gateway (see note 6).

NOTE 1: Operational policies can take different rules or criteria to determine reusing an existing virtualised
network resource for the aggregation, such as:
- tenancy of the new VL with respect to the already assigned VL;
- the (group of) Network Service(s) or VNF(s) to which the new VL to be instantiated belongs to;
- the (group of) connectivity types of the VL;
- the QoS class of the VL;
- the throughput requirements of the VL; and
- affinity/anti-affinity rules specified in the NSD.
NOTE 2: An example of a requirement is an affinity/anti-affinity constraint to ensure that NS VL are anti-affine in
terms of physical WAN resources to fulfil certain redundancy requirements.
NOTE 3: This is in support of management of Virtual Link redundancy among NFVI-PoPs.
NOTE 4: This is in support of management of Virtual Link healing among NFVI-PoPs.
NOTE 5: The information that can be collected includes (not an exhaustive list):
- Identification of the WAN(S).
- Identification of the WIM(s).
- List of NFVI-PoP connectivity endpoints that can be used.
- Network types and connectivity types.
- Network segments.
- Network layering capabilities.
- QoS, bitrate and capacity parameters for each connection.
- Support of differentiation of data flows from different VL.
- Support for traffic/data flows differentiation.
- Geographical information.
- Path distances, to estimate latencies.
- Topology information.
This information may be used by the NFVO for building and keeping topology information.
NOTE 6: NFVI-PoP network gateway management includes provisioning, configuration and lifecycle management
of physical network resource(s) serving as the NFVI-PoP network gateway.
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6.19 Functional requirements related to the support for network

slicing

Table 6.19-1: Functional requirements related to the support for network slicing

Numbering Functional requirements description

Nfvo.Slice.001 The NFVO shall support the capability to manage NS instances, taking into account priorities.

Nfvo.Slice.002 The NFVO shall support the capability to take in account NS instance priorities during all operations

of resource management.

Nfvo.Slice.003 The NFVO shall support the capability to take in account NS instance priorities during all lifecycle

management operations.

Nfvo.Slice.004

The NFVO shall support the capability to enable the isolation between the tenants. See note.

NOTE: Isolation needs to be provided by the NFVI layer, and will be enabled by the multi-tenancy concept, see
clause 5.2. For the isolation requirements see ETSI GS NFV 004 [i.3], requirements [Per.2], [Sec.1] and
[Mod.6].
6.20  Functional requirements for VNF Snapshot Packages
Table 6.20-1: Functional requirements for VNF Snapshot Packages
Numbering Functional requirements description
Nfvo.VnfSnap.001 The NFVO shall support the creation, building, uploading, extraction, deletion, fetching

and update of a VNF Snapshot Package.

Nfvo.VnfSnap.003 The NFVO shall support the fetching of selected artifacts of a VNF Snapshot Package.

Nfvo.VnfSnap.003 The NFVO shall support the query of VNF/VNFC Snapshot Package Information.

Nfvo.VnfSnap.004 The VNFM shall have the capability to provide information about the VNF Snapshot

Packages (see note).

NOTE: Information about a VNF Snapshot Package includes the location, content, and availability of the VNF
Snapshot Packages.
6.21  Functional requirements for OS container configuration
management
Table 6.21-1: Functional requirements for OS container configuration management
Numbering Functional requirements description

Nfvo.Osccm.001

The NFVO shall support the capability to request management operations from the CISM service
interface for OS container configuration management.

Nfvo.Osccm.002

The NFVO shall support the capability to request the CISM to create a namespace.

Nfvo.Osccm.003

The NFVO shall support the capability to request the CISM to delete a namespace.

Nfvo.Osccm.004

The NFVO shall support the capability to query the CISM for information on namespaces managed
by the CISM.

Nfvo.Osccm.005

The NFVO shall support the capability to request the CISM to create a namespace quota.

Nfvo.Osccm.006

The NFVO shall support the capability to request the CISM to modify a namespace quota.

Nfvo.Osccm.007

The NFVO shall support the capability to request the CISM to delete a namespace quota.

Nfvo.Osccm.008

The NFVO shall support the capability to query the CISM for information on hamespace quota
managed by the CISM.

Nfvo.Osccm.009

The NFVO shall support the capability to request the CISM to create policies for MCIOs.

Nfvo.Osccm.010

The NFVO shall support the capability to request the CISM to modify policies for MCIOs.

Nfvo.Osccm.011

The NFVO shall support the capability to request the CISM to replace policies for MCIOs.

Nfvo.Osccm.012

The NFVO shall support the capability to request the CISM to delete policies for MCIOs.

Nfvo.Osccm.013

The NFVO shall support the capability to query the CISM for information on policies for MCIOs
managed by the CISM.

Nfvo.Osccm.014

The NFVO shall support the capability to request the CISM to create MCIO configurations.
See note.

Nfvo.Osccm.015

The NFVO shall support the capability to request the CISM to modify MCIO configurations.
See note.

Nfvo.Osccm.016

The NFVO shall support the capability to request the CISM to replace MCIO configurations.
See note.
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Numbering

Functional requirements description

Nfvo.Osccm.017

The NFVO shall support the capability to request the CISM to delete MCIO configurations.
See note.

Nfvo.Osccm.018

The NFVO shall support the capability to query the CISM for information on MCIO configurations
managed by the CISM. See note.

Nfvo.Osccm.019

The NFVO shall support the capability to receive notifications from the CISM on MCIO configuration
changes.

Nfvo.Osccm.020

The NFVO shall support the capability to receive natifications from the CISM on MCIO policy
changes.

Nfvo.Osccm.021

The NFVO shall support the capability to receive notifications from the CISM on namespace quota
changes.

NOTE:

MCIO configurations referred in this requirement concern MCIOs within the scope of a container cluster.

6.22

Functional requirements for MCIOP management

Table 6.22-1: Functional requirements for MCIOP management

Numbering

Functional requirements description

Nfvo.Mciopm.001

The NFVO shall support the capability to distribute MCIOP(s) to one or more MCIOP repositories.

Nfvo.Mciopm.002

The NFVO shall support the capability to query MCIOP repositories for information on MCIOP(s).

Nfvo.Mciopm.003

The NFVO shall support the capability to invoke MCIOP deletion requests to MCIOP repositories on
those MCIOP(s) which were distributed by the NFVO and managed by the MCIOP repositories.

6.23

Functional requirements related to data flow mirroring

Table 6.23-1: Functional requirements related to data flow mirroring

Numbering

Functional requirements description

Nfvo.Dfm.001

The NFVO shall support orchestration of actions related to data flow mirroring job, including
creation\deletion\updating\querying information of data flow mirroring job.

Nfvo.Dfm.002

The NFVO shall support the capability to request the VIM the management of data flow mirroring jobs
(see note).

NOTE:

The management of data flow mirroring jobs includes the creation, deletion, update and query of information of

data flow mirroring job.

6.24

Functional requirements for secondary container cluster

network management

Table 6.24-1: Functional requirements for secondary container cluster network management

Numbering

Functional requirements description

Nfvo.Sccnm.001

The NFVO shall support the capability to request secondary container cluster network management
operations from the CISM service interface for network management (see note 1).

Nfvo.Sccnm.002

The NFVO shall support the capability to provide to the VNFM network attachments information
related to the secondary container cluster networks supporting VNF internal and external VLs (see
note 2).

Nfvo.Sccnm.003

The NFVO shall support the capability to receive notifications from the CISM on changes for the
secondary container cluster internal/external networks' attachments.

NOTE 1: The management operations include creating, modifying, and deleting attachments related to the secondary
container cluster internal/external networks.
NOTE 2: VNF internal VLs in this case are externally managed.
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6.25  Functional requirements for data analytics

Table 6.25-1: Functional requirements for data analytics

Numbering

Functional requirements description

Nfvo.Mda.001

The NFVO shall support the capability to request NS related data analytics to the MDAF.

Nfvo.Mda.002

The NFVO shall support the capability to subscribe and receive notifications from the MDAF on NS
data analytics changes.

6.26  Functional requirements for PaaS Services management

6.26.1 Functional requirements for PaaS Services lifecycle management

Table 6.26.1-1: Functional requirements for PaaS Services lifecycle management

Numbering

Functional requirements description

Nfvo.Pssm.001

The NFVO shall support the capability to request lifecycle management operations from the PSM
function related to PaaS Services.

Nfvo.Pssm.002

The NFVO shall support the capability to subscribe from the PSM function to notifications about
lifecycle changes of PaaS Services.

Nfvo.Pssm.003

The NFVO shall support the capability of granting PaaS Services LCM requests.

6.26.2 Functional requirements for PaaS Services information management

Table 6.26.2-1: Functional requirements for PaaS Services information management

Numbering

Functional requirements description

Nfvo.Pssim.001

The NFVO shall support the capability to distribute PSDs to one or more PSR functions.

Nfvo.Pssim.002

The NFVO shall support the capability to query the PSR function for information on on-boarded
PSDs.

Nfvo.Pssim.003

The NFVO shall support the capability to request the PSR function the deletion of PSDs which were
distributed by the NFVO and managed by the PSR function.

Nfvo.Pssim.004

The NFVO shall support the capability to query information about consumable PaaS Services
management operations from the PSR function.

Nfvo.Pssim.005

The NFVO shall support the capability to request to the PSR function setting and modifying the
assignment of PaaS Service instances to PaaS Services consumers.

Nfvo.Pssim.006

The NFVO shall support the capability to determine the dependency and requirements of NS and its
constituents related to PaaS Services. See note.

NOTE:  Source for determining dependencies and requirements is by processing the NSD and VNFD of
corresponding NS and VNF, which describe the necessary PaaS Services, or via VNF lifecycle management
operation granting requests indicating required resources and PaaS Services expected to be consumed by a

VNF.
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7 Functional requirements for VNFM
7.1 Functional requirements for virtualised resource
management

7.1.1 Functional requirements for virtualised resource management

Table 7.1.1-1: Functional requirements for virtualised resource management

Numbering Functional requirements description

Vnfm.Vrm.001 The VNFM shall support providing deployment-specific configuration information for virtualised
resource related to VNF instance(s).

Vnfm.Vrm.002 The VNFM shall support the capability to maintain the mapping between a VNF instance and the
virtualised resources of the VNF instance (see note 1).

Vnfm.Vrm.003 The VNFM shall support the capability to request resource allocation for VNF instance that meet the
requirements specified by the VNF provider and in input VNF LCM operations. See note 4.

Vnfm.Vrm.004 The VNFM should support the capability to determine, based on the VNFD information, the resources
needed to overcome the impact on currently allocated virtualised resources in response to an event
received about upcoming NFVI impacts.

Vnfm.Vrm.005 VNFM shall support the capability to receive the constraints and policies applicable to virtualised
resources allocated to the VNF (see note 2).

Vnfm.Vrm.006 The VNFM shall support the capability to provide notifications of changes in virtualised resources
allocated to the VNFs it manages due to NFVI operation and maintenance.

Vnfm.Vrm.007 The VNFM shall support the capability to provide virtualised resource requirements, based on the
VNFD information, for load balancer as part of grant request (see note 3).

NOTE 1: The VNFM maintains the mapping between virtualised resources and the VNF in order to, for example:
- Map virtualised resources fault information, performance information and change notifications to
corresponding VNFCs.
- Request management of virtualised resources to support current instantiated VNFCs, instantiate new
VNFCs, terminate existing instantiated VNFCs, and internal connectivity in the VNF (VLs and Connection
Points (CPs)).
- Configuring the VNF instance (e.g. in terms of virtualised resource) to control the power state of the VNF
instance
NOTE 2: Constraints and policies related to virtualised resource(s) that can be impacted by NFVI maintenance activities
or other operations.
NOTE 3: Itis applicable for the case that the CISM requests load balancers necessary for the deployment of the
network MCIO.
NOTE 4: Resource allocation includes virtualised resources and containerized workloads necessary to realize the VNF
instance, its VNFCs, internal VLs and external connectivity, including resources to realize the security groups
associated to external CPs.

7.1.2 Functional requirements for VNF-related resource management in
indirect mode

Table 7.1.2-1: Functional requirements for VNF-related resource management in indirect mode

Numbering Functional requirements description

Vnfm.VnfRmpbNfvo.001 When VNF-related Resource Management in indirect mode is applicable, the VNFM shall
support the capability to request to NFVO the management of virtualised resources needed
for VNFs instantiation, scaling and termination (see note).

Vnfm.VnfRmpbNfvo.002 When VNF-related Resource Management in indirect mode is applicable, the VNFM shall
support the capability to invoke resource management requests towards the NFVO to
allocate resources that meet the requirements specified by the VNF provider.

NOTE: The management of virtualised resources includes allocation, update, scaling, termination, etc. of virtualised
resources.
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7.1.3 Functional requirements for VNF-related resource management in
direct mode

Table 7.1.3-1: Functional requirements for VNF-related resource management in direct mode

Numbering

Functional requirements description

Vnfm.VnfRmpbVnfm.001

When VNF-related Resource Management in direct mode is applicable, the VNFM shall
support the capability to request to the VIM the management of virtualised resources
needed for VNFs instantiation, scaling and termination (see notes 1 and 4).

Vnfm.VnfRmpbVnfm.002

When VNF-related Resource Management in direct mode is applicable, the VNFM shall
support the capability to query to the VIM about the resources being allocated to VNF
instances it manages (see note 1).

Vnfm.VnfRmpbVnfm.003

When VNF-related Resource Management in direct mode is applicable, the VNFM shall
support the capability to receive notifications regarding the resources being allocated to or
released from specific VNF instances, as well as regarding events and relevant fault reports
related to those resources (see notes 1 and 3).

Vnfm.VnfRmpbVnfm.004

When VNF-related Resource Management in direct mode is applicable, the VNFM shall
support the capability to request allocation and update of resources in the different resource
commitment models (see notes 2 and 5).

Vnfm.VnfRmpbVnfm.005

When VNF-related Resource Management in direct mode is applicable, the VNFM shall
support the capability to request to the VIM affinity and anti-affinity policies for the VNF's
virtualised resources (see note 1).

Vnfm.VnfRmpbVnfm.006

When VNF-related Resource Management in direct mode is applicable and a resource
reservation model is used, the VNFM shall support the capability to use resource
reservation identification information obtained from the NFVO to request allocation of
virtualised resources for a VNF.

Vnfm.VnfRmpbVnfm.007

When VNF-related Resource Management in direct mode is applicable, the VNFM shall
support the capability to obtain appropriate information to enable the VNFM to access the
VIM.

Vnfm.VnfRmpbVnfm.008

When VNF-related Resource Management in direct mode is applicable, the VNFM shall
support the capability of providing the VIM with NFVI operation and maintenance
constraints (expressed as policies) concerning the virtualised resources for the VNF.

Vnfm.VnfRmpbVnfm.009

When VNF-related Resource Management in direct mode is applicable, the VNFM shall
support the capability to update the NFVI operation and maintenance constraints
(expressed as policies) (see note 6) concerning the virtualised resources for the VNF.

NOTE 1: Virtual resources managed for the LCM of VNFs include compute and storage resources needed for VNF
components as well as networking resources needed to ensure intra-VNF connectivity.

NOTE 2: Resource commitment models are: reservation model, quota model and on-demand.

NOTE 3: Events include NFVI outage, NFVI software modification and performance related events.

NOTE 4: The management of virtualised resources includes allocation, update, scaling, termination, etc. of virtualised

resources.

NOTE 5: This does not imply that the VNFM can manage resource reservations and quotas, which are NFVO's

prerogatives.

NOTE 6: Updates shall be done in accordance with the constraints provided in the VNFED, if any.

7.1.4 Functional requirements for resource reservation management

Table 7.1.4-1: Functional requirements for resource reservation management

Numbering

Functional requirements description

Vnfm.Rrm.001 |The VNFM shall support the capability to receive change notification regarding virtualised resource
reservation.

Vnfm.Rrm.002 | The VNFEM shall support the capability to query information regarding virtualised resource reservation.
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7.1.5 Functional requirements for virtualised resource performance
management

Table 7.1.5-1: Functional requirements for virtualised resource performance management

Numbering Functional requirements description

Vnfm.Vrpm.001 The VNFM shall support the capability to invoke the performance management operations on the
virtualised resources and containerized workloads for the VNF/VNFC instance(s) it manages (see
note 1).

Vnfm.Vrpm.002 The VNFM shall support the capability to receive performance information related to virtualised
resources and containerized workloads for the VNF/VNFC instance(s) it manages (see note 2).

Vnfm.Vrpm.003 The VNFM shall support the capability to map to the VNF instances the received performance
information related to virtualised resources and containerized workloads (see note 2).

NOTE 1: The virtualised resource performance management can include setting threshold conditions on the
performance information collected by the VIM for specific virtualised resource(s) and by the CISM for
containerized workloads, creating PM jobs by specifying different limitations and conditions for collecting and
reporting of performance information from specified virtualised resource(s) and containerized workloads, etc.

NOTE 2: The performance management operations mentioned in this requirement apply to performance measurements
defined for measured object types applicable to the Vi-Vnfm reference point and the OS container workload
performance management service interfaces (see ETSI GS NFV-IFA 040 [i.22]).

7.1.6 Functional requirements for virtualised resource fault management

Table 7.1.6-1: Functional requirements for virtualised resource fault management

Numbering Functional requirements description

Vnfm.Vrfim.001  |The VNFM shall support the capability to collect fault information related to the virtualised resources
allocated to VNF instance(s) that it manages.

Vnfm.Vrfm.002 |The VNFM shall support the capability to correlate virtualised resource fault information with the
impacted VNF(C) instance(s) that it manages.

7.1.7 Functional requirements for virtualised resource information
management

Table 7.1.7-1: Functional requirements for virtualised resource information management

Numbering Functional requirements description

Vnfm.Vrim.001  |The VNFM should support the capability to query information regarding consumable virtualised
resources that can be provided by the VIM.

The VNFM shall support the capability to receive the notifications regarding the changes of the

Vnfm.Vrim.002 information on consumable virtualised resources that can be provided by the VIM.

7.1.8 Functional requirements for quota management

Table 7.1.8-1: Functional requirements for quota management

Numbering Functional requirements description

Vnfm.Qm.001 The VNFM should support the capability to query the information on the quota(s) that apply to this
VNFM or to the VNF(s) that this VNFM manages.

Vnfm.Qm.002 The VNFM should support the capability to receive change notification regarding the quota
constraint(s) that apply to this VNFM or to the VNF that this VNFM manages.

Vnfm.Qm.003 The VNFM may support the capability to receive information from NFVO on available quota(s)
applicable to this VNFM (see notes 1 and 2).

NOTE 1: The information on available quota(s) allows the VNFM to interact with the VIM to receive information
regarding the quota(s) applied to the VNFM or the VNF(s) which the VNFM manages, when VNF-related
Resource Management in direct mode is applicable.

NOTE 2: The information on available quota(s) allows the VNFM to interact with the NFVO to receive information
regarding the quota(s) applied to the VNFM or the VNF(s) which the VNFM manages, when VNF-related
Resource Management in indirect mode is applicable.
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7.1.9 Functional requirements related to permitted allowance
management
Table 7.1.9-1: Functional requirements related to permitted allowance management
Numbering Functional requirements description

Vnfm.Pam.001

When an allowance model is used, the VNFM shall support the capability to notify its resource
consumption.

7.2

Functional requirements for VNF lifecycle management

7.2.1 Functional requirements for VNF lifecycle management
NOTE: Not al VNFssupport all the VNF lifecycle operations which associate with the capabilities defined in the
present document. For any given VNF, the VNFM will only be able to perform those operations that are
supported by that VNF.
Table 7.2.1-1: Functional requirements for VNF lifecycle management
Numbering Functional requirements description

Vnfm.VnfLcm.001

The VNFM shall support the capability to notify about the following events related to VNF lifecycle
changes:
e the start of the lifecycle procedure;
e the end and the result of the lifecycle procedure, including errors during the procedure, if
any.

Vnfm.VnfLcm.002

The VNFM shall support the capability to notify about the type of VNF lifecycle change, the
addition/deletion of VNFCs, and about the changes on virtualised resources associated to
VNFC(s) as result of the VNF lifecycle change.

Vnfm.VnfLcm.003

The VNFM shall support the capability to notify about virtual networks and CPs that are
added/deleted as part of the VNF lifecycle operation.

Vnfm.VnfLcm.004

The VNFM shall support the capability to validate the lifecycle operation requests it processes,
using information specified in the VNF Package.

Vnfm.VnfLcm.005

The VNFM shall support the capability to change the state of a VNF instance/VNFC instance(s)
(see note 1).

Vnfm.VnfLcm.006

The VNFM shall support the capability to use the deployment information from the VNFD for the
VNFE LCM.

Vnfm.VnfLcm.007

The VNFM shall support the capability to provide the status of a VNF LCM operation in response
to a query.

Vnfm.VnfLcm.008

The VNFM shall support the capability to request an operation granting before executing the VNF
lifecycle operation procedure, in procedures that can require changes in terms of virtualised
resources usage, or require changes in terms of namespace quota (when the VDUs of the VNF
are realized by a set of OS containers), or changes in terms of PaaS Services consumption, or
impact NS management (see note 2).

Vnfm.VnfLcm.009

The VNEM shall support the capability to switch the DF of a VNF instance.

Vnfm.VnfLcm.010

The VNFM shall support the capability to create and delete the identifier of the VNF instance which
it manages.

Vnfm.VnfLcm.011

The VNFM shall support the capability to conduct VNF error handling operation(s) after the VNF
life cycle operation occurrence fails (see notes 3 and 4).

NOTE 1:

Change state refers to start and stop a VNF instance/VNFC instance(s). These operations are complementary

to instantiate/create a VNF or terminate a VNF.

NOTE 2:
NOTE 3:
NOTE 4:

This includes procedures related to instantiation, scaling, healing, and termination of VNF instances.
It is up to the protocol design stage to design the detail error handling operation(s).
It depends on the VNF capabilities and is declared in the VNFD whether and how the operation(s) are

supported by a particular VNF.
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7.2.2 Functional requirements for VNF instantiation
Table 7.2.2-1: Functional requirements for VNF instantiation
Numbering Functional requirements description

Vnfm.Vnfl.001

The VNFEM shall support the capability to manage the instantiation of a VNF instance.

Vnfm.Vnfl.002

The VNFM shall support the capability to request VIM to allocate resources for the VNF instance
being instantiated.

Vnfm.Vnfl.003

The VNFM shall support the capability to configure deployment specific parameters for the VNF
instance being instantiated.

Vnfm.Vnfl.004

The VNFM shall support the capability to store the information of the allocated resources and
configured deployment specific parameters for the instantiated VNF.

7.2.3 Functional requirements for VNF scaling
NOTE: TheLCM operationsthat expand or contract a VNF instance include scale in, scale out, scale up, scale
down. Not al VNFs support al these operations, which implies that the set of operations that a VNFM
will be able to perform on a VNF instance will depend on the VNF capabilities.
Table 7.2.3-1: Functional requirements for VNF scaling
Numbering Functional requirements description

Vnfm.VnfS.001

The VNFM shall support the capability to manage the expansion of the capacity of a VNF instance
(see note 1).

Vnfm.VnfS.002

The VNFM shall support the capability to manage the contraction of the capacity of a VNF instance
(see note 2).

Vnfm.VnfS.003

The VNFM shall support the capability to manage the scaling out/in of a VNF instance in order to
perform expansion/contraction.

Vnfm.VnfS.004

The VNFM shall support the capability to expand/contract a VNF instance based on a request from
the VNF instance or its EM if it exists.

Vnfm.VnfS.005

The VNFM shall support the capability to expand/contract a VNF instance based on a request from
NFVO.

Vnfm.VnfS.006

The VNFM should support the capability to monitor the state of a VNF instance and trigger its
expansion/contraction when certain conditions are met.

Vnfm.VnfS.007

The VNFM shall support the capability to manage the scaling up/down of a VNF instance in order
to perform expansion/contraction.

NOTE 1: Expansion can either be performed by scaling out or scaling up.
NOTE 2: Contraction can either be performed by scaling in or scaling down.

7.2.4 Functional requirements for VNF termination
Table 7.2.4-1: Functional requirements for VNF termination
Numbering Functional requirements description
Vnfm.VnfT.001 The VNFM shall support the capability to terminate a VNF instance.
7.2.5 Functional requirements for changing the current VNF Package
Table 7.2.5-1: Functional requirements for changing the current VNF Package
Numbering Functional requirements description

Vnfm.VnfSwm.001

The VNFM shall have the capability to support changing the current VNF Package.
See notes 1 and 2.

Vnfm.VnfSwm.002

The VNFM shall support the capability to manage the instantiation of VNFC instances
of a particular software version within the VNF instance being upgraded.

NOTE 1:

NOTE 2:

The support of changing the current VNF Package includes handling the software images and the
required resource related aspects.

The "change current VNF Package" includes updates and upgrades of the software of VNFs and
VNFCs.
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7.2.6 Functional requirements for change of the external VNF connectivity

Table 7.2.6-1: Functional requirements for change of the external VNF connectivity

Numbering Functional requirements description
Vnfm.VnfCC.001 The VNFM shall support the capability to change the external connectivity of a VNF
instance. See note.
NOTE: Changing the external connectivity may imply connecting the VNF to an additional network or
network segment, or to disconnect the VNF from a network or network segment to which it was

previously connected, or to add/delete external CPs, or to modify security group rules associated to
an CP.

7.2.7 Functional requirements for changing the set of instantiated VNFCs

Table 7.2.7-1: Functional requirements for changing the set of instantiated VNFCs

Numbering Functional requirements description
Vnfm.VnfinstC.001 The VNFM shall support the capability to change the set of instantiated VNFCs of a VNF
(adding VNFCs that were not instantiated or removing VNFCs that were instantiated) during
the lifetime of a VNF to match those VDUs that are part of the selected deployable modules.

7.2.8 Functional requirements for VNF power state management

NOTE: Not al VNFs might support to change the power state, which implies that the set of control operations
that aVNFM will be able to perform on a VNF instance will depend on the VNF capabilities.

Table 7.2.8-1: Functional requirements for VNF power state management

Numbering Functional requirements description

Vnfm.VnfPower.001 |The VNFM shall support the capability to control the power state changes of a VNF instance. See

note 1.

Vnfm.VnfPower.002 |The VNFM shall support the capability to switch the power state of a VNF instance based on an

input request by a consumer. See note 2.

Vnfm.VnfPower.003 |The VNFM shall support the capability to monitor the power state of a VNF instance and trigger its

switch to a different power state when certain conditions are met.

NOTE 1: Power state changes can be performed by expanding/contracting the VNF instance (see also clause 7.2.3).

NOTE 2: Input request by a consumer can be performed via some produced interface by the VNFM, and a consumer be
the VNF instance itself, an EM, if it exists, or any other authorized consumer.

7.3 Functional requirements for VNF configuration management

Configuration parameters referred in this clause include those set at initial configuration and any other configurable
parameter declared in the VNFD.

Table 7.3-1: Functional requirements for VNF configuration management

Numbering Functional requirements description
Vnfm.VnfCm.001 |The VNFM shall support the capability to set initial configuration parameters for a VNF/VNFC
instance.
Vnfm.VnfCm.002 |The VNFM shall support the capability to update configuration parameters for a VNF/VNFC
instance.
Vnfm.VnfCm.003 |The VNFM shall support the capability to interact with a Configuration Server to provide and
retrieve configuration data for a VNF/VNFC instance. See note.

NOTE:  PaaS Service Configuration Server is specified in ETSI GS NFV-IFA 049 [i.29].
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Functional requirements for VNF information management

7.4.1 Functional requirements for VNF Package management
Table 7.4.1-1: Functional requirements for VNF Package management
Numbering Functional requirements description

Vnfm.VnfPkgm.001

The VNFM shall support the capability to obtain details of available VNF Packages of the VNFs
which it manages (see note).

Vnfm.VnfPkgm.002

The VNFM should support the capability to receive notifications as a result of on-boarding of
VNF Packages (see note).

Vnfm.VnfPkgm.003

The VNFM should support the capability to receive notifications as a result of changes on VNF

Package states (see note).

NOTE: Information about the availability, content and current state of VNF Packages is needed for the VNFM to
validate the lifecycle operation requests (refer to requirement Vnfm.VnfLcm.004), and to perform the lifecycle
management operations.

7.4.2 Functional requirements for VNF instance information management

Table 7.4.2-1: Functional requirements for VNF instance information management
Numbering Functional requirements description

Vnfm.Vnflim.001  |The VNFM shall support the capability to receive run-time data related to VNF instances that it has

created (see note 1).

Vnfm.Vnflim.002  |The VNFM shall support the capability to provide information on the mapping relationship between

the VNF instance(s) and associated virtualised resource in response to the query.

Vnfm.Vnflim.003  |The VNFM shall support the capability to modify the VNF instance information to refer to a different

VNF Package (see note 2).

Vnfm.Vnflim.004  |The VNFM shall support the capability to modify information about a VNF instance.

NOTE 1: Run-time data of VNF instance can be information from VIM related to the virtualised resource allocated to a
run-time VNF instance, such as VNF instance address, record of significant VNF lifecycle event, etc.
NOTE 2: A related use case is to keep NFV-MANO in sync about a VNF application software modification (see

clause 5.7 of ETSI GS NFV-IFA 011 [i.19]).

7.5 Functional requirements for VNF performance management

Table 7.5-1: Functional requirements for VNF performance management

Numbering Functional requirements description

Vnfm.VnfPm.001 The VNFM shall support the capability to notify the availability of VNF/VNFC performance
information, resulting from virtualised resources and containerized workloads performance

information, related to the VNFs/VNFCs it manages (see note).

NOTE: Performance information on a given VNF/VNFC results from collected performance information of the
virtualised resources and containerized workloads that are mapped to this VNF/VNFC instance. ETSI
GS NFV-IFA 027 [i.32] specifies performance measurements related to VNF/VNFC, including compute,

memory, network performance, and power/energy consumption.
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7.6 Functional requirements for VNF fault management

7.6.1 Functional requirements for virtualised resource-related VNF fault
management

Table 7.6.1-1: Functional requirements for virtualised resource-related VNF fault management

Numbering

Functional requirements description

Vnfm.VrVnfFm.001

The VNFM shall support the capability to provide notifications of virtualised resource-related fault
information on the VNFs it manages (see notes 1 and 2).

Vnfm.VrVnfFm.002

The VNFM shall support the capability to provide virtualised resource-related fault information on
the VNFs it manages (see notes 1 and 2).

Vnfm.VrVnfFm.003

The VNFM shall support the capability to provide notifications of changes in virtualised
resource-related fault information related to the VNFs it manages (see notes 1 and 2).

Vnfm.VrVnfFm.004

The VNFM shall support the capability to notify about alarms on VNF and any of its VNFCs as a
consequence of state changes in the virtualised resources used by the VNF and its VNFCs.

Vnfm.VrVnfFm.005

The VNFM shall support the capability to request corrective operations on virtualised resources
to VIM in order to perform VNF healing.

Vnfm.VrVnfFm.006

The VNFM shall support the capability to assign unique identifiers to the virtualised
resource-related fault information on the VNFs it manages (see note 3).

Vnfm.VrVnfFm.007

The VNFM shall support the capability to keep the alarm record(s) in the alarm list unless the
criteria (see note 4) is met.

NOTE 1: Virtualised resource-related fault information on a given VNF results from a collected virtualised resource fault
impacting the corresponding VNF/VNFC instance.

NOTE 2: Virtualised resource-related fault information on a given VNF instance can includes the information related to
the alarm (e.g. alarm created, alarm cleared, etc.), alarm causes and identification of this VNF instance and
fault details related to the virtualised resources allocated to this VNF/VNFC instance.

NOTE 3: Two alarms that are produced by the same VNFM cannot have the same identifier.

NOTE 4: The criteria to be met before an alarm record can be removed from alarm list is: the alarm acknowledgement
state is "acknowledged" and the perceived severity is "cleared".

7.6.2 Functional requirements for virtualisation-related fault management

Table 7.6.2-1: Functional requirements for virtualisation-related fault management

Numbering Functional requirements description
Vnfm.VirFm.001  |The VNFM shall support the capability to perform on-demand VNF healing on the VNF(s) it
manages.
Vnfm.VirFm.002 |The VNFM shall support the capability to perform automated VNF healing on the VNF(s) it
manages.
7.7 Functional requirements for security consideration

Table 7.7-1: Functional requirements for security consideration

Numbering

Functional requirements description

Vnfm.Sc.001 |The VNFM shall support the capability to validate that the received message is from an authenticated
and authorized consumer.

Vnfm.Sc.002  |The VNEM shall support the capability to verify the integrity of the received message.

Vnfm.Sc.003 |The VNFM shall support the capability to encrypt the sent message or decrypt the received message
using negotiated key and algorithm to or from an authenticated and authorized consumer or producer.
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7.8 Functional requirements for software image management

NOTE: The software image(s) i/are at virtualisation container level, e.g. Virtual Machine (VM) or OS container
images.

Table 7.8-1: Functional requirements for software image management

Numbering Functional requirements description
Vnfm.Sim.001 |The VNFEM shall support the capability to query the VIM for information of the VM software images.
Vnfm.Sim.002 |The VNFM shall support the capability to query the CIR for information of the OS container software
images.

7.9 Functional requirements for NFV acceleration management

Table 7.9-1: Functional requirements for NFV acceleration management

Numbering Functional requirements description

Vnfm.NfvAm.001 |When VNF-related Resource Management in direct mode is applicable, the VNFM shall support the
capability to request to the VIM the allocation and release of necessary acceleration resources to
meet the acceleration capability requirement(s) of the VNFs (see note).

Vnfm.NfvAm.002 |When VNF-related Resource Management in indirect mode is applicable, the VNFM shall support
the capability to request to the NFVO the allocation and release of necessary acceleration resources
to meet the acceleration capability requirement(s) of the VNFs (see note).

Vnfm.NfvAm.003 |The VNFM shall support the capability to retrieve acceleration capability requirement(s) of the VNF
from the VNFD (see note).

NOTE:  The acceleration capabilities can include type, capacity, NUMA support, etc.

7.10  Functional requirements for multi-tenancy

Table 7.10-1: Functional requirements for multi-tenancy

Numbering Functional requirements description

Vnfm.Mtm.001 |When a VNFM supports multi-tenancy it shall support the capability of management of VNF tenants
(see note).

Vnfm.Mtm.002 |The VNFM shall support the capability to limit the scope of operations only to the service resource
groups assigned to the requesting VNF tenant.

NOTE: A VNFM may be private for a tenant or it can support multi-tenancy. The management of tenants for a VNFM
supporting multi-tenancy include:
- create, read, update, delete tenants;
- associate a tenant to a "service resource group", i.e. to a collection of VNFs;
- associate a tenant to "infrastructure resource groups" managed by a VIM or to multiple "infrastructure
resource groups" managed by different VIMs.

7.11  Functional requirements for VNF indicator management

Table 7.11-1: Functional requirements for VNF indicator management

Numbering Functional requirements description

VNFM_NFV_IND.O01 |The VNFM shall support the capability to receive notifications of VNF indicator value changes for
the VNFs it manages (see note).

VNFM_NFV_IND.002 |The VNFM shall support the capability to retrieve VNF indicator values, for the VNFs it manages,
from the corresponding VNF/EM (see note).

NOTE: Indicators are information supplied by the VNF or the EM to provide some indication on the VNF behaviour.
VNFM can use these indicators in conjunction with virtualised resource data to perform auto-scaling decisions.
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7.12  Functional requirements for policy management

Table 7.12-1: Functional requirements for policy management

Numbering Functional requirements description

Vnfm.Plcm.001 The VNFM shall support the capability to manage NFV-MANO policies (see notes 1 and 2).

Vnfm.Plcm.002 The VNFM shall support the capability to report the conflicted NFV-MANO policies it detects

(see note 3).

Vnfm.Plcm.003 The VNFM shall support the capability to enforce NFV-MANO policies.

NOTE 1: This includes consuming operations to transfer, delete, update, query, activate, deactivate, associate and
disassociate NFV-MANO policies.

NOTE 2: NFV-MANO polices managed by the VNFM include policies applied in virtualised resource management
(resource allocation).

NOTE 3: The conflicted NFV-MANO policies include policies applied in VNF lifecycle management (instantiation,
scaling, healing and termination).

7.13  Functional requirements for VNF/VNFC Snapshots

Table 7.13-1: Functional requirements for VNF/VNFC Snapshots

Numbering Functional requirements description

Vnfm.VnfSnap.001 The VNFM shall support the identification of parameters for VNF/VNFC Snapshot
operations (see notes 1 and 2).

Vnfm.VnfSnap.002 The VNFM shall support resolving VNFC Snapshots for VNF Snapshot creation and
reversion (see note 3).

Vnfm.VnfSnap.003 The VNEM shall support the creation of and reversion to a VNFC Snapshot.

Vnfm.VnfSnap.004 The VNEM shall support the creation of and reversion to a VNF Snapshot.

Vnfm.VnfSnap.005 Void.

Vnfm.VnfSnap.006 Void.

Vnfm.VnfSnap.007 Void.

Vnfm.VnfSnap.008 The VNFM shall have the capability to provide information about the VNF/VNFC
Snapshots (see note 4).

Vnfm.VnfSnap.009 Void.

NOTE 1: VNF/VNFC Snapshot operations include VNF/VNFC Snapshot creation and reversion.

NOTE 2: The parameters may be included in incoming requests or provided by means of VNF/VNFC Snapshot
descriptors.

NOTE 3: Resolving VNFC Snapshots denotes the identification of those VNFCs and their elements to be included
in/reverted for the VNF Snapshot.

NOTE 4: Information about a VNF/VNFC Snapshot includes the location, content, and availability of the VNF/VNFC
Snapshots.

7.14  Functional requirements for management of connectivity for
Multi-Site services

Table 7.14-1: Functional requirements for management and connectivity for Multi-Site services

Numbering Functional requirements description
Vnfm_Mss.001 The VNFM shall support the capability to perform multi-site VNF deployment.
Vnfm_Mss.002 The VNFM shall support the capability to connect/disconnect a specific external connection point
of a VNF.
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Functional requirements for containerized workload

management

7.15.0

General functional requirements for containerized workload

management

Table 7.15.0-1: General functional requirements for containerized workload management

Numbering

Functional requirements description

Vnfm.CWKkI.001

The VNFM shall support providing deployment-specific configuration information for containerized
workloads related to VNF instance(s).

Vnfm.CWkI.002

The VNFM shall support the capability to maintain the mapping between a VNF instance and the
containerized workloads of the VNF instance (see note 1).

Vnfm.CWKkI.003

The VNFM should support the capability to determine, based on the VNFD information, the resources
needed to overcome the impact on currently allocated containerized workloads in response to an
event received about upcoming NFVI impacts.

Vnfm.CWkl.004

VNFM shall support the capability to receive the constraints and policies applicable to containerized
workloads allocated to the VNF (see note 2).

Vnfm.CWKkI.005

The VNFM shall support the capability to provide notifications of changes in containerized workloads
allocated to the VNFs it manages due to NFVI operation and maintenance.

NOTE 1:

The VNFM maintains the mapping between containerized workloads and the VNF in order to, for example:

- Map containerized workloads fault information, performance information and change notifications to
corresponding VNFCs.

- Request management of containerized workloads to support current instantiated VNFCs, instantiate new
VNFCs, terminate existing instantiated VNFCs, and internal connectivity in the VNF (VLs and Connection
Points (CPs)).

- Configuring the VNF instance (e.g. in terms of containerized workloads) to control the power state of the

VNF instance.

NOTE 2:

Constraints and policies related to containerized workloads(s) that can be impacted by NFVI maintenance

activities or other operations.

7.15.1 Functional requirements for management of containerized
workloads based on MCIOPs

Table 7.15.1-1: Functional requirements for management of
containerized workloads based on MCIOPs

Numbering

Functional requirements description

Vnfm.Mciop.001

The VNFM shall support the capability to request management operations from the CISM service
interface for containerized workloads based on MCIOPs.

Vnfm.Mciop.002

The VNFM shall support the capability to utilize information obtained from VNF descriptors,
information received via interface requests and information generated by scripts included in the VNF
package as input to requests for the management of containerized workloads based on MCIOPs
towards the CISM.

Vnfm.Mciop.003

The VNFM shall support the capability to request the CISM to instantiate containerized workloads
based on MCIOPs.

Vnfm.Mciop.004

The VNFM shall support the capability to query the CISM for information on containerized workloads
based on MCIOPs managed by the CISM.

Vnfm.Mciop.005

The VNFM shall support the capability to request the CISM to modify containerized workloads
based on MCIOPs.

Vnfm.Mciop.006

The VNFM shall support the capability to request the CISM to terminate containerized workloads
based on MCIOPs.

Vnfm.Mciop.007

The VNFM shall support the capability to receive notifications from the CISM on changes to
containerized workloads based on a MCIOP.

Vnfm.Mciop.008

The VNFM shall support the capability to request the CISM to evaluate containerized workloads in a
dry run mode based on MCIOPs. See note.
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Numbering

Functional requirements description

Vnfm.Mciop.009

The VNFM shall support the capability to receive containerized workloads resource information from
CISM based on the evaluation result of MCIOP processing.

Vnfm.Mciop.010

The VNFM shall support the capability to include the containerized resource requirements
information in the grant request based on the containerized workloads evaluation result of MCIOPs
if the resource templates correlated to the MCIOPs are not included in the VNFD.

NOTE:  The dry run mode is a process by which a consumer can get information about how a containerized workload
deployment request is expected to be fulfilled by providing a preview of the deployment without deploying the
corresponding resources on the CIS.

7.15.2 Functional requirements for MCIO management

Table 7.15.2-1: Functional requirements for MCIO management

Numbering

Functional requirements description

Vnfm.Mcio.001

The VNFM shall support the capability to request MCIO management operations from the CISM
service interfaces for compute/storage/network management.

Vnfm.Mcio.002

The VNFM shall support the capability to request the CISM to create MCIOs whose declarative
descriptors specify compute/storage/network infrastructure resource requests.

Vnfm.Mcio.003

The VNFM shall support the capability to query the CISM for information about the actual and
desired state of MCIOs whose declarative descriptors specify compute/storage/network resource
requests.

Vnfm.Mcio.004

The VNFM shall support the capability to request the CISM to modify the desired state of MCIOs
whose declarative descriptors specify compute/storage/network infrastructure resource requests.

Vnfm.Mcio.005

The VNFM shall support the capability to request the CISM to modify the actual state of MCIOs
whose declarative descriptors specify compute/storage/network infrastructure resource requests.

Vnfm.Mcio.006

The VNFM shall support the capability to request the CISM to replace MCIOs whose declarative
descriptors specify compute/storage/network infrastructure resource requests.

Vnfm.Mcio.007

The VNFM shall support the capability to request the CISM to delete MCIOs whose declarative
descriptors specify compute/storage/network infrastructure resource requests.

Vnfm.Mcio.008

The VNFM shall support the capability to request the CISM to list MCIOs whose declarative
descriptors specify compute/storage/network resource requests.

Vnfm.Mcio.009

The VNFM shall support the capability to receive notifications from the CISM on changes of the
desired or actual state of MCIOs whose declarative descriptors specify compute/storage/network
resource requests.

7.15.3 Functional requirements for OS container configuration
management

Table 7.15.3-1: Functional requirements for OS container configuration management

Numbering

Functional requirements description

Vnfm.Osccm.001

The VNFM shall support the capability to request management operations from the CISM service
interface for OS container configuration management.

Vnfm.Osccm.002

The VNFM shall support the capability to request the CISM to create MCIO configurations.
See note.

Vnfm.Osccm.003

The VNFM shall support the capability to request the CISM to modify MCIO configurations.
See note.

Vnfm.Osccm.004

The VNFM shall support the capability to request the CISM to replace MCIO configurations.
See note.

Vnfm.Osccm.005

The VNFM shall support the capability to request the CISM to delete MCIO configurations.
See note.

Vnfm.Osccm.006

The VNFM shall support the capability to query the CISM for information on MCIO configurations
managed by the CISM. See note.

Vnfm.Osccm.007

The VNFM shall support the capability to receive notifications from the CISM on MCIO configuration
changes.

NOTE:  MCIO configurations referred in this requirement concern MCIOs within the scope of a containerized VNF.
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7.15.4 Functional requirements for secondary container cluster network
management

Table 7.15.4-1: Functional requirements for secondary container cluster network management

Numbering Functional requirements description

Vnfm.Sccnm.001  |The VNFM shall support the capability to request attaching groups of one or more containers of
container-based VNF to secondary container cluster networks.

7.16  Functional requirements for PaaS Services management

Table 7.16-1: Functional requirements for PaaS Services management

Numbering Functional requirements description

Vnfm.Pssm.001 The VNFM shall support the capability to determine the dependency and requirements of a VNF
and its constituents related to PaaS Services. See note.

NOTE:  Source for determining dependencies and requirements is by processing the VNFD, which describe the
necessary PaaS Services.

8 Functional requirements for VIM

8.1 General considerations
The following statement on the scope of VIM appliesto al VIM related requirements:

e TheVIM isresponsible for controlling and managing the NFVI virtualised compute, storage and network
resources of an operator's NFVI-PoP or a subset thereof (see note).

NOTE: Thisdoes not limit the possibility of VIM implementations capable of managing multiple NFVI-PoPsin
any way.

8.2 Functional requirements for virtualised resource
management

8.2.1 Functional requirements for virtualised resource management

Table 8.2.1-1: Functional requirements for virtualised resource management

Numbering Functional requirements description

Vim.Vrm.001  |The VIM shall support NFVI virtualised resource management within its area of responsibility (see note
1).

Vim.Vrm.002  |The VIM shall support the capability of resource reservation management (see note 2).

Vim.Vrm.003  |The VIM shall support the capability of quota based resource management.

Vim.Vrm.004  |The VIM shall support the capability to correlate allocated and reserved virtualised resources with
changes on underlying hardware/software resources due to maintenance, operation and management
of the NFVI, and change the state of the allocated and reserved virtualised resources accordingly.

Vim.Vrm.005  |The VIM shall support the capability to notify changes about allocated and reserved virtualised
resources (see note 3).

Vim.Vrm.006  |The VIM shall support the capability to enforce affinity and anti-affinity policies for NFVI resource
management (see note 4).

Vim.Vrm.007  |The VIM shall support the capability to receive the virtualised resource management requests from the
VNFM, NFVO and/or CCM, and conduct the corresponding resource management operations.

Vim.Vrm.008  [The VIM should support the capability of providing virtualised resources in compensation for those
being impacted by NFVI operation and maintenance.
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Numbering Functional requirements description

Vim.Vrm.009  [The VIM shall support the capability of receiving information about the constraints and policies

applicable to virtualised resources and their groups (see note 5).

Vim.Vrm.010 |The VIM shall support the capability to schedule and allocate virtualised resources considering

power/energy requirements.

Vim.Vrm.011  [The VIM shall support the capability to manage virtual network resources instantiated over the NFVI-

PoP network fabric (see note 6).

Vim.Vrm.012  [The VIM shall support the capability to manage the networking capabilities of the NFVI-PoP network

gateway (see notes 7 and 8).

Vim.Vrm.013  [The VIM shall support the capability to set up virtual network resources that can be explicitly connected

to other virtual network resources and create the necessary network resources to enable such a
connectivity. See note 9.

NOTE 1:
NOTE 2:
NOTE 3:
NOTE 4:
NOTE 5:
NOTE 6:
NOTE 7:

NOTE 8:

NOTE 9:

NFVI virtualised resource management includes allocation, termination, update, etc. of virtualised resources.
The management can include the creation, update, query and termination of resource reservation(s).
Notifications refer to individual resources and to groups of resources. For planned events they shall be sent in
advance before the operation.

The policies include constraints on the number of group members that may be impacted simultaneously by
planned events and the minimum time between consecutive impacts.

Constraints and policies related to virtualised resource(s) that can be impacted by NFVI maintenance activities
or other operations.

The network fabric refers to all the network elements (e.g. switches and routers) of the NFVI-PoP used to
connect NFVI Nodes with other NFVI Nodes or Systems.

Networking capabilities concern network provisioning such as configuration for the NFVI-PoP network
gateway to enable the connectivity to virtual network resources on the NFVI-PoP network fabric.

VIM management capabilities refer to intra-NFVI-PoP network configuration aspects of the NFVI-PoP network
gateway. For the management of the inter-NFVI-PoP network configuration of the same NFVI-PoP network
gateway system a different management system can be considered (e.g. WIM).

This facilitates the connectivity for both VM-based VNFCs and VM-based CIS cluster nodes when there are
strict isolation requirements regarding the networking of CIS clusters compared to other components in the
NFVI.

8.2.2 Functional requirements for resource reservation management
Table 8.2.2-1: Functional requirements for resource reservation management
Numbering Functional requirements description

Vim.Rrm.001 The VIM shall support the capability to manage resources according to different resource commitment
models, as follows:

e Reservation model.
e Quota model.
e Ondemand.

Vim.Rrm.002 When a reservation model is used, the VIM shall support the capability to ensure that resources are
allocated or updated from a resource reservation, when processing virtualised resource allocation or
update requests.

Vim.Rrm.003 When a reservation model is used, the VIM shall support the capability to infer information about what
reservation is applicable by using input information received with the allocation or update request.

Vim.Rrm.004 When a reservation model is used and explicit reservation identification is indicated, the VIM shall
support the capability to use such information to map to the applicable resource reservation.

Vim.Rrm.005 When a reservation model is used and explicit reservation identification is not indicated, the VIM shall
support the capability to map to the applicable reservation by using other information such as
consumer/tenant identification (see note).

Vim.Rrm.006 The VIM shall support the capability to consider affinity/anti-affinity rules for resource reservation
management.

Vim.Rrm.007 The VIM shall support the capability to notify the change regarding to virtualised resource reservation.

NOTE: In this case of so-called "implicit reservation identification", the reservation identified has been reserved by the

NFVO as a single bulk of resources, and successive allocations consume from that bulk.
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8.2.3 Functional requirements for virtualised resource and NFVI capacity
management
Table 8.2.3-1: Functional requirements for virtualised resource capacity management
Numbering Functional requirements description
Vim.Vrcm.001 |The VIM shall support the capability to collect and maintain information regarding the capacity of the
NFVI it manages (see note 1).
Vim.Vrem.002 |The VIM shall support the capability to provide information related to available, allocated, reserved
and all virtualised resource capacity.
Vim.Vrem.003 |The VIM shall support the capability to provide the notification of the change(s) related to the capacity
of the virtualised resource which are managed by it.
Vim.Vrcm.004  |The VIM shall support the capability to provide information about NFVI-PoP(s) it administers, such as
network connectivity endpoints and geographical location.
Vim.Vrem.005 |The VIM shall support the capability to provide information about resource zones in the NFVI that it
uses for its virtualised resources (see note 2).
Vim.Vrcm.006 |The VIM shall support the capability to get information from the PIM about the resource zones in the
NFVI that it uses for its virtualised resources (see note 2).
NOTE 1: For the purpose of collecting and maintaining information about NFVI capacity, the VIM can interact with PIM
to collect information about available physical resources in the NFVI-PoP(s), e.g. inventory information.
NOTE 2: NFVI can contain one or multiple NFVI-PoPs. In case of multiple NFVI-PoPs, resource zones within all
NFVI-PoPs shall be considered.

Table 8.2.3-2: Functional requirements for NFVI capacity management

Numbering Functional requirements description

Vim.Ncm.001  |The VIM shall support the capability to provide information related to available, allocated, reserved
and total NFVI capacity (including compute hosts).

Vim.Ncm.002  |The VIM shall support the capability to provide the notification related to the changes of NFVI capacity
information.

Vim.Ncm.003  |The VIM shall support the capability to collect and maintain information about physical resources in
the NFVI for calculating or estimating total NFVI capacity (see note 1).

Vim.Ncm.004  |The VIM shall support the capability to subscribe to notifications related to any changes in the

underlying physical resources that can impact total NFVI capacity (see notes 1 and 2).

NOTE 2: For

NOTE 1: Information about the physical resources' capabilities and usage managed by the PIM can be used by the
VIM in determining NFVI capacity.

example, some hardware or software resources in the NFVI can be subject to fault, failure or

maintenance, thereby making them unavailable for provisioning and allocation.

8.2.4

Functional requirements for virtualised resource performance

management

Table 8.2.4-1: Functional requirements for virtualised resource performance management

Numbering Functional requirements description

Vim.Vrpm.001 |[The VIM shall support the capability to collect performance information related to virtualised resources
(see note 1).

Vim.Vrpm.002 |[The VIM shall support the capability to notify regarding the performance information on the virtualised
resources that are allocated (see note 1).

Vim.Vrpm.003 |The VIM shall support the capability of virtualised resource performance management in response to the
request (see note 2).

NOTE 1: Virtualised resource performance information can include the virtualised resource consumption level, such as

NOTE 2:

Central Processing Unit (CPU) utilization, memory usage, bandwidth consumption and power/energy
consumptions.
The performance management can include creation, update, query and deletion of PM job or thresholds.
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8.2.5 Functional requirements for virtualised resource fault management

Table 8.2.5-1: Functional requirements for virtualised resource fault management

Numbering Functional requirements description

Vim.Vrfm.001 The VIM shall support the capability to collect fault information related to virtualised resources (see
note 1).

Vim.Vrfm.002 The VIM shall support the capability to notify regarding the fault information on virtualised resources
that are allocated (see note 2).

Vim.Vrfm.003 The VIM shall support the capability to notify changes in fault information on virtualised resources (see
note 2).

Vim.Vrfm.004 The VIM shall support the capability to perform automated or on-demand corrective operations on
virtualised resources failure.

Vim.Vrfm.005 The VIM shall support the capability to provide fault information on virtualised resources that are
allocated in response to a query (see note 2).

NOTE 1: The virtualised resources fault can include virtualisation container crashes, virtual network ports errors,
virtualisation containers to storage disconnection, etc.

NOTE 2: The fault information related to virtualised resources can include the information related to the alarm
(e.g. alarm created, alarm cleared, etc.), alarm causes and identification of the virtualised resources causing
the alarm, and so on.

8.2.6 Functional requirements for virtualised resource information
management

Table 8.2.6-1: Functional requirements for virtualised resource information management

Numbering Functional requirements description

Vim.Vrim.001 The VIM shall support the capability of providing information on virtualised resource that can be
consumed within its area of responsibility (see note 1).

Vim.Vrim.002 The VIM shall support the capability to notify the change of information on virtualised resources that
can be consumed within its area of responsibility.

Vim.Vrim.003 The VIM shall support the capability to hold information about which vNICs of virtualised compute
resources (i.e. VMs) are connected to specific infrastructure provider networks. See note 2.

NOTE 1: Virtualised resource Information provided by the VIM can include the description on the characteristic of the
virtualised resource that can be consumed, such as virtualised resource configurations (virtual CPU
configurations, types of network connectivity (e.g. L2, L3), size of virtual memory, types and size of virtualised
storage resource, etc.), and/or templates (e.g. a virtual machine with 2 virtual CPUs and 2 GB of virtual
memory), and so on.

NOTE 2: This information can be maintained to help ensure proper network isolation between VM-based and
bare-metal CIS clusters by keeping the networks for respective CIS cluster nodes isolated.

8.2.7 Functional requirements for virtualised resource configuration
management

Table 8.2.7-1: Functional requirements for virtualised resource configuration management

Numbering Functional requirements description

Vim.Vrcm.001 The VIM shall support the capability of configuration management of an individual virtualised resource
using specific deployment configuration information received (see note).

Vim.Vrcm.002 The VIM should support the capability of configuration management of a set of related virtualised
resources using specific deployment configuration information received (see note).

NOTE: The deployment of specific configuration information can include: Internet Protocol (IP) address types and
range, subnet, ports, other guest Operating System (OS) configuration and so on.
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8.2.8 Functional requirements for NFP management

Table 8.2.8-1: Functional requirements for NFP management

Numbering Functional requirements description

Vim.Nfpm.001 The VIM shall support the capability of management of NFPs, including creating, updating, and
deleting an NFP.

Vim.Nfpm.002 The VIM shall support the capability to provide fault notification about the virtualised resources
(e.g. CP, virtual network) associated with a specific NFP instance (see note).

Vim.Nfpm.003 The VIM shall validate that the classification and selection rule update does not impact the running
classification and selection rules applied to the NFP instance.

NOTE: For example, when a CP instance of an NFP instance is failed, VIM notifies NFVO, and then NFVO disables
an NFP or updates the rules applied to the NFP instances.

8.2.9 Functional requirements for quota management

Table 8.2.9-1: Functional requirements for quota management

Numbering Functional requirements description

Vim.Qm.001 |The VIM shall support the capability to reject virtualised resource allocation requests causing a quota to
be exceeded.

Vim.Qm.002 |The VIM shall support the capability to create resource quota for the consumer of the virtualised
resources (e.g. Tenant).

Vim.Qm.003 |The VIM shall support the capability to update the resource quota for the consumer of the virtualised
resources (e.g. Tenant) of the virtualised resource.

Vim.Qm.004 |The VIM shall support the capability to delete the resource quota for the consumer of the virtualised
resources (e.g. Tenant).

Vim.Qm.005 |The VIM shall support the capability to provide information on the resource quota for the consumer of
the virtualised resources.

Vim.Qm.006 |The VIM shall support the capability to notify the changes of the information on the resource quota for
the consumer of the virtualised resources.

8.2.10 Functional requirements for virtualised resource energy
management

Table 8.2.10-1: Functional requirements for virtualised resource energy management

Numbering Functional requirements description

Vim.Vrem.001 The VIM shall support the capability of managing the power/energy states of managed virtualised
resources.
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8.3 Functional requirements for physical resource management

8.3.1 Functional requirements for physical resource performance
management

Table 8.3.1-1: Functional requirements for physical resource performance management

Numbering Functional requirements description

Vim.Prpm.001 The VIM shall support the capability of collection of performance information related to software and
hardware resources within the NFVI (see notes 1 and 2).

NOTE 1: Hardware resources within the NFVI refer to physical compute, storage, and networking resources. Software
resources refer to software components within the NFVI (e.g. a hypervisor) but do not refer to the VNF's
software. Hardware resources and their associated software components in the NFVI are termed as physical
resources and are managed by the PIM.

NOTE 2: Performance information related to physical resource within the NFVI can include software and hardware
resource consumption level, such as physical memory consumption, CPU power consumption, Peripheral
Component Interface express (PCle) bandwidth consumption.

8.3.2 Functional requirements for physical resource fault management

Table 8.3.2-1: Functional requirements for physical resource fault management

Numbering Functional requirements description

Vim.Prfm.001 |The VIM shall support the capability to correlate fault information on virtualised resources with fault
information related to underlying used software and hardware resources within the NFVI (see note 1).

Vim.Prfm.002 |The VIM shall support the capability of collection of fault information related to software and hardware
resources within the NFVI (see note 2).

NOTE 1: Hardware resources within the NFVI refer to physical compute, storage, and networking resources. Software
resources refer to software components within the NFVI (e.g. a hypervisor) but do not refer to the VNF's
software. Hardware resources and their associated software components in the NFVI are termed as physical
resources and are managed by the PIM.

NOTE 2: The physical resources fault can include suspension of the underlying OS, physical network disconnection due
to a Network Interface Controller (NIC) failure, etc.

8.3.3 Functional requirements for physical resource management

Table 8.3.3-1: Functional requirements for physical resource management

Numbering Functional requirements description

Vim.Prm.001  |The VIM shall support the capability to issue requests to the PIM in order to provision physical resources
needed by the virtualised resources, identify current physical resources provisioned for the virtualised
resources, update current physical resources provisioned for virtualised resources or release physical
resources that had been allocated to the virtualised resources.

Vim.Prm.002  |The VIM shall support the capability to receive notifications about the physical resources that are
allocated to or released from the virtualised resources it manages.

Vim.Prm.003  |The VIM shall support the capability to provide specific deployment configuration to the PIM for physical
resources related to the virtualised resources managed by the VIM.

Vim.Prm.004  |The VIM function shall support the capability to maintain the mapping between virtualised resources and
underlying physical resources (see note).

NOTE: The VIM maintains the mapping between physical resources and the virtualised resources in order to, for
example:
- Map physical resources fault information, performance information and change notifications to
corresponding virtualised resources.
- Request management of physical resources to support current virtualised resources, instantiate new
virtualised resources, terminate existing instantiated virtualised resources, and internal connectivity
among the virtualised resources.
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Functional requirements for physical resource information
management

Table 8.3.4-1: Functional requirements for physical resource information management

Numbering

Functional requirements description

Vim.Prim.001

The VIM shall support the capability to query information from the PIM regarding available physical
resources (inventory and topology) managed by the PIM.

Vim.Prim.002

The VIM shall support the capability to receive notifications from the PIM regarding the changes of the
information on available physical resources managed by the PIM.

8.4

Functional requirements for security consideration

Table 8.4-1: Functional requirements for security consideration

Numbering

Functional requirements description

Vim.Sc.001

The VIM shall support the capability to validate that the received message is from an authenticated and
authorized consumer.

Vim.Sc.002

The VIM shall support the capability to verify the integrity of the received message.

Vim.Sc.003

The VIM shall support the capability to encrypt the sent message or decrypt the received message using
negotiated key and algorithm to or from an authenticated and authorized consumer or producer.

8.5

Functional requirements for software image management

NOTE: The softwareimage(s) is/are at virtualisation container level, e.g. Virtua Machine (VM) or OS container
images.
Table 8.5-1: Functional requirements for software image management
Numbering Functional requirements description
Vim.Sim.001  |The VIM shall support the capability of management of VM software images as requested.
Vim.Sim.002  |The VIM shall support the capability to verify the integrity and authenticity of the VM software images.
Vim.Sim.003  |The VIM should support the capability to manage multiple versions of VM software images.
Vim.Sim.004  |The VIM shall support the capability to provide the information on the VM software images which it
manages.

8.6

Functional requirements for NFV acceleration management

Table 8.6-1: Functional requirements for NFV acceleration management

Numbering

Functional requirements description

Vim.NfvAm.001 |The VIM shall support the management of the NFV acceleration resources (see note 1).

Vim.NfvAm.002 |The VIM shall support the capability to retrieve feature related information provided by the NFV

acceleration resources.

Vim.NfvAm.003 [The VIM shall support the capability to provide acceleration capability information to NFVO (see

note 2).

Vim.NfvAm.004 [The VIM shall support the capability to translate the acceleration capability requirement

(e.g. bandwidth value) into acceleration resource context (e.g. number of Field Programmable Gate
Array (FPGA) blocks).

NOTE 1: Acceleration resource management in VIM includes discovery, allocation, release, reprogram, etc. of
acceleration resources in NFVI.
NOTE 2: The information can include type, capacity, NUMA support, etc.
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8.7 Functional requirements for multi-tenancy

Table 8.7-1: Functional requirements for multi-tenancy

Numbering Functional requirements description

Vim.Mtm.001  [The VIM shall support the capability of management of infrastructure tenants (see note 1).

Vim.Mtm.002 |The VIM shall support the capability to identify software images assigned to an infrastructure tenant and
software images shared among infrastructure tenants.

Vim.Mtm.003 |The VIM shall support the capability to allow an infrastructure tenant to instantiate virtual resources
using its own private software images or shared software images.

Vim.Mtm.004 |The VIM shall support the capability to limit the scope of operations only to the infrastructure resource
groups assigned to the requesting infrastructure tenant.

NOTE 1: The management of tenants include:
- create, read, update, delete tenants;
- associate a tenant to one or more "infrastructure resource groups" managed by a VIM.

NOTE 2: A software image which is assigned to a single tenant is commonly referred to as a private software image of
this tenant. A software image which is assigned to all tenants is commonly referred to as a public software
image. A software image which is assigned to more than one tenant is commonly referred to as a shared
software image.

8.8 Functional requirements for compute host reservation
management

Table 8.8-1: Functional requirements for compute host reservation management

Numbering Functional requirements description

Vim.Chrm.001  |The VIM shall support the capability of compute host reservation management (see note).

Vim.Chrm.002  |The VIM shall support the capability to notify changes of reserved compute host(s).

NOTE: The management includes the creation, update, query and termination of compute host reservation(s).

8.9 Functional requirements for policy management
Table 8.9-1: Functional requirements for policy management
Numbering Functional requirements description
Vim.Plcm.001 The VIM shall support the capability to report the conflicted NFV-MANO policies it detects (see
note).
Vim.Plcm.002 The VIM shall support the capability to enforce NFV-MANO policies.

NOTE:  The conflicted NFV-MANO policies include policies applied in virtualised resource management (resource
allocation, reservation, quota management and capacity management).

8.10  Functional requirements for virtualised resource Snapshots

Table 8.10-1: Functional requirements for virtualised resource Snapshots

Numbering Functional requirements description
Vim.VrSnap.001 The VIM shall utilize the Snapshot capabilities supported by the virtualisation
technologies (see note).
Vim.VrSnap.002 The VIM shall support the creation of and reversion to a Snapshot of virtualised
resources.

NOTE: Snapshot capabilities include configuration of the snapshot operation such as specifying resources to be
included, specifying if an instance shall be stopped/halted after snapshot creation, specifying the path for
saving snapshots.
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8.11  Functional requirements for management of connectivity for
Multi-Site services

Table 8.11-1: Functional requirements for management and connectivity for Multi-Site services

Numbering Functional requirements description

Vim.Mss.001 |The VIM shall support the capability to manage virtualised network resources for connectivity of the
NFVI-PoP to/from WAN.

Vim.Mss.002 |The VIM shall support the capability to update existing virtualised network resources within the
NFVI-PoP to connect to a WAN virtualised network resource enabling connectivity to/from the WAN.

Vim.Mss.003  |The VIM shall support the capability to update existing virtualised network resource within the
NFVI-PoP to reconnect from a WAN virtualised network resource to another WAN virtualised network
resource.

Vim.Mss.004 |The VIM shall support the capability to manage virtualised network resources for overlay or inter-AS
connections to/from other NFVI-PoPs.

Vim.Mss.005 |The VIM shall support the capability to provide information about the connectivity of the NFVI-PoP
to/from external networks (e.g. WAN).

Vim.Mss.006 |The VIM shall support the capability to provide information about the association of the virtualised
network resource within the NFVI-PoP with the internal-to-external NFVI-PoP interconnection.

Vim.Mss.007  |The VIM shall support the capability to interact with the PIM function for management of the NFVI-PoP
network gateway.

NOTE: NFVI-PoP network gateway management includes provisioning, configuration and lifecycle management of
physical network resource(s) serving as the NFVI-PoP network gateway.

8.12  Functional requirements related to data flow mirroring

Table 8.12-1: Functional requirements related to data flow mirroring

Numbering Functional requirements description

Vim.Dfm.001 The VIM shall support the capability to manage data flow mirror jobs (see note).

NOTE: The management of data flow mirroring jobs includes the creation, deletion, update and query of information of
data flow mirroring job.

9 Architectural level Requirements

9.1 General guidelines for NFV management and orchestration
interface design

This clause defines general interface guidelines applicable to all NFV-MANO interfaces.

These guidelines are applicable for interface specifications.

Table 9.1-1: General guidelines for NFV management and orchestration interface design

Numbering Guideline description

Inf.NfvMoidG.001  |The interface should be self-contained enabling easy implementation and maintenance (see note).

Inf.NfvMoidG.002  |The interfaces should be based on standardized specification, which does not allow room for
interpretation.

NOTE: Self-contained implies that the specification should not refer or depend on the specifications of another one.
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General requirements to NFV management and

orchestration interface design

This clause defines general interface requirements applicable to all NFV-MANO interfaces.

NOTE:

The requirements for individual interfaces will not be covered in this clause.

These requirements are applicable for interface specifications.

Table 9.2-1: General requirements to NFV management and orchestration interface design

Numbering

Requirements description

Inf.NfvMoid.001

The interface shall provide an extension mechanism.

Inf.NfvMoid.002

The interface extension mechanism should support the addition of private extensions.

Inf.NfvMoid.003

The interface specification shall identify for each information element and attribute whether is
mandatory or optional in the context where it is used (see note 4).

Inf.NfvMoid.004

The interface specification shall contain the complete specification of all mandatory information
elements necessary for interoperability at the interface.

Inf.NfvMoid.005

Entity names (see note 5) shall be unique across all entity types and all reference points in a given
naming domain (see note 1).

Inf.NfvMoid.006

Entity names (see note 5) shall not embed any information beyond the name itself (see note 2).

Inf.NfvMoid.007

An entity (see note 5) shall have the same name across all reference points that it appears.

Inf.NfvMoid.008

A common filtering description shall be used across all NFV interface operations having a filter input
parameter (see note 3).

NOTE 1:

The extent of a naming domain is a deployment decision which can potentially cover multiple instances of the

various NFV reference architecture FBs.

NOTE 2:

For example, it is not recommended to embed location or containment hierarchy in an entity names (such

information should be kept in separate attributes).

NOTE 3:

Only a subset of the filtering capability might be needed for a given operation. Typical filtering might be entity

list or type matching, template matching or attribute value matching.

NOTE 4:

A context is either a set of input/output information elements for an operation or a set of attributes within a

structured information element.

NOTE 5:

Depending on the actual communication solution, an entity may take different forms (e.g. a parameter in a
message, a field in a URI, etc.). Consequently, its name may take different forms as well (e.g. a field or
parameter tag).

9.3

General requirements for NFV management and
orchestration services

Table 9.3-1: General requirements for NFV management and orchestration services

Numbering

Guideline description

Mano.NfvMos.001

The NFV-MANO shall enable the discovery and retrieval of information regarding management
and orchestration related interfaces, including all information necessary for their usage
(e.g. interface endpoint address).

9.4

General requirements for multi-tenancy

Table 9.4-1: General requirements for multi-tenancy

Numbering

Functional requirements description

Nfv.Mtm.001

A consumer of an interface which supports multi-tenancy shall provide the identification of an
appropriate tenant (infrastructure tenant, VNF tenant or NS tenant) when performing an operation.
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10 Functional requirements for NFV-MANO as managed
entities

10.1  Functional requirements for management of NFVO as a
managed entity

Table 10.1-1: Functional requirements for management of NFVO as a managed entity

Identifier Functional requirement description
Nfvo.Oam.001 |The NFVO as a managed entity shall support NFV-MANO fault management by a managing entity.
Nfvo.Oam.002 |The NFVO as a managed entity shall support NFV-MANO performance management by a managing
entity.
Nfvo.Oam.003 |The NFVO as a managed entity shall support NFV-MANO configuration and information
management by a managing entity.
Nfvo.Oam.004 |The NFVO as a managed entity shall support NFV-MANO state management by a managing entity.
Nfvo.Oam.005 |The NFVO as a managed entity shall support NFV-MANO log management by a managing entity.

10.2  Functional requirements for management of VNFM as a
managed entity

Table 10.2-1: Functional requirements for management of VNFM as a managed entity

Identifier Functional requirement description
Vnfm.0Oam.001 The VNFM as a managed entity shall support NFV-MANO fault management by a managing
entity.
Vnfm.0am.002 The VNFM as a managed entity shall support NFV-MANO performance management by a
managing entity.
Vnfm.0am.003 The VNFM as a managed entity shall support NFV-MANO configuration and information
management by a managing entity.
Vnfm.Oam.004 The VNFM as a managed entity shall support NFV-MANO state management by a managing
entity.
Vnfm.Oam.005 The VNFM as a managed entity shall support NFV-MANO log management by a managing entity.

10.3  Functional requirements for management of VIM as a
managed entity

Table 10.3-1: Functional requirements for management of VIM as a managed entity

Identifier Functional requirement description
Vim.Oam.001 [The VIM as a managed entity shall support NFV-MANO fault management by a managing entity.
Vim.Oam.002 |The VIM as a managed entity shall support NFV-MANO performance management by a managing
entity.
Vim.0am.003 |The VIM as a managed entity shall support NFV-MANO configuration and information management
by a managing entity.
Vim.Oam.004 [The VIM as a managed entity shall support NFV-MANO state management by a managing entity.
Vim.Oam.005 [The VIM as a managed entity shall support NFV-MANO log management by a managing entity.
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10.4  Functional requirements for management of WIM as a
managed entity
Table 10.4-1: Functional requirements for management of WIM as a managed entity
Identifier Functional requirement description
Wim.Oam.001 |The WIM as a managed entity shall support NFV-MANO fault management by a managing entity.
Wim.Oam.002 |The WIM as a managed entity shall support NFV-MANO performance management by a managing
entity.
Wim.Oam.003 |The WIM as a managed entity shall support NFV-MANO configuration and information
management by a managing entity.
Wim.Oam.004 |The WIM as a managed entity shall support NFV-MANO state management by a managing entity.
Wim.Oam.005 |The WIM as a managed entity shall support NFV-MANO log management by a managing entity.
10.5 Functional requirements for management of CISM as a
managed entity
Table 10.5-1: Functional requirements for management of CISM as a managed entity
Identifier Functional requirement description
Cism.0am.001 |The CISM as a managed entity shall support NFV-MANO fault management by a managing entity.
Cism.0am.002 |The CISM as a managed entity shall support NFV-MANO performance management by a
managing entity.
Cism.0am.003 |[The CISM as a managed entity shall support NFV-MANO configuration and information
management by a managing entity.
Cism.0am.004 |The CISM as a managed entity shall support NFV-MANO state management by a managing entity.
Cism.0am.005 |The CISM as a managed entity shall support NFV-MANO log management by a managing entity.
10.6  Functional requirements for management of CIR as a
managed entity
Table 10.6-1: Functional requirements for management of CIR as a managed entity
Identifier Functional requirement description
Cir.Oam.001 The CIR as a managed entity shall support NFV-MANO fault management by a managing entity.
Cir.Oam.002 The CIR as a managed entity shall support NFV-MANO performance management by a
managing entity.
Cir.0am.003 The CIR as a managed entity shall support NFV-MANO configuration and information
management by a managing entity.
Cir.0am.004 The CIR as a managed entity shall support NFV-MANO state management by a managing entity.
Cir.Oam.005 The CIR as a managed entity shall support NFV-MANO log management by a managing entity.
10.7  Functional requirements for management of CCM as a
managed entity
Table 10.7-1: Functional requirements for management of CCM as a managed entity
Identifier Functional requirement description
Ccm.Oam.001 The CCM as a managed entity shall support NFV-MANO fault management by a managing entity.
Ccm.Oam.002 The CCM as a managed entity shall support NFV-MANO performance management by a
managing entity.
Ccm.0Oam.003 The CCM as a managed entity shall support NFV-MANO configuration and information
management by a managing entity.
Ccm.Oam.004 The CCM as a managed entity shall support NFV-MANO state management by a managing
entity.
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Identifier Functional requirement description

Ccm.Oam.005 The CCM as a managed entity shall support NFV-MANO log management by a managing entity.

10.8  Functional requirements for management of MDAF as a
managed entity

Table 10.8-1: Functional requirements for management of MDAF as a managed entity

Identifier Functional requirement description

Mdaf.Oam.001 The MDAF as a managed entity shall support NFV-MANO fault management by a managing
entity.

Mdaf.Oam.002 The MDAF as a managed entity shall support NFV-MANO performance management by a
managing entity.

Mdaf.0Oam.003 The MDAF as a managed entity shall support NFV-MANO configuration and information
management by a managing entity.

Mdaf.Oam.004 The MDAF as a managed entity shall support NFV-MANO state management by a managing
entity.

Mdaf.Oam.005 The MDAF as a managed entity shall support NFV-MANO log management by a managing
entity.

10.9  Functional requirements for management of intent
management function as a managed entity

Table 10.9-1: Functional requirements for management of intent management function
as a managed entity

Identifier Functional requirement description

IM.Oam.001 The intent management function as a managed entity shall support NFV-MANO fault
management by a managing entity.

IM.Oam.002 The intent management function as a managed entity shall support NFV-MANO performance
management by a managing entity.

IM.Oam.003 The intent management function as a managed entity shall support NFV-MANO configuration
and information management by a managing entity.

IM.Oam.004 The intent management function as a managed entity shall support NFV-MANO state
management by a managing entity.

IM.Oam.005 The intent management function as a managed entity shall support NFV-MANO log
management by a managing entity.

10.10 Functional requirements for management of PIM as a
managed entity

Table 10.10-1: Functional requirements for management of PIM as a managed entity

Identifier Functional requirement description

Pim.Oam.001 The PIM as a managed entity shall support NFV-MANO fault management by a managing
entity.

Pim.0Oam.002 The PIM as a managed entity shall support NFV-MANO performance management by a
managing entity.

Pim.0Oam.003 The PIM as a managed entity shall support NFV-MANO configuration and information
management by a managing entity.

Pim.Oam.004 The PIM as a managed entity shall support NFV-MANO state management by a managing
entity.

Pim.Oam.005 The PIM as a managed entity shall support NFV-MANO log management by a managing entity.
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11 Functional requirements for WIM

11.1  General considerations
The following statement on the scope of WIM appliesto al WIM related requirements:

e  TheWIM provides and manages connectivity between NFVI-PoPsin support for multi-site services.

11.2  Functional requirements related to virtualised resource
management

11.2.1 Functional requirements for virtualised resource management

Table 11.2.1-1: Functional requirements for virtualised resource management

Numbering Functional requirements description
Wim.Vim.0o1 The WIM shall support management of virtualised network resources for connectivity amongst
' ' NFVI-PoP over WAN infrastructure (see note).

NOTE: The resource management includes allocation, termination, update, etc. of virtualised resources in the WAN
infrastructure.

11.2.2 Functional requirements for resource reservation management

Table 11.2.2-1: Functional requirements for resource reservation management

Numbering Functional requirements description

Wim.Rrm.001 [The WIM shall support the capability to manage resources according to different resource commitment
models (see clause 5.1 for the basic concept of the resource model), as follows:

e Reservation model (see note 1).

¢ Quota model (see note 2).

e Ondemand (see note 3).

NOTE 1: The reservation model is used when virtualised network resources in the WAN are added in advance of their
usage (e.g. redundancy, healing).

NOTE 2: The quota model is used when a particular consumer is limited to a defined amount or a percentage of
resources.

NOTE 3: The resources are committed when a connectivity amongst NFVI-PoPs is instantiated or scaled out, as long as
there are available resources for consumption.

11.2.3 Functional requirements for virtualised resource fault management

Table 11.2.3-1: Functional requirements for virtualised resource fault management

Numbering Functional requirements description

Wim.Vrfm.001 |The WIM shall support the capability to report alarms about faulty virtualised network resources in the
WAN.
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11.2.4 Functional requirements for virtualised resource information

management

Table 11.2.4-1: Functional requirements for virtualised resource information management

Numbering Functional requirements description

Wim.Vrim.001 [The WIM shall support the capability to provide information about the virtual network resources of the

WAN (see note 1).

Wim.Vrim.002 |The WIM shall support the capability to provide information about the connectivity support on the WAN.

Wim.Vrim.003 [The WIM shall have the capability of QoS information management for virtualised network resources of

the WAN (see note 2).

NOTE 1:
NOTE 2:

The virtual network resources include e.g. topology, bandwidth, etc.
The QoS information includes e.g. bitrate, latency, delay, jitter, etc.

11.3

Functional requirements related to physical resources
management

11.3.1 Functional requirements for physical resources management

Table 11.3.1-1: Functional requirements for physical resources management

Numbering Functional requirements description

Wim.Prm.01 The WIM shall support the capability of device-level management of the NFVI-PoP network gateway

(see notes 1 and 2).

Wim.Prm.02 The WIM shall support the capability to manage networking capabilities of the NFVI-PoP network

gateway (see notes 1 and 3).

Wim.Prm.03 The WIM shall support the capability to manage and configure PE and P network elements (see note 4).

NOTE 1:

NOTE 2:
NOTE 3:

NOTE 4:

The management system for the Intra-NFVI-PoP network configuration of the NFVI-PoP network gateway can
be different from the management system used for the Inter-NFVI-PoP network configuration of the same
NFVI-PoP network gateway system.

The NFVI-PoP network gateway is managed by the PIM.

Networking capabilities concern network provisioning such as configuration for the NFVI-PoP network gateway
to enable the connectivity to multi-site connectivity services on the transport network.

Management interactions can be supported via SDN controllers exposing standard interfaces.

12

12.1

Functional requirements for CISM function

General considerations

The following statement on the scope of the CISM function, part of NFV-MANO, appliesto al CISM related
requirements:

The CISM isresponsible for the deployment, monitoring, and lifecycle management of containerized
workloads as MCIOs running in OS containers.

The CISM exposes corresponding APIsto its consumers and translates incoming requests into operations
which are enforced towards the CIS.

The CISM isfurther responsible to use information from declarative descriptors and configuration files of the
containerized workloads.

The CISM function is exposing OS container management service interfaces on different abstraction levels:

The " OS container workload management service" exposes a management service interface on MCIOP
abstraction level.
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e  The"OS container compute/storage/network management services' expose management service interfaces on
MCIO abstraction level.

More detailed information about the CISM services related to containerized workloads and the OS container NFV
object model is provided in ETSI GSNFV-IFA 040 [i.22].

With respect to the CIS cluster management, the following statements on the scope of the CISM function apply:
. The CISM isresponsible for the lifecycle management of CIS instancesin a CIS cluster.
. The CISM isresponsible for the deployment of CIS cluster objects as MCCOs.

e  The CISM exposes corresponding APIsto its consumers and translates incoming request into operations which
are enforced towards the CIS.

. The CISM isfurther responsible to use information from declarative descriptors and configuration files of the
managed CIS cluster objects.

More detailed information about the CISM services related to cluster management and the cluster management objects
model is provided in ETSI GS NFV-IFA 036 [i.23].

The functional requirements on the CISM function are grouped into requirements per CISM management service.

12.2  Functional requirements for OS container infrastructure
resource management

Table 12.2-1: Functional requirements for OS container infrastructure resource management

Numbering Functional requirements description

Cism.Irm.001 |The CISM function shall support the capability to request OS container infrastructure resource
management from the CIS that meet the specified compute/storage/network resource requests of the
MCIOs (see note).

Cism.Irm.002 |The CISM function shall support the capability of namespace quota based OS container infrastructure
resource management (see note).

Cism.Irm.003 |The CISM function shall support the capability to enforce affinity and anti-affinity policies for OS container
infrastructure resource management (see note).

Cism.Irm.004 |The CISM shall support the capability to request the schedule and allocation of OS container
infrastructure resources considering power/energy requirements.

NOTE: OS container infrastructure resource management includes allocation, termination, update, etc. of OS
container infrastructure resources.

12.3  Functional requirements for MCIO management

Table 12.3-1: Functional requirements for MCIO management

Numbering Functional requirements description

Cism.Mciom.001 |The CISM function shall support the capability to validate the lifecycle operation requests for MCIOs it
processes, using information specified in declarative descriptors.

Cism.Mciom.002 |The CISM function shall support the capability to manage the creation of MCIOs whose declarative
descriptors specify compute/storage/network resource requests.

Cism.Mciom.003 |The CISM function shall support the capability to manage the modification of the desired state of
MCIOs whose declarative descriptors specify compute/storage/network resource requests.

Cism.Mciom.004 |The CISM function shall support the capability to manage the modification of the actual state of MCIOs
whose declarative descriptors specify compute/storage/network resource requests.

Cism.Mciom.005 |The CISM function shall support the capability to manage the replacement of MCIOs whose
declarative descriptors specify compute/storage/network resource requests.

Cism.Mciom.006 |The CISM function shall support the capability to manage the deletion of MCIOs whose declarative
descriptors specify compute/storage/network resource requests.

Cism.Mciom.007 |The CISM function shall support the capability to provide information about the actual and desired
state of MCIOs whose declarative descriptors specify compute/storage/network resource requests.

Cism.Mciom.008 |The CISM function shall support the capability to list MCIOs whose declarative descriptors specify
compute/storage/network resource requests.
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Numbering

Functional requirements description

Cism.Mciom.009

The CISM function shall support the capability to notify on events of changes of the desired or actual
state of MCIOs whose declarative descriptors specify compute/storage/network resource requests.

Cism.Mciom.010

The CISM function shall support the capability to subscribe to notifications on changes of the desired
or actual state of MCIOs whose declarative descriptors specify compute/storage/network resource
requests.

12.4

Functional requirements for management of containerized

workloads based on MCIOPs

Table 12.4-1: Functional requirements for management of
containerized workloads based on MCIOPs

Numbering Functional requirements description

Cism.Cwm.001 |The CISM function shall support the capability to validate the lifecycle operation requests for
containerized workloads it processes, using information specified in the MCIOP.

Cism.Cwm.002 |The CISM function shall support the capability to manage the instantiation of containerized workloads
based on a MCIOP.

Cism.Cwm.003 |The CISM function shall support the capability to provide information about containerized workloads
based on a MCIOP.

Cism.Cwm.004 |The CISM function shall support the capability to manage the modification of containerized workloads
based on a MCIOP.

Cism.Cwm.005 |The CISM function shall support the capability to manage the termination of containerized workloads
based on a MCIOP.

Cism.Cwm.006 |The CISM function shall support the capability to extract and modify declarative descriptors of MCIOs
from MCIOPs.

Cism.Cwm.007 |The CISM function shall support the capability to request MCIO management operations from the
CISM service interfaces for compute, storage and network management.

Cism.Cwm.008 |The CISM function shall support the capability to receive run-time data related to containerized
workloads that it has created.

Cism.Cwm.009 |The CISM function shall support the capability to provide information on the mapping relationship
between the containerized workloads based on a MCIOP and associated MCIOs in response to the
query.

Cism.Cwm.010 |The CISM function shall support the capability to notify on events of changes to containerized
workloads based on a MCIOP.

Cism.Cwm.011 |The CISM function shall support the capability to subscribe to notifications on changes to containerized
workloads based on a MCIOP.

Cism.Cwm.012 |The CISM function shall support the capability to evaluate the lifecycle operation requests for
containerized workloads it processes in a dry run mode, using information specified in the MCIOP. See
note.

Cism.Cwm.013 |The CISM function shall support the capability to provide the containerized workloads resource
information based on a MCIOP in response to the evaluation result of MCIOP processing.

NOTE: The dry run mode is a process by which a consumer can get information about how a containerized workload

deployment request is expected to be fulfilled by providing a preview of the deployment without deploying the
corresponding resources on the CIS.

12.5

Functional requirements for OS container configuration

management

Table 12.5-1: Functional requirements for OS container configuration management

Numbering Functional requirements description
Cism.Cm.001 The CISM function shall support the capability to manage the creation of MCIO configurations.
Cism.Cm.002 The CISM function shall support the capability to manage the modification of MCIO configurations.
Cism.Cm.003 The CISM function shall support the capability to manage the replacement of MCIO configurations.
Cism.Cm.004 The CISM function shall support the capability to manage the deletion of MCIO configurations.
Cism.Cm.005 The CISM function shall support the capability to provide information about MCIO configurations.
Cism.Cm.006 The CISM function shall support the capability to list MCIO configurations.
Cism.Cm.007 The CISM function shall support the capability to notify on events of MCIO configuration changes.
Cism.Cm.008 The CISM function shall support the capability to manage the creation of policies for MCIOs.
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Numbering Functional requirements description
Cism.Cm.009 The CISM function shall support the capability to manage the modification of policies for MCIOs.
Cism.Cm.010 The CISM function shall support the capability to manage the replacement of policies for MCIOs.
Cism.Cm.011 The CISM function shall support the capability to manage the deletion of policies for MCIOs.
Cism.Cm.012 The CISM function shall support the capability to provide information about MCIO policies.
Cism.Cm.013 The CISM function shall support the capability to list MCIO policies.
Cism.Cm.014 The CISM function shall support the capability to notify on events of MCIO policy changes.
Cism.Cm.015 The CISM function shall support the capability to manage the creation of namespace quota.
Cism.Cm.016 The CISM function shall support the capability to manage the modification of namespace quota.
Cism.Cm.017 The CISM function shall support the capability to manage the deletion of namespace quota.
Cism.Cm.018 The CISM function shall support the capability to provide information about namespace quota.
Cism.Cm.019 The CISM function shall support the capability to manage the creation of namespaces.
Cism.Cm.020 The CISM function shall support the capability to manage the deletion of namespaces.
Cism.Cm.021 The CISM function shall support the capability to provide information about namespaces.
Cism.Cm.022 The CISM function shall support the capability to notify on events of namespace quota changes.
Cism.Cm.023 The CISM function shall support the capability to subscribe to notifications on MCIO configuration

changes.

Cism.Cm.024 The CISM function shall support the capability to subscribe to notifications on MCIO policy changes.
Cism.Cm.025 The CISM function shall support the capability to subscribe to notifications on namespace quota

changes.

12.6  Functional requirements for OS container image
management

Table 12.6-1: Functional requirements for OS container image management

Numbering

Functional requirements description

Cism.Cim.001

The CISM function shall support the capability to query the CIR function for information of OS
container images.

12.7  Functional requirements for secondary container cluster
network management

Table 12.7-1: Functional requirements for secondary container cluster network management

Numbering

Functional requirements description

Cism.Sccnm.001

The CISM function shall support the capability to manage attachments to secondary container cluster
internal/external networks.

Cism.Sccnm.002

The CISM function shall support the capability to send notifications in the event of changes for the
secondary container cluster internal/external networks' attachments.

Cism.Sccnm.003

The CISM function shall support the capability to subscribe to notifications on changes for the
secondary container cluster internal/external networks' attachments.

Cism.Sccnm.004

The CISM shall support the capability to attach groups of one or more containers of container-based
VNF to secondary container cluster internal/external networks.
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12.8  Functional requirements for CIS cluster management

12.8.1 Functional requirements for CIS instance management

Table 12.8.1-1: Functional requirements for CIS instance management

Numbering Functional requirements description
Cism.Cim.001 The CISM function shall support the capability to create a CIS instance. See note.
Cism.Cim.002 The CISM function shall support the capability to provide information about a CIS instance. See note.
Cism.Cim.003 The CISM function shall support the capability to modify a CIS instance. See note.
Cism.Cim.004 The CISM function shall support the capability to delete a CIS instance.
Cism.Cim.005 The CISM function shall support the capability to notify on events related to changes to CIS instances.

NOTE: The sets of information characterizing a CIS instance are defined in ETSI GS NFV-IFA 036 [i.23].

12.8.2 Functional requirements for CIS storage management

Table 12.8.2-1: Functional requirements for CIS storage management

Numbering Functional requirements description
Cism.Csm.001 The CISM function shall support the capability to configure into the CISM data related to storage
resources that have been provisioned to the CIS cluster. See note.
Cism.Csm.002 The CISM function shall support providing information about configured and provisioned storage

resources of the CIS cluster.

NOTE: MCCOs can be used to setup such configuration as described in ETSI GS NFV-IFA 036 [i.23].

12.8.3 Functional requirements for CIS configuration management

Table 12.8.3-1: Functional requirements for CIS configuration management

Numbering

Functional requirements description

Cism.Cfgm.001

The CISM function shall support the capability to apply network configuration related to the primary
and secondary container cluster networks.

Cism.Cfgm.002

The CISM function shall support providing information about configured primary and secondary
container cluster networks.

Cism.Cfgm.003

The CISM function shall support the capability to be configured with relevant infrastructure provider
controller information. See note.

NOTE: Examples of infrastructure provider controllers are: controllers related to network resources (e.g. setting up
load balancers) and controllers related to storage resources.

12.8.4 Functional requirements for CIS MCCO management

Table 12.8.4-1: Functional requirements for CIS MCOO management

Numbering

Functional requirements description

Cism.Mccom.001

The CISM function shall support the capability to instantiate MCCOs. See note 2.

Cism.Mccom.002

The CISM function shall support the capability to provide information about instantiated MCCOs. See
note 1.

Cism.Mccom.003

The CISM function shall support the capability to modify instantiated MCCOs. See note 1.

Cism.Mccom.004

The CISM function shall support the capability to delete instantiated MCCOs.

Cism.Mccom.005

The CISM function shall support the capability to notify on events related to changes to instantiated
MCCOs.

NOTE 1: The information characterizing MCCOs is defined in ETSI GS NFV-IFA 036 [i.23].
NOTE 2: This includes e.g. MCCOs triggering the execution of background processes, also referred as daemon objects,
is defined in ETSI GS NFV-IFA 036 [i.23].
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12.9  Functional requirements for OS container workload
performance management

Table 12.9-1: Functional requirements for OS container workload performance management

Numbering Functional requirements description
Cism.WkldPm.001 |The CISM function shall support the capability to monitor the performance of OS container
workload, and issue notifications and provide information related to performance. See notes 1 and
2.
NOTE 1: The monitoring of performance data is typically controlled via PM jobs.
NOTE 2: OS container workload performance information can include resource consumption level, such as CPU,
memory usage, bandwidth consumption, and power/energy consumption.

12.10 Functional requirements for OS container workload fault
management

NOTE: Even though the functional requirements refer to " OS container workload fault management", the scope
of fault management is not restricted to " OS container workloads'. The regquirements and notesin
table 12.10-1 detail further which managed objects are in scope of the CISM.

Table 12.10-1: Functional requirements for OS container workload fault management

Numbering Functional requirements description

Cism.WkldFm.001 [The CISM function shall support the capability to monitor for faults of its managed objects, and
issue natifications and provide information related to faults. See note.

Cism.WkldFm.002 [The CISM function shall support the capability for a consumer to subscribe to notifications related to
fault events.

NOTE: The managed objects to perform fault management by the CISM are OS container workloads and CIS
instances.

13 Functional requirements for CIR function

13.1  General considerations

The following statement on the scope of the CIR function appliesto al CIR related requirements:
. The CIR isresponsible for storing OS Container images and maintaining information of OS Container images.
. The CIR is able to manage OS Container images according to the different roles.
e  AnOS Container image contains all components required to deploy an OS Container on a CIS instance.

More detailed information about the CIR services and the OS container NFV object model is provided in ETSI
GSNFV-IFA 040[i.22].
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13.2  Functional requirements for OS container image

management
Table 13.2-1: Functional requirements for OS container image management
Numbering Functional requirements description
Cir.Cim.001 The CIR function shall support the capability of management of OS container images as requested
(see note).
Cir.Cim.002 The CIR function shall support the capability to verify the integrity of the OS container images.
Cir.Cim.003 The CIR function should support the capability to manage multiple versions of OS container images.
Cir.Cim.004 The CIR function shall support the capability to provide the information on the OS container images
which it manages.
Cir.Cim.005 The CIR function shall support the capability to manage OS container images according to the
different roles.

NOTE: OS container image management includes adding, deleting, etc. of OS container images.

14 Functional requirements for CCM function

14.1 General considerations

The following statements on the scope of the CCM function, part of NFV-MANO, appliesto all CCM related
requirements:

. The CCM isresponsible for the deployment, monitoring and lifecycle management of CIS clusters, the
lifecycle management of CISM instances of the CIS cluster, and alocation of instantiated infrastructure
resources for CIS cluster nodes.

e  The CCM isresponsible for the lifecycle management of MCCO for a CIS cluster, interacting directly with the
CIS cluster nodes or viathe CISM.

e  The CCM exposes corresponding APIs to its consumers and translates incoming reguest into operations which
are enforced towards the required actions to the CIS cluster.

. The CCM is further responsible to use information from declarative descriptors and configuration files of the
CIS cluster.

More detailed information about the CCM services and the CIS cluster NFV object model is provided in ETS
GS NFV-IFA 036 [i.23].

The functional requirements on the CCM function are grouped into requirements per CCM management service.

14.2  Functional requirements for CIS cluster resource
management

Table 14.2-1: Functional requirements for CIS cluster resource management

Numbering Functional requirements description

Ccm.Ciscrm.001 |In the case of VM-based CIS cluster, the CCM function shall support the capability to request
compute, storage and network virtualised resource management from the VIM that fulfils the specified
compute/storage/network resource requests and placement constraints for a CIS cluster. See notes 1,
3,5and 7.

Ccm.Ciscrm.002 |In the case of bare-metal CIS cluster, the CCM function shall support the capability to request
compute, storage and network physical resources management from the PIM that fulfils the specified
compute/storage/network resource requests and placement constraints for a CIS cluster. See notes 2,
3and5.

Ccm.Ciscrm.003 |In the case of a CIS cluster to be deployed as one or more VNF, the CCM function shall support the
capability to request NS lifecycle management from the NFVO that fulfils the specified VNF and NS
requests and placement constraints for a CIS cluster. See notes 3 and 5.

ETSI



80 ETSI GS NFV-IFA 010 V5.3.1 (2025-08)

Numbering

Functional requirements description

Ccm.Ciscrm.004

The CCM function shall support the capability to manage the installation of network-related artefacts
(e.g. executables or plugins) into the CIS cluster nodes to enable container cluster networking, i.e.
primary and secondary container cluster networks.

Ccm.Ciscrm.005

The CCM function shall support the capability to process the information about resource requirements
from the CIS cluster descriptor for performing the necessary resource management for the CIS
cluster.

Ccm.Ciscrm.006

The CCM function shall support the capability to request an operation granting before executing the
CIS cluster lifecycle operation procedure and whenever changes in usage of necessary physical
and/or virtualised compute, storage and network resources is expected. See note 4.

Ccm.Ciscrm.007

The CCM shall support the capability to reuse existing virtual network resources that are managed
externally, and assign them to CIS cluster nodes networks to serve as secondary container cluster
networks. See note 6.

NOTE 1:

Virtualised resource management includes instantiation, termination, update and querying information of

corresponding types of virtualised resources.

NOTE 2:

Physical resources management for bare-metal includes the allocation/un-allocation of compute and storage

resources, and instantiation, termination, update of network connectivity; and the querying of information of
any kind of resource created for and/or assigned to the CIS cluster.

NOTE 3:
NOTE 4:

These requirements are both applicable in the case of hybrid (VM-based and bare-metal) CIS cluster.
The resource management operation procedure includes procedures related to creation, update and deletion

of CIS cluster resource.

NOTE 5

Placement constraints include affinity/anti-affinity constraints among resources and geographic location

information of the resources.

NOTE 6:

This capability applies when virtual network resources need to be reused for both VM-based VNFCs and

VM-based CIS cluster nodes, and there are no strict isolation requirements regarding the networking of CIS
clusters compared to other components in the NFVI.

NOTE 7:

This includes the capability to set up the virtual network resource for the CIS cluster nodes network serving as

a secondary container cluster network. It also applies when virtual network resources need to be reused for
both VM-based VNFCs and VM-based CIS cluster nodes, and there are strict isolation requirements regarding
the networking of CIS clusters compared to other components in the NFVI.

14.3

Functional requirements for CIS cluster configuration

management

Table 14.3-1: Functional requirements for CIS cluster configuration management

Numbering

Functional requirements description

Ccm.Ciscfgm.001

The CCM function shall support the capability to configure the CIS cluster control plane endpoints
with necessary IP and name resolution information.

Ccm.Ciscfgm.002

The CCM function shall support the capability to retrieve cluster-nodes network-related information
about the CIS cluster nodes and configure the CIS cluster nodes with cluster nodes network-related
configuration. See notes 1 and 2.

Ccm.Ciscfgm.003

The CCM function shall support the capability to request the CISM to apply corresponding network
configuration for the primary container cluster network and secondary container cluster networks.
See note 3.

Ccm.Ciscfgm.004

The CCM function shall support the capability to configure the CISM with appropriate infrastructure
provider controller information to enable the CISM to request the creation and setup of necessary
network resources (e.g. external load balancer).

Ccm.Ciscfgm.005

The CCM function shall support the capability to configure the CISM with necessary configuration
about access control. See note 4.

Ccm.Ciscfgm.006

The CCM function shall support the capability to configure the CISM with provisioned storage
resources for the CIS cluster.

NOTE 1:
NOTE 2:

The configuration can be performed statically and dynamically.
"cluster nodes network-related information and configuration" includes items related to the connectivity of the

CIS cluster nodes to the set of cluster nodes networks such as the set of CIS cluster node network interfaces,
requirements about association of specific network interfaces to specific cluster nodes networks, bandwidth
and capabilities of the network interfaces, etc.

NOTE 3:

The configuration can include the association of CIS cluster node network interfaces, network CIDR, types of

overlay network backends, etc.

NOTE 4:

A form of access control is RBAC. MCCOs can be used to setup such configuration as described in ETSI

GS NFV-IFA 036 [i.23].
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14.4  Functional requirements for CIS cluster descriptor
management

Table 14.4-1: Functional requirements for CIS cluster descriptor management

Numbering

Functional requirements description

Ccm.Ccdm.001

The CCM function shall support the capability of management of CIS cluster descriptors (see
notes 1 and 2).

Ccm.Ccdm.002

The CCM function shall support the capability to verify the integrity and authenticity of the CIS
cluster descriptor.

Ccm.Ccdm.003

The CCM function shall support the capability to verify that all mandatory information in the CIS
cluster descriptor is present and complies with the standard for this information.

Ccm.Ccdm.004

The CCM function shall support the capability to notify about the result of management
operations and changes of CIS cluster descriptors.

NOTE 1: The CIS cluster descriptor management can include on-boarding, enable/disable, query, fetch and delete of
CIS cluster descriptor.

NOTE 2: CIS cluster descriptors include: descriptors used for the deployment and lifecycle management of CIS clusters
and descriptors used for the deployment and configuration of additional CIS cluster capabilities and CIS
cluster configurations. Refer to clause 6.1 of ETSI GS NFV-IFA 036 [i.23] for a specified list of descriptors.

14.5  Functional requirements for CIS cluster fault, performance
and capacity management

Table 14.5-1: Functional requirements for CIS cluster fault, performance and capacity management

Numbering

Functional requirements description

Ccm.Cisassu.001

The CCM function shall support the capability to monitor the resources capacity in the CIS cluster and
issue natifications related to capacity events and information. See note 1.

Ccm.Cisassu.002

The CCM function shall support the capability to monitor for faults in the CIS cluster, and issue
notifications and provide information related to alarms and fault events.

Ccm.Cisassu.003

The CCM function shall support the capability to monitor the performance of the CIS cluster, and
issue natifications and provide information related to performance. See note 2.

Ccm.Cisassu.004

The CCM function shall support the capability for a consumer to subscribe to notifications related to
capacity, performance and fault events.

NOTE 1: An example of notification related to capacity information is "an event of shortage of storage capacity".
NOTE 2: The monitoring of performance data is typically controlled via PM jobs.

14.6  Functional requirements for CIS cluster lifecycle
management

Table 14.6-1: Functional requirements for CIS cluster lifecycle management

Numbering

Functional requirements description

Ccm.Cislcm.001

The CCM function shall support the capability to create a CIS cluster. See notes 1, 2 and 3.

Ccm.Cislcm.002

The CCM function shall support the capability to provide information about a CIS cluster and its CIS
cluster nodes. See note 2.

Ccm.Cislcm.003

The CCM function shall support the capability to modify a CIS cluster. See notes 1, 2 and 3.

Ccm.Cislcm.004

The CCM function shall support the capability to delete a CIS cluster.

Ccm.Cislcm.005

The CCM function shall support the capability to notify on events related to changes to a CIS cluster
and its CIS cluster nodes.

NOTE 1: Since the creation and modification of the CIS cluster can consume resources, refer to corresponding CIS
cluster resource management requirements specified in clause 14.2.

NOTE 2: The sets of information characterizing a CIS cluster are defined in ETSI GS NFV-IFA 036 [i.23].

NOTE 3: Creation and modification of a CIS cluster includes determining and managing the proper tagging/labelling of
CIS cluster nodes.
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14.7  Functional requirements for MCCO management

Table 14.7-1: Functional requirements for MCCO management

Numbering

Functional requirements description

Ccm.Mccom.001

The CCM function shall support the capability to install (apply) an MCCO to the CIS cluster. See
notes 1 and 2.

Ccm.Mccom.002

The CCM function shall support the capability to delete an MCCO from the CIS cluster. See note 2.

Ccm.Mccom.003

The CCM function shall support the capability to modify an MCCO installed (applied) in a CIS cluster.
See note 2.

Ccm.Mccom.004

The CCM function shall support the capability to inventory the MCCOs installed (applied) in a CIS
cluster.

Ccm.Mccom.005

The CCM function shall support the capability to provide information about the MCCOs that have been
inventoried.

Ccm.Mccom.006

The CCM function shall support the capability to process the information about resource requirements
from the MCCO declarative descriptor for performing the necessary resources management for the
MCCO.

NOTE 1: Since installing (applying) MCCO to a CIS cluster can consume resources, refer to corresponding CIS cluster
resource management requirements specified in clause 14.2.

NOTE 2: Depending on the capabilities of the CISM, the CCM may realize the capability by also interacting with the
CISM and requesting to "apply" a corresponding MCCO declarative descriptor. Alternatively, certain MCCOs
can also be instantiated on the CIS cluster via a process of "installation" requested by the CCM function
towards the CIS cluster nodes.

14.8  Functional requirements for virtualised resource
performance management

Table 14.8-1: Functional requirements for virtualised resource performance management

Numbering

Functional requirements description

Ccm.Vrpm.001

The CCM function shall support the capability to invoke the virtualised resource performance
management operations on the virtualised resources for the CIS cluster(s) it manages (see note).

Ccm.Vrpm.002

The CCM function shall support the capability to receive performance information related to
virtualised resources for the CIS cluster(s) it manages.

Ccm.Vrpm.003

The CCM function shall support the capability to map to the CIS cluster(s) the received performance
information related to virtualised resources.

NOTE: The virtualised resource performance management can include setting threshold conditions on the
performance information collected by the VIM for specific virtualised resource(s), creating PM jobs by
specifying different limitations and conditions for collecting and reporting of performance information from
specified virtualised resource(s), etc.

14.9  Functional requirements for virtualised resource fault
management

Table 14.9-1: Functional requirements for virtualised resource fault management

Numbering

Functional requirements description

Ccm.Vrfim.001

The CCM function shall support the capability to collect fault information related to the virtualised
resources allocated to CIS cluster(s) that it manages.

Ccm.Vrfm.002

The CCM function shall support the capability to correlate virtualised resource fault information with
the impacted CIS cluster(s) that it manages.
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14.10 Functional requirements for virtualised resource
management

Table 14.10-1: Functional requirements for virtualised resource management

Numbering Functional requirements description

Ccm.Vrm.001 The CCM function shall support the capability to issue requests to the VIM in order to allocate
resources needed for CIS clusters (including connectivity), identify current resource allocations
associated with a particular CIS cluster, update current resources allocated to the CIS cluster or
release resources that had been allocated to a CIS cluster (see note 1).

Ccm.Vrm.002 The CCM function shall support the capability to receive notifications of the resources that are
allocated to or released from specific CIS clusters as well as events and relevant fault reports related
to those resources (see notes 1 and 2).

Ccm.Vrm.003 The CCM function shall support providing deployment-specific configuration information for virtualised
resources related to CIS clusters(s).

Ccm.Vrm.004 The CCM function shall support the capability to maintain the mapping between a CIS cluster and the
virtualised resources of the CIS cluster (see note 3).

Ccm.Vrm.005 The CCM function shall support the capability to request resource allocation for CIS cluster that meet
the requirements specified in CIS cluster descriptors.

Ccm.Vrm.006 The CCM function shall support the capability to provide notifications of changes in virtualised
resources allocated to the CIS clusters it manages due to NFVI operation and maintenance.

NOTE 1: Resources needed for the connectivity of CIS clusters include networks, subnets, ports, routing resources,
addresses, links and forwarding rules, and are used for the purpose of ensuring inter-CIS cluster constituents
(e.g. CIS instances, CISM instances) connectivity.
NOTE 2: Events include NFVI outage and performance related events.
NOTE 3: The CCM function maintains the mapping between virtualised resources and the CIS cluster in order to, for
example:
- Map virtualised resources fault information, performance information and change notifications to
corresponding CIS cluster constituents.
- Request management of virtualised resources to support current CIS cluster constituents, instantiate new
CIS cluster constituents, terminate existing instantiated CIS cluster constituents, and internal connectivity
in the CIS cluster.

14.11 Functional requirements for virtualised resource information
management

Table 14.11-1: Functional requirements for virtualised resource information management

Numbering Functional requirements description

Ccm.Vrim.001 The CCM function should support the capability to query information regarding consumable virtualised
resources that can be provided by the VIM.

Ccm.Vrim.002 The CCM function shall support the capability to receive the notifications regarding the changes of the
information on consumable virtualised resources that can be provided by the VIM.

14.12 Functional requirements for CIS cluster resource energy
management

Table 14.12-1: Functional requirements for CIS cluster resource management

Numbering Functional requirements description

Ccm.Ciscrem.001 |The CCM shall support the capability of managing the power/energy states of CIS cluster nodes.
See note.

NOTE: CCM can interact with infrastructure resource management functions (e.g. VIM) to collect energy related
measurements and perform power state management of the resource(s) realizing the CIS cluster node. See
requirements in clause 14.2.
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14.13 Functional requirements for physical resource management

Table 14.13-1: Functional requirements for physical resource management

Numbering Functional requirements description

Ccm.Prm.001 The CCM function shall support the capability to issue requests to the PIM in order to provision
resources needed for CIS clusters (including connectivity), identify current resources provisioned for a
particular CIS cluster, update current resources provisioned for the CIS cluster or deprovision
resources that had been allocated to a CIS cluster (see note 1).

Ccm.Prm.002 The CCM function shall support the capability to receive notifications of the physical resources that are
allocated to or released from specific CIS clusters.

Ccm.Prm.003 The CCM function shall support providing deployment-specific configuration information to the PIM for
physical resources related to CIS clusters(s).

Ccm.Prm.004 The CCM function shall support the capability to maintain the mapping between a CIS cluster and the
physical resources of the CIS cluster (see note 2).

Ccm.Prm.005 The CCM function shall support the capability to request the PIM to allocate physical resources for
CIS cluster that meet the requirements specified in CIS cluster descriptors.

Ccm.Prm.006 The CCM function shall support the capability to provide notifications of changes in physical resources
allocated to the CIS clusters it manages due to operation and maintenance events associated to
physical resources in the NFVI.

NOTE 1: Resources needed for the connectivity of CIS clusters include networks, subnets, ports, routing resources,
addresses, links and forwarding rules, and are used for the purpose of ensuring inter-CIS cluster constituents
(e.g. CIS instances, CISM instances) connectivity.
NOTE 2: The CCM function maintains the mapping between physical resources and the CIS cluster in order to, for
example:
- Map physical resources fault information, performance information and change notifications to
corresponding CIS cluster constituents.
- Request management of physical resources to support current CIS cluster constituents, instantiate new
CIS cluster constituents, terminate existing instantiated CIS cluster constituents, and internal connectivity
in the CIS cluster.

14.14 Functional requirements for physical resource information
management

Table 14.14-1: Functional requirements for physical resource information management

Numbering Functional requirements description

Ccm.Prim.001 The CCM function shall support the capability to query information from the PIM regarding available
physical resources (inventory and topology) managed by the PIM.

Ccm.Prim.002 The CCM function shall support the capability to receive the notifications from the PIM regarding the
changes of the information on available physical resources managed by the PIM.

14.15 Functional requirements for physical resource performance
management

Table 14.15-1: Functional requirements for physical resource performance management

Numbering Functional requirements description

Ccm.Prpm.001 The CCM function shall support the capability to invoke the physical resource performance
management operations on the physical resources for the CIS cluster(s) it manages (see note).

Ccm.Prpm.002 The CCM function shall support the capability to receive performance information related to physical
resources for the CIS cluster(s) it manages.

Ccm.Prpm.003 The CCM function shall support the capability to map the received performance information related to
physical resources with the CIS cluster(s).

NOTE: The physical resource performance management can include setting threshold conditions on the performance
information collected by the PIM for specific physical resource(s), creating PM jobs by specifying different
limitations and conditions for collecting and reporting of performance information from specified physical
resource(s), etc.
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14.16 Functional requirements for physical resource fault
management

Table 14.16-1: Functional requirements for physical resource fault management

Numbering Functional requirements description

Ccm.Prfm.001 The CCM function shall support the capability to collect fault information related to the physical
resources allocated to CIS cluster(s) that it manages.

Ccm.Prfm.002 The CCM function shall support the capability to correlate physical resource fault information with the
impacted CIS cluster(s) that it manages.

14.17 Functional requirements for management of connectivity for
Multi-Site services

Table 14.17-1: Functional requirements for management of connectivity for Multi-Site services

Numbering Functional requirements description
Ccm.Mss.001 The CCM function shall support the capability to interact with the PIM function for management of the
NFVI-PoP network gateway (see notes 1 and 2).

NOTE 1: Management of the NFVI-PoP network gateway is applicable for the case of bare metal based CIS clusters
spanning over multiple NFVI-PoPs.

NOTE 2: NFVI-PoP network gateway management includes provisioning, configuration and lifecycle management of
physical network resource(s) serving as the NFVI-PoP network gateway.

15 Functional requirements for MDAF

15.1  General considerations

The following statement on the scope of the MDAF, part of NFV-MANO, appliesto all MDAF related requirements:
. The MDAF isresponsible for performing management data anal ytics processes assisted with AI/ML models.
e  The MDAF provides the analytics output to MDA Consumers per request on a certain analytics subject.

More detailed information about the MDA services related to management data anal ytics and management objects
model is provided in ETSI GS NFV-IFA 047 [i.24].

The functional requirements on the MDAF are grouped into requirements per MDA service.
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15.2  Functional requirements for data analytics

Table 15.2-1: Functional requirements for data analytics

Numbering Functional requirements description

Mdaf.da.001 The MDAF shall support the capability to perform data analytics on a certain type.

Mdaf.da.002 The MDAF shall support the capability to manage subscriptions to notifications about events related to
data analytics processing.

Mdaf.da.003 The MDAF shall support the capability to provide notifications about events related to data analytics
processing.

Mdaf.da.004 The MDAF shall support the capability to collect alarm notifications about objects managed by
NFV-MANO.

Mdaf.da.005 The MDAF shall support the capability to collect performance measurements about objects managed
by NFV-MANO.

Mdaf.da.006 The MDAF shall support the capability to collect runtime information about objects managed by
NFV-MANO.

Mdaf.da.007 The MDAF shall support the capability to collect VNF indicator values.

Mdaf.da.008 The MDAF shall support the capability to collect metrics (and their analysis), logs (and their analysis)
and runtime information exposed by VNF generic OAM functions and other PaaS Services about the
infrastructure resources and/or VNFs to which they are associated.

16 Functional requirements for Intent management
function

16.1 General considerations

The following statement on the scope of the Intent Management function appliesto all intent management related
requirements:

e  ThelIntent Management is responsible for fulfilling the NFV intent request.
. The Intent Management is responsible for providing intent report to the Intent Owner (e.g. OSS/BSS).

More detailed information about the I ntent Management related to intent management service interface and information
model of intentsis provided in ETSI GS NFV-IFA 050 [i.25].

16.2  Functional requirements for Intent Management service

Table 16.2-1: Functional requirements for Intent Management service

Numbering Functional requirements description

IM.IMSvc.001 The intent management function shall support the capability to translate the received expectation of
the intent to corresponding NS operation(s).

IM.IMSvc.002 The intent management function shall support the capability to interact with NFV-MANO to execute the
intent.

IM.IMSvc.003 The intent management function shall support the capability to monitor intent fulfilment status to
evaluate whether the intent expectation is fulfilled and notifies the fulfilment information via intent
report to the OSS/BSS.

IM.IMSvc.004 The intent management function shall support the capability to collect metrics (and their analysis), logs
(and their analysis) and runtime information exposed by VNF generic OAM functions and other PaaS
Services about the infrastructure resources and/or VNFs to which they are associated.

IM.IMSvc.005 The intent management function shall support the capability to interact with the VNF generic OAM
functions and other PaaS Services to execute the intent.
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17 Functional requirements for PSR function

17.1 General considerations

The following statement on the scope of the PSR function appliesto all PSR related requirements:

. The PSR isresponsible for catal oguing the PaaS Service Descriptors (PSDs) and maintaining information
about such descriptors.

e ThePSRisresponsible for keeping an inventory of consumable PaaS Service instances and maintaining
information about such instances.

17.2  Functional requirements for PaaS Service Descriptor
management

Table 17.2-1: Functional requirements for PaaS Service Descriptor management

Numbering Functional requirements description

Psr.Psdm.001 The PSR function shall support the capability of management of PSDs. See note 1.

Psr.Psdm.002 The PSR function shall support the capability to verify the integrity of the provided PSD.

Psr.Psdm.003 The PSR function shall support the capability to verify that all mandatory information in the PSD is
present and complies with the standard for this information.

Psr.Psdm.004 The PSR function shall support the capability to perform version control of on-boarded PSDs.

Psr.Psdm.005 The PSR function shall support the capability to notify about events and changes of the PSDs. See
note 2.

NOTE 1: The PSD management includes on-boarding, update, enable/disable, query, fetch and delete of PSDs.
NOTE 2: The events and changes of PSDs includes: on-boarding a PSD, changing the state of a PSD, deletion of a
PSD.

17.3  Functional requirements for PaaS Services registration

management
Table 17.3-1: Functional requirements for PaaS Services registration management
Numbering Functional requirements description

Psr.Pssr.001 The PSR function shall support the capability to register consumable PaaS Services.

Psr.Pssr.002 The PSR function shall support the capability to provide information about consumable PaaS
Services. See note 1.

Psr.Pssr.003 The PSR function shall support the capability to inventory the set of PaaS Service instances that have
been deployed.

Psr.Pssr.004 The PSR function shall support the capability to keep information about the association of deployed
PaaS Service instances to PaaS Services consumers and update such information upon request. See
note 2.

NOTE 1: To enable the discovery of PaaS Services, information about consumable PaaS Services includes information
about: the characteristics of the PaaS Service, the access points, mechanisms to consume the PaaS Service,
the location of the PaaS Service, and the operational/administrative state of the PaaS Service.

NOTE 2: A PaaS Service consumer can typically be a VNF or NS. This requirement does not imply that the PSR
function knows about the VNF or NS constructs and actual instances of them.
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Functional requirements for PaaS Services registry and

descriptor management

Table 17.4-1: Functional requirements for PaaS Services registry and descriptor management

Numbering

Functional requirements description

Psr.Pssrdm.001

The PSR function shall support the capability to subscribe to notifications about lifecycle changes of
PaaS Services.

Psr.Pssrdm.002

The PSR function shall support the capability to process the notifications about lifecycle changes of

PaaS Services and update the PaaS Services registry according to the processed information.

18

18.1

Functional requirements for PSM function

Functional requirements for PaaS Services lifecycle

management

Table 18.1-1: Functional requirements for PaaS Services lifecycle management

Numbering

Functional requirements description

Psm.Psslcm.001

The PSM function shall support the capability to instantiate PaaS Services.

Psm.Psslcm.002

The PSM function shall support the capability to terminate existing PaaS Services instances.

Psm.Psslcm.003

The PSM function shall support the capability to scale out/in an existing PaaS Service instance. See
note 1.

Psm.Psslcm.004

The PSM function shall support the capability to use deployment information from the PSDs for the
lifecycle management of the PaaS Services.

Psm.Psslcm.005

The PSM function shall support the capability to notify about the lifecycle changes of PaaS Services.

Psm.Psslcm.006

The PSM function shall support the capability to manage the subscription to notifications about
lifecycle changes of PaaS Services.

Psm.Psslcm.007

The PSM function shall support the capability to request an operation granting before executing the
lifecycle operation procedure of the PaaS Service in procedures that require changes in terms of
virtualised resources or CIS cluster resources usage and on procedures that can result in an impact

on the VNF/NS using PaaS Service instances. See notes 2 and 3.

NOTE 1:

If the PaaS Service is deployed as a VNF, scaling the PaaS Service is realized by scaling the deployed VNF. If

the PaaS Service is deployed as NFVI resources or as MCCO, scaling the PaaS Service is realized by
adding/removing virtualised resources or MCCOs.

NOTE 2:
NOTE 3:

This includes procedures related to the instantiation, scaling and termination of PaaS Services.
Impacts to VNF/NS using PaaS Service instances could include, e.g. terminating a PaaS Service instance that

is currently being used by a VNF instance which is still running and not expected to be terminated.

18.2

Functional requirements for PaaS Services information

management

Table 18.2-1: Functional requirements for PaaS Services information management

Numbering

Functional requirements description

Psm.Pssim.001

The PSM function shall support the capability to request to the PSR function to inventory deployed
PaaS Service instances.
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19 Functional requirements for PIM function

19.1 General considerations

The following statements on the scope of the PIM function, part of NFV-MANO, apply to al PIM related requirements:

e ThePIM isresponsible for managing life cycle, inventory, topology, log, configuration, performance and fault
management of physical compute, storage and networking resourcesin the NFVI.

. The PIM exposes corresponding interfaces to its consumers and trans ates incoming request into operations
which are enforced towards the required actions to the managed physical resources.

More detailed information about PIM services and information model is provided in ETSI GS NFV-IFA 053 [i.31].

The functional requirements on the PIM function are grouped into requirements per PIM management service.

19.2  Functional requirements for physical resource provisioning
and lifecycle management

Table 19.2-1: Functional requirements for physical resource provisioning and lifecycle management

Numbering Functional requirements description

Pim.Prplcm.001 |The PIM function shall support the capability to provision physical resources in the NFVI upon request
from consumers. See note 1.

Pim.Prplcm.002 |The PIM function shall support the capability to manage lifecycle of physical resources in the NFVI.
See note 2.

Pim.Prplcm.003 |The PIM function shall support the capability to provide provisioning and runtime information of the
managed physical resources in the NFVI.

Pim.Prplcm.004 |The PIM function shall support the capability to manage the subscriptions to notifications related to
lifecycle of physical resources.

Pim.Prplcm.005 |The PIM function shall support the capability to notify about the lifecycle changes of physical
resources.

NOTE 1: Resource provisioning of physical resources refers to setting up, preparing, and if required, configuring
physical compute, storage, and network resources in the NFVI.

NOTE 2: Lifecycle management of physical (compute, network, and storage) resources, as managed objects, refers to
creating logical instances for the managed objects, updating their information, and deleting them when they
are no longer in use.

19.3  Functional requirements for physical resource inventory
management

Table 19.3-1: Functional requirements for physical resource inventory management

Numbering Functional requirements description

Pim.Prim.001 The PIM function shall support the capability to store and maintain inventory of physical resources in
the NFVI.

Pim.Prim.002 The PIM function shall support the capability to provide inventory related information of physical
resources in the NFVI.

Pim.Prim.003 The PIM function shall support the capability to manage the subscriptions to notifications related to
inventory.

Pim.Prim.004 The PIM function shall support the capability to notify about the changes of inventory information of
physical resources in the NFVI.

Pim.Prim.005 The PIM function shall support the capability to update inventory information upon request by a
consumer.
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Functional requirements for physical resource topology

management

Table 19.4-1: Functional requirements for physical resource topology management

Numbering Functional requirements description

Pim.Prtm.001 The PIM function shall support the capability to build physical and logical topological relationship
between physical resources within the NFVI.

Pim.Prtm.002 The PIM function shall support the capability to provide topology related information of physical
resources in the NFVI.

Pim.Prtm.003 The PIM function shall support the capability to manage the subscriptions to notifications related to
topology.

Pim.Prtm.004 The PIM function shall support the capability to notify about the changes of inventory information of

physical resources in the NFVI.

19.5

Functional requirements for physical resource performance

management

Table 19.5-1: Functional requirements for physical resource performance management

Numbering Functional requirements description
Pim.Prpm.001 The PIM function shall support the capability to monitor the performance of the physical resources,
issue notifications and provide information related to performance. See note.
Pim.Prpm.002 The PIM function shall support the capability to manage the subscriptions to notifications related to
performance.
NOTE:  The monitoring of performance data is typically controlled via PM jobs.

19.6

Functional requirements for physical resource fault

management

Table 19.6-1: Functional requirements for physical resource fault management

Numbering Functional requirements description
Pim.Prfm.001 The PIM function shall support the capability to monitor for faults related to physical resources in the
NFVI, issue notifications and provide information related to alarms and fault events.
Pim.Prfm.002 The PIM function shall support the capability to manage alarms related to physical resources.
Pim.Prfm.003 The PIM function shall support the capability to manage the subscriptions to notifications related to

fault events.

19.7

Functional requirements for physical resource log

management

Table 19.7-1: Functional requirements for physical resource log management

Numbering Functional requirements description

Pim.Prim.001 The PIM function shall support the capability to capture, maintain and provide logs related to
physical resources in the NFVI. See note.

Pim.Prim.002 The PIM function shall support the capability to manage the subscriptions to notifications related to
log management.

Pim.Prim.003 The PIM function shall support the capability to notify about the events related to log management
on physical resources in the NFVI.

NOTE: The log management includes controlling logs, i.e. creation, update, query and deletion of logging jobs.

Logging jobs can be used for configurating log levels, configuring criteria of what information related to
physical resources to log, starting and stopping the log collection, etc.
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19.8  Functional requirements for physical resources connectivity
management

Table 19.8-1: Functional requirements for physical resources connectivity management

Numbering Functional requirements description
Pim.Prcm.001 The PIM function shall support the capability to manage physical network resources in the NFVI,
e.g. network interface cards/adapters, the NFVI-PoP network gateway, forwarding/routing network
devices forming the NFVI-PoP network fabric (see note 1).
Pim.Prcm.002 The PIM function shall support the capability to provide information about the infrastructure

networks in the NFVI. See note 2.

NOTE 1: Management of physical network resources include device-level management of corresponding network
devices, e.g. provisioning, configuration, etc.

NOTE 2: Infrastructure networks information can be derived/provided by means of information associated to NFVI-PoP
network fabrics, network device ports, links of network device ports to network interface adapters attached to
physical compute resources, routing information of network devices, etc.

19.9 Functional requirements for physical resource energy
management

Table 19.9-1: Functional requirements for physical resource energy management

Numbering

Functional requirements description

Pim.Prem.001

The PIM function shall support the capability of managing the power/energy states of managed

physical resources in the NFVI.
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Annex A (informative):
Resource management additional information

A.1  Quota based resource management

A.1.1 Overview

To ensure appropriate allocation of NFVI resources, resource quotas can be used in the VIM. These quotas can be used
to constrain the NFV1 resources which a consumer of these resources can obtain. A consumer identifier will be included
in al resource requests to the VIM where quota based resource management is supported. The entities which the
consumer identifier mapsto are up to service provider configuration. A request for resources beyond a quota limit will
be rejected by the VIM.

To ensure that the NFVO has visibility of actual resource utilization in the NFV1, resource consumption and availability
information can be exchanged between the VIM and NFV O via processes of event notification, periodic update and
query.

A.1.2 Summary of key aspects
Key aspects of the quota based resource management approach are:
. A consumer quotais associated with a consumer identifier.

. Service providers determine the appropriate level of resource quotas associated with consumer identifiers, and
the mapping of consumer identifiersto entities.

. A consumer quota for NFVI resourcesis set in the VIM viainteraction with the NFVO or via an alternative
configuration mechanism.

. The VNFM may be informed of the resource quotas at the VIM which isimposed on it or the VNFs which it
manages.

e  TheVNFM takes direction from the NFVO before taking any action relating to the instantiation and scaling of
VNFs.

. A VIM that supports quota based resource management will validate that requests for resources are within the
quota of the consumer identifier provided in the request prior to allocation.

. If aquota associated with a consumer identifier is exceeded the VIM will reject the request.
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NEVI resource requests via the NFVO
include a consumer identifier. This
identifier can be modified by the NFVO. NFVO

Or-Vnfi
T (Optional) Setting/

modification of resource
quotas in the VIM for

VNFM consumer identifiers.
Or-Vi

Requests for, and provision of,
NFEVI resource allocation

] information.
Vi-Vnfm

NFVI resource .requests include a VIM Quota enforcement
consumer identifier. point.

(Optional) Administrative setting/
modification of quotas in the VIM
for consumer identifiers.

Figure A.1.2-1: Architectural outline of resource quotas

A.1.3 Assignment of consumer identifiers

Consumer identifiers will be assigned vialocal configuration or viainstruction from the NFVO. The entities which the
consumer identifier is associated with are determined by the service provider.

A.1.4 Setting of quotas

To avoid unexpected or inappropriate use of NFV 1 resources, defined quotas (limits) for consumers can be set in the
VIM regarding the type and quantity of resources which can be requested from the VIM. The quota information which
associates consumer identifiers with specific quotas is communicated to the VIM over the Or-Vi reference point or by
some other configuration process. Quota can be modified after being set.

A.1.5 NFVO awareness of NFVI resource consumption

To enable the NFVO to intelligently manage resources, the NFV O can obtain information from the VIM regarding
NFVI resource allocations and outstanding resource reservations. It can do this via notification of NFVI resource
consumption change events, resource information change notifications from the VIM or a periodic resource information
guery to the VIM.

A.1.6 NFVI resource acquisition

A VNFM with granted permission for the instantiation or scaling of a VNF can send a resource request to the VIM
containing a consumer identifier. If the resources are available in the NFV1, and the quota associated with consumer
identifier is not exceeded, then the requested resources will be allocated. If allocation of the requested resources would
breach the quota for the consumer identifier, then the request will be rejected. Additionally, a notification can be sent to
the NFVO informing it of the action taken by the VIM.

The NFVO can use the notification of this event to determine a subsequent action to: free up NFVI resources; seek
access to aternative NFV1 resources; or take whatever action was felt to be appropriate.
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A.1.7 Resource contention mitigation

The NFVO is expected to have the ability to monitor resource alocation in the NFVI viathe VIM. Henceitis
anticipated that any decision it takes which would require consumption of additional NFVI resources would take into
account its understanding of resource availability in the NFVI. If the NFV O was aware of resource limitationsin the
NFV1, and hence that there was a probability of insufficient resources to complete a VNF lifecycle management task,
then the NFV O might not grant this task and take alternative action instead.

A.1.8 Data centre resource utilization efficiency

Resource management without reservation maximizes the availability of NFVI resources by ensuring that resources are
only removed from the pool of available resources when in active use.

A.1.9 Resource management evolution and interoperability

The resource gquota enforcement approach could be commercially deployed in phases. For example, an initial
deployment can involve very simple consumer resource limitations quotas administratively configured in the VIM. The
deployed solution could then be enhanced over time as each entity became more capable. Further enhancement could be
provided via a mechanism to enable reservation of NFVI resources from the NFVO. This capability might be used to
assure resource availability for critical VNFs or where it was felt necessary in a data centre environment shared by
different commercial entities.

A.1.10 Co-existence of resource quota enforcement and resource
management with reservation

It is anticipated that the reservation of NFV1 resources from the NFV O to the VIM would render the requested
resources unavailable until they were released. Hence a resource request without a reservation and using the quota
based resource management would have resources allocated to it from a pool of free resources not under active
reservation. Additionally, local rules will determine the behaviour inthe VIM if areservation is received which isin
excess of an applicable consumer quota.

A.2  Management of resource reservations

A.2.1 Introduction

Reservation enables securing resources to guarantee their availability without allocating them, i.e. resources are
committed to a particular consumer or consumer type, but not necessarily al of them are all ocated/instantiated yet.

Various use cases for reservation are introduced and the key aspects of reservation presented.

A.2.2 Use cases

A.2.2.1 Use case for securing resources for several tenants

The NFV-MANO framework enables tenants to request and make use of virtualised resources provided by the platform.
VIM manages the NFV1 and offers to consumers (tenants) operations for managing virtualised resources. In NFV
deployments, several tenants can coexist, and in this scenario resource management race conditions can happen, ending
in resource service denegation. In carrier telco environments, with stringent SLAS, reliability and performance
requirements, resource service denegation can become an issue.

The NFVO playsakey rolein the NFV-MANO, as central point for orchestrating the resource consumption by VNFs
and NSs and granting the lifecycle operations. The NFVO cannot guarantee resource availability during the granting of
aVNF lifecycle request if the resources needed to accommodate such lifecycle operation have not been secured

(i.e. reserved) by the VIM, entity responsible for the NFV1 resources management.
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A.2.2.2 Use case for securing resources with detailed capabilities

The VIM, as end point for managing and controlling the NFVI resource holds more detailed information about the
managed resources and their availability. At the NFV O, visibility of specific resourcesis not the same asthe VIM. The
NFVO holds information about the availability, reserved and alocated NFV I resources as abstracted by the VIM.

Examples of more detailed information are specific acceleration capabilities, CPU-pinning, etc. Thisinformationis
visible at the VIM level in order to execute the right allocation of virtualised resources according to the resource
capability requirements. If such capabilities are needed, and the NFV O has no visibility on the particular resources
accommodating such capabilities, granting the VNF lifecycle operations can lead to undesired resource service
denegation, in particular those that follow with subsequent virtualised resource management requests for detailed
capabilities.

A.2.2.3 Use case for securing resources during NS instantiation

An NS can be composed of a number of VNFs, VLsto interconnect them, etc. In order to realize an NS, it is possible
that a great quantity of NFVI resources will be needed. Thus, the instantiation of an NS will be possible aslong as all
the resources can be secured to be available at the time of the instantiation of the NS.

The instantiation of an NS can involve several transactions, with possibly a number of different VIMs managing the
required NFVI resources, and VNFMs managing the lifecycle of the VNFs to instantiate. During the instantiation
process, if resources cannot be secured to be available by the VIM(s) for the NS, the overall instantiation can fail. This
can lead to inefficient processing and arrangement of NS instantiation.

A.2.2.4 Use case for securing resources during NS scaling

An NS can be composed of a number of VNFs, VLsto interconnect them, etc. In order to realize an NS, as well asfor
scaling purposes, it is possible that a great quantity of NFV1 resources will be needed. Moreover, under certain
scenarios, such as sport events or natural disasters, operators require that NSs can scale to accommodate the extra traffic
to handle. Such NS scaling requires adding extra resources to be used by the VNFs part of the NS, or new onesto be
instantiated. By reserving resources in advance against the VIM managing the resources, it is ensured that NS can scale
properly.

A.2.2.5 Use case for securing resources related to a scheduled event

NSs or certain capacity may only be needed for a specified duration. For instance, the duration of a scheduled sport
event is usually known in advance, i.e. with an expectation to be ended at some point in time.

To support the event, the operator may need to add extra NS capacity or instantiate anew NS. In this scenario, the
service provider wishes to secure the instantiation of new VNF instances, or the expansion of existing instances for the
NS by reserving underlying NFV1 resources.

The present use case exemplifies the need for the NFVO and VIM to handle reservation time information.

As part of the NS instantiation/expansion, the NFV O requests to the appropriate VIM(s) the reservation of virtualised
resources needed by the VNF instances. In addition, the NFV O provides information about the expected timespan
where the virtualised resources will be used, i.e. it provides start and end time information. The time information may
either be the same or have certain deviation from the scheduled event timing to alow for certain backup time. This
information about start and end time helps the VIM to determine the best scheduling of resources and their availability
inthe NFVI-PoP(s). Thisis particularly applicable when scheduling resources for multiple future events, i.e. the VIM
will know about reservations that have been scheduled but whose reserved resources are not being used yet or
reservations that have been scheduled, but whose reserved resources will be freed prior to another reservation.

A.2.3 Summary of key aspects
Key aspects of the resource reservation are;

. NFV O decides if and when aresource reservation is needed.
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J Resource reservation can be done:

- before a VNF LCM operation as part of an NS LCM operation;

- as part of granting procedure for aVNF LCM operation; and

- during configuration/reconfiguration of resourcesin the NFVI-PoP(s).
. NFV O requests the reservation of the needed resources to the VIM.

. Reservations are identifiable. A reservation identifier establishes the identity of the arrangement for securing
the future usage of resources by a consumer.

. When resource reservation is performed as indicated by policies, the reservation identifier is directly used by
NFVO as part of managing the resource reservation. The identifier is provided to the VNFM, either as part of a
VNF LCM operation request or in response to a granting request:

- VNFM uses the reservation identifiers for requests related to the resources that are needed for the
instantiation and lifecycle of VNF.

VNF LCM operation from NFVO to
VNFM with reservation id in input

Or
Granting response from NFVO to NFVO
VNFM with reservation id in ouM
Or-Vnfm
FM .
VN Or-Vi Resource reservation from
NFVO to the VIM
Vi-Vnfm
Reservation id used by VN
in resource requests to the
VIM VIM

Figure A.2.3-1: Architectural outline of reservation

A.2.4 Resource reservation management by NFVO

Resource reservations are triggered by NFV O by calling the corresponding VIM to reserve the resources. It is
anticipated that the reservation of NFV1 resources from the NFVO to the VIM would render the requested resources
unavailable until they were released.

The NFVO, based on the feasibility check and reservation option in the input LCM operation or based on operator
policies, reserves virtualised resources and/or physical compute hosts.

In case of NS LCM operation where reservation is needed, NFV O will reserve the resources needed for each VNF LCM
operation for all the impacted VNFsin the NS. Once the reservations are successfully secured, the NFVO will issue
corresponding reservation identifier(s) to the VNFM.

In case of failure of one of the LCM operations, the NFV O will cancel any pending reservations associated with the
LCM request.

In case of VNF LCM operation, not coming from an NS LCM operation, if reservation is needed, the NFV O will
reserve the needed resources as part of the granting request. The corresponding reservation identifier(s) will be returned
as part of the grant response.
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A.2.5 Resource reservation handling by the VNFM

A VNFM can receive, either in part of the input parameters of a VNF LCM operation or in the response of a grant
request, one or more than one reservation identifier.

A reservation identifier indicates that a reservation has been performed for this VNF. The VNFM makes use of this
reservation identifier(s) in the subsequent resource requests for this VNF made to the VIM.

A.2.6 Resource reservation contention mitigation

The VIM handles the resource reservation contention mitigation as the VIM is responsible for the control of whether
virtualised resources can be reserved or not based on the detailed internal capacity information that it maintains.

The VIM is expected to have the ability to monitor the availability of resources in the NFV1 and how virtualised
resources can be accommodated in the NFVI. To mitigate reservation contention, it is also expected the VIM will
ensure that NFV1 resources are reserved efficiently. For instance, performing by the VIM auniform reservation in the
physical NFVI resources may lead to a situation where certain virtualised resources demanding large amount of
resources cannot be allocated when needed.

EXAMPLE: Consider 2 physical NFVI resource nodes (Node-1 and Node-2) with 4 capacity units that can be
reserved. A first reservation requests for 2 affine capacity units (i.e. on the same node) is processed
by the VIM, and these 2 capacity units are reserved from Node-1. A second reservation request for
2 affine capacity unitsis also processed by the VIM, and using a uniform reservation policy these
2 capacity units are reserved from Node-2. A third reservation request for 3 affine capacity units
cannot be successfully processed as there are not enough free capacity units neither from Node-1
nor from Node-2.

It isalso possible for the NFV O to perform actions to mitigate resource reservation contention by monitoring the
capacity usage of resources from the NFVI-PoP(s), as reported by the corresponding VIM(s). For instance, requesting
resource reservation on a highly loaded NFV1-PoP can increase the chances of rejection of the resource reservation.

A.2.7 Co-existence of reservation with quota

The quota mechanism is used to constrain the NFVI resources that a consumer of these resources can obtain. If
applicable, the VIM will also apply the quota to the reservation being made. Local rules will determine the behaviour in
the VIM if areservation is received which isin excess of an applicable consumer quota.

A.2.8 Resource reservation types

Resource reservation can be performed at different levels, namely:
1) for virtualised containers, virtua networks, network ports and/or storage volumes; or/and
2) for virtualised resource capacity (on compute, storage, and network resource types); or/and
3) for physical compute hosts.

Thefirst case considers the reservation of virtualised containers (e.g. VMs) based on defined container configurations,
e.g. it supports the reservation based on certain virtualisation container flavours that determine the number and
disposition of vCPUSs, virtual memory, virtual storage and number of virtual network interfaces. Reservation for defined
virtual networks, network ports and storage volumesis also part of this category.

The second case considers the reservation of resource capacity without a specific virtualised container disposition. For
example, aresource reservation in this format may indicate the total required capacity in terms of number of vCPUs and
virtual memory. Reservation of total capacity for virtual storage, or number of public IP addressesis aso part of this
category.

The third case considers the reservation of physical compute hosts based on defined capabilities associated to the
physical compute hosts (e.g. hypervisor capabilities ETSI GS NFV-PER 001 [i.8]).
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A.3  Management of permitted allowance

A.3.1 Introduction

To ensure consumption of resources stays within the limits defined by service providers, permitted allowance can be
used at NFV O level to control resource consumption by VNFMsin relation to some granularity associated with the
permitted allowance. The granularity might vary (VNFM, VNF, group of VNFs, NS, etc.). Permitted allowance is
maintained by the NFVO.

All VNF LCM request that imply potential resource changes, i.e. instantiation, scaling in/out, update, terminate,
upgrade and healing of VNF instances are using the grant operation and as part of the processing of the grant operation,
the permitted allowance is checked and the current level maintained.

A.3.2 Summary of key aspects
Key aspects of the management of permitted allowance are:

. Service providers determine the appropriate level of resource for the permitted alowance and the
corresponding granularity.

. Permitted allowances are provided to the NFVO.

. NFV O supports the permitted allowance by checking the matching one during the processing of the grant
request.

. NFVO maintains the current level of the permitted allowance based on the granted requests.

Granting request from VNFM to NFVO

with details of resource )
Granting response from NFV O to Permitted allowance
UNEM g resp / NFVO management point

Or-Vnfm
(Optional) Setting of resource
VNFM Or-Vi  quotas matching a permitted
allowance
Vi-Vnfm

\ VIM

Figure A.3.2-1: Architectural outline of permitted allowance

A.3.3 Setting of permitted allowance

To ensure consumption of resources stays within the limits defined by service providers, the operator or the OSS can
define permitted allowance regarding the type and quantity of resource associated with a given granularity. This
permitted allowance might be applicable across multiple VIMs.

This permitted allowance information can be communicated to the NFV O over the Os-Ma-nfvo reference point or
configured by some other process.
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A.3.4 Permitted allowance management by NFVO

The permitted allowance is managed by NFV O, as a maximum and current level of resources. The maximum level
corresponds to the definition of the permitted allowance and the current level iswhat is being marked as consumed as a
result of the grant requests.

When receiving a grant request from aVNFM, as part of the processing of the grant, the NFVO matches the request to
the permitted allowance with corresponding granularity.

If the request is asking for resources, i.e. instantiate, scale out, etc., NFVO checks if adding the desired resources
provided as part of the grant request to the current level of resources still maintains the current level below the
maximum level. If so, the request stays within the permitted allowance.

If the request is freeing resources, i.e. terminate, scalein, the NFV O subtracts the provided resources from the current
level, making it lower.

In case the VNF LCM operation fails at VNFM, resources might be marked as used (not used) in the permitted
allowance while not used (used) in reality. NFV O would need to check that the resources are affectively used (not
used), for instance by checking for correct lifecycle instantiation/scal e/termination events of a VNF to avoid this
problem.

A.3.5 Permitted allowance awareness by the VNFM

A VNFM when processing a VNF LCM request that imply potential resource changes, i.e. instantiation, scaling in/out,
update, terminate, upgrade and healing of VNF instances issues a grant request to the NFV O with the details of the
operation, the VNF and the resource change (resource needed or resource released).

One of the actions of the processing of the grant request isto validate the request against matching permitted allowance.
The VNFM is not aware of the details of the permitted allowance used by the NFV O for the grant operation.

If the response from the grant is successful, the VNFM can issue resource requests.

A.3.6 Permitted allowance contention mitigation

The NFVO is managing permitted allowance and when a permitted allowance reachesits limit, NFVO should issue a
notification and should reject granting requests asking for more resources and matched to this permitted allowance.

The OSS or the operator are expected to have the ability to monitor these notifications and might react by extending the
permitted allowance that reached its limit.

A.3.7 Co-existence of permitted allowance and resource quota
enforcement

If the definition of a permitted allowance is compatible with the definition of quota, i.e. applicableto asingle VIM,
using the resource granularity supported by quotas, the NFV O might choose to enforce a permitted allowance by
defining in the VIM a quotathat correspond to a given alowance using a specific tenant.

In this case, the tenant associated with the quota would be communicated to the VNFM in the grant response and the
VNFM will useit for al resource alocation requests associated to the granted VNF LCM request.

A.3.8 Co-existence of permitted allowance and resource
management with reservation

The permitted allowance is managed at NFV O level while the reservation is made at VIM level. So, they can both
co-exist without impact.

Aswell as actual resource consumption, resources reserved can count towards permitted allowance. The handling of
permitted allowance for reserved resourcesis similar to normal resources as described in clause A.3.4.
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Annex B (informative):
Virtualised resources capacity management

B.1 Introduction

Virtualised resources capacity management encompasses functionalities to gather information about virtualised resource
capacity usage. Both the VIM and NFV O perform functionality related to virtualised resources capacity.

B.2  Virtualised resources capacity information
management by the VIM

B.2.1 Functionality

The VIM interacts with the PIM to obtain the baseline information needed to support virtualised resources capacity
information management. The PIM manages inventory related information of NFVI hardware resources (compute,
storage, network) and software resources (e.g. hypervisors), including the discovery of capabilities of such resources.
The VIM executes the following functionality to support virtualised resources capacity information management:

. It keeps information about reservation and usage of virtualised resources identifying the association of the
virtualised resources to the physical compute, storage and network resources.

NOTE 1: The particular allocation, update, migration, scaling, operation and termination of virtualised resources
are virtualised resource management functions.

The VIM executes the following functionality to actually perform virtualised resources capacity information
management:

. It manages information about virtualised resources capacity per NFVI-PoP and resource zone, detailing total,
available, allocated and reserved virtualised resource capacity per resource type.

. It provides information about virtualised resources capacity and notifies changes about the virtualised
resources capacity.

o It provides information about NFVI-PoP(s) it administers, such as network connectivity endpoints and
geographical location.

NOTE 2: For per resource zone capacity information, the VIM provides only the information about the virtualised
resources it manages within that resource zone.

B.3  Virtualised resources capacity management by the
NFVO

B.3.1 Functionality

The NFVO performs the following functionality related to virtualised resources capacity information management:

. It retrieves and processes notifications from VIM instances with information about NFVI-PoP virtualised
resources capacity usage at different granularities and levels as provided by the VIM, including total per
NFVI-PoP and per resource zone provided by the VIM and/or the PIM.

. It retrieves information from VNFM instances about virtualised resources usage and mapping with instantiated
VNFs.
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It retrieves information about the connectivity to and in-between NFVI-PoPs and Network Point of Presences
(N-PoPs) and builds network topology map information.

It keeps information about retrieved virtualised resources capacity and synchronizes such information
on-demand or periodically with VIMs, WAN Infrastructure Managers (WIMs) in order to keep the information
updated.

It keeps information about retrieved VNF's resource usage and synchronizes such information on-demand or
periodically with VNFMs in order to keep the information updated.

It aggregates the capacity information received from VIMs and WIM, and correlates such information with
VNF's resource usage from VNFMs to quantify and determine the virtualised resource capacity usage mapped
to VNF and NS instances throughout time.

The NFVO makes use of the virtualised resources capacity information to:

Support analytics for virtualised capacity planning to determine best usage of NFVI resources across
NFVI-PoPs.

Generate virtualised resources capacity reports and notify about resource shortage.
Validate NS resource usage and distribution of resource usage across operator's I nfrastructure Domains.

Validate and grant VNF lifecycle operations requested from VNFM, as those may impact the way requested
resources are alocated within one NFVI-PoP or across multiple NFVI-PoPs.

Placement optimization for the instantiation and LCM of VNFs and NSs, including:

- Identifying and selecting the target VIM and WIM to which virtualised resources will be reserved and/or
consumed for VNFsand NS.

- Selecting the target resource zones in NFV1-PoPs to accommodate V NF instantiation according to input
resource, performance and resiliency requirements.
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Annex C (informative):
VNF management

C.1 Introduction

This annex reports on concepts related to VNF management.

Clause C.2 introduces use cases related to VNF management.

C.2 Use cases

C.2.1 Use case for stopping a VNF instance

C.2.1.1 Introduction

The goal of the use caseisto enable stopping a running V NF instance without releasing the virtualised resources that
have been instantiated to such VNF instance. As part of this process, the guest Operating System (OS) of the VNF
instance may be shutdown. The VNFM is responsible for executing the procedure.

Stopping a VNF instance allows fast re-activation of a VNF without having to re-instantiate the virtualised resources.
Together with starting aVNF instance, it provides a means to reboot a VNF instance, e.g. to be used to reactivate a
VNF whose application was faulty and there were no other means to recover from the fault.

Both EM and NFV O need to be able to request stopping aVNF instance. For instance, the EM as manager of the
application from OSS/BSS perspective isinvolved in the procedures related to commissioning and decommissioning of
the VNF into service and failure correction. The NFVO needs to also be able to trigger the operation, e.g. as part of NS
lifecycle and fault management procedures.

C.2.1.2 Steps

Actors:
U NFV-MANO (VIM, NFVO and VNFM).
e  VNFinstance.
Pre-Conditions:
e  TheVNF instanceisinstantiated and running.
. NFV-MANO (VIM, NFVO and VNFM) is running.
Steps:
1) TheVNFM receives arequest from the NFVO or the EM to stop the VNF instance.

2) TheVNFM sends VNF lifecycle change notification to consumers (NFV O and/or EM) about the start of the
stopping procedure.

3) TheVNFM knows the shutdown order between VNFC instances of the VNF (e.g. in accordance with
workflow(s) in VNFD) and sends command to VIM to shut down the associated virtualised containers
(e.g. VMs).

NOTE: If the workflow requires a graceful stop, as part of this process the VNFM will interact with VNF/EM to
gracefully stop the application.

4)  VIM processes the request and signals to the hypervisor in the NFV1 to shut down the virtualised container(s).
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5)  VIM returns confirmation of shutting down the virtualised container(s) to the VNFM.
6) VNFM sends notification with the result of the operation to consumers (NFV O and/or EM).
Post-Conditions:

e  TheVNFinstanceis stopped.

C.2.2 Use case for starting a VNF instance

C.2.2.1 Introduction

The goal of the use case isto enable starting a VNF instance that was previoudly in the state " stopped” without having
to modify the virtualised resources that were previoudy instantiated. As part of this process, the guest OS of the VNF
instance may be booted if it has been shut down. The VNFM isresponsible for executing the procedure.

Starting a VNF instance allows fast re-activation of a VNF without having to re-instantiate the virtualised resources.
Together with stopping a VNF instance, it provides a means to reboot a VNF instance, e.g. to be used to reactivate a
VNF whose application was faulty and there were no other means to recover from the fault.

Both EM and NFV O need to be able to request starting a VNF instance. For instance, the EM as manager of the
application from OSS/BSS perspective isinvolved in the procedures related to commissioning and decommissioning of
the VNF into service and failure correction. The NFVO needs to also be able to trigger the operation, e.g. as part of NS
lifecycle and fault management procedures.

C.2.2.2 Steps
Actors:
. NFV-MANO (VIM, NFVO and VNFM).
e  VNFinstance.
Pre-Conditions:
e  TheVNFinstanceisinstantiated and stopped.
. NFV-MANO (VIM, NFVO and VNFM) is running.
Steps.
1) TheVNFM receivesarequest fromthe NFVO or EM to start the VNF instance.
2) TheVNFM sends VNF lifecycle change notification to consumers about the start of the starting procedure.

3) TheVNFM knows the boot-up order between VNFC instances of the VNF (e.g. in accordance with
workflow(s) in VNFD) and sends command to VIM to boot up the associated virtualised containers
(e.g. VMs).

4)  VIM processes the request and signals to the hypervisor in the NFVI to boot up the virtualised container(s).

5)  VIM returns confirmation of booting the virtualised container(s) to the VNFM.

6) VNFM sends notification with the result of the operation to consumers (NFV O and/or EM).
Post-Conditions:

. The VNF instance is started.
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Annex D (informative):
Network service management additional information

D.1 Introduction

Network service management is the main functionality exposed on the external reference point Os-Ma-nfvo, which is
illustrated in Figure D.1-1.

NS LifeCycle Management
NS Performance Management
NS Fault Management

Os-Ma-nfvo
OSS/BSS
NFVO
NSD Management Or-Vnfm

VNF Package Management

VNFM

Figure D.1-1: Consuming network service management

The following clauses provide general use cases for network service management.

The network slice management function is one of the sub-functions in the OSS. The network sice management is
achieved via Network Service management. The use cases focus on this consumer (or tenant) and sometimes
specifically point out the use of NS instance priorities.

For details on the Os-Ma-nfvo reference point see ETSI GS NFV-IFA 013 [i.13]. Templates for NSD Management are
described in ETSI GSNFV-IFA 014 [i.17], templates for VNF Package Management in ETSI GS NFV-IFA 011 [i.19].

D.2 General use cases

D.2.1 Use case for creating an NS instance

D.2.1.1 Introduction

The goal of the use case isto support the creation of a network dlice viathe NS construct, in order to allocate the
necessary virtualised resources for the network dlice instance.

The Network Slice Management Function of the consumer has determined that an NSinstance is required for the
creation of a Network Slice instance. In this use case the NS instance creation is based on an NSD that was already
on-boarded with the NFVO.

The tenant/consumer information is retained in the NS instance runtime information.

NOTE 1: This scenario applies the same in the case of Network Subnet Slice, asit is transparent to the NFVO how
the consumer uses the NS instance.

NOTE 2: The Consumer may decide to reuse the NS instance for another network slice instance(s), or network
subnet instance(s) that have identical resources and SLA requirements, but thisis transparent to NFVO.

NOTE 3: This use case covers aso the case where the exposure of the NS instance to other tenantsis handled via
the single Consumer tenant (hence the other tenants would be transparent to NFV-MANO).
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D.2.1.2 Trigger

Table D.2.1.2-1 describes the use case trigger.

Table D.2.1.2-1: Network Service created for Network Slicing, trigger

Trigger Description
NFVO receives a request to The Consumer of the ETSI GS NFV-IFA 013 [i.13] LCM interface (e.g. OSS, 3GPP
instantiate an NS. Management System, or network slice management functions), requests the
NFVO to instantiate an NS.

D.2.1.3 Actors and roles

Table D.2.1.3-1 describes the use case actors and roles.

Table D.2.1.3-1: Network Service created for Network Slicing, actors and roles

# Actor Description
1 NFVO NFV Orchestrator for the NS instances involved.
2 Consumer OSS, or other management system, e.g. network slice management.
The Consumer acts as tenant for the instantiated network services.

D.2.1.4 Pre-conditions

Table D.2.1.4-1 describes the pre-conditions.

Table D.2.1.4-1: Network Service created for Network Slicing, pre-conditions

# Pre-condition Description

[

The necessary descriptors and packages are onboarded.

2 NFV-MANO (VIM, NFVO and VNEM) is running.

D.2.1.5 Post-conditions

Table D.2.1.5-1 describes the post-conditions for base flow #1 (i.e. BF#1).

Table D.2.1.5-1: Network Service created for Network Slicing, post-conditions

# Post-condition Description
1 The NS instance is in INSTANTIATED state and can further be
lifecycle managed by the NFVO.

2 The Consumer of the NS instance is notified about success of the NS
instance creation.

D.2.1.6 Operational Flows

Table D.2.1.6-1 describes the base flow for the NS instance that is created and instantiated by a Consumer for purposes
of using it as a building block for a network slice, or for a network subnet dice.

Table D.2.1.6-1: Network Service created for Network Slicing, base flow

# Flow Description
0 Consumer -> NFVO  |The NFVO receives the trigger: The Consumer requests to instantiate an NS.
1 NFVO The NFVO performs the steps described in ETSI GS NFV-IFA 013 [i.13], clause 7.3.2

"Create NS instance identifier operation" to create the NS instance ID.
2 NFVO -> Consumer _ |The NFVO returns the NS instance ID to the Consumer.
3 Consumer -> NFVO  |The NFVO receives a request from the Consumer to instantiate the NS instance.
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# Flow Description

4 NFVO -> Consumer  |The NFVO returns to the Consumer upon successful result the
lifecycleOperationOccurrenceld.

5 NFVO -> Consumer  |The NFVO sends the "start" Lifecycle Change Notification as per
NsLifecycleChangeNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.

6 NFVO The NFVO instantiates the NS instance as described in ETSI GS NFV-IFA 013 [i.13],
clause 7.3.3 "Instantiate NS operation”.

7 NFVO -> Consumer Upon successful, as well as unsuccessful, completion of the operation, the NFVO sends

the "result" lifecycle operation occurrence notification to the Consumer as per
NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.

D.2.2 Use case NS scaling

The goal of the use case isto demonstrate, using the example of scaling, how LCM operations of an NS instance can be

D.2.2.1 Introduction
affected by priorities.
D.2.2.2 Trigger

Table D.2.2.2-1 describes the use case trigger.

Table D.2.2.2-1: Network Service Scaling, trigger

Trigger Description
BF#1 NFVO receives a request to scale [Scaling operations can be triggered by the Consumer of the NS instance
an NS instance (e.g. OSS, 3GPP Management System, or network slice management
functions).
BF#2 Internal decision of the NFVO Scaling operations can be triggered by NFVO decisions, e.g. policy
enforcement.
BF#3 VNFM receives a scaling request  |The VNFM may receive a scaling request from the EM or VNF as
or takes an auto-scale decision. described in ETSI GS NFV-IFA 008 [i.16], clause 7.2.4 or take an
auto-scale decision.
D.2.2.3 Actors and roles

Table D.2.2.3-1 describes the use case actors and roles.

Table D.2.2.3-1: Network Service scaling, actors and roles

# Actor Description
1 NFVO NFV Orchestrator for the NS instances involved.
2 Consumer OSS, or other management system, e.g. network slice management.
The Consumer acts as tenant for the instantiated network services.
3 LCM providing FB Depending on the type of service resource, life cycle including scaling is
(e.g. VIM, VNFM, WIM, NFVO) |managed by different functional blocks of the NFV reference architecture:

e NFVIresources are managed by the VIM.
e VNFs are managed by the VNFM.
e VL between NFVI-PoPs are managed by a WIM.
e Nested NSs are managed by another NFVO.

4 VNFM VNFM is in charge of the VNF.
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D.2.2.4 Pre-conditions

Table D.2.2.4-1 describes the pre-conditions.

Table D.2.2.4-1: Network Service scaling, preconditions

Pre-condition Description

1 The NS instance is in INSTANTIATED state and can be lifecycle
managed by the NFVO.

2 NFV-MANO (VIM, NFVO and VNFM) is running.

3 Priority and other constraints are defined for the NS instance.

D.2.2.5 Post-conditions

Table D.2.2.5-1 describes the post-conditions for base flow #1 (i.e. BF#1).

Table D.2.2.5-1: Network Service scaling, postconditions

Post-condition Description

1 The scaling operation has been performed on the NS instance and
the new configuration/status has been reached.
2 The Consumer of the NS instance is notified about success of the NS

instance scaling.

D.2.2.6 Operational Flows

Table D.2.2.6-1 describes the base flow #1 (BF#1) for the NS instance that is scaled by a Consumer.

Table D.2.2.6-1: Network Service scaling, base flow #1

Flow Description
0 Consumer -> The NFVO receives the trigger: The Consumer requests a scaling operation of the NS
NFVO instance.
The Consumer provides parameters as described in ETSI GS NFV-IFA 013 [i.13],
clause 7.3.4.2.
1 NFVO The NFVO checks whether the scaling request is valid.
2 NFVO -> The NFVO sends the "start" lifecycle operation occurrence notification as per
Consumer NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.

3 NFVO The NFVO evaluates the necessary resources/VNFs, analysing whether LCM on the
affected service resources can be allowed. This includes check against the models of
virtualised resource management described in clause 5.1, in particular whether the priority
of the NS instance in relation to other pending operations allows immediate or deferred
execution of the scaling operation.

4 NFVO -> LCM The NFVO triggers the necessary operations on the affected service resources/nested NSs.

providing FB These operations may include:
e Allocation/release of NFVI resources via a VIM
e LCM operations on VNFs via a VNFM
e LCM operations on a VL via a VIM or WIM
e LCM operations on a nested NS via an NFVO
5 LCM providing FB  |The LCM providing FB performs the scaling.
6 LCM providing FB  |The LCM providing FB notifies the NFVO about completion of the scaling operation, e.g.:
-> NFVO e  The VNFM would send VnfLcmOperationOccurrenceNotification to NFVO to
indicate completion of the operation as described in ETSI GS NFV-IFA 007 [i.15],
clause 8.6.2.
e The VIM would send one of the resource change notifications mentioned in ETSI
GS NFV-IFA 005 [i.14], clause 5.3.8.
7 NFVO -> Upon successful, as well as unsuccessful, completion of the operation, the NFVO sends the
Consumer "result" lifecycle operation occurrence notification as per

NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.
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Table D.2.2.6-2 describes the base flow #2 (BF#2) for the NS instance that is scaled by decision of the NFVO.

Table D.2.2.6-2: Network Service scaling, base flow #2

Flow Description

0 NFVO The scaling operations is triggered by an internal decision of the NFVO.

1 NFVO The NFVO checks whether the scaling request is valid.

2 NFVO -> The NFVO sends the "start" lifecycle operation occurrence notification as per

Consumer NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.

3 NFVO The NFVO evaluates the necessary resources/VNFs, analysing whether LCM on the
affected service resources can be allowed. This includes check against the models of
virtualised resource management described in clause 5.1, in particular whether the priority
of the NS instance in relation to other pending operations allows immediate or deferred
execution of the scaling operation.

4 NFVO -> LCM The NFVO triggers the necessary operations on the affected service resources/nested NSs.

providing FB These operations may include:
e Allocation/release of NFVI resources via a VIM
e LCM operations on VNFs via a VNFM
e LCM operations on a VL via a VIM or WIM
e LCM operations on a nested NS via an NFVO
5 LCM providing FB _ |The LCM providing FB performs the scaling.
6 LCM providing FB  |The LCM providing FB notifies the NFVO about completion of the scaling operation, e.qg.:
->NFVO e The VNFM would send VnfLcmOperationOccurrenceNotification to NFVO to
indicate: completion of the operation as described in ETSI GS NFV-IFA 007 [i.15],
clause 8.6.2.
¢ The VIM would send one of the resource change notifications mentioned in ETSI
GS NFV-IFA 005 [i.14], clause 5.3.8.
7 NFVO -> Upon successful, as well as unsuccessful, completion of the operation, the NFVO sends the
Consumer "result" lifecycle operation occurrence natification as per

NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.

Table D.2.2.6-3 describes the base flow #3 (BF#3) for the NS instance that is scaled triggered viathe VNFM.

Table D.2.2.6-3: Network Service scaling, base flow #3

Flow Description

0 VNFM The VNFM may receive a scaling request from the EM or VNF as described in ETSI
GS NFV-IFA 008 [i.16], clause 7.2.4 or take an auto-scale decision.

1 VNEM The VNEM checks whether the scaling request is valid.

2 VNFM -> NFVO The VNFM sends a Grant VNF Lifecycle Operation operation to NFVO as described in
ETSI GS NFV-IFA 007 [i.15], clause 6.3.2.

3 NFVO The NFVO checks whether the granting request is valid.

4 NFVO -> Consumer |The NFVO sends the "start" lifecycle operation occurrence notification as per
NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2 to
the Consumer of the NS instance, in case of network slicing typically a network slicing
management function in the OSS.

5 NFVO The NFVO evaluates the necessary resources/VNFs, analysing whether LCM on the
affected service resources can be allowed. This includes check against the models of
virtualised resource management described in clause 5.1, in particular whether the priority
of the NS instance in relation to other pending operations allows immediate or deferred
execution of the scaling operation.

6 NFVO -> VNFM The NFVO replies to the VNFM with the GrantVnfLifecycleOperationResponse as
described in ETSI GS NFV-IFA 007 [i.15], clause 6.3.2.1.

7 VNFM The VNFM performs the scaling.

8 VNFM -> NFVO The VNFM sends a VnfLcmOperationOccurrenceNotification to NFVO to indicate
completion of the operation as described in ETSI GS NFV-IFA 007 [i.15], clause 8.6.2.

9 NFVO -> Consumer |Upon successful, as well as unsuccessful, completion of the operation, the NFVO sends

the "result" lifecycle operation occurrence notification as per
NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.
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D.2.3 Use case: Re-instantiation of multiple NS instances with
different priorities after NFVI failure

D.2.3.1 Introduction

The goal of the use case is to demonstrate how priorities as introduced for network dicing can help when re-establishing
service by re-instantiating multiple NS instances. Such situation can happen for instance after a failure of an NFVI PoP.

D.2.3.2 Trigger

Table D.2.3.2-1 describes the use case trigger.

Table D.2.3.2-1: Re-instantiation of multiple NS instances with different priorities
after NFVI failure, trigger

Trigger Description
Start re-instantiation The re-instantiation can be triggered by the Consumer or by an automatic decision
in NFVO, e.g. via a policy.

D.2.3.3 Actors and roles

Table D.2.3.3-1 describes the use case actors and roles.

Table D.2.3.3-1: Re-instantiation of multiple NS instances with different priorities
after NFVI failure, actors and roles

# Actor Description
1 NFVO NFV Orchestrator for the NS instances involved.
2 Consumer OSS, or other management system, e.g. network slice management.
The Consumer acts as tenant for the instantiated network services.
3 VNFM VNFM in charge of the VNF instances that need to be re-instantiated.

D.2.3.4 Pre-conditions

Table D.2.3.4-1 describes the pre-conditions.

Table D.2.3.4-1: Re-instantiation of multiple NS instances with different priorities
after NFVI failure, preconditions

# Pre-condition Description
1 Multiple NS instances that were in INSTANTIATED state transit to the
NOT_INSTANTIATED state due to the resources they use being lost
and thus need to be re-instantiated (i.e. NS healing is not possible).

2 Priority and other constraints are defined for the NS instances. It is assumed that the NS instances are
defined with different priority values.
Nested NS instances usually have the
same priority as the parent NS, although
it is not necessary.

If multiple NSs have the same priority,
there need to be other ways to decide
which NS to instantiate. This is out of
scope for this use-case.

3 NFV-MANO (VIM, NFVO and VNFM) is still running after the NFVI
failure (or has been already re-established).
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# Pre-condition Description
4 The decision has been made that NS instances need to be re- In some configurations, there might be
instantiated. The set of NS instances to be re-instantiated may be another set of NS instances or VNFs
different to the set of NS instances impacted by the outage. available that could replace the failed
ones. This use case assumes that
fallback to another set of VNF instances
in another NFVI-PoP is not possible.
5 The Consumer already has been notified about the NFVI failure and
the affected NS instances, VNFs, etc.
D.2.3.5 Post-conditions

Table D.2.3.5-1 describes the post-conditions for base flow #1 (i.e. BF#1).

Table D.2.3.5-1: Re-instantiation of multiple NS instances with different priorities
after NFVI failure, base flow #1, post-conditions

# Post-condition Description
1 The NS instances have been re-instantiated.
2 The Consumers of the NS instances are notified about success of the

re-instantiation.

Table D.2.3.5-2 describes the post-conditions for base flow #2 (i.e. BF#2).

Table D.2.3.5-2: Re-instantiation of multiple NS instances with different priorities
after NFVI failure, post-conditions

# Post-condition Description
1 The NS instances with higher priority have been re-instantiated. In case of no resource shortage these
are all NS instances required.
2 The Consumers are notified which NS instances were successfully Other failures during the re-instantiation
instantiated. are out of scope for this use case.
3 In case of resource shortage some NS instances could not be It is assumed that due to the NFVI
re-instantiated. failure, there are not enough resources
available to re-instantiate all the required
NS instances.
4 The Consumers are notified which NS instances were not

instantiated.

D.2.3.6 Operational Flows

Depending on resource need and availability different flows are possible:

Table D.2.3.6-1: Re-instantiation of multiple NS instances with different priorities

after NFVI failure, base flows

Base flow

Description

BF#1

them.

Due to an NFVI failure, the resources used by the constituents of multiple NS
instances are lost and these NSs need to be re-instantiated. The order in which
these resources are re-instantiated follows the priorities of the NS instances using

BF#2

Due to an NFVI failure, the resources used by the constituents of multiple NS
instances are lost and these NSs need to be re-instantiated, but the available
resources are not sufficient to re-instantiate all NS instances.

The priority is used to decide which NS instances are instantiated.

NOTE:

In many cases, NFVO can instantiate the NS instances with priority higher than a certain value. In some
cases, however, the next NS instance to be instantiated might have high resource need while the need of
lower priority NS instances could still be satisfied. The decision for this case is out of scope for this use case.
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Table D.2.3.6-2 describes the base flow #1 (BF#1) for re-instantiation after NFV| failure, when the available resources
are sufficient for all NS instances affected by the NFV1 failure.

Table D.2.3.6-2: Re-instantiation of multiple NS instances with different priorities

after NFVI failure, base flow #1

Flow Description

Trigger to start The re-instantiation can be triggered by the Consumer or by an automatic decision in

re-instantiation NFVO, e.g. via a policy.

NFVO The NFVO evaluates the list of NS instances are to be re-instantiated.

NFVO -> The NFVO sends the "start" lifecycle operation occurrence notification as per

Consumer NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.

NFVO The NFVO triggers the necessary operations to get the NS constituents re-instantiated,
starting with the NS instance with higher priority. This includes requesting the VNFM to
re-instantiate the constituent VNFs.
See note.

NFVO -> As soon as an NS instance is re-instantiated, NFVO sends a notification to its Consumer:

Consumer the "result" lifecycle operation occurrence naotification as per
NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.

NOTE:  The operations are identical to the first instantiation.

Table D.2.3.6-3 describes the base flow #2 (BF#2) for re-instantiation after NFV| failure, when the available resources
are not sufficient for all NS instances affected by the NFV1 failure. Thefirst four steps are identical to BF#1.

Table D.2.3.6-3: Re-instantiation of multiple NS instances with different priorities

after NFVI failure, base flow #2

Flow Description
Trigger to start re- |The re-instantiation can be triggered by the Consumer or by an automatic decision in
instantiation NFVO, e.g. via a policy.
NFVO The NFVO evaluates the list of NS instances to be re-instantiated.
NFVO -> The NFVO sends the "start" lifecycle operation occurrence notification as per
Consumer NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.
NFVO The NFVO triggers the necessary operations to get the NS constituent re-instantiated,
starting with the NS instance with higher priority.
See note 1.
NFVO -> As soon as an NS instance is re-instantiated, NFVO sends a notification to its Consumer:
Consumer the "result" lifecycle operation occurrence naotification as per
NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.
NFVO At a certain point, NFVO will detect that available resources are not sufficient for the
instantiation of the next NS instance. Thus, it has to abandon the re-instantiation of the
remaining NS instances.
See note 2.
NFVO -> The NFVO sends a notification to the Consumers of the NS instances that could not be
Consumer re-instantiated notifying them about the resource shortage as per
NsLcmCapacityShortageNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.5.
See note 3.
The NFVO sends a notification to the Consumers of the NS instances that could not be
re-instantiated: the "result" lifecycle operation occurrence notification as per
NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.

NOTE 1: The operations are identical to the first instantiation.

NOTE 2: In many cases, NFVO can instantiate the NS instances with priority higher than a certain value. In some
cases, however, the next NS instance to be instantiated might have high resource need while the need of
lower priority NS instances could still be satisfied. The decision for this case is out of scope for this use case.

NOTE 3: The NsLcmCapacityShortageNotification allows to provide detailed information about the shortage and also

allows to notify the same consumer later that the resource shortage situation has ended and the LCM
operation could be successful in case the Consumer tries again.
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D.2.4 Use case: Instantiation of NS in parallel to other LCM
operations

D.2.4.1 Introduction

The goal of the use case is to demonstrate how NS instance priorities will be used when multiple NS LCM operations
arerunning in paralel, so there may be several resource requests and high priority NS instances should be served before
low priority NS instances.

Since NS LCM operations, especialy instantiation and scaling, may result in many operations by VIM, VNFM, WIM
and even VNF, they may be long running operations. Thus, the probability of parallel operations could be high. A
restriction to execute only one operation at atime (sequential execution of LCM operations) eliminates the potential
concurrency problems, but may reduce the usability of NFV and thus cannot be assumed.

This use cases discusses an incoming NS instantiation request while other NS LCM operationsincluding their resource
requests are being executed. However, similar conditions may happen for instance during NS scaling.

D.2.4.2 Trigger

Table D.2.4.2-1 describes the use case trigger.

Table D.2.4.2-1: Instantiation of NS in parallel to other LCM operation, trigger

Trigger Description
NFVO receives a request to The Consumer of the ETSI GS NFV-IFA 013 [i.13] LCM interface (e.g. OSS, 3GPP
instantiate an NS Management System, or network slice management functions), requests the

NFVO to instantiate an NS. As described in the introduction, NFVO is already
executing another NS LCM operation, and a resource shortage can be foreseen.

D.2.4.3 Actors and roles

Table D.2.4.3-1 describes the use case actors and roles.

Table D.2.4.3-1: Instantiation of NS in parallel to other LCM operation, actors and roles

# Actor Description
1 NFVO NFV Orchestrator for the NS instances involved.
2 Consumer OSS, or other management system, e.g. network slice management.
The Consumer acts as tenant for the instantiated network services.
3 VNFM VNFEM in charge of the VNF instantiation or other VNF LCM operation.

D.2.4.4 Pre-conditions

Table D.2.4.4-1 describes the pre-conditions.

Table D.2.4.4-1: Instantiation of NS in parallel to other LCM operation, preconditions

# Pre-condition Description

1 The necessary descriptors and packages are
onboarded.

2 NFV-MANO (VIM, NFVO and VNFM) is running.

3 Priority values (and other constraints) are known for |It is assumed that all NS instances handled by the NFVO
all affected NS instances. have certain priority values. This Use Case focuses on
conflict resolution scenario where priority values of all
participating NS instances are different. For the NS
instances with the same priority, there may be other ways
to resolve resource conflicts (e.g. first come - first serve),
these are out of scope for this use-case.
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# Pre-condition Description
4 A long running NS LCM operation is in execution, The on-going NS LCM operation associated with different
while the trigger occurs. NS instances also requests additional resources. In this
use case it is assumed, that some resources have already
been allocated, but the operation is not yet completed.
5 The available resources are not sufficient to fulfil all |The "all requests" here include the resource requests of

requests.

on-going NS LCM operations together with the resource
requests of the new NS instantiation operation. It is
assumed (for simplicity) that the available resources were
sufficient to fulfil resource requests of the on-going
operation.

D.2.4.5 Post-conditions

Table D.2.4.5-1 describes the post-conditions.

Table D.2.4.5-1: Instantiation of NS in par

allel to other LCM operation, post-conditions

# Post-condition Description
1 The LCM operation for the NS instance with higher |The resource requests for the higher priority NS are
priority is successfully executed. fulfilled while the requests for the lower priority NS are
rejected.
2 The LCM operation for the NS instance with lower This includes the case when the operation for the lower
priority is rejected and no resources are allocated. priority NS instance was already being executing, some
resources have already been allocated or VNFs
instantiated, but the NS LCM operation(s) have not been
completed.
3 The Consumer of the NS instances with higher
priority is notified about success.
4 The Consumer of the NS instances with lower These are just normal LCM notifications, see note.
priority is notified that instantiation or other NS LCM
request was not possible due to resource shortage.
NOTE: For the scope of this use case, the notification about the abandoned NS LCM operation may be the same or

different to resource shortage notification.

D.2.4.6 Operational Flows

This clause shows both options: the latest instantiation request can be higher priority or lower priority than the LCM

operations that are already executing.

Table D.2.4.6-1 describes the two base flows.

Table D.2.4.6-1: Instantiation of NS in parallel to other LCM operation, base flows

Flow Description
BF#1 NFVO receives a request to instantiate a lower priority NS instance while an LCM operation on a
higher priority NS instance is being executed.
BF#2 NFVO receives a request to instantiate a higher priority NS instance while an LCM operation on

a lower priority NS instance is bein

g executed.

Table D.2.4.6-2 describes the base flow #1.

Table D.2.4.6-2: Instantiation of NS instance

in parallel to other LCM operation, base flow #1

# Flow Description
0 Consumer -> NFVO |The NFVO receives the trigger: The Consumer requests to instantiate an NS.
1 NFVO The NFVO checks whether the scaling request is valid.
2 NFVO -> Consumer |The NFVO sends the "start" lifecycle operation occurrence notification as per
NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.
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Flow

Description

NFVO

The NFVO evaluates the request:

e calculate necessary resources for the new NS instance;
consider the available resources and the pending resource requests from LCM
operations currently being executed;
determine that the resources requests by the new NS instance cannot be fulfilled;
compare priority of the new NS instantiation requests and the NS instances of the
LCM operations currently being executed;
determine that the new request has lower priority than the NS instances of the
LCM operations currently being executed,;
decide to reject instantiation request.

NFVO -> Consumer

The NFVO sends a notification to the Consumers of the NS instances that cannot be
re-instantiated notifying them about the resource shortage as per
NsLcmCapacityShortageNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.5.

See note 3.

The NFVO sends a notification to the Consumer that the NS cannot be instantiated
because of resource shortage as per "result" NsLcmOperationOccurrenceNoatification in
ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2. See note 2.

NOTE 2:

NOTE 3:

NOTE 1: This flow is identical to the case when the priorities of all NS instances are the same. The requests of NS

LCM operations are executed first come first serve.

use case.

See also the use case in clause D.2.5. Pre-emption of already running NS instances is out of scope for this

The NsLcmCapacityShortageNotification allows to provide detailed information about the shortage and also

allows to notify the same consumer later that the resource shortage situation has ended and the LCM
operation could be successful in case the Consumer tries again.

Table D.2.4.6-3 describes the base flow #2.

Table D.2.4.6-3: Instantiation of NS instance in parallel to other LCM operation, base flow #2

Flow

Description

Consumer -> NFVO

The NFVO receives the trigger: The Consumer requests to instantiate an NS.

NFVO

The NFVO checks whether the scaling request is valid.

NFVO -> Consumer

The NFVO sends the "start" lifecycle operation occurrence notification as per
NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.

NFVO

The NFVO evaluates the request:

e calculate the necessary resources for the new NS instance;
consider the available resources and the pending resource requests from LCM
operations currently being executed;
determine that the resources requests by the new NS instance cannot be fulfilled;
compare priority of the new NS instantiation requests and the NS instances of the
LCM operations currently being executed;
determine that the new request has higher priority than the NS instances of the
LCM operations currently being executed;
calculate that the new request could be fulfilled if one (or more) operations for
lower priority NS instances are stopped, see notes 1 and 2;
decide to abandon running LCM operation(s) and rollback the instantiation of
constituents already done for the lower priority NS instances.

NFVO -> Consumer

The NFVO sends the CoordinateLcmOperation request to the Consumer of the NS
instances that are to be terminated or scaled in as described in ETSI
GS NFV-IFA 013 i.13], clause 6.1.2. See note 7.

Consumer -> NFVO

The Consumer sends the CoordinateLcmOperationResponse with Action="CONTINUE",

allowing the NFVO to proceed with the LCM operation on the lower priority NS instances.
See notes 8 and 9.

NFVO -> VNFM

The NFVO issues the appropriate commands to VNFM to abandon the running LCM
operations for the lower priority NS instances and rollback the instantiation of constituents
already done for the lower priority NS instances, see note 3.

In some cases, this includes to issue termination commands to VNFM to terminate VNF
instances that were already fully instantiated as part of the LCM operation(s) for the lower
priority NS instances.

NFVO & VNFM

The NFVO and VNFM deallocate all resources already allocated during the abandoned
LCM operations for the lower priority NS instances, see note 4.
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Flow Description

8 NFVO -> Consumer |The NFVO sends a notification to the Consumers of the NS instance affected by

of lower priority NS  [abandoning the LCM operation notifying them about the resource shortage as per
instance NsLcmCapacityShortageNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.5.

See note 10.

The NFVO sends a natification to the Consumer of the lower priority NS instances that the
LCM operation could not be executed because of resource shortage, as per "result"
NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.
See notes 5 and 6.

9 NFVO -> VNFM The NFVO triggers the necessary operations to instantiate the higher priority NS instances,
see note 3.
10 |VNFM -> NFVO The VNFEM notifies the NFVO that the requested VNFs are instantiated.

11 |NFVO -> Consumer |The NFVO sends a notification to the Consumer of the higher priority NS instance that it is

of new NS instance |instantiated as per "result" NsLcmOperationOccurrenceNotification in ETSI
with higher priority  |GS NFV-IFA 013 [i.13], clause 8.3.2.2.

NOTE 1:

NOTE 2:

NOTE 3:

NOTE 4:

NOTE 5:

NOTE 6:

NOTE 7:

NOTE 8:

NOTE 9:

NOTE 10:

There may be more complex situations if multiple operations are currently executing in parallel and NFVO
needs to analyse by priority and resource availability, which of the operations should be abandoned or
allowed to proceed.

Also, resource reservation needs to be considered, but this is not part of this use case. The assumption here
is that there are no resource reservations for the NS instances.

Instantiation and other NS LCM operations may include VLs and nested NS instances which are not shown
here.

This use case does not distinguish between indirect and direct mode for the resource allocation.

The NS LCM operation in execution might be triggered not by OSS but by some internal trigger. In that case
also a notification to the Consumer of the low priority NS instance is necessary that LCM operations could
not be executed.

For the scope of this use case, the notification about the abandoned LCM operation may be the same or
different to resource shortage notification.

The LCM coordination interface includes several responses including delay times in the
CoordinateLcmOperationResponse. In this use case it is assumed that the Consumer allows the NFVO to
proceed.

In case the Consumer does not allow the operation, NFVO will reject the initial request for lack of resources,
or tries to find another NS instance with lower priority that could be terminated. Details are out of scope for
this use case.

For other responses of the LCM coordination interface see ETSI GS NFV-IFA 013 [i.13], clause 6.1.2 and
clause F.1.

The NsLcmCapacityShortageNotification allows to provide detailed information about the shortage and also
allows to notify the same consumer later that the resource shortage situation has ended and the LCM
operation could be successful in case the Consumer tries again.

D.2.5

Use case: Resolve resource allocation conflict by
pre-empting a lower priority NS instance that is up and
running

D.2.5.1 Introduction

The goal of the use caseis to demonstrate how NS instance priorities will be used to resolve aresource allocation
conflict during NS instantiation. NFV-MANO here determines resource shortage during the instantiation and decides to
provide resources for the higher priority NS instance by terminating or scaling in alower priority NS instance.

This use cases discusses an incoming NS instantiation request while similar conditions may happen for instance during
NS scaling or healing.

D.2.5.2 Trigger

TableD.2.

5.2-1 describes the use case trigger.
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Table D.2.5.2-1: Resolve resource allocation conflict by pre-empting a lower priority NS instance
that is up and running, trigger

Trigger Description
NFVO receives a request to |The Consumer of the ETSI GS NFV-IFA 013 [i.13] LCM interface (e.g. OSS, 3GPP
instantiate an NS. Management System, or network slice management functions), requests the NFVO to
instantiate an NS. As described in the introduction, a resource shortage can be foreseen.

D.2.5.3 Actors and roles

Table D.2.5.3-1 describes the use case actors and roles.

Table D.2.5.3-1: Resolve resource allocation conflict by pre-empting a lower priority NS instance
that is up and running, actors and roles

# Actor Description
1 NFVO NFV Orchestrator for the NS instances involved.
2 Consumer OSS, or other management system, e.g. network slice management.
The Consumer acts as tenant for the instantiated network services.
3 VNFM VNFM in charge of the VNF instantiation or other VNF LCM operation.

D.2.5.4 Pre-conditions

Table D.2.5.4-1 describes the pre-conditions.

Table D.2.5.4-1: Resolve resource allocation conflict by pre-empting a lower priority NS instance
that is up and running, preconditions

# Pre-condition Description
1 The necessary descriptors and packages are
onboarded.
2 Priority values (and other constraints) are known for It is assumed that all NS instances handled by the NFVO
all affected NS instances. have certain priority values. This use case focuses on

conflict resolution scenario where priority values of all
participating NS instances are different.

3 The available resources are not sufficient to fulfil the
instantiation request.

4 Some NS instances with lower priority are running. It is assumed that enough resources can be made
available by scale in or terminating some of the lower
priority NS instances.

D.2.5.5 Post-conditions

Table D.2.5.5-1 describes the post-conditions.

Table D.2.5.5-1: Resolve resource allocation conflict by pre-empting a lower priority NS instance
that is up and running, post-conditions

# Post-condition Description
1 The LCM operation for the NS instance with higher priority is The resource requests for the higher
successfully executed. priority NS are fulfilled.
2 Some lower priority NS instance was forcefully scaled in or even The affected lower priority NS instance in
terminated to provide the resource for the higher priority NS. many cases will enter some overload
situation.

3 The Consumer of the NS instances with higher priority is notified
about successful instantiation of the NS by pre-empting a lower
priority NS.

4 The Consumer of the NS instances with lower priority is notified that
the instance was forcefully scaled in or terminated due to a resource
shortage and conflict with a higher priority NS.
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D.2.5.6 Operational Flows

Table D.2.5.6-1 describes the operational flow.

Table D.2.5.6-1: Resolve resource allocation conflict by pre-empting a lower priority NS instance

that is up and running, base flow

# Flow Description
0 Consumer -> NFVO |The NFVO receives the trigger: The Consumer requests to instantiate an NS.
1 The NFVO sends the "start" lifecycle operation occurrence notification as per
NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.
2 NFVO The NFVO evaluates the request:
e calculate the necessary resources for the new NS instance;
e determine that the resources required by the new NS instance cannot be fulfilled;
e compare priority of the NS for which the instantiation request has been received
with the already instantiated NS instances;
e find running NS instances with lower priority that could be scaled in or terminated
so that the necessary resources could be made available. See notes 1 and 2.
The NFVO creates an LCM operation on the NS instance with lower priority that executes
the necessary scale in or termination.
3 NFVO -> Consumer |The NFVO sends the CoordinateLcmOperation request to the Consumer of the NS
instances that are to be terminated or scaled in as described in ETSI
GS NFV-IFA 013i.13], clause 6.1.2. See note 5.
4 Consumer -> NFVO |[The Consumer sends the CoordinateLcmOperationResponse with Action = "CONTINUE",
allowing the NFVO to proceed with the LCM operation on the lower priority NS instances.
See notes 6 and 7.
5 NFVO -> Consumer |The NFVO sends the "start" lifecycle operation occurrence notification as per
of lower priority NS [NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.2.2.
instance
6 NFVO -> VNFM The NFVO issues the appropriate commands to VNFM to scale in or terminate VNF
instances serving the lower priority NS instance. See note 1.
7 NFVO & VNFM The NFVO and VNFM deallocate the resources accordingly.
8 NFVO -> Consumer |The NFVO sends a notification to the Consumers of the NS instances that were forcefully
of lower priority NS  [scaled in or terminated, notifying them about the resource shortage as per
instance NsLcmCapacityShortageNotification in ETSI GS NFV-IFA 013 [i.13], clause 8.3.5.
See note 8.
The NFVO sends a notification to the Consumer of the NS instances that were forcefully
scaled in or terminated, notifying them about the complete scale in or termination as per
"result" NsLcmOperationOccurrenceNotification in ETSI GS NFV-IFA 013 [i.13],
clause 8.3.2.2.
9 NFVO -> VNFM The NFVO triggers the necessary operations to instantiate the higher priority NS instances,
see notes 3 and 4.
10 |VNFM -> NFVO The VNFM notifies the NFVO that the requested VNFs are instantiated.
11 |NFVO -> Consumer |The NFVO sends a notification to the Consumer of the higher priority NS instance that it is
of new NS instance |[instantiated as per "result" NsLcmOperationOccurrenceNotification in ETSI
with higher priority  |GS NFV-IFA 013 [i.13], clause 8.3.2.2.

NOTE 1: NSD and VNFD describe the possible ways of scaling the affected NS or VNF.

NOTE 2: The algorithm to decide which NS instances to scale in or terminate might be complex and is outside this use
case.

NOTE 3: Instantiation and other NS LCM operations may include VLs and nested NS instances which are not shown
here.

NOTE 4: In this use case it is assumed that no other LCM requests are received during the instantiation.

NOTE 5: The LCM coordination interface includes several responses including delay times in the
CoordinateLcmOperationResponse. In this use case it is assumed that the Consumer allows the NFVO to
proceed.

NOTE 6: In case the Consumer does not allow the operation, NFVO will reject the initial request for lack of resources,
or tries to find another NS instance with lower priority that could be terminated. Details are out of scope for
this use case.

NOTE 7: For other responses of the LCM coordination interface see ETSI GS NFV-IFA 013 [i.13], clause 6.1.2 and
clause F.1.

NOTE 8: The NsLcmCapacityShortageNotification allows to provide detailed information about the shortage and also

allows to notify the same consumer later that the resource shortage situation has ended and the LCM
operation could be successful in case the Consumer tries again.
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D.2.6 Use case: Data Flow Mirroring Management Driven by NSD

D.2.6.1 Introduction

The goal of the use case isto demonstrate operations of Data Flow Mirroring Job as part of the NS LCM driven by
processing the NSD.

D.2.6.2 Trigger

Table D.2.6.2-1 describes the use case trigger.

Table D.2.6.2-1: Data Flow Mirroring Management Driven by NSD, trigger

Trigger Description
NFVO processes NS LCM, and it NFVO creates/deletes data flow job as part of NS instance LCM executed
determines that as part of the NS according to the NSD and other runtime information.

LCM driven from the NSD, it
creates/deletes/updates data flow
mirroring job

D.2.6.3 Actors and roles

Table D.2.6.3-1 describes the use case actors and roles.

Table D.2.6.3-1: Data Flow Mirroring Management Driven by NSD, actors and roles

# Actor Description
1 NFVO NFVO for the NS instances involved.
2 Consumer OSS, or other management system, e.g. network slice management.
3 VIM VIM exposes data flow mirroring management interface to NFVO allowing to
create/delete/update data flow mirroring jobs.

D.2.6.4 Pre-conditions
Table D.2.6.4-1 describes the pre-conditions.

Table D.2.6.4-1: Data Flow Mirroring Management Driven by NSD, preconditions

# Pre-condition Description

1 NFV-MANO (VIM, NFVO and VNFM) is running.

2 NSD includes information related to the data flows to be mirrored.

D.2.6.5 Post-conditions
Table D.2.6.5-1 describes the post-conditions.

Table D.2.6.5-1: Data Flow Mirroring Management Driven by NSD, postconditions

# Post-condition Description

1 The Consumer has information about the result of the related
data flow mirroring operations.
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D.2.6.6 Operational Flows

Table D.2.6.6-1 describes the operational flow for the Data Flow Mirroring Management in which the NSD includes
information related to the data flows to be mirrored. The data flow mirroring management operations occur as part of
the NS LCM driven by the NSD processing.

Table D.2.6.6-1: Data Flow Mirroring Management Driven by NSD

# Flow Description

1 NFVO->VIM NFVO invokes data flow mirroring management interface of VIM to either:

e create data flow mirroring job based on the information about where the mirrored
data flow needs to be delivered and what data flow needs to be mirrored; or

e delete data flow mirroring job based on the unique ID of data flow mirroring job;

e update data flow mirroring job based on the unique ID of data flow mirroring job,
the mirroringJobName, description and collectorDetails can be updated.

2 VIM -> NFVO Upon successful, as well as unsuccessful, completion of the operation, VIM sends the

operation result to NFVO.

3 NFVO -> Consumer |Upon successful, as well as unsuccessful, completion of the operation, NFVO sends the

operation result to Consumer.

D.2.7 Use case: Data Flow Mirroring Management Requested Via
Interfaces

D.2.7.1 Introduction

The goal of the use case is to demonstrate operations of Data Flow Mirroring Job viainterfaces.

D.2.7.2 Trigger

Table D.2.7.2-1 describes the use case trigger.

Table D.2.7.2-1: Data Flow Mirroring Management Requested Via Interfaces, trigger

Trigger Description
Consumer intends to perform a data  |The Consumer (e.g. OSS) intends to either:
flow mirroring job operation 1) Create data flow mirroring job; or

2) Delete data flow mirroring job; or
3) Query information about data flow mirroring job; or
4)  Update data flow mirroring job.

D.2.7.3 Actors and roles

Table D.2.7.3-1 describes the use case actors and roles.

Table D.2.7.3-1: Data Flow Mirroring Management Requested Via Interfaces, actors and roles

# Actor Description
1 NFVO NFVO for the NS instances involved.
2 Consumer OSS, or other management system, e.g. network slice management.
3 VIM VIM exposes data flow mirroring management interface to NFVO allowing to
create/delete/query/update data flow mirroring jobs.
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D.2.7.4 Pre-conditions

Table D.2.7.4-1 describes the pre-conditions.

Table D.2.7.4-1: Data Flow Mirroring Management Requested Via Interfaces, preconditions

# Pre-condition Description
1 NFV-MANO (VIM, NFVO and VNFM) is running.

D.2.7.5 Post-conditions

Table D.2.7.5-1 describes the post-conditions.

Table D.2.7.5-1: Data Flow Mirroring Management Requested Via Interfaces, postconditions

# Post-condition Description
1 The Consumer has information about the result of the related
data flow mirroring operations.

D.2.7.6 Operational Flows

Table D.2.7.6-1 describes the operational flow for the Data Flow Mirroring Management in which the NFV O receives a
request from consumer to create/del ete/query/update data flow mirroring job.

Table D.2.7.6-1: Data Flow Mirroring Management Requested Via Interfaces

# Flow Description
1 Consumer -> NFVO [Consumer sends operation request, which includes either:
* information about what data flow needs to be mirrored and where the mirrored
data flow needs to be delivered, to create data flow mirroring job; or
e information about which data flow mirroring job needs to be deleted; or
e information about which data flow mirroring job needs to be queried; or
e information about which data flow mirroring job needs to be updated.

2 NFVO->VIM NFVO invokes data flow mirroring management interface of VIM to
create/delete/query/update data flow mirroring job.
3 VIM -> NFVO Upon successful, as well as unsuccessful, completion of the operation, VIM sends the

operation result to NFVO.
4 NFVO -> Consumer |Upon successful, as well as unsuccessful, completion of the operation, NFVO sends the
operation result to Consumer.

D.3 NS management supporting network slicing

D.3.1 Introduction

This annex describes how NFV will support network dlicing via NFV Network Services. Features of NFV Network
Service and NFV-MANO definitions that can be used to support network slicing are described and evaluated.

The functions that are managing network slicing will use the NFV-MANO (Os-Ma-Nfvo) reference point to request and
manage NFV Network Service instances. The same reference point is used to control performance, privacy and other
advanced functions needed for network dicing.

The NFV Network Service Descriptor contains related parameters for NFV Network Service instantiation.

This annex describes how NFV-MANO can satisfy the requirements specific to network dicing by the NFV Network
Service Descriptor features. The functions that are managing network slicing will use the required parameters over the
existing NFV reference points and interfaces.
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The relationship between Network Slicing and the NFV constructs was studied in ETSI GR NFV-EVE 012 [i.12].

The following assumptions are made regarding sharing aspects of an NS instance, in context of network dlicing:

1)

2)

The NFVO relies on the Consumer (e.g. OSS/NSMF/NSSMF) to track and handle the various tenants to which
the Consumer allocates a specific NS instance. Therefore, the tenant(s) that are making use of any one NS
instance are not known by NFVO. The NFV O does not need to handle tenant aspects related to an NS
instance.

An NS instance may be shared between different network slices or network slices subnets, but the NFVO is
not aware of how the Consumer is using the different NS instances. This means that the NFVO is not aware of
which network dice instance(s) or network dice subnet(s) are making use of a specific NS instance.

D.3.2 NS instance sharing between Network Slices and tenants

The goal of the use caseisto support sharing of resources between network slices with matching and sufficient resource
requirements as expressed in the NSD, which isrealized via sharing of the same NS instance.

The consumer (tenant) X has determined that an existing NS instance, used by tenant X as part of a network slice
instance A, also fulfils the resource requirements for another network dlice instance B.

The network dlice instance B may belong to the same tenant X, or it may belong to atenant Y that is handled by the
consumer/tenant X.

The main tenant/consumer information (e.g. identity for tenant X) isretained by NFVO in the NS instance runtime
information.

There are several NS sharing scenarios addressed:

1)

2)

The network slice instance B belongs to the same consumer (tenant) X as network slice instance A:

a) Inthiscasethe NFVO isaware of the consumer X asthe owner tenant for the NS instance, but it would
not need to be privy to the information on the usage of the NS instance by the consumer/tenant X (i.e. if
used for one or many network slice instances or network subnet slice instances):

i)  Theuse casesfor this network slicing scenario are not new to NFV-MANO but are based on
regular NS LCM operations as described in ETSI GSNFV-IFA 013[i.13].

The network dice instance B belongsto a different consumer (tenant) Y, but the resource sharing aspects with
other tenants such astenant Y, are handled by consumer X (e.g. OSS):

a) Inthiscasethe NFVO isunaware of the various tenants handled by X, and only interacts with consumer
X asthe sole tenant for the NS instance:

i)  Theuse cases for this network dlicing scenario are not new to NFV-MANO but are based on
regular NS LCM operations as described in ETSI GSNFV-IFA 013[i.13].
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Annex E (informative):
Policy management in NFV-MANO

E.1 Introduction

Policy is one of the key enablers for constructing flexible management and orchestration functions in the NFV-MANO
architecture. Assisted with policies, NFV-MANO functions can be provided with more automatic characteristics which
fit in with the dynamic requirements of resource management and network service orchestration in the virtualised
network environment.

NFV-MANO policies are mainly applicable to NFV-MANO reference pointsto assist for corresponding NFV-MANO
functions like NS LCM, VNF LCM or resource management. NFV-MANO specific policy management use cases are
investigated in ETSI GR NFV-I1FA 023 [i.9], and operations of policy transfer, policy deletion, policy query, policy
activation, policy deactivation and corresponding subscription/notification management are derived in policy
management interface. Other operations including policy association and policy disassociation are also specified in the
policy management interface. Although policy management use cases for each NFV-MANO reference point are not
exhaustively elaborated, the study recommends enhancing the existing NFV-MANO reference point with policy
management interface, which finally supports the management of policies enforced by the NFVO, VNFM or VIM.

Policy group is aconstruct including a set of NFV-MANO policies intended to be operated holistically. When available
in the NFV-MANO entities which enforce the policies, the policiesin a policy group are further activated or deactivated
asawhole. Assisted with policy groups, the management of a huge number of policies which need to be coordinated in
a complex automated lifecycle management scenario (e.g. NS healing) can be simplified and kept consistent, and
eventually reduce the possibility of policy conflict. Policy group management operations are specified in policy
management interface.

EXAMPLE: As an example of applying policy group in policy management, a policy group consists of multiple
policiesrelated to the healing of an NS instance, such as NS healing policies, the constituent VNF
healing policies, the constituent nested NS healing policies and associated virtualised resource
allocation policies. When the OSS/BSS requests the NFV O to activate policies viaa policy group,
the NFV O activates NS healing policies as well as the constituent nested NS healing policies
locally. Meanwhile, the NFV O requests corresponding VNFMs and VIMs to activate the
congtituent VNF healing policies and associated virtualised resource allocation policies
respectively. If the constituent nested NSiis provisioned and managed in a different administrative
domain, the NFV O requests the NFV O from that administrative domain to activate the constituent
nested NS healing policies.

E.2  Scope of polices in NFV-MANO reference point

Table E.2-1 lists the category of NFV-MANO policy(ies) applied to each reference point. Corresponding functional
description for the policy categories can refer to ETSI GR NFV-IFA 023 [i.9], clause 6.2 and clauses 7.2.2 to 7.2.6.
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Table E.2-1: NFV-MANO policy(ies) on each reference point

Policy Category

Reference Point

NS instantiation policy

Os-Ma-nfvo (see clause 7.2.2 of ETSI GR NFV-IFA 023 [i.9])

NS scaling policy

Os-Ma-nfvo (see clause 7.2.2 of ETSI GR NFV-IFA 023 [i.9])

NS update policy

Os-Ma-nfvo (see clause 7.2.2 of ETSI GR NFV-IFA 023 [i.9])

NS healing policy

Os-Ma-nfvo (see clause 7.2.2 of ETSI GR NFV-IFA 023 [i.9])

NS termination policy

Os-Ma-nfvo (see clause 7.2.2 of ETSI GR NFV-IFA 023 [i.9])

VNF instantiation policy

Or-Vnfm (see clause 7.2.3 of ETSI GR NFV-IFA 023 [i.9])

Ve-Vnfm-em (see clause 7.2.5 of ETSI GR NFV-IFA 023 [i.9])

VNF scaling policy

Or-Vnfm (see clause 7.2.3 of ETSI GR NFV-IFA 023 [i.9])

Ve-Vnfm-em (see clause 7.2.5 of ETSI GR NFV-IFA 023 [i.9])

VNF healing policy

Or-Vnfm (see clause 7.2.3 of ETSI GR NFV-IFA 023 [i.9])

Ve-Vnfm-em (see clause 7.2.5 of ETSI GR NFV-IFA 023 [i.9])

VNF termination policy

Or-Vnfm (see clause 7.2.3 of ETSI GR NFV-IFA 023 [i.9])

Ve-Vnfm-em (see clause 7.2.5 of ETSI GR NFV-IFA 023 [i.9])

Virtualised resource allocation policy

Or-Vi (see clause 7.2.4 of ETSI GR NFV-IFA 023 [i.9])

Vi-Vnfm (see clause 7.2.6 of ETSI GR NFV-IFA 023 [i.9])

Virtualised resource reservation policy

Or-Vi (see clause 7.2.4 of ETSI GR NFV-IFA 023 [i.9])

Virtualised resource quota (management) policy

Or-Vi (see clause 7.2.4 of ETSI GR NFV-IFA 023 [i.9])

Virtualised resource capacity (management) policy

Or-Vi (see clause 7.2.4 of ETSI GR NFV-IFA 023 [i.9])
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Annex F (informative):
VNF Snapshots

F.1 Introduction

The feature for VNF snapshotting is introduced to the NFV system by adding new or enhancing existing requirements,
interfaces, operations, and information elements on multiple reference points of the NFV architecture. This annex
provides further information on the concepts of VNF Snapshots and VNF Snapshot Packages and provides end-to-end
procedures to illustrate the lifecycle management of these objects and the expected behaviour of the involved functional
blocks.

F.2  VNF Snapshot lifecycle

ETSI GR NFV-TST 005 [i.10] introduces the general lifecycle of a VNF Snapshot inits clause 5.2.1. Figure F.2-1,
based on Figure 5.2.1 from [i.10], illustrates the relationship and transitions between a VNF instance, a VNF Snapshot
object and a VNF Snapshot Package object.

Create VNF _Build UNF _ Fetch VNF
-=="""78napshot T s~ __-=""""Spapshot "~~~y .--=""" Snapshot Tt
Package Package \\‘
VNF
external
Snapshot .
location

Package

I
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Snapshot Snapshot Snapshot
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Figure F.2-1: Relationship and transitions between VNF, VNF Snapshot and VNF Snapshot Package

For definitions of the terms VNF Snapshot, VNFC Snapshot, VNF Snapshot Package refer to ETSI GR NFV 003 [i.2].

A VNF Snapshot object can either be generated by creating a VNF Snapshot from a VNF instance or by extracting a
VNF Snapshot Package. An existing VNF Snapshot object can be used to revert a VNF instance to the state captured in
this VNF Shapshot and it can be used to build a VNF Snapshot Package from it.

It isto note that a VNF Snapshot includes one to many VNFC Snapshots, which represent areplication of aVNFC
instance at a specific point in time, capturing its full or partial state. Dependent on the implementation of the
Virtualisation layer, a VNFC Snapshot may not be represented by physical accessible files or other storage objects but
are represented by reference tags kept by the Virtualisation layer instead. Therefore, they can only be used to revert a
VNF instance to a previously captured state and are not able to be directly exported to other systems.

The VNFM isthe functional block responsible to maintain the VNF Snapshot objects, including exposure of operations
for the lifecycle management of VNF Snapshots and keeping runtime information on existing VNF Snapshots. The
runtime information on existing VNF Snapshots is kept in objects of the "V nfSnapshotInfo™ information element,
including one to many "V nfcSnapshotinfo” information elements.

Operations for the lifecycle management of VNF Snapshots are exposed by the VNFM viathe VNF Lifecycle
Management interfaces over the Or-Vnfm and Ve-Vnfm-em reference points and are further accessible viathe "Update
NS operation” of the NS Lifecycle Management interface exposed by the NFV O viathe Os-Ma-nfvo reference point.
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A VNF Snapshot Package object can either be generated by building a VNF Snapshot Package from a VNF Snapshot or
by uploading a VNF Snapshot Package from an external location. An existing VNF Snapshot Package object can be
extracted into a VNF Snapshot object and it can be fetched from an external location. A VNF Snapshot Package
includes one to many VNFC Snapshot images together with VNF Snapshot runtime information and additional artifacts.

The NFVO isthe functional block responsible to maintain the VNF Snapshot Package objects, including exposure of
operations for the lifecycle management of VNF Snapshot Packages and keeping runtime information on existing VNF
Snapshot Packages. The runtime information on existing VNF Snapshot Packages is kept in objects of the

"V nfSnapshotPkglnfo" information element.

Operations for the lifecycle management of VNF Snapshot Packages are exposed by the NFV O viathe VNF Snapshot
Package Management interface over the Os-Ma-nfvo reference point.

F.3 VNF/VNFC Snapshot procedures

F.3.1 Introduction

This clause describes example end-to-end procedures concerning the operations for managing VNF/VNFC Snapshots.
Because VNF Snapshots comprise of one to many VNFC Snapshots, the procedures for VNF Snapshots repeat common
steps of the VNFC Snapshot procedures.

The VNF Snapshot procedure descriptions are based on an originating request from the OSS/BSS via the Os-Ma-nfvo
reference point.

All procedure descriptions are illustrated by sequence charts which contain the names of the messages as specified in
the respective interface specifications, including the relevant input and output parameters. The sequenced messagesin
the charts are numbered and are complemented by step descriptions with corresponding numbers.

F.3.2 Create VNF Snapshot procedure

The procedure to create a VNF Snapshot comprises the following steps as depicted in Figures F.3.2-1 to F.3.2-3:

Step 1. The OSS/BSS initiates the CreateSnapshot operation and sends a request to update an NS to the
NFVO, including the update type and the identifier of the VNF instance to be snapshotted.

Step 2: The NFV O determines the responsible VNFM for the VNF instance to be snapshotted, utilizing
theindicated VNF instance identifier.

Step 3: The NFVO validates the policies for the CreateSnapshot operation for the indicated VNF instance.
Policy rules could be provided by the VNFD of the VNF instance, for example allowing or
denying taking Snapshots.

Step 4: The NFVO sends arequest to create aVNF Snapshot to the VNFM, including the identifier of the
VNF instance to be snapshotted.

Step 5: The VNFM creates a new object of aV nfSnapshotinfo information element and generates a
unique VNF Snapshot identifier vnf Snapshotinfold.

Step 6: In case the VNFD indicates that the VNF requires the preparation for VNF Snapshot creation, the
VNFM sends a Coordinatel cmOperationRequest message to the VNF, indicating the start of a
CreateSnapshot lifecycle operation. The VNFM pauses its execution of the CreateSnapshot
operation and waits for a confirmation from the VNF.

Step 7: The VNF performsinternal pre-snapshot procedures to prepare for taking a VNF Snapshot.

Step 8: The VNF sends a Coordinatel. cmOperationResponse message to the VNFM to indicate the
successful completion of the preparation for the VNF Snapshot.
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Step 9:

Step 10:
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The VNFM resumes the execution of the CreateSnapshot operation and determines the parameters
for the operation from the VNFD of the VNF instance. Those parameters indicate for example if
the virtualised compute resource needs to be stopped prior to the snapshotting, if a virtualised
storage resource needs to be detached, or if the filesystem of the virtualised compute resource
needs to be quiesced.

The VNFM determines the VNFC instances to be snapshotted and to be included in the VNF
Snapshot.

The steps 11 to 31 are repeated for al identified VNFC instances to be snapshotted:

Step 11:

Step 12:

Steps 13/14:

Steps 15/16:

Steps 17/18:

Step 19:

Step 20:

Step 21:

Step 22

Step 23:

Step 24:

Steps 25/26:

Steps 27/28:

The VNFM creates a new object of a VnfcSnapshotlnfo information element and generates a
unique VNFC Snapshot identifier V nfcSnapshotinfold.

The VNFM determines the identifiers of the virtualised compute and virtualised storage resources
of the VNFC instance to be snapshotted from the V nfcResourcel nfo information element.

If the parameters for the CreateSnapshot operation indicate that the virtualised compute resource
of the VNFC instance needs to be stopped before snapshotting, the VNFM sends a request to the
VIM to stop the indicated virtualised compute resource. The VIM sends a corresponding response
after completion of the operation.

If the parameters for the CreateSnapshot operation indicate that a virtualised storage resource
needs to be detached from the virtualised compute resource of the VNFC instance before
snapshotting, the VNFM sends a request to the VIM to detach the indicated virtualised storage
resource from the indicated virtualised compute resource. The VIM sends a corresponding
response after completion of the operation.

If the parameters for the CreateSnapshot operation indicate that the file system of the virtualised
compute resource of the VNFC instance needs to be quiesced before snapshotting, the VNFM
sends arequest to the VIM to quiesce the filesystem of the indicated virtualised compute resource.
The VIM sends a corresponding response after completion of the operation.

The VNFM sends a request to the VIM to create a snapshot of the indicated virtualised compute
resource.

The VIM returns aresponse to the VNFM upon completion of the snapshot of the indicated
virtualised compute resource, including an identifier of the virtualised compute resource snapshot
which serves as reference to the created snapshot of the virtualised compute resource.

The VNFM stores the received identifier of the virtualised compute resource snapshot in the
respective VnfcSnapshotinfo information element object.

The VNFM sends a request to the VIM to create a snapshot of the indicated virtualised storage
resource.

The VIM returns aresponse to the VNFM upon completion of the snapshot of the indicated
virtualised storage resource, including an identifier of the virtualised storage resource snapshot
which serves as reference to the created snapshot of the virtualised storage resource.

The VNFM stores the received identifier of the virtualised storage resource snapshot in the
respective VnfcSnapshotinfo information element object.

If the file system of the virtualised compute resource of the VNFC instance has been quiesced
before snapshotting, the VNFM sends a request to the VIM to unguiesce the filesystem of the
indicated virtualised compute resource. The VIM sends a corresponding response after completion
of the operation.

If avirtualised storage resource has been detached from the virtualised compute resource of the
VNFC instance before snapshotting, the VNFM sends a request to the VIM to attach the indicated
virtualised storage resource back to the indicated virtualised compute resource. The VIM sends a
corresponding response after completion of the operation.
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Steps 29/30:

Step 31:

Step 32:

Step 33
Step 34:

Step 35:

Step 36:

Step 37:

0S8/BSS

1. UpdateNsRequest

127 ETSI GS NFV-IFA 010 V5.3.1 (2025-08)

If the virtualised compute resource of the VNFC instance has been stopped before snapshotting
and if the parameters for the CreateSnapshot operation indicate that it needs to be started after
snapshotting, the VNFM sends a request to the VIM to start the indicated virtualised compute
resource. The VIM sends a corresponding response after completion of the operation.

The VNFM completes the data for the V nfcSnapshotinfo information element object, e.g. adds the
Vnfclnfo information element object for the respective VNFC instance.

In case the VNFD indicates that the VNF requires areturn to normal after VNF Snapshot creation,
the VNFM sends a Coordinatel. cmOperationRequest message to the VNF, indicating the end of a
CreateSnapshot lifecycle operation. The VNFM pauses its execution of the CreateSnapshot
operation and waits for a confirmation from the VNF.

The VNF performsinternal post-snapshot procedures to return to normal after taking a VNF
Snapshot.

The VNF sends a Coordinatel. cmOperationResponse message to the VNFM to indicate the
successful completion of the return to normal after the VNF Snapshot.

The VNFM resumes the execution of the CreateSnapshot operation and completes the data for the
V nf Snapshotl nfo information element object, e.g. adds the Vnflnfo and VNFD information
element objects for the respective VNF instance.

The VNFM compl etes the CreateSnapshot operation and sends the response to the NFVO,
including an identifier of the stored V nf Snapshotinfo information element object.

The NFV O sends the response to the originating request to the OSS/BSS, including an identifier of
the stored V nf Snapshotl nfo information element object. The V nf Snapshotinfold can be used to
reference the created VNF Snapshot in subsequent requests.

'y

{updateType:"CreateSnapshof”
createSnaps hotVnfinstanceld: "<identifier=")

2: Determine responsible VNFM
from createSnapshotVnfinstanceld

3: Validate CreateSnapshot policy

4: CreateSnapshotRequest

{vnfinstanceld " <identifier="

5: Create VnfSnapshotinfo
information element

Opt'ional: If required by VNF, indicated in the VNFD
6: CoordinateLcmOperationRequest |

{wnfinstanceld "</dentifier=
lifecycleCperationCocurrenceld: "<idenffers
ocperation Type "CreateSnaps hot”
operaticnStage "start™

7: Prepare for
VNF Snapshot

8. CoordinateLcmOperationResponse

{operaticnAction:"CONTINUE™)

9: Determine parameters for CreateSnapshot
for VNF from VNFD

10: Determine VNFC instances
to be snapshotted

Figure F.3.2-1: Create VNF Snapshot triggered from OSS/BSS, part 1
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Repeat for all identified VNFC instances

11: Create VnfcSnapshotinfo
information element

12: Determine computeld and storageld from
VinfcResourcelnfo information element

Optional: Stop the compute res

13: OperateComputeRequest

1
ource

{ com puteld:"<Identifier="
computedper ation:"stop™

14: OperateComputeRespo

&

h 4

nse
|

Optional: Detach a virtualized storag:e resource
15: DetachVirtualisedStorageResourceRequest

{ com puteld:"<Identifier="
storageld:"<identifiers")

16: DetachVirtualisedStorageResour

&

ceResponse
I

Optional: Quiesce the file sys

17: OperateComputeRequest

Eem

{ com puteld:"<Identifier="
computeOperation "guies cg™)

18: OperateComputeRespo

&

h 4

nse
|

19: DperateComputeRequeét

{ com puteld:"<Identifier="
com puteOper ation:"create snaps hot™

20: OperateComputeRespo

a4
-

v

nse

21: Store <ComputeSnapshotResourceld=
in VinfcSnapshotinfo information element

22 OperateStorageRequest

{computeCperationCutputData " <Com puteSnapshotResourceld=")

{storageld:"<identifier="
storageOperation “create snapshot™)

h 4

23. OperateStorageResponse

l {storageCperationOutputDeta "< StorsgeSnapshoi?

24: Store =StorageSnapshotResourceld=
in VnfcSnapshotinfo information element

esourceld =)

Optional: Un-Quiesce the file sy&stem
25: OperateComputeRequest

{ computeld:"</dentiier="
com puteOperation:"unquies ce™

h 4

&

26: OperateComputeResponse
I

Optional: Attach a vitualized storag{e resource
27 AttachVirtualisedStorageResourceR equest

{ computeld:"</dentiier="
storageld:"<identifier="

28: AttachVirtualisedStorageResourceRespanse
I

Optional: Start the compute res:ource
29: OperateComputeRequest

{ computeld:"</dentiier="
com puted peration:"start™)

h 4

30: OperateComputeRespaonse

a
-

31: Complete VinfcSnapshotinfo
information element

Figure F.3.2-2: Create VNF Snapshot triggered from OSS/BSS, part

ETSI

2




4

37: UpdateNsResponse
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Optional: If required by VNF, indicated in the VNFD
32: CoordinateLcmOperationRequest |

{wnfinstanceld " =identifiers
lifecycleCperationOccurrenceld: "<identifer=
operation Type "CreateSnapshot”
operationStageend™)

33: Return to normal after
VNF Snapshot

_34: CoordinateLcmOperationResponse
l {operaticnAction:"CONTINUE™)

35: Complete VnfSnapshot/nfo
information element

36 CreateSnapshotResponse
hl (wriSn aps hotinfol d= <ldentifier=")

-

{wnfSnaps hotinfold ™ </dentfier=")

Figure F.3.2-3: Create VNF Snapshot triggered from OSS/BSS, part 3

F.3.3 Query VNF Snapshot information procedure

The procedure to query for VNF Snapshot information comprises the following steps as depicted in Figure F.3.3-1:

Step 1:

Step 2.

Step 3:

Step 4:

Step 5:

Step 6:

NOTE:

The OSS/BSS initiates the query for VNF Snapshot information and sends a request to query an
NSto the NFVO, including a query filter containing the identifier of the VNF instance for which
VNF Snapshot information is searched.

The NFVO determines the responsible VNFM for the VNF instance for which VNF Snapshot
information is searched, utilizing the indicated identifier.

The NFVO sends areguest to query for VNF Snapshot information to the VNFM, including a
query filter containing the identifier of the VNF instance for which VNF Snapshot information is
searched.

The VNFM searches through the V nfSnapshotinfo objects it maintains and determines all
available VnfSnapshotinfo objects' information elements containing a reference to the indicated
VNF instance.

The VNFM completes the query for VNF Snapshot information operation and sends the response
to the NFVO, including all determined V nfSnapshotlnfo objects' information elements.

The NFV O sends the response to the originating request to the OSS/BSS, including all determined
V nf Snapshotli nfo objects information elements.

This procedure covers the use case that the OSS/BSS queries for information on all available VNF
Snapshots that exist for a certain VNF instance. The procedure is similar for other use cases, it only
differs on the used filter information used in the query requests and the corresponding matching results
returned in the query responses. Another use case example could be to query for the available information
on a specific VNF Snapshot, in this case the query filter would contain an identifier of the respective

V nf Snapshotl nfo object.
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03535/B33 NFVO VNFM

1. QueryNsRequest

{filter vnflnstanceld:“<fdenfifer=") i

_6: QueryNsResponse

2. Determine responsible VNFM
from vnfinstanceld

3. QuerySnapshotinfoRequest

(fitervrflnstanceld: " <identifier="

4. Determine VnfSnapshotinfo information
elements for vafinstanceld

_5. QuerysnapshotinfoResponse
- [=VniSnapehotinfe=")

b

("=VWhfSnspehotinfo=")

Figure F.3.3-1: Query VNF Snapshot information triggered from OSS/BSS

F.3.4 Revert-To VNF Snapshot procedure

The procedure to revert to a VNF Snapshot comprises the following steps as depicted in Figures F.3.4-1 to F.3.4-3:

Step 1:

Step 2.

Step 3:

Step 4:

Step 5:

Step 6:
Step 7:

Step 8:

Step 9:

The OSS/BSS initiates the RevertToSnapshot operation and sends a request to update an NS to the
NFVO, including the update type, the identifier of the VNF Snapshot information object and the
identifier of the VNF instance to be reverted.

The NFVO determines the responsible VNFM for the VNF instance to be snapshotted, utilizing
the indicated VNF instance identifier.

The NFVO validates the policies for the RevertToSnapshot operation for the indicated VNF
instance. Poalicy rules could be provided by the VNFD of the VNF instance, for example allowing
or denying reverting Snapshots.

The NFVO sends arequest to revert to a VNF Snapshot to the VNFM, including the identifier of
the VNF Snapshot information object and the identifier of the VNF instance to be reverted.

In case the VNFD indicates that the VNF requires the preparation for VNF Snapshot reversion, the
VNFM sends a Coordinatel cmOperationRequest message to the VNF, indicating the start of a
RevertToSnapshot lifecycle operation. The VNFM pauses its execution of the RevertToSnapshot
operation and waits for a confirmation from the VNF.

The VNF performsinternal pre-snapshot procedures to prepare for reverting to aVNF Snapshot.

The VNF sends a Coordinatel. cmOperationResponse message to the VNFM to indicate the
successful completion of the preparation for the reversion to a VNF Snapshot.

The VNFM resumes the execution of the RevertToSnapshot operation and determines the
parameters for the operation from the VNFD of the VNF instance. Those parameters indicate for
example if the virtualised compute resource needs to be stopped prior to the reversion, or if a
virtualised storage resource needs to be detached.

The VNFM determines the VNFC instances to be reverted.

The steps 10 to 13/14 are repeated for al identified VNFC instances to be reverted:

Step 10:

Steps 11/12:

The VNFM determines the identifiers of the virtualised compute and virtualised storage resources
of the VNFC instance to be reverted from the VnfcResourcel nfo.

If the parameters for the RevertToSnapshot operation indicate that the virtualised compute
resource of the VNFC instance needs to be stopped before reversion, the VNFM sends a request to
the VIM to stop the indicated virtualised compute resource. The VIM sends a corresponding
response after completion of the operation.
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Steps 13/14:

Step 15:

Step 16:

Step 17:

Step 18:

Step 19:

Steps 20/21.:

Steps 22/23:

Step 24:

Step 25:

Step 26:

Step 27:

Step 28:
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If the parameters for the RevertToSnapshot operation indicate that a virtualised storage resource
needs to be detached from the virtualised compute resource of the VNFC instance before
reversion, the VNFM sends a request to the VIM to detach the indicated virtualised storage
resource from the indicated virtualised compute resource. The VIM sends a corresponding
response after completion of the operation.

The VNFM determines the identifiers of the virtualised compute and storage resource snapshots
from the V nfcSnapshotinfo.

The VNFM sends arequest to the VIM to revert the indicated virtualised compute resource to the
indicated virtualised compute resource snapshot.

The VIM returns aresponse to the VNFM upon completion of the reversion of the indicated
virtualised compute resource, including an indication of the result of the operation.

The VNFM sends arequest to the VIM to revert the indicated virtualised storage resource to the
indicated virtualised storage resource snapshot.

The VIM returns aresponse to the VNFM upon completion of the reversion of the indicated
virtualised storage resource, including an indication of the result of the operation.

If avirtualised storage resource has been detached from the virtualised compute resource of the
VNFC instance before reversion, the VNFM sends arequest to the VIM to attach the indicated
virtualised storage resource back to the indicated virtualised compute resource. The VIM sends a
corresponding response after completion of the operation.

If the virtualised compute resource of the VNFC instance has been stopped before reversion and if
the parameters for the RevertToSnapshot operation indicate that it needs to be started after
reversion, the VNFM sends arequest to the VIM to start the indicated virtualised compute
resource. The VIM sends a corresponding response after completion of the operation.

In case the VNFD indicates that the VNF requires areturn to normal after VNF Snapshot
reversion, the VNFM sends a Coordinatel cmOperationRequest message to the VNF, indicating
the end of a RevertToSnapshot lifecycle operation. The VNFM pauses its execution of the
RevertToSnapshot operation and waits for a confirmation from the VNF.

The VNF performsinternal post-snapshot procedures to return to normal after reverting to a VNF
Snapshot.

The VNF sends a confirmation message to the VNFM to indicate the successful completion of the
return to normal after the reversion to a VNF Snapshot.

The VNFM resumes the execution of and completes the RevertToSnapshot operation and sends
the response to the NFVO.

The NFV O sends the response to the originating request to the OSS/BSS.
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0SSIBSS NFVO VNFM [VNF] [ViM]

1: UpdateNsRequest |
{updateType "RevertToSnapshot™ P
RevertToSnapshotData:
wvrflnstanceld:" Jdentifisrs
vrfSnaps hotinfold:" <identifier=")

2: Determine responsible VNFIM
from vnfinstanceld

3. Validate Revert ToSnapshot policy
4: RevertToSnapshotRequest

[vrflnstanceld;”</dentifier=" .
vnfSnaps hotinfold:”<identifiers")

@]

ptional: If required by VNF, indicated in the VNFD

9. CoordinateLcmOperationRequest
{wnfinstanceld " =identfier="
lifecycleCperation O courrenceld: "<identifer="
oper aticnType"ReverfToSnapshof'
operaticnStage:start™

b
L

6: Prepare for reversion to
VNF Snapshot

7 CoordinateLcmOperationResponse
{operaticnAction:"CONTINUE™)

8: Determine parameters for Revert ToSnapshot
for VNF from VNFD

9: Determine VNFC instances
to be reverted

Figure F.3.4-1: Revert-To VNF Snapshot triggered from OSS/BSS, part 1
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Repeat for all identified VNFC instances

10: Determine computeld and storageld from
: VnfcResourcelnfo

Optional: Stop the compute res:ource
11: OperateComputeRequest

h 4

{computeld "<ldentifier="
compu eOperation:Stop™)

F 3

12: OperateComputeRespanse
I

Optional: Detach a virtualized storaq'e resource

o

13 DetachVirtualisedStorageResourceRequest |
{computeld “</dentifier=" F
storageld "< dentifier=")

14: DetachVirtualisedStorageResourceResponse

-

15: Determine ComputeSnapshotResourceld
: and StorageSnapshotResourceld from
VnfcSnapshotinfo

16: OperateComputeRequest

h 4

{computeld “<identifiers="
com puteCperation:"revert to snapshof’
computeCperation InputData: "< C am puie SnapehotResouncelo=")
1

17. OperateComputeResponse

F Y

{computeData:"<resul=")

18: OperateStorageR equest

h 4

{storageld: ™ <ddentifier="
stor ageCper stion:“revert to s naps hot”
storageCperation InputD ata:™ < Storage SnapehotResourceld=")
1

19: OperateStorageResponse

F Y

{storageD ata:"<result="} |

Optional: Attach a virtualized storag:e resource
20: AttachVirtualisedStorageResourceRequest

h 4

{computeld “<identifier="
storageld:"</dentifier>")

21 AttachVirtualisedStorageResourceResponse

F

Optional: Start the compute res:ource
22: OperateComputeRequest

h 4

{computeld "<l dentifiers"
computeOperation™starf’)

23: OperateComputeResponse
I

Figure F.3.4-2: Revert-To VNF Snapshot triggered from OSS/BSS, part 2

I

24

Optional- If required by VNF, indicated in the VNFD
: CoordinateLcmOperationRequest

{wnflnstanceld " <identiier="
lifecycleCperation O courrenceld: "<identifer ="
oper aticnType"ReverfToSnapshof'
operaticnStage"end”)

25: Return to normal after
reversion to VNF Snapshot

26 CoordinateLcmOperationResponse

{operation Action:"CONTINUE™)

287 UpdateNsResponse

27 RevertToSnapshotResponse

Figure F.3.4-3: Revert-To VNF Snapshot triggered from OSS/BSS, part 3
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F.3.5 Delete VNF Snapshot information procedure

The procedure to delete VNF Snapshot information comprises the following steps as depicted in Figure F.3.5-1:

Step 1.

Step 2:

Step 3:

Step 4.

The OSS/BSS initiates the Del eteSnapshotinfo operation and sends a request to update an NS to
the NFV O, including the update type, the identifier of the VNF Snapshot information object to be
deleted and the identifier of the corresponding VNF instance.

The NFV O determines the responsible VNFM maintaining the VNF Snapshot information of the
VNF instance, utilizing the indicated VNF instance identifier.

The NFVO sends areguest to delete the VNF Snapshot information to the VNFM, including the
identifier of the VNF Snapshot information object to be deleted.

The VNFM determines the identifiers of the V nfcSnapshotinfo objects to be deleted from the
V nf Snapshotl nfo object.

The steps 5 to 12 are repeated for all identified VNFC Snapshot information objects to be deleted:

Step 5:
Step 6:

Step 7:

Step 8:

Step 9.

Step 10:

Step 11:

Step 12:
Step 13:
Step 14
Step 15:

The VNFM determines the identifier of the Vnfclnfo object from the V nfcSnapshotinfo.

The VNFM determines the identifiers of the virtualised compute and virtualised storage resources
of the VNFC instance from the VnfcResourcel nfo.

The VNFM determines the identifiers of the virtualised compute and storage resource snapshots
from the V nfcSnapshotinfo.

The VNFM sends arequest to the VIM to delete the indicated virtualised compute resource
snapshot for the indicated virtualised compute resource.

The VIM returns aresponse to the VNFM upon completion of the deletion of the indicated
virtualised compute resource snapshot, including an indication of the result of the operation.

The VNFM sends arequest to the VIM to delete the indicated virtualised storage resource
snapshot for the indicated virtualised storage resource.

The VIM returns aresponse to the VNFM upon completion of the deletion of the indicated
virtualised storage resource snapshot, including an indication of the result of the operation.

The VNFM deletes the V nfcSnapshoti nfo object.

The VNFM deletes the V nfSnapshotinfo object.

The VNFM compl etes the Del eteSnapshotinfo operation and sends the response to the NFVO.
The NFV O sends the response to the originating request to the OSS/BSS.
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0SS/BSS NFVO VNFM [VNF| [ViM]

1: UpdateNsRequest
{update Type:"DeleteSnaps hotinfo™ 4
DeleteSnapshotD ata:
vnflnstanceld:" Jdentifier=
vnfSnaps hotinfold: " <identifier="

2. Determine responsible VNFM
from vnfinstanceld

3: DeleteSnapshatinfoRequest

{wnfSnaps hotinfold "<l denfifier=")

4: Determine vnfcSnapshotinfold's from
VnfSnapshotinfo

Repeat for all i:dentified VNFC Snapshot informations

5. Determine vnfcinfold from
VnfeSnapshotinfo

i| 6: Determine computeld and storageld from
: VnfeResourcelnfo

7: Determine ComputeSnapshotResourceld

| and StorageSnapshotResourceld from
VnfcSnapshotinfo

8. OperateComputeRequest N

L

{ com puteld: "<l dentifier="
com puteCperstion:"delste snapshot”
computeDperstioninputData ™ <Com plt.rfaSn spzhotResourceld=")
9: OperateComputeResponse
{mmputeData:"frEsuﬂb’}
10: OperateStorageRequest
{storageld:"<identifiers"

storageOperation "delete snapshot”
storageOperstioninputDate:"<StorsgeSnspehoiR esourca/d=")

11: OperateStora'geRespon se

{storageDate:“<rezulf=")

4
-

[y
L

d
-

| 12: Delete VnfcSnapshotinfo object

| 13: Delete VnfSnapshatinfo objectl
_14: DeleteSnapshotinfoResponse

_15: UpdateNsResponse

Figure F.3.5-1: Delete VNF Snapshot information triggered from OSS/BSS
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Annex G (informative):
NFV-MANO and integration of management and
connectivity for Multi-Site services

G.1 Introduction

The present annex introduces the architecture options for the placement of WAN infrastructure management functional
entity with respect to the NFV-MANO architecture for supporting multi-site network services.

There are two architecture options:
a)  Architecture option #A: WIM integration into NFV-MANO framework as specialized VIM:

- In this option, the WIM isintroduced as a speciaized VIM. The WIM exposes the interfaces with
Network Controllers of WAN infrastructure and is responsible for controlling and managing network
connectivity of WAN between endpointsin different NFVI-PoPs.

b)  Architecture option #B: WIM integration as external entity to the NFV-MANO framework:

- In this option, the WIM functionality is external to the NFV-MANO framework and integrated or
controlled by other OSS/BSS. In this model WAN resources are envisioned not to be reconfigured
regularly, e.g. for static provisioning, or when such WAN resources are pre-provisioned. The WIM
functionality is out of scope of NFV-MANO but the interactions over the Os-Ma-nfvo reference point
need to be considered.

NOTE: Inthisoption, the NFVO may be allowed to trigger resources of WAN viathe OSS/BSS, but such a case
isregarded to be similar to option #A, with the difference that WIM functionality is not interfaced
directly by the NFVO.

The option #B can be suitable in cases where early NFV deployments cannot make use of network controllers with
programmatic/open interfaces for al network segments.

G.2  Architecture options

G.2.1 Architecture option #A: WIM integration into NFV-MANO
framework as specialized VIM

In this option, Or-Wi reference point between NFVO and WIM is as a subset of Or-Vi and it is specified to manage
WAN connectivity as shown in Figure G.2.1-1. The WIM function block is responsible for the management of
virtualised network resources of WAN to support the deployment of network services that extend across multiple
NFVI-PoPs.
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Figure G.2.1-1: Managing WIM function blocks using Or-Wi reference point

G.2.2 Architecture option #B: WIM integration as external entity to
the NFV-MANO framework managing WIM functionality of
OSS/BSS with Os-Ma-nfvo reference points

In this option, the Os-Ma-nfvo reference point supports the required WAN management functions, as shown in

Figure G.2.2-1. The NFV-MANO does not have the responsibility for the management of the virtualised network
resourcesinside the WAN. If WAN connectivity is pre-provisioned, the NFVO can be provided information about the
relevant connectivity that spans across the multiple NFV1-PoPs.

NOTE: Inthisoption, the NFVO can request the management of virtualised network resource of WAN for NFV
services with OSS/BSS that span across multiple NFV1-PoPs, but such a case is regarded to be similar to
option #A, with the difference that WIM functionality is not interfaced directly by the NFVO.
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Figure G.2.2-1: Managing WIM function blocks using Os-Ma-nfvo reference point
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Annex H (informative):
NFVI operation and maintenance

H.1  Procedures related to NFVI operation and
maintenance

H.1.1 Introduction

This clause describes end-to-end examples of policy transfer and coordination procedures enabling the mitigation of
NFVI operation and maintenance impacts.

The operation and maintenance performed in an NFVI can impact al or several virtualised resources used by a VNF
hosted by thisNFVI. If these virtualised resource impacts occur simultaneously, they could have negative effect on the
availability, reliability and continuity of the services provided by that VNF. To mitigate such impacts, it is desirable to
install policiesinthe VIM that put constraints on the virtualised resources and their groups used by the VNF that would
regulate the NFV1 operation and maintenance procedures in such away, which ensures that the virtualised resources are
taken away at a pace tolerable by the VNF and the VNF is given enough time to prepare for each such upcoming
impact.

The constraints applicable at NFVI operation and maintenance are those specifically defined for such operationsin
clause 5.6.4.2. These constraints can originate from different sources and at different times. Namely:

e  TheVNF provider can provide some or all the NFVI operation and maintenance constraintsin the VNFD
together with the information on the virtualised resources needed for the VNF and their affinity/anti-affinity
rules. Thisinformation can be used by the VNFM to provide the NFV1 operation and maintenance constraints
in an appropriate formto the VIM e.g. at the time of the allocation of the virtualised resources or at the time of
the creation of the affinity/anti-affinity groups. Subsequently, the VNFM can use the VNFD information also
to update the constraints as necessary. For example, after scaling the VNF, the VNFM can set a new constraint
value appropriate for the new group size of an anti-affinity group.

e  TheEM on behaf of the VNF can provide NFVI operation and maintenance constraints at runtime, or update
existing ones based on the current status of the VNF and the traffic it handles. For example, if the VNFis
involved in along-running operation (e.g. healing) that should not be interrupted (based on, e.g. service
provider policies), it can require alonger impactNotificationLeadTime for any upcoming NFV1 operation and
mai ntenance.

To guarantee the consistency of the NFV | operation and maintenance constraints applicable to groups of virtualised
resources, they need to be aligned with the current placement and the placement constraints of the virtualised resources.

The placement constraints of virtualised resources are negotiated based on the affinity/anti-affinity rules of the VNFD,
the availability of resources, and any applicable additional policies (e.g. fallbackBestEffort) between the NFV O and the
VNFM as part of the virtualised resource granting procedure.

Once the VNF has been deployed, there might be inconsistencies between the NFV1 operation and maintenance
congtraints and the current placement and/or placement constraints of the virtualised resources they apply to.

To handle such inconsistencies, the constraints are converted into policies and propagated using the policy management
interface of the appropriate reference point. The NFV-MANO component obtaining NFVI operation and maintenance
congtraints from the VNFD or receiving NFVI operation and maintenance policies with constraints from the EM or
another NFV-MANO component needs to ensure the consistency of the constraints and policies they are aware of and
accordingly accept or reject any newly received policies.

Once the consistent NFV| operation and maintenance constraints have been delivered to the VIM in the form of
policies, the VIM applies them to the NFV1 operation and maintenance as appropriate.
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Whenever the NFV1 operation and maintenance isinitiated, the VIM provides notifications about upcoming impactsin
advance as reguested by the hosted VNFs allowing the VNFsto prepare for the impacts. The VNFs can explicitly
confirm their readiness for the impact or the VIM can proceed with the NFVI maintenance and operations after the
applicable time has expired.

H.1.2 VNFD-based transfer of NFVI operation and maintenance
policies

In this scenario shown in Figure H.1.2-1, the NFVI operation and maintenance constraints are specified in the VNFD as
nfviMaintenancel nfo of the virtualised resources and their groups of a VNF. For a new instance of the VNF these are all
the applicable placement constraints. Therefore, based on the constraints in the VNFD the VNFM creates the
appropriate NFV1 operation and maintenance policies and installs these policies as part of the VNF instantiation
procedures.

The scenario comprises the following steps:

Step 1. The NFVO requeststhe VNFM to instantiate a VNF. The receiving VNFM performs all the
procedures necessary before deployment (e.g. collecting the information on the needed resources
and their groups with their nfviMaintenancel nfo from the VNFD, obtaining the grants from the
NFVO, etc.).

Steps 2, 3 and the loop 4-7 can be executed in different orders as appropriate for the interacting VNFM and the VIM.

Step 2: The VNFM converts the constraints of the nfviMaintenancelnfo (see clause 7.1.8.17 in ETS
GSNFV-IFA 011i.19]) into NFVI operation and maintenance policies and transfers them to the
VIM.

Step 3: The VNFM requests the VIM to create an anti-affinity group (AAG), named AvailabilityG. The

reguest may reference applicable policiesinstalled in step 2.
In aloop for each i VNFC instance (VNFC) of the AvailabilityG AAG steps 4-7 are executed:

Step 4: The VNFM initiates the procedure to instantiate VNFC;.

Step 5: The VNFM requests the VIM to alocate avirtual compute resource, named VR;, as part of the
AvailabilityG AAG. The request may reference applicable policiesinstalled in step 2.

Step 6: The VIM alocates VR; on host H;.

Step 7: The VIM respondsto the VNFM confirming the allocation of VR; on host Hi.

Upon completion of the above steps, the procedure continues as follows:

Step 8: The VNFM subscribes with the VIM for virtualised resource change notifications for the
individual Virtualised Resources (VRi) and for the AvailabilityG AAG.

Step 9: The VNF (or on its behalf the EM) subscribes with the VNFM for alarms at the severity level of
warning. These report upcoming changes in the virtualised resources of the VNF.

At step 9 al the resources necessary for the instantiation of the VNF have been created. In case of an upcoming impact
due to some NFV| operation and maintenance the VNF (or on its behalf its EM) will receive an alarm of severity
warning.

In addition, at runtime the NFVI maintenance policies may be queried and updated as needed. For example, if new
virtual compute resources were allocated according to steps 4-7 and they were added to the AvailabilityG AAG the
maximum number of impacted resources constraint for AAG may need to be changed.

If the VNFM wants to retrieve the current set of active policiesin the VIM for the resources used by a VNF
(e.g. maximum number of impacted resources for the AvailabilityG), the following step is executed:

Step 10: The VNFM queriesthe VIM of the currently installed NFVI operation and maintenance policies
for the resources used by the VNF.
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If the VNFM needs to transfer an updated set of NFVI operation and maintenance policies to the VIM (e.g. the new
maximum number of impacted resources for the AvailabilityG), the following step is executed:

Step 11: The VNFM transfersto the VIM the updated NFV1 operation and maintenance policies.

NFVO VNF/EM WNFM VIM
T T

| 1: Instantiate VNF

WNFM performs for the WINF all the
steps needed before deployment and
starts the VINFC instantiations

ordered as appropriate  /

NFV| operation and maintenance policies express constraints:
- notification lead time for WVRs and AAG |
- recovery time for AAG 1 2: Transfer NFVI operation and maintenance policies for VNF
- maximum number of impacted resource for AAG
- opticnally resource mitigation request for AAG

T T

| 3: Create anti-affinity group AvailabilityG

InoE / [for each VNFCi of the AvailabilityG AAG]
| 4: Instantiate VNFCi

1 5: Allocate wirtual compute resource WRi in AvailabilityG

1 6: Allocate VR on host Hi

|
' 7: Allocate response
<z

1| For individual resources and for
| | the AvailabilityG resource group

I
IT | 8: Subscribe for virtualised resource change notifications
r
|

! 8 Subscribe for alarms

Upcoming changes are reported by
alarms with severity warning

: : VNF instantitation complete :.
I

opt / [Policies can be queried by the VNFM at any time]
1 10: Query NFVI operation and maintenance policies for WINF resource

opt / [Policies can be updated by the VNFM at runtime as needed] !
' 11: Transfer NFVI operation and maintenance policies for VINF resources _ !

NFVO VNF/EM VNFM VIM

Figure H.1.2-1: Installing policies for constraints provided in the VNFD

H.1.3 NFVI operation and maintenance coordination for group
impact

In the scenario shown in Figure H.1.3-1, the NFVI operation and maintenance constraints have been specified for an
anti-affinity group of a VNF instance, for example, according to the scenario of clause H.1.2. In particular, it was
requested to send virtualised resource change notifications in advance of an impact on the AvailabilityG Anti-Affinity
Group (AAG) with a specified lead time.

EXAMPLE: The reason for this could be to have enough time for the VNF instance to redirect the traffic it is
handling to a geo-redundant pair. That is, the VNF is deployed as a geo-redundant pair of VNF
instances, whereby one VNF instance is the VNF instance considered in this scenario. It isworth
mentioning that no switch-over needs to be performed by the VNF pair if the upcoming impact is
only for asingle virtualised resource (or less than the maxNumberOfl mpactedl nstances).

The scenario comprises the following steps:

Step 1: The VIM (or the NFVI Software Modification Module) determines that it is going to upgrade a set
of resources, which host AAGs. Among these AAGs s the AvailabilityG AAG, whose virtualised
resources are notified by virtualised resource change notifications in advance with a lead time.

Step 2: The VIM sendsto the VNFM a virtualised resource change start notification indicating that the
virtualised resources of the AvailabilityG AAG will be impacted.
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Step 4.

Step 5:
NOTE:

Step 6:
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The VIM starts also atimer with the lead time specified for the AvailabilityG together with the
notification sent in step 2 as required by the policiesinstalled and applicable to the AvailabilityG
AAG.

Based on the notification received in step 2, the VNFM sends an alarm at the warning level to the
VNF (or its EM) about the upcoming impacts on the group of VNFC instances (i.e. for agiven
VNFC aso known as VDU) dueto NFVI operation and mai ntenance.

The VNF performs action(s) to mitigate the upcoming impacts.

In the above example, to mitigate the upcoming impacts the VNF performs a switch-over to the
geo-redundant pair.

At the expiration of the AvailabilityG AAG lead time, the VIM proceeds with the upgrade of the
resources, which among others, host the virtualised resources in AvailabilityG AAG.

Next, in aloop the VIM performs the upgrade/maintenance of the resources hosting the AvailabilityG AAG as

appropriate.

Step 7:

Step 8:

WNF/EM

The VIM sendsto the VNFM a virtualised resource change end notification indicating that the
impact on the virtualised resources of the AvailabilityG AAG has ended.

The VNFM clears with the VNF (or its EM) the alarm about the group impact of VNFC instances.

WIFM VIM

:NFW upgrade has been initiated : :
1

opt /  [AvailabilityG AAG with constraint for notification lead timel

Alarm for the group of VNFCs
"hosted on AvailabilityG AAG

i VIM determines that the
' 1: resources hosting AvailabilityG
i AAG need to be upgraded

| . VR change start notification
! 2 for AvailabilityG AAG

3: Start AvailabilityG lead time

| > Per‘form mitigating action

6 AvailabilityG lead time expiration

|
|
|
|
|
|
|
| B
|

|:_:l / [for each VRi in AvailabilityG MG] |

| WIM proceeds with the upgrade of the resources, which host the AvailabilityG AAG Iﬁ

WR change stop notification

AAG has been completed 7 for AwailabilityG AAG

All impacts for AvailabilityG j

_Clear alarm for the group of WYMNFCs
" hosted on AvailabilityG AAG

WMNF/EM

Figure H.1.3-1: NFVI operation and maintenance coordination for group impact

WHEM VIM
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H.1.4 NFVI operation and maintenance coordination for

virtualised resource impact

In the scenario shown in Figure H.1.4-1, the NFVI operation and maintenance constraints have been specified for a
virtualised resource of a VNF before the initiation of the NFV 1 upgrade operation, for example, as aresult the scenario
discussed in clause H.1.2. In particular, it was reguested to send virtualised resource change notifications in advance of
an impact on the virtualised resource with a specified lead time and with resource mitigation.

The scenario comprises the following steps:

Step 1.

Step 2:

Step 3:

Step 4.

Step 5:
Step 6:
Step 7:
Step 8:

Step 9:

Step 10:
Step 11:
Step 12:

The VIM (or the NFVI Software Modification Module) determines that it is going to upgrade next
host H;, which hosts, among others, virtualised resource VR; of the VNF.

The VIM sendsto the VNFM avirtualised resource change notification indicating that virtualised
resource VR; will be impacted.

Together with the notification sent in step 2, the VIM starts atimer with the lead time specified for
VR.

To mitigate the removal of VR; used by VNFC; of the VNF, the VNFM initiates an auto-scaling
out of the VNF to add VNFC,.

The VNFM requests the VIM to alocate VRX.
The VIM allocates VRx on host Hx.
The VIM confirms the allocation of VRX.

Based on the notification received in step 2, the VNFM sends to the VNF (or its EM) an alarm
with severity warning about the upcoming impact of VNFC; due to NFVI operation and
mai ntenance and indicates that VNFC, is provided to mitigate the impact.

The VNF redirects the traffic from VNFC; to VNFC,.
The lead time for VR expiresindicating to the VIM that the maintenance of host H; can proceed.
The VIM removes VR; from host H; to prepare H; for the maintenance.

The VIM performs the maintenance of host H;.
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VNF/EM WINFM WIM

I :NFW upgrade has been initiated |;

opt / [VR with constraints of lead time and resource mitigation request] :

| i 1 Select host Hi for upgrade

2 R change notification VRi i

3 Start lead time for VR

| 4 Initiate VNF auto-scale out to add a VNFCx

5 Allocate request for WRx

6 Allocate WRx on Hx

1

7 Confirm allocation of WRx

8 Alarm for WNFCi hosted on WRi

Mitigating WNFCx is provided %

9 Redirect traffic from WNFCi to WNFCx

10 WRi lead time expiration

am

| 11 Rermove WRi from Hi

i

i 12 Upgrade host Hi

VNF/EM WINFM Wl

ol

Figure H.1.4-1: NFVI operation and maintenance coordination for virtualised resource impact
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Annex J (informative):
Change history

Date

Version

Information about changes

2018-02-28

V2.4.2

Started 2018H1 maintenance

CR NFVIFA(18)000092

Remove some abbreviation

(approved during IFA#89 Sophia Antipolis)
CR NFVIFA(18)000096r1

Remove definitions covered in NFV003
(approved during IFA#89 Sophia Antipolis)

2018-05-02

V2.4.3

History corrected

CR NFVIFA(17)0001135r4

Make VnfPkgChangeNotification reception optional for VNFM
(approved during IFA#89 Sophia Antipolis)

CR NFVIFA(18)000195

Remove unused reference and an abbreviation

(approved IFA#91)

2018-05-09

Vv3.0.0

Base Line for Release 3 created from draft v2.4.3 as agreed in IFA#98

2018-05-24

v3.0.1

Implements FEAT04 Compute Host Reservation Mega CR NFVIFA(18)000419r3
See also NFVIFA(18)000475 for a list of CRs to other specifications associated with FEAT04

2018-06-11

Vv3.0.2

Correct Title line, correct numbering in clause A.2.8

Implements FEATO7 Composite NS across multi domain Mega CR NFVIFA(18)000455r3

See also NFVIFA(18)000492r1 for a list of CRs to other specifications associated with FEAT0O7
Implements FEATO8 NS across multiple administrative domains Mega CR NFVIFA(18)000425r1
See also NFVIFA(18)000515r1 for a list of CRs to other specifications associated with FEAT08

2018-06-15

v3.0.3

Implements FEAT11 NFV-MANO management NFVIFA(18)000576
Implements FEAT15 VNF Snapshot NFVIFA(18)000539
See also NFVIFA(18)000577r1 for a list of CRs to other specifications associated with FEAT15

2018-06-27

Vv3.0.4

Correct wording in history
Implements CR NFVIFA(18)000661 Clarifications on Compute Host Reservation

2018-09-21

V3.1.2

Base Line for Release 3 Drop 2 created from published version 3.1.1

(not considering changes by EditHelp between v2.4.3 and v2.5.1, since v3.1.1 was created by
editHelp)

Implements CR NFVIFA(18)000760r1 IFA010ed321 Enhance policy management requirements
related to multi-domain NS provisioning

Implements CR NFVIFA(18)000798r2 IFA010ed321 Add policy management requirements
related to support the capability for consuming operations in NFVO

Implements CR NFVIFA(18)000799r2 IFA010ed321 Add policy management requirements
related to support the capability for consuming operations in VNFM

Implements CR NFVIFA(18)000800r2 IFA010ed321 Add policy management requirements
related to support the capability for consuming operations in VIM

Implements CR NFVIFA(18)000802r3 IFA010ed321 Add functional requirements for software
image management

2018-11-09

V3.1.3

Implements following CRs:

NFVIFA(18)000879r1 Restructuring annex of IFA010 (FEATO5 proposal)
NFVIFA(18)000861 IFA010 - New annex for VNF Snapshots

NFVIFA(18)000880 IFA010 - New annex Create VNF Snapshot procedure
NFVIFA(18)000906r1 IFA010 - New annex Query VNF Snapshot information procedure
NFVIFA(18)000907r1 IFA010 - New annex Revert-To VNF Snapshot procedure
NFVIFA(18)000908rl IFA010 - New annex Delete VNF Snapshot information procedure

2019-01-04

V3.1.4

Implements the following CRs:

NFVIFA(18)0001012 - IFA010ed321 CR add policy associate disassociate operations
NFVIFA(18)0001107r2 - IFA010 MegaCR FEATO010 General and functional requirements for
Multi-Site Service

2019-01-18

V3.1.5

Implements the following CRs:

NFVIFA(19)000018 IFA010ed321 - Annex F.3.2 Create VNF Snapshot procedure
NFVIFA(19)000019 FA010ed321 - Annex F.3.4 Revert-to VNF Snapshot procedure
NFVIFA(18)000844r7  IFA010 MegaCR FEATO5 Slicing

NFVIFA(19)000084 IFA010 harmonize use of Assign and Allocate
NFVIFA(19)000085 IFA010 move informative reference

2019-02-06

V3.1.6

Implements the following CRs:
NFVIFA(19)000060 FEATO02 IFA010 MegaCR

2019-02-23

V3.1.7

Implements the following CR:
NFVIFA(19)000169r1  IFA010ed321 requirements for PNFD archive support
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Date Version Information about changes
2019-05-10 |[V3.2.2 |Base Line for Release 3 Drop 3 created from published version 3.2.1
2019-06-27 [V3.2.3 |Implements the following CR:
NFVIFA(19)000074r2  IFA010ed321 Update of PM requirements for aligning with IFA027
Rapporteur's action: reference to IFA027 should be informative.
NFVIFA(19)000421 IFA010ed331 7.2.5 Terminology correction
NFVIFA(19)000488r1  IFAQ10 - Support for pods
NFVIFA(19)000510r5 IFA010 General requirements for the software modification of
NFV-MANO functional entities
NFVIFA(19)000529 IFA010ed331 Change external VNF connectivity requirements
2019-07-16 |Vv3.2.4 |[NFVIFA(19)000555 IFA010ed331 General requirements for change current Vnf Package
NFVIFA(19)000556 IFA010ed331 5.X General requirements for software modification - bugfix
NFVIFA(19)000038r7 IFA010 MegaCR FEAT03 NFVI MOD
NFVIFA(19)000705 IFA010ed331_Update of PM requirements for aligning with IFA027-Rel-3
NFVIFA(19)000480r8 IFA010 MegaCR FEAT16 SAL
Editorial corrections
2019-10-02 |Vv3.3.2 |Initial version for maintenance
2019-12-10 |Vv3.3.3 |NFVIFA(19)000891 IFA010-Remove Annex -Authors and contributors
NFVIFA(19)000978r1  IFA010ed341 Snapshot Package Management interface requirements
2020-04-06 |V3.3.4 |NFVIFA(20)000234 IFA010ed341 FEAT15 Moving VNF snapshot package API
Rapporteur-action to consistently use NFV-MANO and NFV-IFA
2020-06-19 [Vv4.0.1 |Initial version for Release 4
2020-09-03 |V4.0.2 |NFVIFA(20)000478r2 IFA010ed411 MegaCR FEAT17 Cloud-native VNFs
NFVIFA(20)000533 IFA010ed411 Mirror of NFVIFA(20)000532 Fix usage of NFV003 and EM
2020-12-11 |V4.1.2 |[Initial version for Release 4 drop 2
2021-03-05 [v4.1.3 |NFVIFA(21)000020r1 IFA010ed421 Rel-4 mirror of 007, SW image integrity
NFVIFA(21)000119 IFA010ed421 (mirror of 076r1) Align NFV-MANO management to
FEAT10 multi-site connectivity
NFVIFA(20)000397r2  ENH02.02-IFA010ed411 New functional requirements
2021-03-18 |V4.1.4 [NFVIFA(21)000201r1 1FA010ed421 Mirror of 199 Avoid Reference to MANOO1 and others
NFVIFA(21)000030r3 Enh02.01 IFAQ10_release_4 _megaCR
NFVIFA(20)000835r2 Enh02.04-IFA010ed421 Use of invariant identifications for NSD
constituents
2021-03-24 |V4.1.5 |NFVIFA(21)000197r2  IFA010ed421 MegaCR FEAT17 Cloud-native VNFs
2021-06-29 [V4.2.2 |Initial version for Release 4 drop 3
2021-10-21 |V4.2.3 |NFVIFA(21)000017r6 ENHO02_03_IFA010_release_4 MegaCR
2022-03-31 [v4.2.4 |NFVIFA(22)000002r3 FEAT17-IFA010ed431-Clause 5.1 resource management enhancements
NFVIFA(22)000128r1  IFA010ed431 Adding CISM and CIR into NFV-MANO mgmt
NFVIFA(22)000179 IFA010ed431 MegaCR FEAT19a container networking
NFVIFA(22)000186r1 IFA010ed431 FEAT21 MegaCR
NFVIFA(22)000197r4  IFA010ed431 MegaCR FEAT17 Cloud-native VNFs
2022-06-23 [V4.3.2 |Initial version for Release 4 drop 4
2022-12 V4.3.3 |NFVIFA(22)000648r2  IFA010ed441 Error information related to NS feasibility check
NFVIFA(22)000771 IFA010ed441-Add CISM notification subscription requirements
2023-01 V4.3.4 |NFVIFA(23)000005r2 FEAT20 IFA010 MegaCR on MDAF part
NFVIFA(23)000011 IFA010ed441 Adding CCM into NFV-MANO mgmt.
2023-03 V4.4.2  |Initial version for Release 4 drop 5
2023-07 V4.4.3 |NFVIFA(23)000337r1  IFA010 Adding requirement on OS container workload performance
management to CISM
NFVIFA(23)000402r1  IFA010ed451 Adding MDAF into NFV-MANO mgmt
NFVIFA(23)000455r2  IFA010 Adding intent management functional requirements into clause 6
NFVIFA(23)000010r3 IFA010ed451 FEAT21 MegaCR
NFVIFA(23)000474 FEAT31 IFA010ed451 Mega-CR for deployable modules support
2023-07 V4.4.4 |NFVIFA(23)000293r1 IFA010ed451 New requirement in NFVI Capacity Interface for CIS
Cluster Capacity
NFVIFA(23)000540r1 IFA010ed451 adding IFA026 reference for IFA010
NFVIFA(23)000535r1 IFA010ed451 FEAT17 Mega CR
NFVIFA(23)000076r1 ENH02.06 IFA010ed451 Support of artifacts for the mapping of mciop
input parameters
2023-07 V4.4.5 |NFVIFA(23)000586 IFA010ed451 Remove Editors Note
2023-11 V5.0.1 |Base line for Release 5
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Date Version Information about changes
2024-02 V5.0.2 |NFVIFA(23)000782r1 IFA010ed511 Add introduction to policy group
NFVIFA(23)000801r1 IFA010ed511 CISM FM functional requirements
NFVIFA(23)000814 FEAT31 IFA010ed511 Mega-CR for dynamic capacity support
NFVIFA(23)000835 IFA010ed511 Adaptive changes related to MDAF specification
NFVIFA(24)000018 IFA010ed511 Add policy group management functional requirements
NFVIFA(24)000064 (mirror (23)755) IFA010ed511 FEAT21 maintenance correction PSM
requirement
2024-03 V5.0.3 |NFVIFA(24)000186 FEAT29 IFA010ed511 MegaCR
NFVIFA(24)000193 FEAT30 IFA010ed511 MegaCR
NFVIFA(24)000127 IFA010ed511 FEAT35 MegaCR for requirements enhancements
2024-03 V5.0.4 |NFVIFA(24)000089 FEAT24 IFA010 functional requirements for MDAF about interactions
with VNF generic OAM functions
NFVIFA(24)000196r2 FEAT24 IFA010 functional requirements for IM about interactions with
PaaSs services
NFVIFA(24)000220 FEAT19b IFA010ed511 MegaCR
2024-04 V5.0.5 |NFVIFA(24)000246 IFA010ed511 Multiple clauses Editorial alignments and update
references
2024-06 V5.1.2 |Base line for edition 5.2.1
2024-09 V5.1.3 |NFVIFA(24)000412r2 FEAT24_IFA010_Remove PaaSService Instantiate use case
NFVIFA(24)000419r4  IFA010ed521 Adding IM into NFV-MANO management
NFVIFA(24)000466r1 FEAT19a IFA010ed521 Adding CISM requirements related to secondary
container cluster network management
NFVIFA(24)000499r1 FEAT33 IFA010ed521 Mega CR
NFVIFA(24)000518r1 FEAT19a IFA010 Adding container networking recommendations
NFVIFA(24)000540 FEAT19b IFA010ed521 MegaCR
NFVIFA(24)000544 FEAT21 IFA010ed521 MegaCR
NFVIFA(24)000551 FEAT29 IFA010ed521 MegaCR
2024-10 V5.1.4 |NFVIFA(24)000581r2 IFA010ed521 Review contribution - clarification about resource zones
NFVIFA(24)000595r2 FEAT19a IFA010ed521 Adding PIM related requirement for enhanced
container networking
2025-04 V5.2.2 |Initial draft version for ed531 created from published version v5.2.1
2025-04 V5.2.3 |NFVIFA(25)000056 FEAT29 IFA010ed531 Add support power management VNF instances

NFVIFA(25)000052

FEAT21 IFA010ed531 Add support handling security groups
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History

Version Date Status
V5.1.1 June 2024 Publication
Vv5.2.1 November 2024 | Publication
V5.3.1 August 2025 Publication
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