ETS| GS MEC 010-2 V3.2.1 (2024-02)

-

GROUP SPEC

Multi-access Edge Computing (MEC);
MEC Management;
Part 2: Application lifecycle, rules and
requirements management

Disclaimer

The present document has been produced and approved by the Multi-access Edge Computing (MEC) ETSI Industry
Specification Group (ISG) and represents the views of those members who participated in this ISG.
It does not necessarily represent the views of the entire ETSI membership.



2 ETSI GS MEC 010-2 V3.2.1 (2024-02)

Reference
RGS/MEC-0010-2v321LcRRM

Keywords
MEC

ETSI

650 Route des Lucioles
F-06921 Sophia Antipolis Cedex - FRANCE

Tel.: +334 9294 42 00 Fax: +33 4 93 65 47 16

Siret N° 348 623 562 00017 - APE 7112B
Association & but non lucratif enregistrée a la
Sous-Préfecture de Grasse (06) N° w061004871

Important notice

The present document can be downloaded from:
https://www.etsi.org/standards-search

The present document may be made available in electronic versions and/or in print. The content of any electronic and/or
print versions of the present document shall not be modified without the prior written authorization of ETSI. In case of any
existing or perceived difference in contents between such versions and/or in print, the prevailing version of an ETSI
deliverable is the one made publicly available in PDF format at www.etsi.org/deliver.

Users of the present document should be aware that the document may be subject to revision or change of status.
Information on the current status of this and other ETSI documents is available at
https://portal.etsi.org/TB/ETSIDeliverableStatus.aspx

If you find errors in the present document, please send your comment to one of the following services:
https://portal.etsi.org/People/CommiteeSupportStaff.aspx

If you find a security vulnerability in the present document, please report it through our
Coordinated Vulnerability Disclosure Program:
https://www.etsi.org/standards/coordinated-vulnerability-disclosure

Notice of disclaimer & limitation of liability

The information provided in the present deliverable is directed solely to professionals who have the appropriate degree of
experience to understand and interpret its content in accordance with generally accepted engineering or
other professional standard and applicable regulations.
No recommendation as to products and services or vendors is made or should be implied.

No representation or warranty is made that this deliverable is technically accurate or sufficient or conforms to any law
and/or governmental rule and/or regulation and further, no representation or warranty is made of merchantability or fitness
for any particular purpose or against infringement of intellectual property rights.

In no event shall ETSI be held liable for loss of profits or any other incidental or consequential damages.

Any software contained in this deliverable is provided "AS IS" with no warranties, express or implied, including but not
limited to, the warranties of merchantability, fithess for a particular purpose and non-infringement of intellectual property
rights and ETSI shall not be held liable in any event for any damages whatsoever (including, without limitation, damages

for loss of profits, business interruption, loss of information, or any other pecuniary loss) arising out of or related to the use
of or inability to use the software.

Copyright Notification

No part may be reproduced or utilized in any form or by any means, electronic or mechanical, including photocopying and
microfilm except as authorized by written permission of ETSI.
The content of the PDF version shall not be modified without the written authorization of ETSI.
The copyright and the foregoing restriction extend to reproduction in all media.

© ETSI 2024.
All rights reserved.

ETSI


https://www.etsi.org/standards-search
http://www.etsi.org/deliver
https://portal.etsi.org/TB/ETSIDeliverableStatus.aspx
https://portal.etsi.org/People/CommiteeSupportStaff.aspx
https://www.etsi.org/standards/coordinated-vulnerability-disclosure

3 ETSI GS MEC 010-2 V3.2.1 (2024-02)

Contents

Intellectual Property RIGNES.... ..ottt s e e nneene e 16
01 Yo (o OSSR 16
Modal VErDS EMINOIOQY.......ccveeeeiticiecte ettt e e s te e e besre e besbeeasesreeneetesteeneensesreensesneens 16
1 o010 R 17
2 L= £ 101 SRS 17
21 INOIMBLIVE FEFEIENCES ... eeeeeieeeeie ettt sttt et et et e e st e te s et ebeeseeseenee s eneeseeebesaeeaeeneeeeseeseeseeeneeneeeeneeses 17
22 INfOrMELIVE FEFEIENCES. ... ettt ettt e et e beseeebe s et eae e e e eeseeseeseeeneeneeeaneeses 18
3 Definition of terms, symbols and abbreviations.............ccceeciiiciicice e 18
31 1= 1= TP 18
3.2 Y 1210 SRS 19
3.3 ADDIEVIBLIONS ...ttt et r e et r e et r e e Rt e e R r e e Rt e n e re e ene s 19
4 SPeCifiCation |EVEl FEQUITEMENTS ...ttt b e nrennenn s 19
4.1 Requirements for reference POINT MIML..........oocciiiiiiiee bbb 19
411 GENETEl FEQUITEIMIENES. ......eiteeeterteeeterte sttt sttt se ettt se bbbt et se bt sbeseeb e s b e se bt ebeseebesbeseebesb e e ebenbeneenesbennenen 19
4.1.2 I NEEITACE FEOUITEIMENES ....ecutitee ettt ettt et b bbbt b e bt b e bt b e bt b e b et b b et b b 19
4121 Application package management interface reqUIrEMENtS.........ccoeveiereenereee e 19
4122 Application lifecycle management interface reqUIremMENtS..........ocoveiereinenee e 20
4.1.2.3 LCM Coordination interface reqQUITEIMENES .........ceeiiecieeie ettt ste ettt aesreesreennees 20
4124 Supporting MEC federation SCenario reqQUITEIMENES ..........civeieereerieeie e see e seeseeesaeeseeeeesseesseesseeseens 20
4.2 Requirements for reference POINt IMIM3..........oo i re e be e reeeesneeenes 21
42.1 GENENaAl FEOUITEIMENTS. ... eetieveeeteeeeesteestee e e teeeesseesae e te e teestesseessaesseesseeseensesseeaseenseenseeseeasaesseesseesseesennseanes 21
422 INLEI ACE FEQUITEIMENTS ....c.eee ettt e et e et e e te e e e e e e saeesse e seenteentessaenteesseesseeseenneeneennes 21
4221 Application package management interface reqUIrEMENtS.........ccoeveiiereienereee e 21
4222 Application lifecycle management interface reqUIremMENtS..........ocoveeiereienereeseese e 21
4223 Application lifecycle change notification interface reQUIremMeNts. ..........coeeverneneisesei e 22
4224 Application registration interface reqUIrEMENES..........ccoierririree e 22
4.3 Requirements for appliCation PACKAJE .........curiiririeieerieetere ettt 23
431 GENENEl FEQUITEIMIENES. ......eiteeeterteeetert ettt sttt ettt b e bbb e bt eb e sbese e bt s b e se e bt e b e st ebeeb e st ebesb e e ebesbeneenenbennenea 23
432 Application desCriptor FEQUITEIMENES.........ccveieeieeiesieeseesteesteeteeseesseesseesteeseseesseesseesseesseenseenseessessensseessees 23
4.4 Requirements for reference POINt IMIM3* ... ..o e se et e e re e e e sneesnes 23
44.1 GENENaAl FEQUITEIMENTS. ... eeitieteeeteeteesteesteesteeteeee st e ste e te e teessesseessaesseesseeseaneesseeaseesseenseaseenseesseesseesseesennseanes 23
4.4.2 Application lifecycle management interface reqUIreMENES..........ccveveecerieeieeseere e e 24
45 Requirements for reference POINE IMVL.........coi ittt reeeesneennes 24
451 GENENAl FEOUITEIMENTS. ... eeitieveeeieeeeesteesteesteeteeee st e sseesteeteessesseesseesseesseeseensesseeaseasseenseessensaessensseesseesennsennes 24
4.5.2 I NEEITACE FEOUITEIMENES ...ttt ettt sttt b bbbt b e bt b e b et bbb e s b et b b et b b 24
4.6 Requirements for reference POINT IMV2...........o bbb 25
4.6.1 GENETEl FEQUITEIMIENES. ......eiteeeterteeettrt ettt sttt ettt b et b e eb e bt eb e e b e s e e bt s b e se e bt e b e seebeeb e st ebesb e e ebenbeneenesbennenea 25
4.6.2 I NEEITACE FEOUITEIMENES ...ttt ettt b et b e bbbt b e bt b e bt b e se et b s b et et e b 25
5 M essage flows to support application package and lifecycle management ...........cccccvveeeveneececeenns 25
51 LCT= 1< - ST T TSP 25
5.2 Application Package MaNAQEMIENL . .........cccuiiiieeiereerieeresresreesee st esteeteeseesseesseesteetesseesseesseesseaseeseessesssessenssees 25
521 GENENAL ...ttt b R R R R R R R R AR Rt R R Rt R Rt e Rt e bt r e 25
5.2.2 On-board appliCationN PACKEOE ........eiveeieeieeieiie sttt te s e e rte e e e saeesteeteesaeesaesseesreenteeeeeneennns 26
523 Query application package iINFOrMELION............coiiiriieee bbb 26
524 Disable appliCation PACKAGE ........c ettt b et n e 27
525 Enable appliCation PACKAGE. .........oi ettt et bbb e b 28
526 Delete appliCation PACKAOE ... ..ottt bbbttt b e et 28
527 Fetch onboarded application PACKAJE. ..........coririiriei ettt b 29
53 Application instance lifecyCle ManagEMENt ...........coce e e e e e sreesreas 29
5.3.0 (€1 07 - TSSOSO P TSP SP PR PTPTRRPURON 29
531 W oo Lo 00 g WY 0 =T (= o] o USSR 29
5.3.2 W oo Lo 00 g = 1 011 (o] o SRR 31
533 PN o o] Loz 10l g o o = (] o] o USSR 33
54 Invoking application LCIM OPEIaLiONS.........cccveurieeeeesieesteeesiesaeseesaeesseesaeeaesseesseesseesseessesnsesseesseessessesnessnns 33

ETSI



4 ETSI GS MEC 010-2 V3.2.1 (2024-02)

54.1 11 0o [ ') o TSP 33
542 Lifecycle management flow with Granting ProCeAUIE ............ccooiriiirieneneesee e 34
54.3 SyNChronoUS granting PrOCEUUNE ........c.ciirietiriereeterte ettt sttt ettt et b e et e et s bt ebesbe e ebesbeneenens 36
544 ASYNChronouS granting PrOCEAUIE ..........cuiuirieieeirieieiest ettt ettt b e bt b et b bbb st b e e 37
545 Application LCM Operation INTEIVENTION..........coueiririeiririeererie et 38
55 (0T0] o [Tr= 1T 0] pIe] 0T = 1 o 1S SRR 41
55.1 (00 lo] 0 197 (=] I @IV B o o= = 1 o o 41
5.6 Application package management fOr NV ........ooo oo enreenneas 43
5.6.1 (C1c 07 - OSSOSO USSR PP ST PPN 43
5.6.2 On-board application Package to NIFV .......oe ettt et e e e see s 43
56.3 Query application package information iN NV ..o s 45
564 Disable application Package iNn INFV ...ttt 47
5.6.5 Enable application package iN INFV ...ttt 48
5.6.6 Delete application Package iN NV ...t bbb 49
56.7 Fetch on-boarded application package from NV ..o e 51
5.7 Application lifecycle, rule and reguirement management for NFV ... 52
571 GENENAL ...ttt b R R R R R R R R AR Rt R R Rt R Rt e Rt e bt r e 52
5.7.2 Instantiate apPliCatioN IN NV ...ttt be e aeste e te e reeteeneenneenes 53
57.3 Terminate apPliCatioN IN NV ......oieceecee ettt e e eeseesreesseenteeneeenaeeneesraesnees 57
574 Operate apPPliCALiON ININFV ....o.eie ettt e et e s e e s aeesbe e teesaesteesseesseenseeneesneennes 61
5.8 P o ol FTor (o] g = Es 1 r=! A o o TSR 65
581 (€1 07 - TSSOSO P TSP SP PR PTPTRRPURON 65
582 Subscribing for application registration event NOLIfICAtIONS ..........ccceriiriereine e 65
5.8.3 Unsubscribing from application registration event NotifiCationsS............coovverreneineneicsesecse e 65
6 Information MOdelS aNd INLEITACES. ..o e 66
6.1 APPIICaDIE FEFEIENCE POIMLS... .. .eiieeceeecte ettt et e et eaeeste et e e e estesaeesaeesaeesseenseenteenseeneensensreas 66
6.2 INFOIMEEION MOTEIS ...ttt r e e et n e e e n e n e r e nnenn e ens 66
6.2.1 Application descriptor information MOE ............cceicieiiiii e 66
6.2.1.1 T g1l 18 Tot (o TP TRPSSS TSR TS 66
6.2.1.2 LY S LS A Y o o] PRSPPI 66
6.2.1.2.1 01 (o) o 66
6.2.1.2.2 N T o U1 (=S RR 66
6.2.1.3 Type: Virtual COMPUIEDESTITPION ......civiueeeireiieeerteiet sttt ettt st et nn e 68
6.2.1.3.1 (D= S'ei g o1 o] o [P SO T O RPP OO 68
6.2.1.3.2 N T o U1 (=S RR 69
6.2.14 TYPE SWIMBGEDESCIIPLON .....c.viueeieitieeiertei ettt ettt bbbt b et b e st et nn et 69
6.2.14.1 (D= S'ei g o1 o] o [P SO T O RPP OO 69
6.2.1.4.2 ATIFTDULES ... bbbt b et e 69
6.2.1.5 Type: Virtual SLOrageD ESCIIPLON ......veiveeeeceeeties e e ee e ste e te e e e e e sre e te e e e e sseessaesseeseeneesneesnes 69
6.2.15.1 01 (o) o 69
6.2.1.5.2 ATIFTDULES ... bbbt b et e 69
6.2.1.6 QLI 8= o o] a1 = Lo o 69
6.2.1.6.1 (D= S'ei g o1 o] o [P SO T O RPP OO 69
6.2.1.6.2 N T o U1 (=S RR 69
6.2.1.7 TYPE SEIVICEDESCIIPLON ... ecueeeeeieetest ettt ettt b et bbbt b bbb et bbb na e 70
6.2.17.1 (D= S'wi g o1 o] o [P O T SOTTSOTR T P OO 70
6.2.1.7.2 N T o U1 (=S RR 70
6.2.1.8 TYPE: FEAUIEDEPENUENCY .....covieiueetirteiietert ettt b bbbt b bbb e st st nn et 70
6.2.1.8.1 01 (o) o 70
6.2.1.8.2 ATITTDULES ...ttt b et b n e 70
6.2.1.9 Type: TraffiCRUIEDESCITPLON ... .c.viiveieee ettt e e sae et e e e e neesteesre e aeenteeneesneeanes 70
6.2.1.9.1 01 (o) o 70
6.2.1.9.2 ATIFTDULES ... bbbt b et e 70
6.2.1.10 LI L= I = L T S 71
6.2.1.10.1 D= S'wi g o1 [o] o [P E O PTUS O R TP T OO 71
6.2.1.10.2 N LT o1 (=S RR 71
6.2.1.11 TYPE INEETACEDESTITPLON ...ttt bbbt b et bbb a e 72
6.2.1.111 D= S'wi g o] [o] o [P S O RT PO 72
6.2.1.11.2 N LT o1 (=S RR 72
6.2.1.12 TYPE TUNNEIINTO .. b et b et b e 72
6.2.1.12.1 01 o) o 72

ETSI



6.2.1.12.2
6.2.1.13
6.2.1.131
6.2.1.13.2
6.2.1.14
6.2.1.14.1
6.2.1.14.2
6.2.1.15
6.2.1.15.1
6.2.1.15.2
6.2.1.16
6.2.1.16.1
6.2.1.16.2
6.2.1.17
6.2.1.17.1
6.2.1.17.2
6.2.1.18
6.2.1.18.1
6.2.1.18.2
6.2.1.19
6.2.1.19.1
6.2.1.19.2
6.2.1.20
6.2.1.20.1
6.2.1.20.2
6.2.1.21
6.2.1.21.1
6.2.1.21.2
6.2.1.22
6.2.1.23
6.2.1.23.1
6.2.1.23.2
6.2.1.24
6.2.1.24.1
6.2.1.24.2
6.2.1.25
6.2.1.25.1
6.2.1.25.2
6.2.2
6.221
6.2.2.2
6.2.22.1
6.2.2.2.2
6.2.2.3
6.2.23.1
6.2.2.3.2
6.2.24
6.224.1
6.2.24.2
6.2.25
6.2.25.1
6.2.2.5.2
6.2.2.6
6.2.2.6.1
6.2.2.6.2
6.2.2.7
6.22.7.1
6.2.2.7.2
6.2.2.8
6.2.28.1
6.2.2.8.2
6.2.2.9

5 ETSI GS MEC 010-2 V3.2.1 (2024-02)

N LT o1 (= RR 72
TYPE DNSRUIEDESCIIILON ...ttt ettt sb et b et bbb e et sbe et 73
D= S'wi g o] [o] o [P S O O RT PO 73

N LT o1 (= RR 73
TYPE: LAENCYDESCIIPLON ...ttt ettt b et bbb et b st b b 73
01 o) o 73
ATITTDULES ...t r e r e nr et r e e e r e r e e renr e e nenrenrene s 73
Type: TerminateAppINStANCEOPCONTIT . ecuveieeiieieecierie ettt sree e e sreeaesneeenes 73
01 o) o 73
ATIITDULES ...ttt r et r e r et r e e r e r e e renn e e nennennene s 73
Type: ChangeAppInstanceStateOPCONTIQ ....coveveeriireirieieriee st 74
D= S'wi g o] [o] o [P S O O RT PO 74

N LT o1 (= R RR 74
TYPE: SErVICEDEPENUENCY .....ovineiiiitiieiiriert ettt bbb e et b bbb et b nn et 74
(D= S'wi g o] [o] o [P TEOU O RSPTOTOTURRRR 74

N LT o1 (= R RR 74
Type: TranSPOMDEPENUENCY ....ccuveieeeieeeieeese et ete et et et e e e e stesteseesaeesreesse e teesteessesseesseesseesesneesneesnes 74
01 o) o 74
ATIITDULES ...ttt r et r e r et r e e r e r e e renn e e nennennene s 74
LIS I 0 00 (1= o () 75
015 o) o 75
ATITTDULES ...ttt r e r e e e r e e e r e r e e r e nr e e n e renreneas 75
Type: UserContextTransferCapability ...........coerieiriieirieiese e 76
(D= S'wi g o] [o] o [P S O O RTPT O 76

N LT o1 (= R RR 76
TyPE APPNELWOIKPOIICY ..ottt et 76
D= S'wi g o] [o] o [P S O RT PO 76

N LT o1 (= R RR 76
Type: OSCONLAINErDESCIIPLON .....veiuveieeieeesieesteeieete et e st e se e eesteseesaesaeesreesseeseessesseesseesseesseesesneesnnssnes 77
Type: MCioldentifiCatiOND@LA. ..........ccvereieeeeiere e e e e e e e s sa e e esreesteebe e aeeeeeneesneeanes 77
015 o) o 77
ATITTDULES ...ttt r e et r e s e e r e s r e e resn e e nenrenrene s 77
Type: LogiCAlNOJEREQUITEMENLS .......coivieieesieeieeieeteestee st e e e e see s e saeesreesaeeteesaesseesaeesseeeeeseeneesneesnes 77
D= S'wi g o] [o] o [P S O O RT PO 77

N LT o1 (= T SR 78
Type: RequestedAdditional CapabilityDala...........ccvririeiriiieirieeese e 78
D= S'wi g o] [o] o [P S O O RT PO 78

N LT o1 (= RRR 78
Application lifecycle management information MOE] ..o 78
T 11T 18 Tot (' o OSSPSR PT RSP S 78
TYPE: LOCAONCONSITAINES.......eeveieieieeeieeeseesteeteeeesreesteeste e e etesseesseesaeesreesseeseesseeseasseessanseesseensesneesnes 78
01 o) o 78
ATITDULES ...t r e st r e e r e e e e r e e e e r e nennenenrenreneas 78
Type: CreateAPPINSIANCEREGUESE .......cccii ittt s sae e sate e sare e sbeesnee s 79
D1 1 (o) o 79

N T o U1 (=S RR 79
TYPE APPINSIANCEINTO......eetieieeies bbb bbb b 79
(D= S'wi g o1 o] o [P SOS O RTPOTOTURRR 79

N T o U1 (=S RR 79
Type: ApPINStanCeSUDSCIIPLIONFIITEN .........ciiiiiie e e 81
(D= S'ei g o1 o] o [P SO T O RPP OO 81
ATITDULES ...t r e st r e e r e e e e r e e e e r e nennenenrenreneas 81
Type: AppLCmMOPOCCSUDSCIPLIONFIITEN ........eeciieieeiecece e ae e ens 82
D1 (o) o 82
ATITDULES ...t r e st r e e r e e e e r e e e e r e nennenenrenreneas 82
Type: INSanti BLEAPPREGUESL ... .eceeeee ettt ettt e e s e s e e sae e teesteentesseesreesseeseeneesneesnes 83
(D= S'ei g o1 o] o [P SO T O RPP OO 83

N T o U1 (=S RR 83
Type: OPEratEAPPREGUESE .......eueiiiieee ettt st r sttt e e e r e s sr e r e eee e ennes 84
(D= S'ei g o1 o] o [P SO T O RPP OO 84

N T o U1 (=S RR 84
Type: TEMINAEAPPREGUESE ......covitiieetiriie ettt b et sb et b e et sb e e 84

ETSI



6.2.29.1
6.2.2.9.2
6.2.2.10
6.2.210.1
6.2.2.10.2
6.2.2.11
6.2.2.111
6.2.2.11.2
6.2.2.12
6.2.2.121
6.2.2.12.2
6.2.2.13
6.2.213.1
6.2.2.13.2
6.2.2.14
6.2.2.14.1
6.2.2.14.2
6.2.2.15
6.2.2.15.1
6.2.2.15.2
6.2.2.16
6.2.2.16.1
6.2.2.16.2
6.2.2.17
6.22.17.1
6.2.2.17.2
6.2.2.18
6.2.218.1
6.2.2.18.2
6.2.2.19
6.2.2.19.1
6.2.2.19.2
6.2.2.20
6.2.2.20.1
6.2.2.20.2
6.2.2.20.3
6.2221
6.22.21.1
6.2.2.21.2
6.2.2.22
6.2.2.22.1
6.2.2.22.2
6.2.2.23
6.2.2.23.1
6.2.2.23.2
6.2.2.24
6.2.2.25
6.2.2.251
6.2.2.25.2
6.2.2.26
6.2.2.26.1
6.2.2.26.2
6.2.2.27
6.2.2.27.1
6.2.2.27.2
6.2.2.28
6.2.2.28.1
6.2.2.28.2
6.2.2.29
6.2.2.29.1
6.2.2.29.2
6.2.2.30

6 ETSI GS MEC 010-2 V3.2.1 (2024-02)

(D= S'w g o1 o] o [P SOPTOTR PP OO 84
N T o U1 (=S RR 85
Type: APPINSESUDSCIIPLIONINTO. ..ottt bbb 85
(D= S'w g o] [o] o [PPSR 85
N LT o1 (= RR 85
Type: APPINSINOLIFICELION ....c.veeiieiecee ettt e st et e et e e tesre e aeeneeeneeeneeenes 86
01 o) o 86
ATITTDULES ...ttt e bbb e e e s et bt s h e e b e et e e e nbesb e e bt saeene e e e b e 86
Type: ApPINStSUDSCIi Pt ONREGUESL. .....c.veeieeee ettt e st e re e teeteeeesneeenes 86
01 o) o 86
N LT o1 (=S RR 86
TYPE: APPLCIMOPOCC ...ttt sttt sttt sr e r e e e r bt be e e e resreer e st e e e e ennes 87
(D= S'w g o] [o] o [PPSR 87
N LT o1 (= RS 87
Type: AppLcmOPOCCSUDSCIPLIONREGUESE .........cueeiieiiiiiieirieriee e 88
(D= S'wi g o1 [o] o [P S OO S PO 88
ATITTDULES ...ttt e bbb e e e s et bt s h e e b e et e e e nbesb e e bt saeene e e e b e 88
Type: AppLCMOPOCCSUDSCIPLIONTNTO ...cvieiicie et enes 88
01 o) o 88
ATITTDULES ...ttt e bbb e e e s et bt s h e e b e et e e e nbesb e e bt saeene e e e b e 89
Type: APPLCMOPOCCNOLITICALION. .....uieviceeeeieeteesieee e te e e e teete e e e e teeeesneennes 89
01 o) o 89
N LT o1 (= R RR 89
Type: MECHOSHNTOIMELION .......ccvetinieiirtieet ettt bbbttt b 90
(D= S'wi g o1 [o] o [P S OO S PO 90
N LT o1 (= T SR 90
Type: VIMCONNECHTONINTO ..ottt bbb 90
D= S'wi g o] [o] o [P S O O RT PO 90
ATITTDULES ...ttt e bbbt e e e s et ke s heeh e et e e e e e sb e st e eaeese e e enbe e 90
Type: ApplnstanceSUbSCriptiONLINKLISE ......c.cccviiiieiecieece e see e e 91
015 o) o 91
ATITTDULES ...ttt e bbbt e e e s et ke s heeh e et e e e e e sb e st e eaeese e e enbe e 91
Referenced simple data types and eNUMEraLioNS............ccveueiieieeiee i e e e et e e 91
11 0o 1 o o PP 91
SIMPIE DBLATYPES. ...ttt b et bbbt bbbt b st b e b 92
T 0= o) o PR 92
Type: ConfigPlatfOrmMFOrAPPREGUESE ........couiieiieieriieere e e 92
D= S'wi g o1 [o] o [P S OO O RS PO 92
N LT o1 (=S RR 92
BLINY7 8=\ = o g 0] 117 1 Koo 93
015 o) o 93
ATITTDULES ...ttt e b et bt e e b s ekt s heeh et e e e b e sbenbesaeen e e e enre e 93
Type: AppTermCandSFOrCOOIT .........ccciiieieiie ettt e e sae et e raeeseessaesraesreeteeneesneennes 93
015 o) o 93
ATITTDULES ...ttt e bbbt b e s et bt s heeb e et e e e b e sb e e beeneene e e enrenes 93
Yoo RS 93
Type: Applnstl dCreati oNSUDSCIi PLIONREGUESL..........eveueriiieiriirie st 93
D= S'wi g o1 [o] o [P S OO O RS PO 93
N LT o1 (=S RR 9
Type: ApplInstldCreati oNSUDSCIiPLIONINFO........coveiieiieirire e e 94
(D= S'wi g o] [o] o [P TEOU O RSPTOTOTURRRR 9
ATITTDULES ...ttt e bt h et b e s et bt h e e b e et e e e b e sb e ebeeaeese e e enbe e 94
Type: ApplnstanceldentifierCreati ONNOLIFICALION...........ccveiieiiiie e 94
01 o) o 94
ATITTDULES ...ttt e bt h et b e s et bt h e e b e et e e e b e sb e ebeeaeese e e enbe e 94
Type: ApplnstldDel etionSUDSCIiPtiONREQUESL.........c..eeieieeiee e e eree et eeesees e e ee e srae e sreeae e snes 95
D= S'wi g o1 [o] o [P E O PTUS O R TP T OO 95
N LT o1 (=S RR 95
Type: ApplnstldDeletionSUDSCIiPLONINTO.........oiiiiiiier e 95
D= S'wi g o1 [o] o [P E O PTUS O R TP T OO 95
N LT o1 (=S RR 95
Type: Applnstancel dentifierDeletionNNOLIfiCaLION. ..........cciirieirieee e 96

ETSI



6.2.2.30.1
6.2.2.30.2
6.2.2.31
6.2.231.1
6.2.2.31.2
6.2.2.32
6.2.2.32.1
6.2.2.32.2
6.2.2.33
6.2.2.33.1
6.2.2.33.2
6.2.3
6.23.1
6.2.3.2
6.2.32.1
6.2.3.2.2
6.2.3.3
6.2.33.1
6.2.3.3.2
6.2.34
6.234.1
6.2.34.2
6.2.35
6.2.35.1
6.2.35.2
6.2.3.6
6.2.3.6.1
6.2.3.6.2
6.2.3.7
6.2.3.7.1
6.2.3.7.2
6.2.3.8
6.2.38.1
6.2.3.8.2
6.2.3.9
6.2.39.1
6.2.39.2
6.2.3.9.3
6.2.3.10
6.2.3.10.1
6.2.3.10.2
6.24
6.24.1
6.24.2
6.24.2.1
6.24.2.2
6.2.4.3
6.24.3.1
6.2.4.3.2
6.244
6.244.1
6.2.44.2
6.2.4.5
6.245.1
6.2.4.5.2
6.2.4.6
6.2.4.6.1
6.2.4.6.2
6.24.7
6.24.7.1
6.2.4.7.2
6.2.4.8

7 ETSI GS MEC 010-2 V3.2.1 (2024-02)

D= S'w g o1 [o] o [P S T OPTU O RSPT OO 96

N LT o1 (=S RR 96
Type: LOCAL ONINFOIMEBLION .......iueiiiitiieiiriee ettt bbbttt s et 96
(D= S'w g o] [o] o [PPSR 96

N LT o1 (= RR 96

QLN 8= O= 001 1 1Y/ oo L= 97
01 o) o 97
ATITTDULES ...ttt e bbb e e e s et bt s h e e b e et e e e nbesb e e bt saeene e e e b e 97

QLD 0= A7, et o] g o 97
01 o) o 97

N LT o1 (=S RR 97
Application package information MOTEL ............cciiiiiiiiee e e 97
0100 1 1 o o PR 97
TYPE CrEAEAPPPKY . .. vt veeeetertie ettt ettt ettt b st b st b e s e bbbt b e b et eb e bt b e n e 97
(D= S'ei g o1 o] o [P SO T O RPP OO 97

N LT o U= SR 97

QLD L= o 0] (e | 1 o (0T 98
D1 (o) o 98
ATETTDULES ... ettt bbbt e e b bt e bt s aeehe e e e e e neese e et e saeese e e enne e 98
Type: APPPKGSUDSCIIPLIONINTO. ... ....eiieiieiieseesie sttt e e eesneesseesraesreesneas 100
(015 o) o USSR 100
ATETTDULES ...t b b ettt b e s bt bt et s e et e b et she bt e e e e e nnens 100
Type: APPPKGSUDSCIIPEONLINKLISE ...cvevieeeirieeetesieet e 100
D= S'wi g o1 [o] [PPSR SS PRSP RTPRPURPRPRON 100

N LT o U1 (=R RT 101
Type: APPPKONOLIFICATON .....cviieiiitiieeeie ettt 101
D= S'wi g o1 [o] [PPSR SS PRSP RTPRPURPRPRON 101

N LT o U1 (=R RT 101
TYPE: APPPKGSUDSCIIPLION .....veevieieeieiiesee st steeste ettt e s et e te s ae e e saeesaeesaeeteenseenneeseesnaesseesnens 102
(D1 o) o USSR 102
ATETTDULES ...ttt b bttt e bbbt b e st a e et e b e beebe bt et e e e e e ns 102
Type: APPPKGINFOMOUIfICALIONS .....ecuveieeeieee ettt e e sre et e be e se e e snaesreesneas 102
(D1 o) o USSR 102

N LT o U1 (=R 102
Referenced simple data types and eNUIMEIatioNS. ..........coeiieerinereee e e 102
11 0o 1 o PRSP 102
SIMPIE DA LYPES. ...ttt bbb e bbbt et b et s bbb b ens 102
T 0= o) o PSR 103
TYPE APPPKGFTTTEN ...ttt bbb e eb e 103
1S o) o U 103
ATITTDULES ... ettt e bt e h et e b et bt he e b et et e b she b e e neene e e ennas 103
Granting iNfOrmMation MOUE! ...........ooieiie e esre et e et e enreeseeeraesraesneas 104
INEFOOUCTION.....e ettt bbbttt et bbbt e e e e et e e e s et sreebeeneene e e ennas 104
TYPE: GIraNtREGUESL ......oeeiiee ittt et st e e sbe e e s bt e e sbe e e sabeenate e sateesabeesnbeenanes 104
(D1 o) o USSR 104

N LT o U1 (=R 104
TYPE RESOUICEDEFTNITION ...ttt b e eb e 105
D= S'wi g o1 [o] o [PPSO U TP STUPTPTPTURPRPRN 105

N LT o U1 (=R 105
TYPE GIBNE ...ttt et r e bt bt ee s et Rt s bR et e e r e R Rt r e nnean 105
D= S'wi g o1 [o] [PPSR SS PRSP RTPRPURPRPRON 105
ATETTDULES ...ttt b bttt b e sh e bt h e s et e e e besbe bt et e e e nnens 105
BN/ L= 11 1 g oSSR 106
(D1 (o) o PSSR 106
ATETTDULES ...ttt b bttt b e sh e bt h e s et e e e besbe bt et e e e nnens 106

QIR 8L o] = o 1 USSR 107
D= S'wi g o1 [o] [PPSR SS PRSP RTPRPURPRPRON 107

N LT o U1 (=R 107
TYPE ZONEGIOUPINTO ...ttt b et b bt b e a e b b nb e n e 108
D= S'ei g o1 [o] [PPSO PRSP URPTPURPPRN 108

N LT o U1 (=R 108
TyPE EXIVITTUBILINKDELA ......cveveeeieiieeieeiereeiest sttt 108

ETSI



6.2.4.8.1
6.2.4.8.2
6.2.4.9
6.2.4.9.1
6.2.4.9.2
6.2.4.10
6.2.4.10.1
6.2.4.10.2
6.24.11
6.24.11.1
6.24.11.2
6.24.12
6.24.12.1
6.24.12.2
6.2.4.13
6.2.4.13.1
6.2.4.13.2
6.24.14
6.2.4.14.1
6.2.4.14.2
6.2.4.15
6.2.4.15.1
6.2.4.15.2
6.2.5
6.25.1
6.2.5.2
6.2.5.2.1
6.2.5.2.2
6.253
6.2.53.1
6.254
6.2.54.1
6.2.54.2
6.2.55
6.2.5.6
6.2.5.6.1
6.2.5.6.2
6.2.6
6.2.6.1
6.2.6.1.1
6.2.6.1.2
6.2.6.2
6.2.6.2.1
6.2.6.2.2
6.2.6.3
6.2.6.3.1
6.2.6.3.2
6.2.6.4
6.2.6.4.1
6.2.6.4.2
6.2.6.5
6.2.6.5.1
6.2.6.5.2
6.2.6.6
6.2.6.6.1
6.2.6.6.2
6.3

6.3.1
6.3.11
6.3.1.2
6.3.1.2.1
6.3.1.2.2

8 ETSI GS MEC 010-2 V3.2.1 (2024-02)

D= S'ei g o1 [o] [PPSO T PP STUPPRPURPRRUN 108

N LT o U1 (=R 108
TYPE EXILINKPOMDEIA. .......cveiveeeiiitieeiesieee sttt bbb ens 109
D= S'el g o1 [o] [PPSO PP STPPTPSPURPRPRON 109

N LT o U1 (=S RRT 109
TYPE: RESOUICEHANMIE......c.eeeeeeieee ettt et e e sae e s ae e aeenteenteeneesnaesreesneas 109
)15 (o) o U 109
ATIITDULES ...ttt et st e et r e et r e r et r e r e n e 109
TYPE: ViIMSOfIWAIEIMBOE......c..eeveceieiiesie st sttt e e st e e te e te e eeseesaeesaeesse e teenneeseesnaessaesnees 109
)15 (o) o U 109

N LT o1 (= RSR 110
TYPE: APPEXICPDELAL .....c.vevieririeeiieie ettt st r b e r et e e nn e r e sr e r e e e ne e 110
D= S'w g o1 [o] [PPSR PSP TP PTURTPPORPRRN 110

N LT o1 (= SRS 110
TYPE APPEXICPCONTIG 1.ttt sttt b bbb bbb s b e e b b ens 110
D= e g o1 [o] o IO TSP ST U TP STURTP PSP 110
ATITTDULES ...ttt e et r e et r e et e r e ne s 110
TYPE: CPPIrOLOCOIDELAL. ... .ccueeiteetieieeieiiestesee st e ste et ete e s este e teeste e teeeesseesneesaeeseenseenaeeneesnaesseesnens 111
)15 (o) o U 111
ATITTDULES ...ttt e et r e et r e et e r e ne s 111
Type: |pOVErEthernetAdAreSSData..........ccveiieciie et sr e sna e e snees 111
)1 (o) o USSR 111

N LT o1 (= PR SR 111
Common iNfOrMaLIoN MOEL ..ot e et seesre e eneeseens 112
g1 0o 1 o o PSR 112
LY L= T 1N ST TSSO 112
D= S'wi g o1 [o] [PPSR SS PRSP RTPRPURPRPRON 112

N LT o U1 (=R RT 112
TYPE KEYVAIUEBPAITS ..ottt sttt e et e e e s te e te et e s e e saeesneeteenteenaeeneennaesseesnees 113
(D1 o) o USSR 113
LIRSS 115 = T o PSSR 113
(01 o) o USSR 113
ATITDULES ...t et et et et r et e r e et r e r e 113

RV o Lo TSSOSO 113
TYPE CNECKSUIM ...ttt b bbbt b bbbt e b bt s bbb e st e bt s bt b et e e b b e ens 113
D= S'wi g o1 [o] [PPSR SS PRSP RTPRPURPRPRON 113

N LT o U1 (=R RT 113
Application registration information MO ............cociiiriiiini s 114
Type: ApplnstRegistrationSUDSCrPONREQUESE .........c.eiviiieiiriiieiirieeeree e 114
(01 o) o USSR 114
ATTTDULES ...ttt et et r e r et r e et r e r e r e 114
Type: ApplnstDeregistrationSUbSCHPtiONREQUESL ..........ocveiieiieree e see et seae e 114
(01 o) o USSR 114
ATITDULES ...t et et et et r et e r e et r e r e 114
Type: ApplNsStRegistratiONNOLIfiCALION. .........cceieieiceee e 114
D= S'wi g o1 [o] [PPSR SS PRSP RTPRPURPRPRON 114

N LT o U1 (=R 114
Type: ApplnstDeregistratiONNOLIfiCaLiON..........coviiiiriiirerecereere e 115
D= S'ei g o1 [o] [PPSO PRSP URPTPURPPRN 115

N LT o U1 (=R 115
Type: AppInstRegistratioNSUDSCHPLIONFIITEN .........coiviiiiiiireeer s 115
(D1 o) o USSR 115
ATITDULES ...t et et et et r et e r e et r e r e 116
BN/ L= Y o o 1 o (o J PSR 116
(D1 o) o USSR 116
ATITDULES ...t et et et et r et e r e et r e r e 116
1= =0T PRSP 116
Application lifecycle management iNtErface...... ..o s 116
(D= S'ei g o1 [o] o [T SOUSO ST P TSR PPT SR PRRP 116
Create application instance identifier OPEration ........ ..o 117
D= S'e g o1 [o] [P EPS P S ST P U STUPTPTPURPRPRN 117
[NPUL PAIBIMELETS ...t e s s b e b se e s e sae e sae e sneesneene e 117

ETSI



6.3.1.2.3
6.3.1.24
6.3.1.3
6.3.1.31
6.3.1.3.2
6.3.1.3.3
6.3.1.34
6.3.14
6.3.14.1
6.3.1.4.2
6.3.1.4.3
6.3.1.4.4
6.3.1.5
6.3.1.5.1
6.3.1.5.2
6.3.1.5.3
6.3.1.54
6.3.1.6
6.3.1.6.1
6.3.1.6.2
6.3.1.6.3
6.3.1.6.4
6.3.1.7
6.3.1.7.1
6.3.1.7.2
6.3.1.7.3
6.3.1.7.4
6.3.1.8
6.3.1.8.1
6.3.1.8.2
6.3.1.8.3
6.3.1.8.4
6.3.1.9
6.3.1.9.1
6.3.1.9.2
6.3.1.9.3
6.3.1.9.4
6.3.1.95
6.3.1.10
6.3.1.10.1
6.3.1.10.2
6.3.1.10.3
6.3.1.10.4
6.3.2
6.3.3
6.3.3.1
6.3.3.1.1
6.3.3.1.2
6.3.3.1.3
6.3.3.1.4
6.3.3.2
6.3.321
6.3.3.2.2
6.3.3.2.3
6.3.3.24
6.3.3.3
6.3.33.1
6.3.3.3.2
6.3.3.3.3
6.3.3.34
6.3.34
6.3.34.1

9 ETSI GS MEC 010-2 V3.2.1 (2024-02)

OULPUL PAIBIMELEIS ...ttt st b e er e e e e e se e resr e sn e r e naeene e ene e 117
OPENALTON FESUITS. ....ceeeeeeeteiteeet ettt bt b e b bt et a et b bbbt e st b e e ens 117
Application iNSantiation OPEIELION .........coirieiriiieirie ettt se e 117
[ 1 0T o o PR R 117
[NPUL PAIBIMELETS. ...t e s s b e s se e s e sae e sae e sneesneene e 118
OULPUL PAIBIMELENS ....eetee ittt sttt sttt st s s st e st e s be e sabe e s beesabeesbeesabeesabeesabeesaneenares 118

(@ 01c = 1 0] g I = U 1 (S 119
Change application instance operational state OPEratioN..........cccccueveerieereeresieseeseeseesee e eeesreeeeens 119
(01 o) o USSR 119
1o 1U 0= =01 (= £ U PP PPPR 120
OULPUL PAIBIMELEIS ...ttt sttt se et b e er e e e n e sr e r e se e sn e r e nneene e ene s 120
OPEFALTON FESUITS. ....ceeeeeeeteteet ettt bbbt b et b s s bt e b e e ens 121
Query application instance iNformation OPEratioN ...........cocereeierieiriree e 121
D= S'ei g o1 [0 [P E PP P TP STPPPTPTURPRPRN 121
[NPUL PAIBIMELETS........eeiei i e s s b e s b s sa e s e sae e sre e sneesneene e 121
OULPUL PAIBIMELEIS ...ttt sttt et b sr e n e se e resr e sn e r e ene e ene e 121

(@ 01c = 1 0] 0 I = U (R 122
Query application lifecycle Operation SLALUS ..........ccccvevieceeieeseesee e sre e e e eeeens 122
(01 o) o USSR 122
INPUL PAIBIMELENS ...ttt ettt ettt e st st e sab e st e e s abe e sabeesabe s sabeesabeesabeesabeesnbeesnree s 122
OULPUL PAIBIMELEN'S ....eeieee ittt sttt sttt ettt st s st e st e s be e sabe e s be e st e e s beesabeesabeesabeesateennres 122

(@] 01c = 1 0] 0 I 7= U 1 (S 123
Application instance termMinate OPEraLiON..........ooveeririeirire et 123
D= S'wi g o1 [o] [PPSR SS PRSP RTPRPURPRPRON 123
[NPUL PAIBIMELETS ...t e s s b e b sa e s e sae e sae e sne e sneene e 123
OULPUL PAIBIMELEIS ...ttt et se e r e sr e e e e sr e re st an e r e nneene e ene e 124
OPEFALTON FESUITS. ....ceeeeeeeteteeet ettt bt b e s bt b et b s s bt e b e ens 124
Delete application instance identifier OPEration............cooeieirireiie e 124
(01 o) o USSR 124
INPUL PAIBIMELENS ...ttt sa e st esabe e st e e sabe e sabeesabe e sabeesabeesabeesabeesnbeesnree s 125
OULPUL PAIBIMELENS ....eeteeiiiii ettt sttt st st e st sa b e s be e sabe e s beesabeesbeesabeesateenabeesaneenares 125

(@] 01c = 1 0] g I 7= U 1 (R 125
Subscribe to application lifecycle management NOtifiCatioNS ..........cccvecevceiceeveese e 125
D= S'wi g o 1 [o] [P E P S TP S PRSPPSO 125

S 1S o= PSS 125
INOLTY ettt bbb b bt bt b e re e bt bt se bt b e se bt b e ne bR et bt b e b b e ene s 127
QUENY SUDSCITPLION. ...ttt b bbbt e 128
Delete SUDSCIPtioN OPEFAION .......oiveeiiiiieeiiie ettt b e b e 129
Configure platform for application iNStANCE OPEIatiON. ..........cerereeririeese et 129
1S o) o U 129
INPUL PAIBIMELENS ...ttt st st e st e st e e bt e e abe e e be e e bee e sseeenbeesabeesabeesnbeeenree s 130
OULPUL PAIBIMELEN'S ...ttt sttt sttt sttt st e st e st e sabe e sabe e sabe e s beesabeesabeesabeesabeessbeesaseenares 130

(@ 01c = 1 0] 1= U (S 130
Y40 Lo ST 130
Application package management INTEITACE .........cice e ee e 130
Fetch onboarded application package OPEration ...........c.ccieririnereeie s 130
[ 1 01 o o PR R 130
[NPUL PAIBIMELETS........eeiei i e s s b e s b s sa e s e sae e sre e sneesneene e 131
OULPUL PAIBIMELEIS ...ttt sttt sr e b er e n e se e resr e an e r e nn e ene e ene e 131
OPEFALTON FESUITS. ....ceeeeeeeteteeet ettt bt b e s bt b et b s s bt e b e ens 131
Query application package information OPEratioN ...........coeoeeeririeerenee e 131
D= 111 Lo o IO P ST P RSP P RSP 131
INPUL PAIBIMELENS ...ttt sa e st esabe e st e e sabe e sabeesabe e sabeesabeesabeesabeesnbeesnree s 131
OULPUL PAIBIMELENS ....ee ettt ettt st st st st e st e s be e st e e s beesabe e s beesabeesabeesabeesaneennres 132

(@ 01c = 1 0] g I 7= U 1 (S 132

Sl oS e ] o= 0] 1= 1 o] o 1P 132
[ 1 0l o o P SRR 132
[NPUL PAIBIMELETS ...t e s s b e b se e s e sae e sae e sneesneene e 132
OULPUL PAIBIMELEIS ...ttt sttt sr e e e er e e e n e se e rene e sn e renneene e ene e 133
OPENALTON FESUITS.....ceeeieecteteet ettt bbb e s bbbt et b e bbb e b e e ens 133
Notify application PaCKagE OPEraLiON...........eiveiriereeie ettt ettt 133
= 1 0l o o PR 133

ETSI



10 ETSI GS MEC 010-2 V3.2.1 (2024-02)

6.3.3.5 ONDOBITING OPEFALTON. ... ettt ettt ettt b e et b e e et bt sb e e eb e s b ene et e s be e enesbenneneas 133
6.3.35.1 [ 1 01 o o PR R 133
6.3.35.2 [NPUL PAIBIMELETS........eeiei i e s s b e s b s sa e s e sae e sre e sneesneene e 134
6.3.35.3 OULPUL PAIBIMELEIS ...ttt sttt s b e r e e e e se e resr e an e r e s ene e ene e 134
6.3.354 OPEFALTON FESUITS. ....cveeieeeteitee ettt b e b e s bt b et b e st eb et benn e ens 134
6.3.3.6 L o L= 0] o o] o I 134
6.3.3.6.1 (D= 11 ol (o] IO TSSOSO P PP USRI 134
6.3.3.6.2 INPUL PAIBIMELENS ...ttt ettt ettt s st st esab e e st e e s s be e sate e sabe e sabeesabeesabeesabeesbeesnree s 135
6.3.3.6.3 OULPUL PAIBIMELENS ....ee ettt ettt st st st st e st e s be e st e e s beesabe e s beesabeesabeesabeesaneennres 135
6.3.3.6.4 (@] 01c = 1 0] 0 I 7= U (R 135
6.3.3.7 DiSaDIE OPEIATON ...ttt et b et et b et b e et b e bbb 135
6.3.3.7.1 [ 1 01 o o PR R 135
6.3.3.7.2 [NPUL PAIBIMELETS ...t e s s b e b sa e s e sae e sae e sne e sneene e 135
6.3.3.7.3 OULPUL PAIBIMELEIS ...ttt sttt se et b e er e e e n e sr e r e se e sn e r e nneene e ene s 136
6.3.3.7.4 OPEFALTON FESUITS. ....ceeeeeeeteteeet ettt bt b e s bt b et b s s bt e b e ens 136
6.3.3.8 Y40 o P PRRRRSN 136
6.3.3.9 (D1 = (= 0] 0 = 1 o P 136
6.3.39.1 (D= 11 ol (o] OO O PP URROR RPN 136
6.3.3.9.2 INPUL PAIBIMELENS ...ttt sttt ettt s sa e st esabe e st e e s abe e sabeesabe s sabeesabeesabeesabeesbeesnree s 136
6.3.3.9.3 L@ 811 01U 0= =111 (= £ PP 136
6.3.3.94 (@ 01c = 1 0] g I 7= U 1 (S 136
6.3.3.10 Abort application package deletion OPEratioN............cccccvereeieeci e 136
6.3.3.11 QUErY SUDSCIPLION OPEIALTON ...ttt ettt b bbb b b ne b snenneneas 137
6.3.3.11.1 1=, 1 0l (o) o PR 137
6.3.3.11.2 [NPUL PAIBIMELETS........eiieiiie e e e e s e e e e e sne s eneene e 137
6.3.3.11.3 OULPUL PAIBIMELEIS ...ttt sttt r et e e s b sr e bt ese e nesresn e r e naeene e ene e 137
6.3.3.114 OPEFALTION FESUITS......eeeeeeetere ettt bbbt b bbb bt b e bbb st eb et e b b nens 137
6.3.3.12 Create application package identifier OPEration ..........c.cceiereeiiieereee e 137
6.3.3.12.1 (D= 1T 0Tl (o] o IO OO P PRSPPI 137
6.3.3.12.2 INPUL PAIBIMELENS ...ttt sttt sttt st st e st e e be e et e e e s bt e e be e e saeeesbeesabeesabeesnbeennnee s 138
6.3.3.12.3 OULPUL PAIBIMELEN'S ....eeieee ittt sttt sttt e s be e st esabe s st e sabe e sabe e sabe e s be e sabeesabeesabeesabeesabeesaseenares 138
6.3.3.124 (@ 01c = 1 0] 0 1= U (S 138
6.34 (€= g (] Lo T 1 = oL RS S 138
6.34.1 g1 0o 1 o o PR SR 138
6.34.2 GrANTING FEOUESE ......veeeeeete ettt ettt b et b ettt se et b e et eb e s e e st eb e se et eb e seene et e sb e e ebeebeneeseebeneeneas 138
6.34.2.1 [ 1 0l o o P SRR 138
6.3.4.2.2 [NPUL PAIBIMELETS ...t e s b e s b e b see e sae e e e sneesneene e 138
6.3.4.2.3 OULPUL PAIBIMELEIS ...ttt se e b et e e se e resr e sn e r e nneene e ene e 139
6.34.24 OPENALTON FESUITS.....ceeeieecteteet ettt bbb e s bbbt et b e bbb e b e e ens 139
6.3.5 LCM CoOrdiNation INTEITACE. ........eiuiiieieeiiese sttt b ettt e et e sn e b st ne e e 139
6.35.1 ()1 1 o) o 139
6.3.5.2 Coordinate application lifecycle operation produced by OSS...........ccooveiievieeveere e 139
6.35.2.1 (01 o) o USSR 139
6.3.5.3 Coordinate application lifecycle operation produced by MEAO ........ccooeiieiiesieseee e 139
6.3.5.3.1 (D1 o) o USSR 139
6.3.54 Coordinate application lifecycle operation produced by MEPM-V .........cccoiiiiiinnininneneneeeneens 140
6.3.54.1 D= S'wi g o1 [o] [PPSR SS PRSP RTPRPURPRPRON 140
6.3.5.5 Standardized coOrdiNation CHIONS ..........coeiiieieree e se e s e e et e 140
6.3.55.1 11 0o 1 o PRSP 140
6.3.55.2 Select application iNStANCES L0 LEIMINALE.........ccciirieeierieert et 140
6.3.6 Application registration INTEITACE .........oiiii e 141
6.3.6.1 (01 1 (0] o 141
6.3.6.2 Subscribe to application lifecycle management NotifiCatioNS ..........ccccveeevcevceevecse e 141
6.3.6.2.1 (D1 (o) o PSSR 141
6.3.6.2.2 SUDSCIIIB ..t b e bbb e 141
6.3.6.2.3 N OTITY ettt et b et b bbbt a e e e e b bt eh e b e R e e R e e e e e e e R e bt eRe b e e e e e ennas 142
6.3.6.24 QUENY SUDSCITPLION. ...ttt bbbttt b et nn e ens 142
6.3.6.2.5 Delete SUDSCIPtioN OPEFAION .......oiveuiiiiieeiiiie ettt b e b neene s 143
6.3.7 Interface definitions variant for MEC federation............ccooviiiririeeeiee e 144
7 F N o 0 (= 1T 0T (0TSSP 144
7.1 T goTo W 1ol B PSPPSRSO 144

ETSI



11 ETSI GS MEC 010-2 V3.2.1 (2024-02)

7.2 Global definitions and rESOUICE SITUCLUE..........couiiuieeeiee ettt sttt e e se et aesaesre e e eneeneens 144
7.3 Resources of application package management on MmL and MMS3 .........cooiiiiinineinienciene e 151
731 Resource: appliCation PACKAJES ..........cuiirieueriiieerieiee ittt b bbb b ne e 151
7311 (D= S'ei g o] [o] o [T TSSO PP SOTR PSRRI 151
7312 RS o101 £ o= o (< 1T 0Tl (T o] o P 151
7313 RESOUICE MELNOAS ...t bbbt e sr b et ae e e e 151
7.3.1.31 0 1] PSSR 151
7.3.1.32 L TSR 152
7.3.1.33 U SRS 154
7.3.1.34 3= I SRS 154
7.3.135 N I SRS 154
732 Resource: individual appliCation PACKAJE. ..........curvireeiriiieerieeeies et 154
7321 (D= S'ei g o] [o] o [T TSSO PP SOTR PSRRI 154
7322 RESOUICE EFINITION ...ttt ettt et e st e be e b e e neemee e e seesbesaeeneeneeneenes 154
7.3.2.3 RESOUICE MELNOMS ...ttt ettt e e et e et eb e e e et e e e seesbesaeeneeneeneenes 154
73231 ISP 154
73232 L TSR 155
73233 U SRS 155
73234 3= I SRS 156
7.3.2.35 N 1O USSR 157
733 RESOUICE: SUDSCIIPLIONS .....eeuveiieiee et esteete et teseestee s e e steesteeeesseesaeesseenteenseeseesseessaesseessesneesnnesaeesneansennsenns 158
7331 (01 1 (0] o 158
7332 RESOUICE EFINITION ...ttt ettt e st e be e b e e e et e eeseesbesaeeneeneeneeees 158
7.3.33 RESOUICE MELNOAS ...ttt ettt ettt e be e bt e e e e e e e seesbesaeeneeneeneenes 158
73331 ISP 158
7.3.33.2 1 P 159
7.3.3.3.3 U 0 PR 160
73334 I SRS 160
7.3.3.35 N 1O SRS 160
734 Resource: individual SUDSCIIPLION.........cccieriieeeie e e e ste e e et e et e e teeaesseesreesnessaesaeesneenseensenns 160
7341 (01 1 (0] o 160
7342 RESOUICE EFINITION ...ttt bbb bt e b et e e e se b e saeene e e e e e 161
7343 RESOUICE MELNOAS ...t e bbb e e b saeeae e e e e 161
73431 ISP 161
7.34.3.2 L TR 161
7.3.4.3.3 U 0 PR 162
73434 3 I TSRS 162
7.34.35 N I SRS 163
7.35 Resource: NotifiCation ENAPOINL ............coeiiie ettt 163
7.35.1 (01 1 (0] o 163
7352 RESOUICE EFTNITION ...ttt bbbt bbbt e e e b b s aeese e e e e e 163
7353 RESOUICE MELNOAS ...ttt bbbt e sr bt bt eae e e b e 163
7.35.3.1 0 1] PSSP 163
7.35.3.2 L TSR 164
7.35.3.3 U SRS 164
73534 3 I TSRS 164
7.3535 N I SRS 164
7.3.6 Resource: appliCation AESCIIPLOL .........c.ciiieueriiieeertee ettt bbbttt 165
7.3.6.1 (D= S'ei g o1 [o] o [T SOUSO ST P TSR PPT SR PRRP 165
7.3.6.2 LRSS o101 (o= o (< 1T 0Tl (o] o P 165
7.3.6.3 RESOUICE MELNOMS ...ttt ettt e e et e et eb e e e et e e e seesbesaeeneeneeneenes 165
7.3.6.3.1 1] SRS 165
7.3.6.3.2 L TSR 165
7.3.6.3.3 U SRS 167
7.3.6.34 3= I TSRS 167
7.3.6.35 N 1O SRS 167
7.3.7 Resource: application Package CONTENT ............iiueiiiieirieeeesee et sb e 167
7371 (D= S'ei g o1 [o] o [T PSSO PSSR PSR PRRP 167
7372 LRSS o101 (o= o (< 1T 0Tl (o] o P 167
7.3.7.3 RESOUICE MELNOAS ...ttt et e e be et eb e e e et e e e seesbesaeeneeneeneeees 168
73731 ISR 168
7.3.7.3.2 1 R 168

ETSI



7.3.7.3.3
73734
7.3.7.35
74

741
7411
7412
7413
74.13.1
74.13.2
74133
74134
74135
742
7421
7422
7423
74231
74.2.3.2
7.4.2.3.3
74234
74.2.3.5
743
7431
7432
7433
74331
74332
7.4.3.3.3
74334
74335
744
7441
7442
7443
74431
74432
74433
74434
74435
745
7451
7452
7453
74.53.1
74532
74533
74534
74535
7.4.6
746.1
74.6.2
74.6.3
74.63.1
7.4.6.3.2
7.4.6.3.3
74634
7.4.6.3.5
747
74.7.1
7472
74.7.3

12 ETSI GS MEC 010-2 V3.2.1 (2024-02)

U O PR S 169

I RS 170
N I PR S 171
Resources of application lifecycle management 0N MML.........ccoiiiiiiiiineneene e 171
ReSOUrCe: appliCatiON INSLBNCES .......c.ceuereeeeteriiieiert ettt bbbt b et b e n et b 171
(01 1 (0] o 171
RESOUICE EFINITION ...ttt bbbt b e bt e b e ae e e e e bt e b ene e e e e e 171
RESOUICE MELNOAS ...t b et e b et sr b sae s e e e 171
0 1] PSSP 171

L TR 172

U 0 PR 174

3 I TSRS 174
PATCH .ttt ettt h et e a e et e te s eeeteeheeneen e et e teseeneenbeeaeereeneenteneents 174
Resource: individual appliCation INSLANCE...........cuiveiririeirereerier et 175
(D= S'ei g o1 [o] o [T SOUSO ST P TSR PPT SR PRRP 175
RESOUICE EFINITION ...ttt ettt e e st e be e b e e e e ne et e seesbesaeeneeneeneeeee 175
RESOUICE MELNOAS ...t b et e b et sr b sae s e e e 175
0 1] PSSP 175

L TR 175

U SRS 176

3= I TSRS 176

N 1O SRS 177
RESOUICE: SUDSCITPIIONS ...ttt bbb et b et s b bbb 178
(D= S'ei g o1 [o] o [T SOUSO ST P TSR PPT SR PRRP 178
RESOUICE EFINITION ...ttt ettt e e st e be e b e e e e ne et e seesbesaeeneeneeneeeee 178
RESOUICE MELNOAS ...ttt ettt e et e et eb e e e et e e e seeebesaeeneeneeneeses 178
ISR 178

1 P 180

U SRRSO 180

3= I TSRS 180

N 1O SRS 181
Resource: individual SUDSCIIPLION.........cccieciieeeiesee ettt see et e e te e te e e e sreesnesseesaeesneenseensenns 181
(01 1 (0] o 181
RESOUICE EFINITION ...ttt ettt e s e et e e b e e e e e et e seesbesaeeneeneeneees 181
RESOUICE MELNOAS ...ttt ettt e et e et eb e e e et e e e seeebesaeeneeneeneeses 181
ISR 181

1 P 181

U 0 PR 182

I RS 182

N 1O SRS 183
Resource: NOtification ENAPOINT ..........cviiieieece et e et e e esteesaeseesaeesaeenseensenns 183
(01 1 (o] o 183
RESOUICE EFINITION ...ttt bbb bt e b et e e e se b e saeene e e e e e 183
RESOUICE MELNOAS ... bt e bbb sr b bt e ae e e e e 184
1] PSSR 184

1 PR 184

U 0 PR 184

I RS 184
N I SRS 185
Resource: instantiate appliCation INSEANCE tASK ..o 185
(D= S'ei g o1 [o] o [T SOUSO ST P TSR PPT SR PRRP 185
RESOUICE EFINITION ...t bbbt bbb e e e sb b e saeeae e e e e e 185
RESOUICE MELNOAS ...t e bbb e e b saeeae e e e e 185
0 1] PSSP 185

L TSR 186

U SRS 187

I RS 187
N I SRS 187
Resource: terminate appliCation INStANCE TASK .........civeeririeiririeerierieese e 187
(D= S'ei g o1 [o] o [T PSSO PSSR PSR PRRP 187
RESOUICE EFINITION ...ttt ettt e st et e et eb e e e e e et e seesbesaeeneeneeneenes 187
RESOUICE MELNOAS ...ttt et e e be et eb e e e et e e e seesbesaeeneeneeneeees 187

ETSI



74.73.1
74.73.2
7.4.7.3.3
74734
74735
74.8
7481
7482
74.8.3
74.83.1
7.4.83.2
7.4.83.3
74834
7.4.83.5
749
7491
7492
7493
7493.1
7.4.93.2
7.4.93.3
74934
74935
7.4.10
7.4.10.1
7.4.10.2
7.4.10.3
741031
7.4.10.3.2
7.4.10.3.3
741034
7.4.10.3.5
74.11
74111
74.11.2
74113
741131
74.11.3.2
741133
741134
74.11.35
74.12
74121
74.12.2
74123
741231
741232
741233
741234
741235
7.4.13
74131
7.4.13.2
74.13.3
741331
7.4.13.3.2
7.4.13.3.3
741334
7.4.13.35
7.5

751
7511

13 ETSI GS MEC 010-2 V3.2.1 (2024-02)

1Y TSRS 187

L TR 188

O RSP 189

Dt I I PSSR 189

A 11 S 189
Resource: operate appliCation INSLANCE TASK........cccccueiieieereere e sees e te e sre e sae e e e saeenreeneens 189
(01 1 (0] o 189
RESOUICE EFINITION ...ttt bbbt b e bt e b et e e b e b saeebe e et e 189
RESOUICE MELNOAS ... bt e bbb sr b bt e ae e e e e 189
0 1] PSSR 189

] SR 191

O O SRR 191

Dt I I PSSR 191

A 11 SR 191
Resource: application LCM Operation OCCUIMTENCES.........ucueertireeierteeeiesteesiessesesiessese e s ssesessesseseeneees 191
(D= S'ei g o1 [o] o [T PP TSP PPT SR PRRP 191
RESOUICE EFINITION ...ttt bbbt b e bt e b et e e b e b saeebe e et e 191
RESOUICE MELNOAS ... bt e bbb sr b bt e ae e e e e 191
0 1] PSSP 191

L TSR 191

U SRS 193

3 I SRS 193

A 11 SR 193
Resource: individual application LCM Operation OCCUMTENCE..........ccueeruirieeririeesieneeesieseee e 193
[D=S'ei g o] Lo o [ U T SO PP TSR PPTOTRPRORP 193
RESOUICE AEFINITION ...ttt ettt et e st e s be s st st e e e e et e seesbesaeeneeneeneees 193
RESOUICE MELNOMS ...ttt ettt e e st e ae e e e et e seestesaeenee e eneees 193
1Y SRS 193

L PR ST 194

U ST 194

= I PSSP 195

N 1O TSRS 195
Resource: application LCM operation oCCurrence CanCel taSK ..........ccvvvereereriesieieeseeseeseesieeseesseenneens 195
[D=S'ei g o1 o] o [N OSSPSR PPTSTR PR 195
RESOUICE AEFINITION ...ttt et et et be s ae st e e e e et e seesbesaeeneeneeneenes 195
RESOUICE MELNOMS ...ttt ettt e e st e ae e e e et e seestesaeenee e eneees 195
1Y SRS 195

L TR 196

O RSP 196

= I PSSP 197

N 1O TSRS 197
Resource: application LCM operation occurrence fail task ..........cccvcveveeceeiesieseese e see e 197
(01 o 1 (o) o 197
RESOUICE EFINITION ...ttt bbb bbbt b e e e e e sb e b saeeae e e et e 197
RESOUICE MELNOAS ...t b bbbt e e sr bt bt e ae e e e 197
1Y TSRS 197

L TR 198

O O RSP 198

Dt I I PSSR 199

A 11 SRS 199
Resource: application LCM operation OCCUITENCE FErY TaSK........courveeriirieeriinieesieseee e 199
(D1 1 (o) o 199
RESOUICE EFINITION ...ttt bbb bbbt b e e e e e sb e b saeeae e e et e 199
RESOUICE MELNOGS ...t b bbbt e e sr b bt ebe e e e e 199
1] ISP 199

L TSR 200

U TSRS 200

Dt I I PSSR 200

A 11 SRS 201
Resources of granting 0N IMIMIS ........oiuiiiie ettt b ettt b e et b e et besa e e et e sbe e ebesbenneneas 201
RESOUICE! GIaNLS.........eiieiiiiiiiie e e b e s e e s b e se e s a e s e e s e e s ae e saeesneeneeas 201
(D= S'ei g o1 [o] o [T PSSO PSSR PSR PRRP 201

ETSI



14 ETSI GS MEC 010-2 V3.2.1 (2024-02)

7512 RS o101 £ o= o (= 1T 0Tl (o] o 201
7513 RESOUICE MELNOAS ...ttt e st et e et eb e e e e e e e e seesbesneeneeneeneeses 201
75131 00 15 TSSOSO 201
75132 L OSSPSR 202
7.5.1.33 PU T ettt e bt h et b et e h e e e h et e R et e be e e Re e e R E e e eRe e e aRe e e e areennreenneennrs 203
75134 DELETE ..ottt bbbt b et e bt b e nan 203
75135 PATCH bbb R Rt R e nan 203
75.2 (R E 01U o ST g To (A7 T (0= o | PR 203
7521 (01 1 (0] o 203
7522 RESOUICE AEFINITION .....eve et ettt n et 203
75.2.3 RESOUICE MELNOAS ...ttt e st et e et eb e e e e e e e e seesbesneeneeneeneeses 203
75231 00 15 TSSOSO 203
75232 L OSSPSR 203
75233 U TSRS 204
75234 [0 I I TSP PR PRPRTRR 204
7.5.235 N O SRR 205
7.6 Resources of MEPM's application lifecycle management on MmM3.........cccooe e e ccecceeseeseee e 205
1.7 Resources of MEPM-V's application lifecycle management on MmM3* ..........cccooveviercieeseeseese e 205
7.7.1 Resource: appliCation INSIANCES.......c.viiieeeeee e see s ee st ste e s e e te et eesaeeseesse e teesteensesseesneesneesaeenseensenns 205
7.7.2 Resource: individual appliCation INSLANCE...........ceieeiierieie et ee e ae e e e sneenreeseens 205
7.7.3 RESOUICE: SUDSCIIPLIONS .....eeuveiieiee et esteete et teseestee s e e steesteeeesseesaeesseenteenseeseesseessaesseessesneesnnesaeesneansennsenns 205
7.7.4 Resource: individual SUDSCIIPLION.........cecieiieecie e e se ettt e st e te e tesaesseesneesnesseesaeesneenseensenns 205
7.75 Resource: NotifiCation ENAPOINE ............coeiiieerieeert ettt b et e e b 205
7.7.6 Resource: configure_platform_for_app taSK.........coceiieiieere e 205
7.76.1 (D= S'ei g o1 [o] o [T PP TSP PPT SR PRRP 205
7.76.2 RESOUICE EFINITION ...ttt e st et e e b e e e e e et e seesbesaeeneeneeneeses 205
7.7.6.3 RESOUICE MELNOAS ...ttt ettt e e e be et eb e e e e e e e e seesbesaeeaeeneeneeses 206
7.76.3.1 00 15 TSSOSO 206
7.76.3.2 L OSSO ST TSP PT PSP PRSPPI 207
7.76.33 PU T R h R R bR R bR Rt R e r e nas 207
77634 DELETE ..ottt b e b et e bt b et n e nan 207
7.76.35 PATCH bbb R R R bt r e nas 207
1.7.7 Resource: terminate appliCation INSEANCE tASK .......ccvivueieeiiere e ee e e saeenreeneens 207
7.7.8 Resource: operate appliCation INSLANCE TASK........cciiieiriieereeer e 208
7.79 Resource: application LCM Operation OCCUIMTENCES.........ucvetruireererteeeiesteesiestesesiesiesesse b sbesessesseseene s 208
7.7.10 Resource: individual application LCM Operation OCCUMTENCE..........ccueeruirieeriinieesienieesieseee e 208
7.7.11 Resource: application LCM operation 0CCUrrence CaNCE TaSK ........coevvririeririnienesisieesie e 208
7.7.12 Resource: application LCM operation occurrence fail task ..........coeeeerireeenenneneesese e 208
7.7.13 Resource: application LCM operation 0CCUITENCE FEtrY TaSK........covrueeririeerienieesieseee s 208
8 API definitions variant for MEC fEAEIatioN............ccuveiiieninieeeeceseses e 208
8.1 g1 T 18 ot (o PSP PSP TS URPSRPRN 208
8.2 Global definitions and rESOUICE SITUCLUIE............coirreeriireirireenr e 208
Annex A (informative): Application package state mMode ...........cccceveveeviiiece e 210
Nt | 11 0o [ o o SR 210
S - (= 110 L= SRR 210
Annex B (informative): Bibliography ... 211
Annex C (informative): Application updatesfor security: best practices.........ccoocvvverereneicieenens 212
@300 1 11 o L o1 o o SRS 212
C.2 Application update proCeSS ELailS. ..........couiiieiiiieiiie et ne e re e 212
Annex D (informative): Supported scenarios by the API for MEC federation ..........cccccceevrennee. 213
D 200 A 111 0o (1 (o OSSR 213
D.2  SCENAriOS ON "CrEaLE MESOUICE" ........eeiuerieeeesteeeesteseestesteeeeseeeseestesseessesseensesseansessesseensesseensensessesneesensnes 213
D.3  ScenarioS ON "QUENY @l FESOUICES" .........couiitiiiieiee ettt 214

ETSI



15 ETSI GS MEC 010-2 V3.2.1 (2024-02)

D.4 Scenarioson "query individual FESOUICE" ...........ociiiieeieieeeese ettt sresneenas 215
Annex E (informative): Configuration application iNStaNCe rUlEsS.........ccovriierereneeeeeeeee 217
S R 111 0o (1 (o OSSR 217
E.2 Scenario 1: Configuration based on the application desSCriptor.........cccveceveeieve s 217
E.3 Scenario 2: Configuration during application iNSantiation.............cceoerirerirenenereeeeeese s 217
E.4 Scenario 3: Configuration after application iNStantiation............cccceeceieeie v e 218
L 1S 0] Y 219

ETSI



16 ETSI GS MEC 010-2 V3.2.1 (2024-02)

Intellectual Property Rights

Essential patents

IPRs essential or potentially essential to normative deliverables may have been declared to ETSI. The declarations
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Trademarks

The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners.
ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no
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Foreword

This Group Specification (GS) has been produced by ETSI Industry Specification Group (1SG) Multi-access Edge
Computing (MEC).

The present document is part 2 of a multi-part deliverable covering MEC Management, as identified below:
Part 1.  "System, host and platform management”;

Part 2. " Application lifecycle, rules and requirements management” .

Modal verbs terminology

In the present document “shall”, "shall not", "should", "should not", "may", "need not", "will", "will not", "can" and
"cannot" are to be interpreted as described in clause 3.2 of the ETSI Drafting Rules (Verbal forms for the expression of
provisions).

"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.
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1 Scope

The present document provides information flows for lifecycle management of MEC applications, and describes
interfaces over the reference points to support application lifecycle management. It also describes application rules and
requirements, application-related events, mobility handling and MEC service availability tracking. The present
document specifies the necessary data model, data format and operation format when applicable.

2 References

2.1 Normative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

Referenced documents which are not found to be publicly available in the expected location might be found at
https://docbox.etsi.org/Reference.

NOTE: While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are necessary for the application of the present document.

[1] ETSI GSNFV-1FA 011: "Network Functions Virtualisation (NFV); Management and
Orchestration; VNF Packaging Specification".

[2] IETF RFC 4776: "Dynamic Host Configuration Protocol (DHCPv4 and DHCPv6) Option for
Civic Address Configuration Information”.

[3] I SO 3166: "Codes for the representation of names of countries and their subdivisions'.

[4] ETSI GS MEC 009: "Multi-access Edge Computing (MEC); General principles, patterns and
common aspects of MEC Service APIS'.

[5] IETF RFC 8259: "The JavaScript Object Notation (JSON) Data I nterchange Format”.

[6] IETF RFC 9110: "HTTP Semantics'.

[7] ETSI GS NFV-SOL 003: "Network Functions Virtualisation (NFV) Release 4; Protocols and Data
Models; RESTful protocols specification for the Or-V nfm Reference Point".

[8] IETF RFC 7946: "The GeoJSON Format".

[9] Void.

[10] Void.

[11] Void.

[12] Void.

[13] ETSI GS MEC 021: "Multi-access Edge Computing (MEC); Application Mobility Service API".

[14] Void.

[15] ETSI GS NFV-IFA 013: "Network Functions Virtualisation (NFV) Release 4; Management and

Orchestration; Os-Ma-nfvo reference point - Interface and Information Model Specification”.

[16] ETSI GS NFV-1FA 008: "Network Functions Virtualisation (NFV) Release 4; Management and
Orchestration; Ve-Vnfm reference point - Interface and Information Model Specification”.
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https://www.iso.org/obp/ui/
https://www.etsi.org/deliver/etsi_gs/MEC/001_099/009/
https://www.rfc-editor.org/info/rfc8259
https://www.rfc-editor.org/info/rfc9110
https://www.etsi.org/deliver/etsi_gs/NFV-SOL/001_099/003/
https://www.rfc-editor.org/info/rfc7946
https://www.etsi.org/deliver/etsi_gs/MEC/001_099/021/
https://www.etsi.org/deliver/etsi_gs/NFV-IFA/001_099/013/
https://www.etsi.org/deliver/etsi_gs/NFV-IFA/001_099/008/

18 ETSI GS MEC 010-2 V3.2.1 (2024-02)

[17] ETSI GS MEC 011: "Multi-access Edge Computing (MEC); Edge Platform Application
Enablement".

[18] ETSI GSNFV-SOL 004: "Network Functions Virtualisation (NFV) Release 4; Protocols and Data
Models; VNF Package and PNFD Archive specification”.

[19] ETSI GSNFV-SOL 001: "Network Functions Virtualisation (NFV) Release 4; Protocols and Data
Models; NFV descriptors based on TOSCA specification”.

[20] ETSI GS MEC 040: "Multi-access Edge Computing (MEC); Federation enablement APIS".

[21] ETSI GS MEC 010-1: "Multi-access Edge Computing (MEC); Mobile Edge Management; Part 1:

System, host and platform management”.

[22] ETSI TS 129 214: " Universal Mobile Telecommunications System (UMTYS); LTE; 5G; Policy and
charging control over Rx reference point (3GPP TS 29.214)".

2.2 Informative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

NOTE: While any hyperlinksincluded in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are not necessary for the application of the present document but they assist the
user with regard to a particular subject area.

[i.1] ETSI GR MEC 001: "Multi-access Edge Computing (MEC); Terminology".
[i.2] ETSI GS MEC 002: "Multi-access Edge Computing (MEC); Use Cases and Requirements'".
[i.3] ETSI GSNFV-IFA 007: "Network Functions Virtualisation (NFV) Release 4; Management and
Orchestration; Or-V nfm reference point - I nterface and Information Model Specification”.
[i.4] Void.
[i.5] E”T:VSI"GR NFV 003: "Network Functions Virtuaisation (NFV); Terminology for Main Conceptsin
[i.6] Void.
[i.7] ETSI GS NFV-SOL 005: "Network Functions Virtualisation (NFV) Release 4; Protocols and Data
Models; RESTful protocols specification for the Os-Ma-nfvo Reference Point".
[i.8] Void.
[i.9] ETSI GSNFV-SOL 016: "Network Functions Virtualisation (NFV) Release 4; Protocols and Data
Models; NFV-MANO procedures specification”.
[i.10] Void.
[i.11] IETE REC 6570: "URI Template".
3 Definition of terms, symbols and abbreviations
3.1 Terms

For the purposes of the present document, the terms givenin ETSI GR MEC 001 [i.1] and ETSI GR NFV 003 [i.5]
apply.
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3.2 Symbols

Void.

3.3 Abbreviations

For the purposes of the present document, the abbreviations givenin ETSI GR MEC 001 [i.1], ETSI GR NFV 003 [i.5]
and the following apply:

AMS Application Mobility Service
4 Specification level requirements
4.1 Requirements for reference point Mm1

4.1.1 General requirements
The Mm1 reference point between the MEC Orchestrator/M EC application orchestrator and the OSSis used for on-

boarding application packages, triggering the instantiation and the termination of MEC applications in the MEC system.
Table 4.1.1-1 specifies requirements related to application lifecycle management applicable to the Mm1 reference point.

Table 4.1.1-1: Mm1 reference point requirements

Numbering Functional requirement description

Mm1.001 The Mmlreference point shall support the application package management interface
produced by the MEC Orchestrator/MEC application orchestrator.

Mm1.002 The Mmlreference point shall support the application lifecycle management interface
produced by the MEC Orchestrator/MEC application orchestrator.

Mm1.003 The Mm1 reference point may support the application LCM Coordination interface produced
by the OSS (see note).

Mm1.004 The Mm1 reference point may support the mechanism to pass federation-related information
to the MEC Orchestrator / MEC application orchestrator as defined in requirements
Mm1.Mef.001 and Mm1.Mef.002.

NOTE: LCM Coordination interface dependency information declared in an instantiate application request

overrides pre-provisioned coordination dependency information.

4.1.2 Interface requirements

4121 Application package management interface requirements
Table 4.1.2.1-1 specifies requirements applicable to the application package management interface produced by the

MEC Orchestrator/MEC application orchestrator on the Mm1 reference point. Those requirements are derived from
clause 5.2 of ETSI GSMEC 002 [i.2].
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Table 4.1.2.1-1: Application package management interface requirements

Numbering

Functional requirement description

MmZ1.AppPkgm.001 The Application Package Management interface produced by the MEO/MEAO on the Mm1

reference point shall support on-boarding an Application Package.

MmZ1.AppPkgm.002 The Application Package Management interface produced by the MEO/MEAO on the Mm1

reference point shall support querying Application Package information (see note).

MmZ1.AppPkgm.003 The Application Package Management interface produced by the MEO/MEAO on the Mm1

reference point shall support deleting an Application Package.

MmZ1.AppPkgm.004

The Application Package Management interface produced by the MEO/MEAO on the Mm1
reference point shall support enabling an application package.

MmZ1.AppPkgm.005

The Application Package Management interface produced by the MEO/MEAO on the Mm1
reference point shall support disabling an application package.

MmZ1.AppPkgm.006 The Application Package Management interface produced by the MEO/MEAO on the Mm1

reference point shall support providing notifications as a result of changes on application
package states.

MmZ1.AppPkgm.007 The Application Package Management interface produced by the MEO/MEAO on the Mm1

reference point shall support providing notifications about the on-boarding of application
packages.

MmZ1.AppPkgm.008 The Application Package Management interface produced by the MEO/MEAO on the Mm1

reference point shall support fetching an application package, or selected files contained in a
package.

NOTE:  Application package information may include information such as release date, vendor info, manifest,
application descriptor, and other files contained in the application package, etc.

41.2.2 Application lifecycle management interface requirements

Table 4.1.2.2-1 specifies requirements applicabl e to the application lifecycle management interface produced by the
MEC Orchestrator/MEC application orchestrator on the Mm1 reference point.

Table 4.1.2.2-1: Application lifecycle management interface requirements

Numbering

Functional requirement description

Mm1.AppLcm.001

The Application Lifecycle Management interface produced by the MEO/MEAO on the Mm1 reference
point shall support instantiating an Application instance.

Mm1.AppLcm.002

The Application Lifecycle Management interface produced by the MEO/MEAO on the Mm1 reference
point shall support terminating an Application instance.

Mm1.AppLcm.003

The Application Lifecycle Management interface produced by the MEO/MEAO on the Mm1 reference
point shall support requesting to change the state of an application instance (see note).

Mm1.AppLcm.004

The Application Lifecycle Management interface produced by the MEO/MEAO on the Mm1 reference
point shall support providing notifications as a result of lcm operations.

NOTE: Changing the state of an application instance refers to starting or stopping an application instance. These
operations are complementary to instantiating or terminating an application.

41.2.3 LCM Coordination interface requirements

Table 4.1.2.3-1 specifies requirements applicable to the LCM Coordination interface produced by the OSS on the Mm1

reference point.

Table 4.1.2.3-1: LCM Coordination interface requirements

Numbering

Functional requirement description

Mm1.LcmCoord.001

The LCM Coordination interface produced by the OSS on the Mm1 reference point shall support
receiving requests to coordinate LCM operations affecting an application instance (see note).

NOTE: Examples where coordination is required include requests by the MEO or MEAO to the OSS to request
permission to terminate application instances.

4.1.2.4 Supporting MEC federation scenario requirements

Table 4.1.2.4-1 specifies requirements applicable to MEO/MEAO for supporting MEC federation scenario on the Mm1

reference point.
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Table 4.1.2.4-1: Supporting MEC federation scenario requirements

Numbering Functional requirement description

Mm1.Mef.001 The MEO/MEAO may support to receive an application package management request with information
for MEC Federation and forward the request to the associated MEC Federator. (See note).

Mm1.Mef.002 The MEO/MEAO may support to receive an application lifecycle management request with information
for MEC Federation and forward the request to the associated MEC Federator. (See note).

NOTE: The information for MEC Federation allows to identify the target MEC system.

4.2 Requirements for reference point Mm3

4.2.1 General requirements

The Mm3 reference point between the MEC Orchestrator and the MEC Platform Manager is used for the management
of the application lifecycle, application rules and requirements and keeping track of available MEC services, etc.

Table 4.2.1-1 specifies requirements related to application lifecycle management applicable to the Mm3 reference point.

Table 4.2.1-1: Mm3 reference point requirements

Numbering Functional requirement description

Mm3.001 The Mm3 reference point shall support the application package management interface produced by the
MEC Orchestrator.

Mm3.002 The Mm3 reference point shall support the application Lifecycle Management interface produced by the
MEC Platform Manager.

Mm3.003 The Mm3 reference point shall support the application Lifecycle Change Notification interface produced
by the MEC Platform Manager.

Mm3.004 The Mm3 reference point may support the application registration interface produced by the MEO.

4.2.2 Interface requirements

4221 Application package management interface requirements

Table 4.2.2.1-1 specifies requirements applicable to the Application Package Management interface produced by the
MEO on the Mm3 reference point.

Table 4.2.2.1-1: Application Package Management interface requirements

Numbering Functional requirement description

Mm3.AppPkgm.001 |The Application Package Management interface produced by the MEO on the Mm3 reference point
shall support querying application package information (see note).

Mm3.AppPkgm.002 |The Application Package Management interface produced by the MEO on the Mm3 reference point
shall support providing notifications as a result of changes on application package states.

Mm3.AppPkgm.003 |The Application Package Management interface produced by the MEO on the Mm3 reference point
shall support providing notifications about the on-boarding of application packages.

Mm3.AppPkgm.004 |The Application Package Management interface produced by the MEO on the Mm3 reference point
shall support fetching an application package, or selected files contained in a package.

NOTE:  Application package information may include information such as release date, vendor info, manifest,
application descriptor, and other files contained in the application package, etc.

4222 Application lifecycle management interface requirements

Table 4.2.2.2-1 specifies requirements applicable to the Application Lifecycle Management interface produced by the
MEC Platform Manager on the Mm3 reference point.
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Table 4.2.2.2-1: Application Lifecycle Management interface requirements

Numbering

Functional requirement description

Mm3.AppLcm.001

The Application Lifecycle Management interface produced by the MEC Platform Manager on the
Mm3 reference point shall support instantiating an Application.

Mm3.AppLcm.002

The Application Lifecycle Management interface produced by the MEC Platform Manager on the
Mm3 reference point shall support terminating an application instance.

Mm3.AppLcm.003

The Application Lifecycle Management interface produced by the MEC Platform Manager on the
Mm3 reference point shall support querying information about an application instance.

Mm3.AppLcm.004

The Application Lifecycle Management interface produced by the MEC Platform Manager on the
Mm3 reference point shall support requesting to change the state of an application instance
(see note).

Mm3.AppLcm.005

The Application Lifecycle Management interface produced by the MEC Platform Manager on the
Mm3 reference point shall support querying the status of an ongoing application lifecycle
management operation.

NOTE: Changing the state of an application instance refers to starting or stopping an application instance. These
operations are complementary to instantiating or terminating an application.

4.2.2.3 Application lifecycle change notification interface requirements

Table 4.2.2.3-1 specifies requirements applicabl e to the Application Lifecycle Change Natification interface produced
by the MEC Platform manager on the Mm3 reference point.

Table 4.2.2.3-1: Application Lifecycle Change Notification interface requirements

Numbering

Functional requirement description

Mm3.AppLccn.001

The Application Lifecycle Change Notification interface produced by the MEC Platform Manager
on the Mm3 reference point shall support providing to the MEO notifications about changes of an
application instance that are related to application lifecycle management operations.

Mm3.AppLccn.002

Notifications provided on the Application Lifecycle Change Notification interface produced by the
MEC Platform Manager on the Mm3 reference point shall contain information about the type of
application lifecycle operation, the identification of the application instance.

Mm3.AppLccn.003

Notifications provided on the Application Lifecycle Change Notification interface produced by the
MEC Platform Manager on the Mm3 reference point shall support indicating the start of the
lifecycle operation, the end and the results of the lifecycle operation including any error produced
from the lifecycle operation.

Mm3.AppLccn.004

The Application Lifecycle Change Notification interface produced by the MEC Platform Manager
on the Mm3 reference point shall support notifying the result (successful or failed) of application
instantiation with indicating the application instance identifier, and the consumed, modified or
released resources.

4224 Application registration interface requirements

Table 4.2.2.4-1 specifies requirements applicable to the Application Registration interface produced by the MEO on the
Mm3 reference point.

Table 4.2.2.4-1: Application Registration interface requirements

Numbering

Functional requirement description

Mm3.AppReg.001

The Application Registration interface produced by the MEO may support to provide information to
the MEO about the registered application instances.
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Requirements for application package

General requirements

Table 4.3.1-1 specifies requirements related to application lifecycle management applicable to the application package.

Table 4.3.1-1: Application package requirements

Numbering Functional requirement description

AppPkt.001 The application package shall contain software image(s) or link(s) to software image(s). See note.

AppPkt.002 The application package shall contain an application descriptor that describes the application
requirements and rules which are required or preferred by the MEC application. See note.

AppPkt.003 The application package shall be signed by the application provider. The digest and the public key
of the entity signing shall be included in the package along with the corresponding certificate.

AppPkt.004 Files in the package may be individually signed. For each signed file, the corresponding public key,
algorithm and certificate used shall be stored in a well-known location within the application
package.

AppPkt.005 The application package shall contain a manifest file which lists files that the package contains and
a hash of their content. See note.

AppPkt.006 The application package shall contain one or more Managed Container Infrastructure Object
Packages (MCIOP) representing aggregated containerized workload structures, when the
application is realized by a set of OS containers.

NOTE: The application package, the software image(s), the manifest file and the application descriptor are

provided by the application provider.

4.3.2  Application descriptor requirements

Table 4.3.2-1 specifies requirements related to application lifecycle management applicable to the application

descriptor.

Table 4.3.2-1: Application descriptor requirements
Numbering Functional requirement description

AppDesc.001 |The application descriptor shall contain a description of minimum computation resources required by
the application, e.g. amount, characteristics and capabilities for virtual compute.

AppDesc.002 |The application descriptor shall contain a description of minimum virtual storage resources the required
by application.

AppDesc.003 |The application descriptor shall contain a description of minimum virtual network resources required by
the application.

AppDesc.004 | The application descriptor shall support describing a list of services a MEC application requires to run.

AppDesc.005 |The application descriptor shall support describing a list of additional services that a MEC application
may use if available.

AppDesc.006 | The application descriptor shall support describing a list of features a MEC application requires to run.

AppDesc.007 |The application descriptor shall support describing a list of additional features a MEC application may
use if available.

AppDesc.008 |The application descriptor shall support a description of Traffic Rules (e.g. for redirection of application
traffic).

AppDesc.009 |The application descriptor shall support a description of DNS Rules which provide specific FQDNSs to
be registered into the MEC system (e.g. for directing of application traffic to local host).

AppDesc.010 | The application descriptor shall support a description of latency required by the MEC application.

4.4

4.4.1

Requirements for reference point Mm3*

General requirements

The Mm3* reference point between the MEC Application Orchestrator and the MEC Platform Manager - NFV is used
for the management of the application lifecycle, application rules and requirements and keeping track of available MEC
services, etc. Table 4.4.1-1 specifies requirements related to application lifecycle management applicable to the Mm3*

reference point.
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Table 4.4.1-1: Mm3* reference point requirements

Numbering Functional requirement description

Mm3*.001 The Mm3* reference point shall support the application Lifecycle Management interface produced by the
MEC Platform Manager - NFV.

4.4.2  Application lifecycle management interface requirements

Table 4.4.2-1 specifies requirements applicable to the Application Lifecycle Management interface produced by the
MEC Platform Manager - NFV on the Mm3* reference point.

Table 4.4.2-1: Application Lifecycle Management interface requirements

Numbering Functional requirement description

Mm3*.AppLcm.001 |The Application Lifecycle Management interface produced by the MEPM-V on the Mm3* reference
point shall support configuration an application instance. (see note 1).

Mm3*.AppLcm.002 |The Application Lifecycle Management interface produced by the MEPM-V on the Mm3* reference
point shall support terminating an application instance.

Mm3*.AppLcm.003 |The Application Lifecycle Management interface produced by the MEPM-V on the Mm3* reference
point shall support querying information about an application instance.

Mm3*.AppLcm.004 |The Application Lifecycle Management interface produced by the MEPM-V on the Mm3* reference
point shall support requesting to change the state of an application instance (see note 2).

NOTE 1: Configuration an application instance refers to sending configuration information to the MEPM-V, this
information includes the traffic rules, DNS rules, the required and optional services, and services produced by
the application instance.

NOTE 2: Changing the state of an application instance refers to starting or stopping an instance at application level
without virtualised resources operations. These operations are complementary to instantiating or terminating an
application as a VNF instance.

4.5 Requirements for reference point Mv1

45.1 General requirements
The Mv1 reference point between the MEC application Orchestrator and the NFV Orchestrator is used for on-boarding

application packages as a VNF package, triggering the application lifecycle of MEC applications as VNF instancesin
the MEC system. Table 4.5.1-1 specifies requirements applicable to the Mv1 reference point.

Table 4.5.1-1: Mv1 reference point requirements

Numbering Functional requirement description

Mv1.001 The Mv1 reference point shall support the application package as a VNF package on the VNF package
management interface produced by the NFV Orchestrator (see note 1).

Mv1.002 The Mv1 reference point shall support the application Lifecycle Management interface produced by the
NFV Orchestrator (see note 1).

Mv1.003 The Mv1 reference point shall support the application Lifecycle Change Notification interface produced
by the NFV Orchestrator (see note 1).

Mv1.004 The Mv1 reference point shall support the LCM Coordination interface produced by the MEC
application Orchestrator (see notes 1 and 2).

NOTE 1: Refer to ETSI GS NFV-IFA 013 [15] for details.

NOTE 2: The dependency on the LCM Coordination interface is declared in the application package.

45.2 Interface requirements

Table 4.5.2-1 specifies requirements applicable to the LCM Coordination interface produced by the MEAQO on the Mv1
reference point.
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Table 4.5.2-1: LCM Coordination interface requirements

Numbering Functional requirement description

Mv1l.LcmCoord.001 |The LCM Coordination interface produced by the MEAO on the Mv1 reference point shall support
receiving requests to coordinate LCM operations affecting an application instance as a VNF
instances.

4.6 Requirements for reference point Mv2

4.6.1 General requirements
The Mv2 reference point between the MEC Platform Manager - NFV and the VNF Manager is used for the

management of the application lifecycle of MEC applications as VNF instancesin the MEC system. Table 4.6.1-1
specifies requirements applicable to the Mv2 reference point.

Table 4.6.1-1: Mv2 reference point requirements

Numbering Functional requirement description
Mv2.001 The Mv2 reference point shall support the application Lifecycle Change Notification interface
produced by the VNF Manager (see note).
Mv2.002 The Mv2 reference point shall support the LCM Coordination interface produced by the MEC
Platform Manager - NFV.
NOTE: Referto ETSI GS NFV-IFA 008 [16] for details.

4.6.2 Interface requirements

Table 4.6.2-1 specifies requirements applicable to the LCM Coordination interface produced by the MEAO on the Mv2
reference point.

Table 4.6.2-1: LCM Coordination interface requirements

Numbering Functional requirement description

Mv2.LcmCoord.001 |The LCM Coordination interface produced by the MEPM-V on the Mv2 reference point shall
support receiving requests to coordinate LCM operations affecting an application instance as a
VNF instances.

5 Message flows to support application package and
lifecycle management

5.1 General

Message flows in this clause are informative.

5.2 Application package management

521 General

Message flows for application package management are used to make application package available to the MEC
system, delete the application package from the MEC system, or query information of one or more application
packages. The series of message flows include:

e On-board application package.
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. Query application package information.
. Disable application package.

o Enable application package.

. Delete application package.

. Fetch application package.

Thisinterface is available on the reference points Mm1 and Mm3. On Mmd1, the full functionality of thisinterfaceis
supported. On Mm3, only read access to the packages and their content is supported.

If information for MEC Federation isincluded in the request from OSS on Mm1, and the target system identifier in the
included information for MEC Federation differs from the system identifier of the current MEC system, the procedures
inclause 5.2.2.5.2 of ETSI GS MEC 040 [20] shall be followed instead of the procedures defined in the present
document.

5.2.2 On-board application package

The message flow of on-board application package is used to make application package available to the MEC system.
The on-board application package message flow is executed before an application isinstantiated; the actual time to
execute this message flow is dependent on implementation. The detailed description of the flow isin figure 5.2.2-1.

055 MED

1. On-board application package request !

wg.2:Ack on-hoard application package |

055 MED

Figure 5.2.2-1: On-board application package

1) The OSS sends an on-board application package request to the MEC Orchestrator, in which, the MEC
application package isincluded.

The MEC Orchestrator checks the application package, for example the MEC Orchestrator checks for the
existence of mandatory elements within the application package, validates the authenticity and integrity of the
application package; and the MEC Orchestrator checks the format of application image and format of the
application rules and requirements.

The MEC Orchestrator allocates a unique application package ID for the on-boarded MEC application package
and related status information, and keeps a record of on-boarded application packages. Optionally the MEC
Orchestrator prepares the virtualisation infrastructure manager(s) with the application image (e.g. by sending
the application image to appropriate virtualisation infrastructure managers), alternatively, such preparation
may be done later, but needs to be finished before the application is instantiated. The MEC Orchestrator
notifies the subscribers to AppPackageOnBoardingNotification of the on-boarding of the MEC application
package.

2) The MEC Orchestrator acknowledges the application package on-boarding to the OSS. The application
package is now available in the MEC system and enabled.

This message flow is only supported on Mm1.

5.2.3 Query application package information

Query application package allows returning the information contained in an application package (such as the location of
the application descriptor) to the OSS and the MEPM. The detailed description of the flow isin figure 5.2.3-1.
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This flow can be used by the MEPM to obtain the application requirements, traffic redirection rules and DNS rules that
it needs to configure the MEC platform to run the application. Thisinformation is provided as defined by the
application provider in the application package. Modification of these rules by the MEO prior to sending it to the
MEPM is not supported in the present version of the present document.

1)

2)

OSS/MEFM MED

1. Query application package information request !

}l
:L..(.?;..F?.'?QPF'.W.W!W application package .iﬂfF'.".fT??!T.i.'?.’?..E
OSS/MEPM MEQ

Figure 5.2.3-1: Query application package information

The OSS or MEPM sends a query application package information request (including afilter) to the MEC
Orchestrator to query information of application package(s).

The MEC Orchestrator authorizes the request.

The MEC Orchestrator returns the information related to the application package(s) that matches the filter in
the query request.

This message flow is supported on Mm1 and Mm3.

5.2.4

Disable application package

Disabling application package refers to the process of marking an application package as disabled in the MEC system,
so that it is not possible to be used for application instantiation. The detailed description of the flow isin figure 5.2.4-1.

1)

2)

055 MED

' 1. Disable application package request }:

g 2: Ack disable application package |

055 MED

Figure 5.2.4-1: Disable application package

The OSS sends a request to disable application package to the MEC Orchestrator.

The MEC Orchestrator processes the request and checks if the application package exists, and is enabled. If
the application package is enabled, the MEC Orchestrator marks the application package as disabled in the
MEC system.

The MEC Orchestrator notifies the subscribers to AppPackageStateChangeNotification of the state change of
the MEC application package.

The MEC Orchestrator acknowledges the disable application package request.

This message flow is only supported on MmL.
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5.2.5 Enable application package

Enabling an application package refers to the process of marking an application package as enabled in the MEC system,
so that it may be used for application instantiation again. The detailed description of the flow isin figure 5.2.5-1.

055 MEC

' 1. Enable application package request !
. 2: Ack enable application package |

Figure 5.2.5-1: Enable application package

1) The OSS sends an enable application package request to the MEC Orchestrator.

The MEC Orchestrator processes the request and checks if the application package exists, and is disabled. If
the application package is disabled, the MEC Orchestrator marks the application package as enabled in the
MEC system.

The MEC Orchestrator notifies the subscribers to AppPackageStateChangeNotification of the state change of
the MEC application package.

2) The MEC Orchestrator acknowledges the application package enable request.

This message flow is only supported on MmL1.

5.2.6 Delete application package

Delete application package refersto the process of removing an application package from the MEC system. The OSS
initiates the del ete application package message flow. The detailed description of the flow isin figure 5.2.6-1.

Q5S MEOC

' 1. Delete application package request _ !

. 2: Ack delete application package |

Figure 5.2.6-1: Delete application package

1) The OSS sends a delete application package request to the MEC Orchestrator.

The MEC Orchestrator checks whether the application package is onboarded, disabled and in use. If the
application package is not onboarded, not disabled or isin use, this operation will return an error. If the
application packageis disabled and is not in use, the MEC Orchestrator removes the application package and
its associated AppPkglnfo from the MEC system.

The MEC Orchestrator notifies the subscribers to AppPackageStateChangeNotification of the state change of
the MEC application package.

2) The MEC Orchestrator acknowledges application package del etion request.

This message flow is only supported on MmL1.
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5.2.7 Fetch onboarded application package

Fetch onboarded application package allows retrieving an application package, or selected files contained in a package
to the OSS and the MEPM. The detailed description of the flow isin figure 5.2.7-1.

Figure 5.2.7-1: Fetch onboarded application package

1) TheOSSor MEPM sends a fetch onboarded application package request to the MEC Orchestrator to fetch the
content of an application package.

The MEC Orchestrator authorizes the request.

2) The MEC Orchestrator returns the application package.

5.3 Application instance lifecycle management

5.3.0 General

Message flows of application lifecycle, rules and requirements management are used to instantiate applications,
terminate application instances, and operate application instances in the MEC system. The series of message flows
include:

o I nstantiate application.
. Terminate application instance.
. Operate application instance.

If information for MEC Federation isincluded in the request from OSS on Mm1, and the target system identifier in the
included information for MEC Federation differs from the system identifier of the current MEC system, the procedures
inclause 5.2.2.5.3 of ETSI GS MEC 040 [20] shall be followed instead of the procedures defined in the present
document.

5.3.1  Application instantiation

The message flow of application instantiation is used to instantiate an application instance in the MEC system. The
detailed description of the flow isin figure 5.3.1-1.
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Figure 5.3.1-1: Application instantiation flow

1) The OSS sends an instantiate application request to the MEC Orchestrator.

2) MEC Orchestrator checks the application instance configuration data, and authorizes the request. The MEC
Orchestrator selects the MEC host (and corresponding MEC Platform Manager).

3) If the MEC Orchestrator determines that the resources required to instantiate the new application instance are
insufficient at the MEC host, the MEO may suggest terminating already instantiated application instances (sets
of candidate alternatives for such termination may be provided in the instantiate application request, and will
otherwise be chosen by the MEO) through the coordinate LCM operation (using pre-provisioned coordination
endpoint information) so that the necessary resources could be made available, see clause 5.5.1.

NOTE 1: Any application instance termination resulting from use of the coordinate LCM operation will be
performed using a separate LCM operation initiated by the MEO, with associated notifications provided
to the OSS.

4) The MEC Orchestrator sends an instantiate application request to the MEC Platform Manager.

5) The MEC Platform Manager sends a resource alocation request to the Virtualisation Infrastructure Manager
(VIM), with the requested resource including compute, storage, and network resources. The MEC Platform
Manager will include application image information (e.g. alink to the image or an ID of the application image)
in the request.

6) TheVIM alocates the resources according to the request of the MEC Platform Manager. And if the
application image is available, the VIM loads the virtualisation container with the application image, and runs
the virtualisation container and the application instance. The VIM sends resource allocation response to the
MEC Platform Manager.

NOTE 2: Optionaly, if traffic redirection is realized based on NFVI mechanisms controlled by the VIM, the MEC
Platform Manager further determines the need to create or update a forwarding path based on the traffic
rule(s) (associated with the instantiated application), and sends a forwarding path creation or update
request to the VIM. The VIM creates or updates the forwarding path according to the indication of the
reguest and sends a forwarding path creation or update response to the MEC Platform Manager. The
MEC Platform Manager associates the forwarding path with the traffic rule(s) of the instantiated
application.
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NOTE 3: If traffic redirection is realized based on mechanisms internal to the data plane and controlled viaMp2, it
isout of scope of the present document how traffic redirection via Mp2 during application instance
creation, and during enabling, disabling or modifying atraffic rule are controlled.

7)  The MEC Platform Manager sends configuration request to the MEC platform. In this message, the MEC
Platform Manager includes the traffic rules to be configured, DNS rules to be configured, the required and
optional services, and services produced by the application instance, etc.

NOTE 4: Thisstep isonly for the completeness of the flow, and will not be specified in the present document.

8) If provided in the configuration request, the MEC platform configures the traffic and DNS rules for the
application instance accordingly. The MEC platform needs to wait until the application instance runs normally
(e.g. the application instance state turns into the running state) to activate the traffic and DNSrules. After the
application instance runs normally, the MEC platform provides the available service information to the
application. The details of how the MEC application instance interacts with MEC platform and how the MEC
platform handles services can be found in ETSI GSMEC 011 [17].

9) The MEC platform sends a configuration response to the MEC Platform Manager.
NOTE 5: Thisstep isonly for the completeness of the flow, and will not be specified in the present document.

10) The MEC Platform Manager sends an instantiate application response to the MEC Orchestrator. The MEC
Platform Manager includes the information of the resources allocated to the application instance to the MEC
Orchestrator.

11) The MEC Orchestrator sends an instantiate application response to the OSS, returning the results of the
instantiation operation. The MEC Orchestrator also returns the application instance ID to the OSS if the flow is
successful. Meanwhile a notification is sent to the subscribers to the application instance operationa state
change notification and this application package is marked in use.

NOTE 6: Following application instance instantiation, the OSS can regquest the MEC Platform Manager to activate
or deactivate traffic and DNS rules serving that instance, see clause 6.1 of ETS| GS MEC 010-1 [21].
That clause a so describes how the OSS can configure traffic and DNS rules, which can then be activated
to serve the instance. Rule activation or deactivation will trigger the MEC Platform Manager to make a
reguest to the MEC platform to reconfigure the respective traffic and/or DNS rules for the application
instance.

5.3.2  Application termination

The message flow of application instance termination is used to terminate an application instance in the MEC system.
The detailed description of the flow isin figure 5.3.2-1.
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Figure 5.3.2-1: Instance Termination information flow
1) The OSS sends a terminate application instance request to the MEC Orchestrator. The message includes the
MEC application instance I D to be terminated.
2) The MEC Orchestrator authorizes the request, and verifies the existence of requested instance. The MEC

Orchestrator sends a terminate application instance request to the MEC Platform Manager that manages the
MEC application instance to be terminated.

NOTE 1: The application instance can be terminated independent of its operational state.

3)

The MEC Platform Manager sends a forward terminate application instance reguest to the MEC platform.

NOTE 2: Thisstep isonly for the completeness of the flow, and will not be specified in the present document.

4)

5)

If supported by the MEC application, and graceful termination is requested, the MEC platform notifies the
MEC application instance of the termination event. The MEC application instance executes the actions needed
before it has been terminated by the MEC platform, the actual action(s) the MEC application instance will
perform for the application level termination is up to MEC application, and is out of scope of the present
document. After the MEC application instance finishes application level termination, it may inform the MEC
platform that it is ready to be terminated. The MEC platform may set atimer for the application level
termination. After the timer expires, the MEC platform will shut down the application regardless of the
progress of application level termination.

The MEC platform sends a forward terminate application instance response to the MEC Platform Manager.

NOTE 3: Thisstep isonly for the completeness of the flow, and will not be specified in the present document.

6)

7)

8)

The MEC Platform Manager sends a resource deletion request to the corresponding virtualisation
infrastructure manager, to terminate the virtualisation container and rel ease the resources.

The virtualisation infrastructure manager rel eases the resources allocated for the application instance to be
terminated. And the virtualisation infrastructure manager sends resource a deletion response to the MEC
Platform Manager.

The MEC Platform Manager sends a terminate application instance response to the MEC Orchestrator.
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9) The MEC Orchestrator sends a terminate application instance response to the OSS. Meanwhile anotification is
sent to the subscribers to the application instance operational state change notification.

5.3.3  Application operation

This message flow isto operate (i.e. start or stop) an application instance in the MEC system. The detailed description
of the flow isin figure 5.3.3-1.
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Figure 5.3.3-1: Application operation flow

1) The OSS sends an operate (i.e. start or stop) application request to the MEC Orchestrator.

2) The MEC Orchestrator forwards the operate application request to the MEC Platform Manager.

3) The MEC Platform Manager processes this request, and sends the result of operation on the application
instance once the operation compl etes.

4) The MEC Orchestrator sends the result of application operation to the OSS.

54 Invoking application LCM operations

541 Introduction

The following clauses describe the general sequence for application instance lifecycle management operations that
operate on application instance resource and are triggered by task resources. The operations of application instance

lifecycle management are;
. Instantiate.
. Operéte.

. Terminate.

These operations are provided by both, MEO and MEAO.

The MEO and MEAO can use aresource that represents an application instance LCM operation occurrence to monitor

the progress of the operation.

The MEO can al so subscribe to notifications sent by the MEPM when an application instance LCM operation
occurrence changes its state. Further, each application LCM operation invocation triggers a granting procedure between

MEPM and MEO.
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The MEAO can subscribe to natifications sent by the NFVO inaMEC on NFV environment. The NFVO then notifies
the MEAO on LCM operations invoked at the NFVVO and on state changes. This also enables the MEC specific actions
to be performed when MEC applications are managed directly viathe NFVO.

Table 5.4.1-1 shows parameterization associated to above application instance lifecycle management operations.

Table 5.4.1-1: Parameterization for application instance lifecycle management operations

Operation Precondition Task RequestStructure Postcondition
Instantiate  |Application instance created |instantiate |InstantiateAppRequest |Application instance in
and in NOT_INSTANTIATED INSTANTIATED state. Once an
state application is instantiated, the

application instance is in the
operational state STARTED.
Operate Application instance in operate OperateAppRequest Application instance still in
INSTANTIATED state INSTANTIATED state and
application instance operational
state changed.

Terminate  |Application instance in terminate |TerminateAppRequest |Application instance in
INSTANTIATED state. NOT_INSTANTIATED state.
See note.

NOTE:  The application instance can be terminated independently to its operational state (STARTED or STOPPED).

5.4.2 Lifecycle management flow with Granting Procedure
Figure 5.4.2-1 illustrates the general lifecycle management flow with granting procedure for the application lifecycle

management. Placeholdersin this flow allow for differentiating among the operations and are marked with double
angular brackets "<<...>>",
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Figure 5.4.2-1: Application instance LCM operation with granting procedure

An application instance lifecycle operation, asillustrated in figure 5.4.2-1, consists of the following steps:

1)

2)
3)

The MEO sends a POST request to the <<Task>> resource that represents the lifecycle operation to be
executed on the application instance, and includes in the message content a data structure of type
<<RequestStructure>>. The <<Task>> of the task resource and the <<RequestStructure>> depend on the
operation and are described in table 5.4.1-1.

The MEPM creates an "application instance LCM operation occurrence” resource for the request.

The MEPM returns a"202 Accepted” response with an empty message content and a"Location™ HTTP header
that pointsto the new "application instance LCM operation occurrence” resource, i.e. it includes the URI of
that resource whichis".../app_Icm_op_occs/{ appL.cmOpOccld}”.

If the MEO has subscribed to receive notifications sent by the MEPM when an application instance LCM operation
occurrence changesits stateto "STARTING":

4)

5)
6)

The MEPM sends to the MEO an application instance lifecycle management operation occurrence notification
to indicate the start of the lifecycle management operation occurrence with the"STARTING" state.

The MEO returns a"204 No Content” response with an empty message content.

The MEPM and MEO exchange granting information, via either synchronous mode (see clause 5.4.3) or
asynchronous mode (see clause 5.4.4). Asynchronous mode istypically used if it is expected to take some time
to create the grant.
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If the MEO has subscribed to receive notifications sent by the MEPM when an application instance LCM operation
occurrence changes its state to "PROCESSING":

7) The MEPM sendsto the MEO an application instance lifecycle management operation occurrence notification
to indicate that the application instance LCM operation occurrence enters the "PROCESSING" state.

8) TheMEO returnsa"204 No Content" response with an empty message content.
Whilst the <<Operation>> is ongoing:

9) The MEO may query the "application instance LCM operation occurrence” resource to obtain information
about the ongoing operation by sending a GET request to the resource that represents the application instance
LCM operation occurrence.

10) Intheresponseto that optional request, the MEPM returns to the MEO information of the operation, including
the "PROCESSING" operation state in the " AppLcmOpOcc” resource representation.

11) The MEPM finishes the <<Operation>>.

If the MEO has subscribed to receive notifications sent by the MEPM when an application instance LCM operation
occurrence changesits stateto "COMPLETED".

12) The MEPM sends an application instance lifecycle management operation occurrence notification to indicate
the completion of the lifecycle management operation occurrence with the success state "COMPLETED".

13) The MEO returnsa"204 No Content" response with an empty message content.
Alternatively:

14) The MEO may query the "application instance LCM operation occurrence” resource to obtain information
about the ongoing operation by sending a GET request to the resource that represents the application instance
LCM operation occurrence.

15) Inthe response to that request, the MEPM returns to the MEO information of the operation, including the
"COMPLETED" operation state in the " AppLcmOpOcc” resource representation.

In clean-up:

16) The MEPM deletes the "application instance LCM operation occurrence” resource for this <<Task>>.

5.4.3  Synchronous granting procedure

Figure 5.4.3-1 illustrates the synchronous granting procedure for an application lifecycle operation.

MED MEFM

1
L..( 1. POST. fgrants/{GrantEequest) !

2. MEQ made grant decision and created the grant resource

e =

Grant information is available to MEPM B]

MED MEF M

Figure 5.4.3-1: Synchronized granting procedure for application instance LCM operation
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Granting with synchronous response, asillustrated in the figure 5.4.3-1, consists of the following steps:

1) The MEPM sends aPOST request to the "Grants' resource with a" GrantRequest” data structure in the message
content.

2) The MEO makes the granting decision, and creates anew "Individual grant”" resource.
3) The MEO returnsto the MEPM a"201 Created" response with a"Grant" data structure in the message content
and a"Location" HTTP header that points to the new "Individual grant” resource.

5.4.4  Asynchronous granting procedure

Figure 5.4.4-1 illustrates the asynchronous granting procedure for an application lifecycle operation.

MED MEFM

' 1. POST. /grants/(GrantRequest) !

(2. 202 Accepted) >

3. GET _/grants/{grantld}

202 Accepted()

Figure 5.4.4-1: Asynchronous granting procedure for application instance LCM operation

Granting with asynchronous response, asillustrated in figure 5.4.4-1, consists of the following steps:

1) The MEPM sendsaPOST request to the "Grants' resource with a" GrantRequest” data structure in the
message content.

2) The MEO sends an Accepted response with return code 202 that contains the resource URI of the
to-be-created "Individual grant” resource in the "Location” header.

3) MEPM may query the status of granting process viathe GET method.

4) MEO sends an accepted response with return code 202 to indicate that the granting decision has not been
made.

5) The MEO makes the granting decision, and creates anew "Individual grant”" resource.
6) The MEPM may query the status of granting process via GET method.

7)  Thistime the MEO responds with the return code 200 to confirm the grant.
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545 Application LCM Operation Intervention

This clause describes how a client can intervene with an application LCM operation. For instance a cancel intervention
can beinitiated by the MEOQ if, for example, aMEPM is deemed to be making insufficient progress with an ongoing
application instantiation LCM operation. Specifically three client invoked operations are supported:

. Cancel: to stop the execution of an ongoing application LCM operation, which isin PROCESSING state,
before it can be successfully completed. Once stopped, the application LCM operation transits into the
FAILED_TEMP state which allows root cause analysis, possible fixing of the root cause, followed by retrying,
or finally failing of the operation.

o Retry: to retry an application LCM operation that has entered FAILED_TEMP state, either through an explicit
cancel, or because automatic retry attempts by the server have failed.

. Fail: to permanently fail an application LCM operation that has entered FAILED_TEMP date, sinceitis
deemed that the operation cannot be recovered.

The state and state transitions supported by the MEO/MEPM areillustrated in figure 5.4.5-1, noting that STARTING
state and the Grant operation are only applicable to Mm3. Transitions labelled with underlined text represent error
handling operations; other transitions represent conditions.

Retry
Start Granted @
@ PROCESSING FAILED_TEMP
<
. 2
Transition types: Success S
Condition %
—_— . 2 »
Operation COMPLETED FAILED
—_

Figure 5.4.5-1: States of an application lifecycle management operation occurrence

Table 5.4.5-1 shows parameterization associated to above application instance lifecycle management operation
interventions.

Table 5.4.5-1: Parameterization for application instance LCM operation interventions

Operation Precondition Task RequestStructure Postcondition

Cancel Application LCM operation in |cancel CancelMode Application LCM operation in
PROCESSING state. FAILED_TEMP state.

Retry Application LCM operation in |retry n/a If successful, application LCM
FAILED_TEMP state. operation transitions to

COMPLETED state, otherwise it
remains in FAILED_TEMP state.

Fail Application LCM operation in  |fail n/a Application instance in FAILED
FAILED state. state.

The cancel application LCM operation flow isillustrated in figure 5.4.5-2.
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Figure 5.4.5-2: Flow of cancelling an application LCM operation in "PROCESSING" state

The application LCM operation cancellation process for an operation in "PROCESSING" state, asillustrated in
figure 5.4.5-2, consists of the following stepsin the case of the MEO acting as client and the MEPM as the server:

1) TheMEO sendsacancel request to the "application instance LCM operation occurrence” resource at the
MEPM. The regquest includes indication of whether forceful or graceful cancellation isto be performed.

2) The MEPM returnsa"202 Accepted” response.
3) TheMEPM processes the cancellation request either gracefully or forcefully, which may take some time.

4)  Once the cancellation has completed, the MEPM sends an application instance lifecycle management
operation occurrence notification to indicate that the application instance LCM operation occurrence has
entered the FAILED_TEMP sate.

5) The MEPM returnsa"204 No Content" response.

Theretry application LCM operation flow isillustrated in figure 5.4.5-3.
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Figure 5.4.5-3: Flow of retrying an application LCM operation in "FAILED_TEMP" state

The application LCM operation retry process for an operation in "FAILED_TEMP" state, asillustrated in figure 5.4.5-3,
consists of the following stepsin the case of the MEO acting as client and the MEPM as the server:

1)

2)

3)

4)

5)
6)
7)

8)
9)

10)

The MEO sends aretry request to the "application instance LCM operation occurrence” resource at the
MEPM.

The MEPM returns a"202 Accepted” response.

The MEPM processes the retry request, which may take some time.
When performed over Mm3, or Mm3*, retry shall operate with the bounds of the Grant for the LCM
operation.

The MEPM sends an application instance lifecycle management operation occurrence notification to indicate
that the application instance LCM operation occurrence has entered the PROCESSING state.

The MEO returns a 204 No Content" response.
The MEPM finishes the retry procedure.

On successful retry, the MEPM sends an application LCM operation occurrence notification to indicate
successful completion of the operation.

The MEO returns a"204 No Content" response.

On unsuccessful retry, MEPM sends an application LCM operation occurrence notification to indicate an
intermediate error (retry failed) of the operation.

The MEO returns a 204 No Content" response.

The fail application LCM operation flow isillustrated in figure 5.4.5-4.
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Figure 5.4.5-4: Flow of failing an application LCM operation in "FAILED_TEMP" state

The application LCM operation failure process for an operation in "FAILED_TEMP" state, asillustrated in
figure 5.4.5-4, consists of the following stepsin the case of the MEO acting as client and the MEPM as the server:

1) TheMEO sendsafail to the "application instance LCM operation occurrence” resource at the MEPM.
2) The MEPM returnsa"202 Accepted” response.
3) The MEPM processesthe fail request and marks the operation as failed.

4) The MEPM sends an application instance lifecycle management operation occurrence notification to indicate
the final failure of the application instance LCM operation occurrence, which enters FAILED state.

5) The MEPM returns a"204 No Content" response.

5.5 Coordination operations

55.1 Coordinate LCM operation

This message flow is used to request coordination of an LCM operation in the MEC system. The detailed description of
theflowisin figure 5.5.1-1.
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Figure 5.5.1-1: Coordinate LCM operation flow

1) The MEO sendsthe CoordinatelcmOperation request to the OSS identifying an application instance and the
LCM operation that is requested.

2)  The OSS sends the Coordinatel. cmOperation response with an indication of whether or not to resume the
LCM operation execution.
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As an example of the use of the coordination of an LCM operation in the MEC system, figure 5.5.1-2 provides the
message flow to select a set of application instances that can be terminated in order to allow the instantiation of a new,
typically higher-priority application during a resource shortage.
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Figure 5.5.1-2: Application instantiation flow with pre-emption

1) The OSS sends an instantiate application request to the MEC Orchestrator, reference clause 5.3.1 step 1,
optionally including pre-emption information, reference clause 5.3.1 step 2.

2) MEC Orchestrator processes the request, reference clause 5.3.1 step 2. Then if the selected MEC host has
insufficient resources and one or more applications have been selected for pre-emption from the candidatesin
the instantiate application request (if provided), or from candidates deemed suitable by the MEO, the MEO
sends to the OSS coordination endpoint a Coordinatel. cmOperation request that solicits the OSS to select the
application instance(s) for termination.

NOTE: Coordination endpoint information optionally provided in the instantiation request overrides pre-
provisioned coordination endpoint information.

3) The OSS sends the Coordinatel cmOperation response with an indication to continue the termination.

4) The MEC Orchestrator sends a terminate application instance request to the MEC Platform Manager that
manages the MEC application instance to be terminated, reference clause 5.3.2 step 2.

5) The MEC Platform Manager sends a terminate application instance response to the MEC Orchestrator having
completed steps 3 to 7 of clause 5.3.2.

6) The MEC Orchestrator notifies the OSS of the successful termination.
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7)  The MEC Orchestrator sends an instantiate application request to the MEC Platform Manager.

8) The MEC Platform Manager sends an instantiate application response to the MEC Orchestrator having
completed steps 3to 7 of clause 5.3.1.

9) The MEC Orchestrator sends an instantiate application response to the OSS and performs the additional steps
indicated in step 9 of clause 5.3.1.

5.6 Application package management for NFV

56.1 General

M essage flows of application package management for NFV are used to make application package available to the
NFV, delete the application package from the NFV, query information of one or more application packages on-boarded
inthe NFV, or fetch an on-boarded application package from the NFV. The series of message flows include:

. On-board application package to NFV

. Query application package information in NFV
. Disable application package in NFV

. Enable application package in NFV

. Fetch application package in NFV

The message flows for these operations are al presented in two variants:

e  Trigger from OSSto MEAO, where MEAOQ calls NFVO via Mv1 reference point
(e.g. on-boarding indirectly from OSS through MEAO to NFVO).

If information for MEC Federation isincluded in the request from OSS on Mm1, and the target system
identifier in the included information for MEC Federation differs from the system identifier of the current
MEC system, the proceduresin clause 5.2.2.5.2 of ETSI GSMEC 040 [20] shall be followed instead of the
procedures defined in the present document, with the consideration that the MEO#1 correspondsto MEAO in
this clause.

e  Trigger from OSSto NFVO, where MEAO receives a notification from NFVO via Mv1 reference point
(e.g. on-boarding from OSS to NFVO directly).

5.6.2 On-board application package to NFV
The message flow of on-board application package to NFV is used to make MEC application package available to the
NFV, which is executed before an application is instantiated. The actual time to execute this message flow is dependent
on implementation. On-board application package to NFV utilizes the API defined in the specifications of ETSI
GSNFV-IFA 013 [15] and ETSI GS NFV-SOL 005 [i.7] to on-board an application package as a VNF package to the
NFV.
The detailed description of the message flows arein figures 5.6.2-1 and 5.6.2-2.

Figure 5.6.2-1 illustrates the message flow of on-boarding application package from OSS through MEAO to NFVO.
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Figure 5.6.2-1: On-board application package through MEAO

In order to on-board an application package to NFV, the OSS sends an on-board application package request to
the MEAO using the API defined for OSS to on-board an application package on Mm1 reference point.

After receiving the on-boarding application from the OSS, the MEAO sends an acknowledgement to the OSS
and starts the process of on-boarding application package to NFV.

The MEAO may create an appPkgld and sends a create VNF package info request to the NFVO.

The NFVO creates the VNF package info, and sends an acknowledgement to the create VNF package info
request back to the MEAO with aunique VNF package ID.

In order for NFV O to understand application package as a VNF package, either a complex conversion
including signature would be necessary or the formats need to be identical. It is out of scope of the present
document how thisis achieved. The MEAO sends an upload VNF package request to the NFVO to on-board
the package according to the formats specified in ETSI GS NFV-SOL 004 [18].

The NFVO checks the VNF package and related status information. The NFVO sends the VNF package
onboarding notification to the MEAO if it subscribes to receiving such notification. Once the upload VNF
software image process completes, the NFV O sends to the MEAO another VNF package onboarding
notification to indicate the completion of uploading procedure.

The MEAO maps the vnfPkgld to the appPkgld. It is possible for MEAO to use the vnfPkgld as the appPkgld
directly.

States of the onboarded application package are volatile values and may need to change dueto LCM
operations. The MEAO may maintain the state values of an onboarded package. The MEAO may optionally
cache VnfPkglnfo and maps the states of the V nfPkglnfo to the corresponding state attributes of AppPkglnfo.
It may update the cached AppPkglnfo accordingly.

The MEAO maps VnfPkglnfo to the AppPkglnfo and may update and cache AppPkglnfo locally.

The MEAO sends to the OSS the application package onboarding notification with the onboarding status
information.

Figure 5.6.2-2 illustrates the message flow of on-boarding application package as VNF package from OSS to NFVO

directly.
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Figure 5.6.2-2: On-board application package as VNF package to NFVO directly

1) The OSS sends a create VNF package info request to the NFVO on Os-Ma-nfvo reference point.

2) After the VNF package info is created, the NFV O sends an acknowledgement of the create VNF package info
request to the OSS.

3) The OSS sends an upload VNF package request to the NFV O to on-board an application package to the NFV,
in which the MEC application package is attached as a VNF package.

4)  The NFVO acknowledges to the OSS the upload VNF package request on Os-Ma-nfvo reference point and
prepares uploading NFV package.

5) The NFVO sends the VNF package onboarding notification to the OSS on Os-Ma-nfvo reference point.

6) The NFVO sendsthe VNF package onboarding notification to the MEAO on Mv1 reference point if MEAO
subscribes to receiving such notification.

The NFV O checks the VNF package and other attributes, and then upload VNF package. The NFVO allocates
aunique VNF package ID for the on-boarded VNF package and related status information.

Once the upload VVNF software image process completes, the NFVV O sends to the MEAO another VNF
package onboarding notification to indicate the completion of uploading procedure.

7) The MEAO may send aquery VNF package information request to NFV O to acquire more information about
the application package onboarded as VNF package.

8) The NFVO sends aresponse to the query VNF package information request.

9) The MEAO reads the VNF package information including VNF package states, and other attributes. The
MEAO may query the NFVO for MEC-related non-MANO artifacts attached to the VNF package.

The MEAO then maps them to the AppPkglnfo and AppD. The MEAO may update and cache AppPkglnfo
and AppD locally.

The MEAO sendsto the OSS the application package onboarding notification with the onboarding status
information.

5.6.3 Query application package information in NFV
Query application package allows returning the information contained in an application package, such as the location of

the application descriptor (i.e. avnfd in the vnf package), the state information of application package onboarded as
VNF package, etc.

ETSI



46 ETSI GS MEC 010-2 V3.2.1 (2024-02)

The detailed description of message flows are shown in figures 5.6.3-1 and 5.6.3-2.

Figure 5.6.3-1 illustrates the message flow of query application package information by the OSS through MEAO to
NFVO. This message flow can be used for OSS to obtain the application package information, such as onboarding state,
usage state, etc. of the application package being onboarded as a VNF package. It can also be used for OSS to acquire
the application requirements, traffic redirection rules and DNS rules in the AppD that it needs to configure the MEC
platform to run the application as a VNF instance.
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Figure 5.6.3-1: Query application package information through MEAO

1) The OSS sends the query application package information request, which may include afilter, to the MEAO
viathe APM API of Mm1 reference point to acquire the application package information including AppD.

Optionally, if the MEAQO does not cache the latest application package information, the following steps are executed:

2) The MEAO convertsthis query application package information request to the query VNF package
information request format, and then sends a query VNF package information request to the NFVO on the API
of Mv1 reference point to query the information of an application package on-boarded as a VNF package. This
API is defined in the specifications of ETSI GS NFV-IFA 013 [15] and ETSI GS NFV-SOL 005 [i.7].
Otherwise, the MEAO responds to the OSS with the cached application package information.

3) The NFVO authorizes the request, and returns to the MEAO the information related to the on-boarded VNF
package(s) that matches the filter in the query VNF package information request.

If the MEAO receives the VNF package information in the response to query VNF package information
request, it converts the VNF package information according to the AppPkglnfo format, updates and caches the
application package information.

Finally, the following step is executed:
4) The MEAO responds to the OSS with the application package information.

Figure 5.6.3-2 illustrates the message flow of query application package (as VNF package) information directly through
NFVO on the API over the Os-Ma-nfvo reference point. Refer to ETSI GS NFV-IFA 013 [15] for query VNF package
information operation in detail.

ETSI



055 MEAD

a7

ETSI GS MEC 010-2 V3.2.1 (2024-02)

MNFWO

' 1. Query WNF package info request !

I( ...........

i 2. Respond with WYMF package info |

MNFWO

Figure 5.6.3-2: Query application package information in VNF package through NFVO directly

5.6.4 Disable application package in NFV

Disabling application package refers to the process of marking an application package on-boarded as a VNF package to
be disabled in the NFVO, so that it is not possibly used for new VNF instance creation. Disable application package in

NFV utilizes the API defined in the specifications of ETSI GS NFV-IFA 013 [15] and ETSI GSNFV-SOL 005[i.7] to
disable an application package on-boarded as a VNF package.

The detailed description of message flows are shown in figures 5.6.4-1 and 5.6.4-2.

Figure 5.6.4-1 illustrates the message flow of disable application package on-boarded as VNF package through the

MEAO.

0SS

MEAD

4. Ack disable app package

{ ................................................

0SS

' 1. Disable app package request !

NFYO

' 2. Disahle WMF package request

NFYO

Figure 5.6.4-1: Disable application package through MEAO

1) The OSS sends a disable application package request to the MEAO.

2) The MEAO sendsthe disable VNF package request to the NFVO.

The NFV O processes the request of disable VNF package, checking if the VNF package exists and is enabled.
If the VNF package is enabled, the NFVO marks this VNF package as disabled. The NFVO notifies the
subscribers with V nfPackageStateChangeNotification about the state change of this VNF package.

3) TheNFVO sendsto the MEAO an acknowledgement to the disable VNF package request.

4)  After receiving the acknowledgement, the MEAO updates the AppPkglnfo, and sends to the OSS an
acknowledgement to the disable application package request. The MEAO notifies the subscribers with
AppPackageStateChangeNotification about the state change of this application package.

Figure 5.6.4-2 illustrates the message flow of disable application package onboarded as VNF package through the

NFVO directly.
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Figure 5.6.4-2: Disable application package through NFVO directly

1) The OSS sends adisable VNF package request to the NFVO.

2) The NFVO processes the request of disable VNF package, checking if the VNF package exists and is enabled,
and then marking this VNF package as disabled. The NFV O sends to the OSS an acknowledgement to the
disable VNF package request. The NFVO notifies the subscribers about the state change of this VNF package.

3) TheNFVO sendsto the OSS the V nfPackageStateChangeNotification for the state change of the VNF
package.

4) The NFVO sendsto the MEAO the VnfPackageStateChangeNotification for the state change of the VNF
package.

5)  After receiving this notification, the MEAO sends to the OSS a notification about the application package state
change.
5.6.5 Enable application package in NFV

Enabling an application package refersto the process of marking an application package on-boarded as a VNF package
to be enabled in the NFV O, so that it may be used for instance creation again. Enable application package in NFV
utilizes the API defined in the specifications of ETSI GS NFV-1FA 013 [15] and ETSI GS NFV-SOL 005 [i.7] to enable
an application package on-boarded as a VNF package.

The detailed description of message flows is shown in figures 5.6.5-1 and 5.6.5-2.

Figure 5.6.5-1 illustrates the message flow of enable application package on-boarded as VVNF package through the
MEAO.
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Figure 5.6.5-1: Enable application package through MEAO
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The OSS sends an enable application package request to the MEAO.
The MEAO sends the enable VNF package request to the NFVO.

The NFV O processes the request of enable VNF package, checking if the VNF package exists, and is disabled.
If the VNF package is disabled, the NFVO marks the VNF package as enabled. The NFVO notifies the
subscribers to V nfPackageStateChangeNotification about the state change of this VNF package.

The NFVO sends to the MEAO an acknowledgement to the enable VNF package request.

After receiving this acknowledgement, the MEAO updates the AppPkglnfo, and sends to the OSS an
acknowledgement to the enable application package request. The MEAO notifies the subscribers to
AppPackageStateChangeNotification about the state change of this application package.

Figure 5.6.5-2 illustrates the message flow of enable application package onboarded as VNF package through the
NFVO directly.

1)

2)

3)

4)

5)

5.6.6
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Figure 5.6.5-2: Enable application package through NFVO directly

The OSS sends an enable VNF package request to the NFV O.

The NFV O processes the request of enable VNF package, checking if the VNF package exists and is disabled,
and then marking this VNF package as enabled. The NFV O sends to the OSS an acknowledgement to the
enable VNF package request. The NFV O notifies the subscribers about the state change of this VNF package.

The NFVO sends to the OSS the V nfPackageStateChangeNotification for the state change of the VNF
package.

The NFVO sends to the MEAO the V nfPackageStateChangeNatification for the state change of the VNF
package.

After receiving this notification, the MEAO sends to the OSS a notification about the application package state
change.

Delete application package in NFV

Delete application package in NFV refers to the process of removing an application package on-boarded asa VNF
package in NFV. Delete application package in NFV utilizes the API defined in the specifications of ETSI
GSNFV-IFA 013 [15] and ETSI GSNFV-SOL 005 [i.7] to delete an application package on-boarded asa VNF
package to the NFV.

The detailed description of message flows is shown in figures 5.6.6-1 and 5.6.6-2.

Figure 5.6.6-1 illustrates the message flow of delete application package initiated by OSS through MEAO.
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Figure 5.6.6-1: Delete application package through MEAO

1) The OSS sends a del ete application package request to the MEAO.

2)  After receiving the delete application package request, the MEAO checks whether the application packageis
onboarded, disabled and in use. If the application package is not disabled or isin use, the MEAO returns to the
OSS an error for this operation.
If the application package is disabled and is not in use, the MEAO sends a delete VNF package request to the
NFVO to delete the application package on-boarded as a VNF package.

3) The NFVO processes this delete request.

The NFVO checks whether the VNF package is on-boarded, disabled and in use. If the VNF package is not
disabled or isin use, the NFV O returns to the MEAO an error for this operation. If the VNF packageis
disabled and is not in use, the NFVO sends to the MEAO an acknowledgement to the request and removes the
VNF package from the NFV.

4)  After receiving the acknowledgement, the MEAO sends to the OSS an acknowledgement to the delete
application package request.

5)  After the VNF package has been deleted, the NFVO sends to the OSS a V nfPackageChangeNotification about
the state change of this VNF package.

6) The NFVO sendsto the MEAO aVnfPackageChangeNotification about the state change of this VNF package.

7) The MEAO deletes the AppPkglnfo associated to this application package, and sendsto the OSS an
application package del eted notification.

Figure 5.6.6-2 illustrates the message flow of delete application package onboarded as VNF package through the NFVO
directly.
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Figure 5.6.6-2: Delete application package through NFVO

1) The OSS sends adelete VNF package request to the NFVO.

2) TheNFVO sendsto the OSS an acknowledgement to the delete VNF package request. Meanwhile the NFVVO
processes this del ete request.

The NFV O checks whether the VNF package is on-boarded, disabled and in use. If the VNF packageis not
disabled or isin use, this operation will return an error. If the VNF package is disabled and is not in use, the
NFVO sends to the OSS an acknowledgement to the request and removes the VNF package from the NFV.

3) After the VNF package has been deleted, the NFVO sends to the OSS a V nfPackageChangeNotification about
the state change of this VNF package.

4) TheNFVO sendsto the MEAO aVnfPackageChangeNotification about the state change of this VNF package.
5) The MEAO may delete the AppPkglnfo for this application package if it exists, and sends to the OSS an
application package deleted notification.
5.6.7 Fetch on-boarded application package from NFV

Fetch on-boarded application package in NFV to the MEAO allows retrieving an application package, or selected files
contained in a package on-boarded as a NFV package in NFVO. This procedure utilizes the API defined in the
specifications of ETSI GS NFV-IFA 013 [15] and ETSI GS NFV-SOL 005 [i.7] to fetch an application package on-
boarded as a VNF package.

The detailed description of the flow isin figure 5.6.7-1.

055 MEAC MEWO

' 1. Fetch onboarded app package request !

alt 4! |
| ¢.2: Respond with app package content |
alt [2]

3. Fetch onboarded VNF package request

T

0SS MEAC MFEWO

Figure 5.6.7-1: Fetch on-boarded application package through MEAO
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1) The OSS sendsto the MEAO afetch on-boarded application package request.
If the application package content is cached locally, the following step is executed:

2)  After receiving afetch on-boarded application package request, the MEAO returns to the OSS the application
package content which is cached locally.

Alternatively, if the application content is not cached locally, the following steps are executed:

3) The MEAO sendsafetch on-boarded VNF package request to the NFV O to fetch the content of a VNF
package.

4)  The NFVO authorizes the request, and returns the VNF package to the MEAO.

5) Possibly necessary conversion steps and signing of the package are out of scope for the present document. The
MEAO returns the application package to the OSS.

Figure 5.6.7-2 illustrates the message flow of fetching an onboarded VNF package of MEC application directly from
NFVO on the API over the Os-Ma-nfvo reference point. This procedure is only between the OSS and the NFVO
without involving the MEAO. Refer to ETSI GS NFV-IFA 013 [15] and ETSI GS NFV-SOL 005 [i.7] details of the
fetch VNF package operation and its steps.
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Figure 5.6.7-2: Fetch on-boarded VNF package of MEC application through NFVO directly

5.7 Application lifecycle, rule and requirement management for
NFV

57.1 General

Message flows of application lifecycle, rule and reguirement management for MEC in NFV are used to instantiate
application as a VNF, terminate application instance as a VNF, operate application instance as a VNF and configure an
application instance asaVNF in NFV. The series of message flowsinclude:

. Instantiate application in NFV.
e  Terminate applicationin NFV.
. Operate application in NFV.
. Configure application in NFV.
The message flows for these operations are al presented in two variants:

. Trigger from OSS to MEAO, where MEAO calls NFVO via Mv1 reference point
(e.g. ingtantiate indirectly from OSS through MEAO to NFVO).

If information for MEC Federation isincluded in the request from OSS on Mm1, and the target system
identifier in the included information for MEC Federation differs from the system identifier of the current
MEC system, the proceduresin clause 5.2.2.5.3 of ETSI GS MEC 040 [20] shall be followed instead of the
procedures defined in the present document, with the consideration that the MEO#1 correspondsto MEAQ in
this clause.
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e  Trigger from OSSto NFVO, where MEAO receives a notification from NFVO via Mv1 reference point
(e.g. instantiate from OSS to NFV O directly).
5.7.2 Instantiate application in NFV

The message flows of instantiate application in NFV are used to instantiate an application instance asaVNF viaNFV
APIs defined in the specifications of ETSI GS NFV-SOL 005 [i.7]. Refer to ETSI GSNFV-IFA 013 [15], ETSI
GSNFV-IFA 007 [i.3] and ETSI GS NFV-SOL 016 [i.9] for details.

Figure 5.7.2-1 illustrates a message flow of instantiating an application as a VNF through MEAO.
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Figure 5.7.2-1: Instantiate application in NFV through MEAO
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The OSS sends an instantiate application request message to the MEAO for instantiating an application
instance on Mm1 after the application package has been onboarded as a VNF package to the NFVO.

The MEAO checks whether the application isinstantiated or not. If a NS has not been created, the following steps are
executed:

NOTE 1: The details about how to create NSD and onboard NSD to NFVO are not provided in present document.

2)
3)

4)

5)
6)

7)

8)

The MEAO sends on Mv1 acreate NS request to the NVFO to create aNS.
After the NSis created, the NFV O sends a create NS response to the MEAO on MvL1.

The MEAO sendsto the NFVO the instantiate NS request on Mv1 for creating a VNF for the application and
instantiating it.

The NFVO sends a create VNF instance request to the VNFM.
After aVNF instance is created, the VNFM sends a create VNF response to the NFVO.

The NFVO sends an instantiate VNF operation request to the VNFM for instantiating a VNF for the
application.

After the VNF isinstantiated, the VNFM sends a response to the NFVO.

NOTE 2: Refer to ETSI GSNFV-SOL 003 [7] and ETSI GS NFV-IFA 007 [i.3] for details on steps 5 to 8.

9)

10)

Optionally, if the MEMP-V subscribes the LCM notification with the VNFM, the VNFM sends a notification
(completed) for VNF instantiation to the MEPM-V over Mv2.

When receiving the confirmation of the VNF instantiated for the application, the NFVO sends aresponse to
the MEAO on Mv1. The MEAO updates the Applnstancel nfo for the new instantiated application.

Alternatively, if a NS has been instantiated, the following steps are executed:

11)

12)
13)
14)

15)

The MEAO sends an update NS operation request message to the NVFO on Mv1 to instantiate a VNF instance
for the application and update the existing NS to include the VNF instance.

The NFVO sends a create VNF instance request to the VNFM.
After aVNF instance is created, the VNFM sends a create VNF response to the NFVO.

The NFVO sends an instantiate VNF operation request to VNFM for instantiating the VNF instance of the
application.

After the VNF instance is instantiated, the VNFM sends a response to the NFVO.

NOTE 3: Refer to ETSI GSNFV-SOL 003 [7] and ETSI GS NFV-IFA 007 [i.3] for details on steps 12 to 15.

16)

17)

Optionaly, if the MEMP-V subscribes the LCM notification with the VNFM, the VNFM sends a notification
(completed) for VNF instantiation to the MEPM-V on Mv2,

When receiving the confirmation of the VNF instance instantiated, the NFV O sends a response message to the
MEAO. The MEAO updates the Appl nstancel nfo for the application instance.

After the application is confirmed being instantiated as a VVNF, the following steps are executed for sending
configuration information:

18)

19)

20)

21)

The MEAO sends the configure application instance request with required configuration parametersto
MEPM-V over Mm3*.

The MEPM-V forwards the configuration request to the MEP (VNF) to configure the traffic rules, DNSrules,
etc. for the application instance.

After the configuration is completed, the MEP (VNF) sends a configure application instance response to the
MEPM-V.

The MEPM-V sends the configure application instance response to the MEAO.
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NOTE 4: Refer to the clause 5.3.1 of the present document about the similar application configuration procedure
for steps 18 to 21.
Finally, the following step is executed:
22) The MEAO sendsthe instantiate application response to the OSS.

Figure 5.7.2-2 illustrates a message flow of instantiating an application as a VNF through NFVO directly.
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Figure 5.7.2-2: Instantiate application in NFV through NFVO directly

PRECONDITIONS:
e  Theapplication has been onboarded as a VNF package to the NFVO.

e  TheMEAO has subscribed to NFVO for LCM operation notification with AppD ID asfilter.
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If a NS has not been created, the following steps are executed:
1) The OSS sends a create NS request to the NVFO to create aNS.
2)  After the NSiscreated, the NFVO sends a create NS response to the OSS.

3) The OSS sendsto the NFVO the instantiate NS request for creating a VNF for the application and instantiating
it.

4) TheNFVO sends an instantiate NS response and an LCM notification (started) to the OSS.
Alternatively, if a NS has been instantiated, the following steps are executed:

5) The OSS sends an update NS operation request message to the NFV O to instantiate a VNF instance for the
application and update the existing NS to include the VNF instance.

6) The NFVO sends an update NS response and an LCM natification (started) to the OSS.
Refer to ETSI GSNFV-SOL 005 [i.7] and ETSI GS NFV-IFA 013 [15] for detail on steps 1 to 6.

Subsequently, the following steps are executed for instantiation VNF instance:
7)  TheNFVO sends a create VNF instance request to the VNFM.
8) After aVNF instanceis created, the VNFM sends a create VNF response to the NFVO.

9) TheNFVO sends an instantiate VNF operation request to the VNFM for instantiating a VNF for the
application.

10) The VNFM sends aresponse to the NFVO. After the VNF isinstantiated, the VNFM sends an LCM
notification (completed) to the NFVO.
Refer to ETSI GSNFV-SOL 003 [7] and ETSI GS NFV-IFA 007 [i.3] for detail on steps 7 to 10.

11) The NFVO sendsan LCM notification (completed) to the OSS.

12) Optionaly, if the MEMP-V subscribes the LCM notification with the VNFM, the VNFM sends a notification
(completed) for VNF instantiation to the MEPM-V over Mv2.

If the NFV O provides VNF instance information to MEAO, the following step is executed:

13) The NFVO sends a notification (completed) for VNF instantiation to the MEAO over Mv1. In this notification,
the NFV O provides the instantiated VNF information including VNF instance identifier and location
information to MEAO.

Alternatively, if the OSS provides VNF instance information to MEAO, the following step is executed:

14) The OSS sends a configure application instance reguest to the MEAO over MmL. In this request, the OSS
provides the instantiated VNF information including VNF instance identifier and location information to
MEAO.

Subseguently, the following steps are executed for sending configuration information:

15) The MEAO determines the MEPM-V, which manages the MEP to which the instantiated application as VNF
instance intent to associate, according to the VNF instance location information. The MEAO sends the
configure application instance request with required configuration parametersto MEPM-V over Mm3*.

The MEAO can send configure application instance request directly if the MEAO has cached the application
package information locally. Otherwise, the MEAO shall acquire application package information from NFVO
firstly. Refer to figure 5.6.3-1 in clause 5.6.3 of the present document about the similar Query application
package information procedure.

16) The MEPM-V forwards the configuration request to the MEP (VNF) to configure the traffic rules, DNS rules,
etc. for the application instance.

NOTE 5: Thisstep isonly for the completeness of the flow, and will not be specified in the present document.

17) After the configuration is completed, the MEP (VNF) sends a configure application instance response to the
MEPM-V.
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NOTE 6: Thisstep isonly for the completeness of the flow, and will not be specified in the present document.

18) The MEPM-V sends the configure application instance response to the MEAO.

5.7.3 Terminate application in NFV

The message flow of application termination in NFV is to terminate an application instance in MEC system and delete
the resources of the VNF instance related to the application viaNFV APIs defined in the specifications of ETSI
GSNFV-IFA 013 [15], ETSI GSNFV-IFA 007 [i.3], ETSI GSNFV-SOL 003 [7] and ETSI GS NFV-SOL 005 [i.7].

Figure 5.7.3-1 illustrates the message flow of terminate an application instance through MEAO or MEMP-V.
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Figure 5.7.3-1: Terminate application instance through MEAO or MEPM-V

1) The OSS sends aterminate application instance request to the MEAO on MmL1 for deleting the application
instance.

Optionally, the following steps are executed for taking application instance out of service:

2) The MEAO sends the terminate application instance request to the MEPM-V on Mm3*.
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3) The MEPM-V forwards the terminate application instance request to the MEP (VNF) on Mm5. The MEP
(VNF) performs terminating the operation of the application instance.
If supported by the MEC application, and graceful termination is requested, the MEP (VNF) notifies the MEC
application instance of the termination event. The MEC application instance executes the actions needed
before it has been terminated by the MEP (VNF), the actual action(s) the MEC application instance will
perform for the application level termination is up to MEC application, and is out of scope of the present
document. After the MEC application instance finishes application level termination, it may inform the MEP
(VNF) that it isready to be terminated. The MEP (VNF) may set atimer for the application level termination.
After the timer expires, the MEP (VNF) will shut down the application regardless of the progress of
application level termination.

4) The MEP (VNF) sendsthe response to the MEPM-V on Mmb5 after the application instance is terminated.
5 The MEPM-V sendsto the MEAO the terminate application instance response.
Subsequently, the following steps are executed for terminating the VNF instance:

6) TheMEAO sendstothe NFVO a Terminate NS request or an Update NS request with the appropriate
removeV nflnstancel d input parameter to trigger the deleting the VNF instance of the application.

7)  TheNFVO sends aTerminate VNF request to the VNFM to trigger the termination of the application VNF
instance.

8) TheVNFM performsthe operations of Terminate VNF and Delete VNF identifier. It then sends a response to
the NFVO.

9) TheNFVO sendsthe Terminate NS response or Update NS response to the MEAO.

NOTE 1: Refer to ETSI GSNFV-SOL 005 [i.7], ETSI GSNFV-IFA 013 [15], ETSI GS NFV-SOL 003 [7] and
ETSI GSNFV-IFA 007 [i.3] for details on the steps 6 - 9.

Optionally, if the MEAO has sent a Terminate NS request in step 6, the following steps are executed:

10) The MEAO sendsto the NFVO aDelete NS Identifier request. Meanwhile the MEAO deletes the information
related to the application instance.

11) The NFVO sendsto the MEAO aDelete NS Identifier response.

NOTE 2: Refer to ETSI GSNFV-SOL 005 [i.7] and ETSI GS NFV-1FA 013 [15] for details on the step 10.
Finally, the following step is executed:

12) The MEAO sendsto the OSS the terminate application instance response.

Figure 5.7.3-2 illustrates the message flow of terminate VNF instance of application through NFV O directly.
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Figure 5.7.3-2: Terminate VNF instance of application through NFVO directly

The OSS sends a Terminate NS request or an Update NS request with the appropriate removeV nflnstanceld
input parameter to the NFV O directly to trigger terminating and deleting the VNF instance of the application.

For the case supporting graceful termination coordination between NFVO and MEAO, the following steps are executed:

2)

3

If the MEAO has subscribed to LCM notifications with the NFV O, the MEAQ receives an LCM notification
of Terminate NS or Update NS from the NFVO on Mv1.

The NFVO sends to the MEAO a Coordinate LCM Operation request for the termination operation of the VNF
instance of the application.
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The MEAO sends a terminate application instance request to MEPM-V on Mm3* to stop the operation of
application instance.

The MEPM-V sends the terminate application instance request to MEP (VNF) on Mmb5 for stopping the
operation of application instance. The MEP (VNF) may set atimer for the application level termination. After
the timer expires, the MEP (VNF) will shut down the application regardless of the progress of application level
termination.

After the application instance has stopped, the MEP (VNF) sends a terminate application instance response to
the MEPM-V on Mmb5.

The MEPM-V sends the terminate application instance response to the MEAO on Mm3*.

NOTE 3: Refer to the clause 5.3.2 of the present document about the similar application termination procedure for

8)

9)
10)

the steps4to 7.

The MEAO sends to the NFV O the Coordinate LCM Operation response with the coordination result
"CONTINUE".

The NFVO then sends to the VNFM a Terminate VNF request to trigger the termination of the VNF instance.

The VNFM terminates the VNF instance and sends to the NFV O the Terminate VNF response.

Alternatively, for the case supporting graceful termination coordination between VNFM and MEPM-V, the following
steps are executed:

11)

12)

13)

14)

15)

The NFVO sendsto the VNFM a Terminate VNF request for the termination of the VNF instance.

If the MEPM-V has subscribed to notifications about VNF termination with the VNFM, the MEPM-V receive
anotification from the VNFM on Mv2.

The VNFM sends to the MEPM-V a Coordinate LCM Operation request to take the VNF instance out of
service, asdefined in clause 9.11.2.2 of ETSI GS NFV-IFA 008 [16].

The MEPM-V sends the terminate application instance request to MEP (VNF) on Mmb5 for stopping the
operation of application instance. The MEP (VNF) may set atimer for the application level termination. After
the timer expires, the MEP (VNF) will shut down the application regardless of the progress of application level
termination.

After the application instance has stopped, the MEP (VNF) sends a terminate application instance response to
the MEPM-V on Mmb5.

NOTE 4: Refer to the clause 5.3.2 of the present document about the similar application termination procedure for

16)

17)

the steps 14 and 15.

The MEPM-V sends to the VNFM the Coordinate LCM Operation response with the coordination result
"CONTINUE".

The VNFM continues the termination of the VNF instance and sends to the NFV O the terminate VNF
response.

Subsequently, the following steps are executed:

18)

19)

The NFVO completes the termination or update of the NS instance. If the MEAO has subscribed to NS LCM
notifications with the NFV O, the NFVO sends to the MEAO an LCM notification that the NS termination or
update has completed. The MEAO deletes the information related to the application instance.

The NFVO sends a response to the OSS for the Terminate NS or Update NS request.

Optionally, if the OSS has sent a Terminate NS request in step 1, the following steps are executed:

20)
21)

The OSS sends to the NFVO a Delete NS I dentifier request.
The NFVO sends to the OSS a Delete NS Identifier response.

NOTE 5: Refer to ETSI GSNFV-SOL 005 [i.7] and ETSI GS NFV-IFA 013 [15] for details on the step 20.
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574 Operate application in NFV

The message flows of operate application in NFV are used to operate (i.e. start or stop) an application instance as a
VNF viaNFV APIsdefined in the specifications of ETSI GS NFV-SOL 005 [i.7]. Refer to ETSI
GSNFV-IFA 013 [15], ETSI GSNFV-IFA 007 [i.3] and ETSI GS NFV-SOL 003 [7] for details.

Figure 5.7.4-1 illustrates a message flow of operating an application as a VNF through MEAO.
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Figure 5.7.4-1: operate application in NFV through MEAO

1) The OSS sendsto the MEAO an operate application instance request (i.e. start or stop application instance).

Optionally, if the request isto stop the application instance gracefully, the following steps are executed for stopping
application instance:

2) The MEAO sends the operate application instance request to the MEPM-V on Mm3*.

3) TheMEPM-V forwards the operate application instance request to the MEP (VNF) on Mm5. The MEP (VNF)
performs stopping the operation of the application instance.
If supported by the MEC application, and graceful stop is requested, the MEP (VNF) notifiesthe MEC
application instance of the operate event. The MEC application instance executes the actions needed before it
has been stopped by the MEP (VNF), the actual action(s) the MEC application instance will perform for the
application level stop is up to MEC application, and is out of scope of the present document. After the MEC
application instance finishes application level stop, it may inform the MEP (VNF) that it is ready to be
stopped. The MEP (VNF) may set atimer for the application level stop. After the timer expires, the MEP
(VNF) continues the stop MEC application instance flow regardless of the progress of application level stop.
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4) The MEP(VNF) sendsto the MEPM-V an operate application instance response.
5) The MEPM-V sendsto the MEAO an operate application instance response.
Subsequently, the following steps are executed to operate the VNF instance of the application:

6) The MEAO sendsto the NFVO an Update NS request with the appropriate operate V nflnstanceld input
parameter to trigger the changing state of the VNF instance of the application.

7) The NFVO sendsto the VNFM an Operate VNF request to trigger the changing state of the application VNF
instance.

8) The VNFM performs the operations of the changing state. It then sends a response to the NFVO.

9) Optionally, if the MEPM-V has subscribed to notifications about VNF operation with the VNFM, the MEPM-
V receive a notification from the VNFM on Mv2.

10) The NFVO sendsto the MEAO an Update NS response.

NOTE 1: Refer to ETSI GSNFV-SOL 005 [i.7], ETSI GSNFV-IFA 013 [15], ETSI GSNFV-SOL 003 [7] and
ETSI GS NFV-IFA 007 [i.3] for details on the steps 6 to 10.

Finally, the following step is executed:
11) The MEAO sends to the OSS the operate application instance response.

Figure 5.7.4-2 illustrates a message flow of operating an application as a VNF through NFV O directly.
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Figure 5.7.4-2: operate application in NFV through NFVO directly

1) The OSS sendsto the NFVO directly an Update NS request with the appropriate operated V nflnstanceld input
parameter to trigger operate the VNF instance of the application(i.e. start or stop application instance).

For the case of stopping the application instance and supporting graceful stop coordination between NFVO and MEAO,
the following steps are executed:

2) If the MEAO has subscribed to LCM notifications with the NFV O, the MEAOQ receives an LCM notification
of Update NS from the NFVO on Mv1.

3) TheNFVO sendsto the MEAO a Coordinate LCM operation request for the stopping operation of the VNF
instance of the application.

4) The MEAO sends an operate application instance regquest to MEPM-V on Mm3* to stop the operation of
application instance.
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5) The MEPM-V sends the operate application instance request to MEP (VNF) on Mm5 for stopping the
operation of application instance. The MEP (VNF) may set atimer for the application level stop. After the
timer expires, the MEP (VNF) continues the stop MEC application instance flow regardless of the progress of
application level stop.

6) After the application instance has stopped, the MEP (VNF) sends an operate application instance response to
the MEPM-V on Mmb5.

7) The MEPM-V sends the operate application instance response to the MEAO on Mm3*.

8) The MEAO sendsto the NFVO the Coordinate LCM operation response with the coordination result
"CONTINUE".

9) The NFVO then sendsto the VNFM an operate VNF request to trigger the stopping of the VNF instance.
10) The VNFM stopsthe VNF instance and sends to the NFV O the operate VNF response.

Alternatively, for the case of stopping the application instance and supporting graceful stop coordination between
VNFM and MEPM-V, the following steps are executed:

11) The NFVO sendsto the VNFM an operate VNF request for the stop of the VNF instance.

12) If the MEPM-V has subscribed to notifications about VNF stopping with the VNFM, the MEPM-V receive a
notification from the VNFM on Mv2.

13) The VNFM sendsto the MEPM-V a Coordinate LCM operation request to take the VNF instance out of
service, asdefined in clause 9.11.2.2 of ETSI GS NFV-IFA 008 [16].

14) The MEPM-V sends the operate application instance request to MEP (VNF) on Mm5 for stopping the
operation of application instance. The MEP (VNF) may set atimer for the application level termination. After
the timer expires, the MEP (VNF) continues the stop MEC application instance flow regardless of the progress
of application level stop.

15) After the application instance has stopped, the MEP (VNF) sends an operate application instance response to
the MEPM-V on Mmb5.

16) The MEPM-V sendsto the VNFM the Coordinate LCM operation response with the coordination result
"CONTINUE".

17) The VNFM continues the stopping of the VNF instance and sends to the NFV O the operate VNF response.
Alternatively, for the case of starting the application instance, the following steps are executed:
18) The NFVO then sendsto the VNFM an operate VNF request to trigger the starting of the VNF instance.
19) TheVNFM startsthe VNF instance and sends to the NFV O the operate VNF response.
Subsequently, the following steps are executed:

20) If the MEP (VNF) has subscribed to VNF LCM notifications with the VNFM, the VNFM sendsto the MEP
(VNF) an LCM notification that the VNF operation has completed.

21) The NFVO completes update of the NS instance. If the MEAO has subscribed to NS LCM notifications with
the NFV O, the NFV O sends to the MEAO an LCM notification that the NS update has compl eted.

Finally, the following step is executed:
22) The NFVO sends aresponse to the OSS for the Update NS request.
NOTE 2: Refer to ETSI GSNFV-SOL 005 [i.7] and ETSI GS NFV-1FA 013 [15] for details on the step 21.
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5.8 Application registration

58.1 General

As specified in ETSI GSMEC 011 [17], clause 5.2.13, an application instance may register to a MEP over Mplto
provide its runtime information. This clause describes how that information may be provided to the MEC management
viathe application registration interface.

NOTE: Communication between the MEP and MEPM regarding application instance registrations to the MEP is
out of scope of the present document.

5.8.2 Subscribing for application registration event notifications

To receive notifications on application instance registration with the MEP events, the MEO creates a subscription with
the MEPM. The detailed description of the flow is provided in figure 5.8.2-1.

| MED ‘ | MEFM

1. app instance registration subscribe request -

'H{ 2. app instance registration subscribe response |

| MED ‘ | MEPM

Figure 5.8.2-1: Flow of subscribing to application registration event notifications

1) TheMEO sends an application instance registration subscription request to the MEPM, including a callback
address for the notifications to be sent to and optionally any filtering criteria. The request will either be for
notification of initial application instance registrations to the MEP and registration updates or deregistration
events.

2) The MEPM send an application instance registration subscription response with the location of the newly
created subscription resource, including a subscription identifier.

After the successful creation of the application instance registration subscription, a notification including the application
information, in which the application instance identifier is provided, will be sent to the service consumer whenever the
subscription notification event criteriais met at the MEPM.

5.8.3 Unsubscribing from application registration event notifications

To stop receive notifications on application instance registration with the MEP events, the MEQO deletes its subscription
with the MEPM. The detailed description of the flow is provided in figure 5.8.3-1.

MED ‘ ‘ MEFM

I 1. app instance registration unsubscribe request >

L.( 2. app instance registration unsubscribe response |

MED ‘ ‘ MEFM

Figure 5.8.3-1: Flow of unsubscribing to application registration event notifications
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1) The MEO sends an application instance registration subscription deletion request to the MEPM, including the
subscription identifier.

2) The MEPM send an application instance registration subscription deletion response with the location of the
newly created subscription resource, including a subscription identifier.

Once the application instance registration subscription has been deleted notifications related to that subscription will no
longer be generated.

6 Information models and interfaces

6.1 Applicable reference points

The following clauses apply to the Mm reference points, for which the relevant sequence diagrams are described in
clause 5.

6.2 Information models

6.2.1  Application descriptor information model

6.2.1.1 Introduction

This clause defines data structures to be used by application descriptor information model.
6.2.1.2 Type: AppD

6.2.1.2.1 Description

An application Descriptor (AppD) isa part of application package, and describes application requirements and rules
required by application provider.

6.2.1.2.2 Attributes
The attributes of the AppD data type shall follow the indications provided in table 6.2.1.2.2-1.

Table 6.2.1.2.2-1: Attributes of AppD

Attribute name Cardinality Data type Description

appDId 1 String Identifier of this MEC application descriptor.
This attribute shall be globally unique. See
note 1.

appName 1 String Name to identify the MEC application.

appProvider 1 String Provider of the application and of the AppD.

appSoftVersion 1 String Identifies the version of software of the MEC
application.

appDVersion 1 String Identifies the version of the application
descriptor.

mecVersion 1 String Identifies version(s) of MEC system compatible

with the MEC application described in this
version of the AppD.

The value shall be formatted as comma-
separated list of strings. Each entry shall have
the format <x>.<y>.<z> where <x>, <y> and
<z> are decimal numbers representing the
version of the present document.

Whitespace between list entries shall be
trimmed before validation.
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Attribute name

Cardinality

Data type

Description

applInfoName

0.1

String

Human readable name for the MEC
application.

appDescription

1

String

Human readable description of the MEC
application.

virtualComputeDescriptor

0.1

VirtualComputeDescriptor

Describes CPU and memory requirements, as
well as optional additional requirements, such
as disk and acceleration related capabilities, of
the single VM used to realize this MEC
application.

See note 5.

osContainerDescriptor

OsContainerDescriptor

Describes CPU, memory requirements and
limits, and software images of the OS
Containers realizing this MEC application
corresponding to OS Containers sharing the
same host and same network namespace.
See notes 5 and 7.

swimageDescriptor

SwimageDescriptor

Describes the descriptors of the software
image to be used by the virtualisation
container used to realize this MEC application.
See note 5.

virtualStorageDescriptor

VirtualStorageDescriptor

Defines descriptors of virtual storage
resources to be used by the MEC application.

appExtCpd

AppExternalCpd

Describes external interface(s) exposed by this
MEC application. See note 4.

appServiceRequired

ServiceDependency

Describes services a MEC application requires
to run.

appServiceOptional

ServiceDependency

Describes services a MEC application may use
if available.

appServiceProduced

ServiceDescriptor

Describes services a MEC application is able
to produce to the platform or other MEC
applications. Only relevant for service-
producing apps.

appFeatureRequired

FeatureDependency

Describes features a MEC application requires
to run.

appFeatureOptional

FeatureDependency

Describes features a MEC application may use
if available.

transportDependencies

TransportDependency

Transports, if any, that this application requires
to be provided by the platform. These
transports will be used by the application to
deliver services provided by this application.
Only relevant for service-producing apps.

See note 2.

appTrafficRule

TrafficRuleDescriptor

Describes traffic rules the MEC application
requires.

appDNSRule

DNSRuleDescriptor

Describes DNS rules the MEC application
requires.

appLatency

LatencyDescriptor

Describes the maximum latency tolerated by
the MEC application.

terminateAppinstanceOpCon
fig

TerminateApplnstanceOp
Config

Configuration parameters for the Terminate
application instance operation.

changeApplnstanceStateOp
Config

ChangeApplnstanceState
OpConfig

Configuration parameters for the change
application instance state operation.

userContextTransferCapabili
ty

UserContextTransferCapa
bility

If the application supports the user context
transfer capability, this attribute shall be
included.

appNetworkPolicy

AppNetworkPolicy

If present, it represents the application network
policy of carrying the application traffic.

mciopld

String

Identifies the MCIOP in the application
package, used in containerized workload
management, when the application is realized
by a set of OS containers. See note 7.
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Attribute name Cardinality Data type Description

mcioldentificationData 0.1 McioldentificationData Name and type of the Managed Container

Infrastructure Object (MCIO) that realizes this
application. It allows the VNFM to identify the
MCIO e.g. when querying the Container
Infrastructure Service Management (CISM).
See note 7.

It shall be present when the application is
realized by one or a set of OS containers and
shall be absent otherwise.

logicalNode 0..N LogicalNodeRequirements |The logical node requirements.
See notes 6 and 7.
requestAdditionalCapabilities |0..N RequestedAdditionalCapa [Specifies requirements for additional
bilityData capabilities. These can be for a range of
purposes. One example is acceleration related
capabilities.

See notes 6 and 7.

mcioConstraintParams 0..N Enum The parameter names for constraints expected

to be assigned to MCIOs realizing this
application.

The value specifies the standardized
semantical context of the MCIO constraints
and the parameter names for the MCIO
constraints in the MCIO declarative descriptor.

The mcioConstraintParams attribute shall have
one of the following values, expressing the
associated semantical context.

VALUES:

e localAffinityCisNode
nodeAdditionalCapabilitySsd
nodeAdditionalCapabilityDpdk
nodeAdditionalCapabilitySriov
nodeAdditionalCapabilityGpu
nodeAdditionalCapabilityFpga
nodeAdditionalCapabilityCpuPin
nodeCapabilityLogicalNuma

e nodePool
For the associated semantical context of the
values, refer to the description under the
table 7.1.6.2.2-1 of ETSI GS NFV IFA 011 [1].
See note 7.

NOTE 1: The appDld shall be used as the unique identifier of the application package that contains this AppD.

NOTE 2: This attribute indicates groups of transport bindings which a service-producing MEC application requires to
be supported by the platform in order to be able to produce its services. At least one of the indicated groups
needs to be supported to fulfil the requirements.

NOTE 3: The support of application descriptor containing descriptions of multiple virtualisation containers and/or
application software images is out of scope of the present document.

NOTE 4: External interfaces are used to connect to e.g. other MEC applications, MEC services, UEs and also MEC
platform and OSS.

NOTE 5: Only one of virtualComputeDescriptor or osContainerDescriptor shall be present. If virtualComputeDescriptor
presents, only a single swimageDescriptor shall be provided.

NOTE 6: If the AppD includes virtualComputeDesc, then logicalNode and requestedAdditionalCapabilites shall not be
present.

NOTE 7: This attribute reflects the ETSI NFV interpretation of the cloud native workloads.

6.2.1.3 Type: VirtualComputeDescriptor

6.2.1.3.1 Description

The Virtual ComputeDescriptor data type supports the specification of requirements related to virtual compute resources
when a MEC application isintended to be deployed in asingle VM.
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6.2.1.3.2 Attributes

The attributes of Virtual ComputeDescriptor shall follow the definition in clause 7.1.9.2.2 of ETS
GS NFV-IFA 011 [1], with the following consideration:

. A VNF corresponds to MEC application, aVNFD corresponds to an AppD in MEC, and the VDU in
table 7.1.6.2.2-1 of ETSI GS NFV-IFA 011 [1] correspondsto a MEC application.

6.2.1.4 Type: SwimageDescriptor

6.2.1.4.1 Description

The SwimageDescriptor data type describes the software image of a MEC application.

6.2.1.4.2 Attributes

The attributes of SwimageDescriptor shall follow the definition in clause 7.1.6.5 of ETSI GS NFV-IFA 011 [1], with
the following consideration:

e A VNF corresponds to a MEC application, a VNFD corresponds to an AppD in MEC, and the VDU in
table 7.1.6.2.2-1 of ETSI GSNFV-IFA 011 [1] corresponds to a MEC application.

6.2.1.5 Type: VirtualStorageDescriptor

6.2.1.5.1 Description
The Virtual StorageDescriptor data type describes the virtual storage required by a MEC application.

6.2.1.5.2 Attributes

The attributes of Virtual StorageDescriptor shall follow the definition in clause 7.1.9.4 of ETSI GS NFV-IFA 011 [1],
with the following consideration:

. A VNF correspondsto a MEC application, a VNFD corresponds to an AppD in MEC, and the VDU in
table 7.1.6.2.2-1 of ETSI GS NFV-IFA 011 [1] corresponds to a MEC application.

6.2.1.6 Type: AppExternalCpd

6.2.1.6.1 Description

The AppExternal Cpd data type supports the specification of MEC application requirements related to external
connection point.

6.2.1.6.2 Attributes
The attributes of AppExternalCpd are shown in table 6.2.1.6.2-1.

Table 6.2.1.6.2-1: Attributes of AppExternalCpd

Attribute name Cardinality Data type Description
virtualNetworkinterfaceRequir (0..N VirtualNetworkInterfa |Specifies requirements on a virtual network
ements ceRequirements interface realizing the CPs instantiated from this

CPD. See note 1.
additionalServiceData 0..N AdditionalServiceDat |Additional service identification data of the
a external CP.
(inherited attributes) All attributes inherited from Cpd. See note 2.

NOTE 1: An AppD conformant to the present document shall not specify "virtualNetworkInterfaceRequirements" in
AppExternalCpd corresponding to primary container cluster network interfaces.

NOTE 2: For CPs exposed by MEC Applications realized only by one or set of OS containers and used by the OS
containers to connect to the primary container cluster external network, the ability to configure virtualised
resources based on cpRole and trunkMode attributes might not be supported by all container technologies.
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For the definition of the VirtualNetworkl nterfaceRequirements, refer to clause 7.1.6.6 of ETSI GS NFV-IFA 011 [1].
For the definition of Cpd, refer to clause 7.1.6.3 of ETSI GS NFV-IFA 011 [1].

For the definition of Additional ServiceData, refer to clause 7.1.18.3 of ETSI GSNFV IFA 011 [1].

6.2.1.7

6.2.1.7.1

Description

Type: ServiceDescriptor

The ServiceDescriptor data type describes a MEC service produced by a service-providing MEC application.

6.2.1.7.2

Attributes

The attributes of a ServiceDescriptor are depicted in table 6.2.1.7.2-1.

Table 6.2.1.7.2-1: Attributes of ServiceDescriptor

Attribute name Cardinality Data type Description

serName 1 String The name of the service, for example, RNIS,
LocationService, etc.

serCategory 0.1 CategoryRef A Category reference of the service, defined in ETSI
GS MEC 011 [17].

version 1 String The version of the service.

transportsSupported |0..N Structure (inlined) Indicates transports and serialization formats supported
made available to the service-consuming application.
Defaults to REST + JSON if absent.

>transport 1 TransportDescriptor [Information about the transport in this binding.

>serializers 1.N SerializerType Information about the serializers in this binding, as defined in
the SerializerType type in ETSI GS MEC 011 [17].

6.2.1.8 Type: FeatureDependency

6.2.1.8.1 Description

The FeatureDependency data type supports the specification of requirements of a MEC application related to a feature

of MEC platform.

6.2.1.8.2

Attributes

The attributes of a FeatureDependency are depicted in table 6.2.1.8.2-1.

Table 6.2.1.8.2-1: Attributes of FeatureDependency

Attribute name

Cardinality

Data type

Description

featureName

1

String

The name of the feature, for example, UserApps, UEldentity, etc.

version

1

String

The version of the feature.

6.2.1.9

6.2.1.9.1

Description

Type: TrafficRuleDescriptor

The TrafficRuleDescriptor data type describes traffic rules related to a MEC application.

6.2.1.9.2

Attributes

The attributes of TrafficRuleDescriptor are shown in table 6.2.1.9.2-1.
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Table 6.2.1.9.2-1: Attributes of TrafficRuleDescriptor

Attribute name

Cardinality

Data type

Description

trafficRuleld

1 String

Identifies the traffic rule.

filterType

1 Enum (inlined)

Definition of filter type: per FLOW or PACKET

priority

1 Integer

Priority of this traffic rule within the range 0 to 255. If traffic rule
conflicts, the one with higher priority take precedence. See
note 1.

trafficFilter

1..N

TrafficFilter

The filter used to identify specific flow/packets that need to be
handled by the MEC host.

action

1 Enum (inlined)

Identifies the action of the MEC host data plane, when a packet
matches the trafficFilter, the example actions include:

DROP,

FORWARD_DECAPSULATED,
FORWARD_ENCAPSULATED,

PASSTHROUGH,

DUPLICATE_DECAPSULATED,

e DUPLICATE_ENCAPSULATED

dstinterface

0..2

InterfaceDescriptor

Describes the destination interface information.

If the action is FORWARD_DECAPSULATED,
FORWARD_ENCAPSULATED or PASSTHROUGH, one value
shall be provided.

If the action is DUPLICATE_DECAPSULATED or
DUPLICATE_ENCAPSULATED, two values shall be provided.
See note 2.

If the action is DROP, no value shall be provided.

NOTE 1:

priority.

NOTE 2:

Value indicates the priority in descending order, i.e. with 0 as the highest priority and 255 as the lowest

Some applications (like inline/tap) require two interfaces. The first interface in the case of inline/tap is on the

client (e.g. UE) side and the second on the core network (e.g. EPC) side.

6.2.1.10

6.2.1.10.1

Type: TrafficFilter

Description

The TrafficFilter data type supports the specification of MEC application regquirements related to traffic rules.

NOTE: Determination of the TrafficFilter attributes prior to instantiation of a MEC application instance is out of

the scope of the present document.

6.2.1.10.2

Attributes

The attributes of TrafficFilter are shownin table 6.2.1.10.2-1.

Table 6.2.1.10.2-1: Attributes of TrafficFilter

Attribute name

Cardinality

Data type

Description

direction

0.1

Enum
(inlined)

Identifies the direction of the data flow when the value of "filterType" is
"per FLOW". See note.
Permitted values:

e 00 = Downlink (towards the UE)

e 01 = Uplink (away from the UE)

srcAddress

0..N

String

An IP address or a range of IP addresses.

For IPv4, the IP address could be an IP address plus mask, or an
individual IP address, or a range of IP addresses.

For IPv6, the IP address could be an IP prefix, or a range of IP
prefixes.

dstAddress

0..N

String

An IP address or a range of IP addresses.

For IPv4, the IP address could be an IP address plus mask, or an
individual IP address, or a range of IP addresses.

For IPv6, the IP address could be an IP prefix, or a range of IP
prefixes.

srcPort

String

A port or a range of ports.
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Attribute name Cardinality | Data type Description
dstPort 0..N String A port or a range of ports.
protocol 0..N String Specify the protocol of the traffic filter.
tag 0..N String Used for tag based traffic rule.
uri 0..N String An URI label, in application layer, i.e. in HTTP message, is used to
filter the traffic.
packetLabel 0..N String A customized packet label in network layer, as defined by the owner of
the MEC platform, is used to filter the traffic.
srcTunnelAddress  |0..N String Used for GTP tunnel based traffic rule.
tgtTunnelAddress  |0..N String Used for GTP tunnel based traffic rule.
srcTunnelPort 0..N String Used for GTP tunnel based traffic rule.
dstTunnelPort 0..N String Used for GTP tunnel based traffic rule.
qCl 0.1 Integer Used to match all packets that have the same QCI.
dSCP 0.1 Integer Used to match all IPv4 packets that have the same DSCP.
tC 0.1 Integer Used to match all IPv6 packets that have the same TC.
NOTE:  When direction, srcAddress, dstAddress, srcPort, dstPort and protocol are combined to describe a IP flow
traffic filter which is transferred to 5G core network by MEC system, this group of attributes follows the rules
specified in the clause 5.3.8 of ETSI TS 129 214 [22].
6.2.1.11 Type: InterfaceDescriptor
6.2.1.11.1 Description

The InterfaceDescriptor data type describes an interface of a MEC application.

6.2.1.11.2 Attributes

The attributes of InterfaceDescriptor are shown in table 6.2.1.11.2-1.

Table 6.2.1.11.2-1: Attributes of InterfaceDescriptor

Attribute name | Cardinality Data type Description

interfaceType 1 Enum (inlined) |Type of interface: TUNNEL, MAC, IP, etc.

tunnellnfo 0.1 Tunnelinfo Included only if the destination address type is tunnel.

srcMACAddress |0..1 String If the interface type is MAC, the source address identifies the MAC
address of the interface.

dstMACAddress |0..1 String If the interface type is MAC, the destination address identifies the
MAC address of the destination. Only used for dstinterface.

dstIPAddress 0.1 String If the interface type is IP, the destination address identifies the IP
address of the destination. Only used for dstiInterface.

6.2.1.12

6.2.1.12.1

Type: Tunnelinfo

Description

The Tunnellnfo data type supports the specification of MEC application requirements related to traffic rules.

6.2.1.12.2

Attributes

The attributes of TunnelInfo are shown in table 6.2.1.12.2-1.

Table 6.2.1.12.2-1: Attributes of Tunnellnfo

Attribute name Cardinality Data type Description
tunnelType 1 Enum (inlined) |Type of tunnel: GTP-U, GRE, etc.
tunnelDstAddress 1 String Destination address of the tunnel.
tunnelSrcAddress 1 String Source address of the tunnel.
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6.2.1.13 Type: DNSRuleDescriptor

6.2.1.13.1 Description
The DNSRuleDescriptor data type describes DNS rules associated with aMEC application.

NOTE: Determination of the |P addresses related attributes (i.e. ipAddressType & ipAddress) within the
DNSRuleDescriptor prior to instantiation of a MEC application instance is out of scope of the present
document.

6.2.1.13.2 Attributes
The attributes of DNSRuleDescriptor are shown in table 6.2.1.13.2-1.

Table 6.2.1.13.2-1: Attributes of DNSRuleDescriptor

Attribute name | Cardinality Data type Description

dnsRuleld 1 String Identifies the DNS Rule

domainName 1 String FQDN of the DNS rule

ipAddressType |1 Enum (inlined)  |Specifies the IP address type, value: IP_V6, IP_V4
ipAddress 1 String IP address given by the DNS rule

ttl 0.1 Integer Time-to-live value

6.2.1.14 Type: LatencyDescriptor

6.2.1.14.1 Description

The LatencyDescriptor data type describes latency requirements for a MEC application.

6.2.1.14.2 Attributes

The attributes of LatencyDescriptor are shown in table 6.2.1.14.2-1.

Table 6.2.1.14.2-1: Attributes of LatencyDescriptor

Attribute name | Cardinality | Data type Description

maxLatency 1 uint32 The value of the maximum latency in nano seconds tolerated by the
MEC application. See note.

NOTE: The latency is considered to be the one way end-to-end latency between the client application (e.g. in a
device) and the service (i.e. the MEC application instance).

6.2.1.15 Type: TerminateApplnstanceOpConfig

6.2.1.15.1 Description

The TerminateA ppl nstanceOpConfig data type supports the specification of MEC application requirements related to
terminate application instance operation configuration.

6.2.1.15.2 Attributes

The attributes of TerminateA pplnstanceOpConfig shall follow the definition in clause 7.1.5.7 of ETSI
GSNFV-IFA 011 [1].
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6.2.1.16 Type: ChangeApplnstanceStateOpConfig

6.2.1.16.1 Description

The ChangeAppl nstanceStateOpConfig data type supports the specification of MEC application requirements related to
change application instance state operation configuration.

6.2.1.16.2 Attributes

The attributes of ChangeA ppl nstanceStateOpConfig shall follow the definition in clause 7.1.5.8 of ETSI
GSNFV-IFA 011 [1].

6.2.1.17 Type: ServiceDependency

6.2.1.17.1 Description

The ServiceDependency data type supports the specification of requirements of a service-consuming MEC application
related to aMEC service.

6.2.1.17.2 Attributes
Attributes of a ServiceDependency are depicted in table 6.2.1.17.2-1.

Table 6.2.1.17.2-1: Attributes of ServiceDependency

Attribute name Cardinality Data type Description
serName 1 String The name of the service, for example, RNIS,
LocationService, AMS, etc.
serCategory 0.1 CategoryRef A Category reference of the service.
version 1 String The version of the service.
serTransportDependencies  |0..N TransportDependency |Indicates transport and serialization format

dependencies of consuming the service.
Defaults to REST + JSON if absent. See note.

requestedPermissions 0..N Not specified Requested permissions regarding the access of
the application to the service. See clause 7.2 of
ETSI GS MEC 009 [4].

The format of this attribute is left for the data
model design stage.

NOTE: This attribute indicates groups of transport bindings that a service-consuming MEC application supports for
the consumption of the MEC service defined by this ServiceDependency structure. If at least one of the
indicated groups is supported by the service it may be consumed by the application.

6.2.1.18 Type: TransportDependency

6.2.1.18.1 Description

The TransportDependency data type supports the specification of requirements of a MEC application related to
supported transport bindings (each being a combination of atransport with one or more serializers).

6.2.1.18.2 Attributes
The attributes of a TransportDependency are depicted in table 6.2.1.18.2-1.
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Table 6.2.1.18.2-1: Attributes of TransportDependency

Attribute name | Cardinality Data type Description
transport 1 TransportDescriptor _|Information about the transport in this transport binding.
serializers 1.N SerializerType Information about the serializers in this transport binding, as

defined in the SerializerType type in ETSI GS MEC 011 [17].
Support for at least one of the entries is required in conjunction
with the transport.

labels 1.N String Set of labels that allow to define groups of transport bindings.
The mechanism of the grouping is defined below this table.

Each "labels’ value identifies a group of transport bindings. In alist of TransportDependency structures, all entries that
have a"labels" entry with the same value belong to the same group. Each group indicates an alternative set of transport
bindings. At least one group of transport bindings needs to be supported to fulfil the requirements.

EXAMPLE 1:  An application requires REST_HTTP transport with JSON.
List of TransportDependency structures:
{transport=REST_HTTP, seridizers=[JSON], labels=[A]}
EXAMPLE 2:  An application can run with JSON or PROTOBUF3 over atopic-based message bus.
List of TransportDependency structures:
{transport=MB_TOPIC_BASED, serializers=[JSON, PROTOBUF3], labels=[A])

EXAMPLE 3:  An application requires REST transport with JSON or a topic-based message bus with
PROTOBUF3.

List of TransportDependency structures:
{transport=REST_HTTP, serializers=[JSON], labels=[A]},
{MB_TOPIC_BASED, seridizerss[PROTOBUF3], labels=[B]}

EXAMPLE 4:  An application requires both REST transport with JSON and a topic-based message bus with
PROTOBUF3.

List of TransportDependency structures:
{transport=REST_HTTP, serializers=[JSON], labels=[A]},
{transport=MB_TOPIC_BASED, serializerss|PROTOBUF3], labels=[A]}

EXAMPLES:  An application requires both REST transport with JSON and a topic-based message bus with
PROTOBUF3 or Websockets with PROTOBUF3.

List of TransportDependency structures:

{transport=REST_HTTP, serializers=[JSON], labels=[A, B]},
{transport=MB_TOPIC_BASED, serializerss|PROTOBUF3], labels=[A]}
{transport=WEBSOCKETS, serializers=[PROTOBUF3], labels=[B]}

6.2.1.19 Type: TransportDescriptor

6.2.1.19.1 Description

The TransportDescriptor data type describes a transport.

6.2.1.19.2 Attributes
The attributes of a TransportDescriptor are depicted in table 6.2.1.19.2-1.
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Table 6.2.1.19.2-1: Attributes of TransportDescriptor

Attribute name | Cardinality Data type Description

name 1 String The name of this transport.

description 0.1 String Human-readable description of this transport.

type 1 TransportTypes |Type of the transport, as defined in the TransportTypes type in
ETSI GS MEC 011 [17].

protocol 1 String The name of the protocol used. Shall be setto "HTTP" for a REST
API.

version 1 String The version of the protocol used.

security 1 Securitylnfo Information about the security used by the transport in ETSI
GS MEC 011 [17].

implSpecificinfo  |0..1 Not specified Additional implementation specific details of the transport.

6.2.1.20

6.2.1.20.1

Description

Type: UserContextTransferCapability

This data type represents the information of user context transfer capability of application.

6.2.1.20.2

Attributes

The attributes of UserContextTransferCapability are depicted in table 6.2.1.20.2- 1.

Table 6.2.1.20.2-1: Attributes of UserContextTransferCapability

Attribute name Cardinality | Data type Description
statefulApplication 1 Boolean If the application is stateful, this attribute shall be set to true.
Otherwise, this attribute shall be set to false.
userContextTransferSupport |0..1 Boolean This attribute shall be present if the application is stateful and

shall be absent otherwise.

If the application supports the user context transfer, this
attribute shall be set to true.
Otherwise this attribute shall be set to false.

6.2.1.21 Type: AppNetworkPolicy

6.2.1.21.1 Description

This data type represents the network policy in the application instantiation and operation.

6.2.1.21.2 Attributes

The attributes of AppNetworkPolicy are depicted in table 6.2.1.21.2-1.
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Table 6.2.1.21.2-1: Attributes of AppNetworkPolicy

Attribute name Cardinality | Data type Description
steeredNetwork 1 Structure This attribute provides an option for the application to specify a
(inlined) type of network to carry the application traffic.

See note.

>cellularNetwork 0.1 Boolean If present, and the application prefers to a cellular network to
carry its traffic, this attribute shall be set to true. Otherwise, it
shall be set to false.

>wi-fiNetwork 0.1 Boolean If present, and the application prefers to a Wi-Fi® network to carry
its traffic, this attribute shall be set to true. Otherwise, it shall be
set to false.

>fixedAccessNetwork [0..1 Boolean If present, and the application prefers to a fixed access network
to carry its traffic, this attribute shall be set to true. Otherwise, it
shall be set to false.

NOTE: The network types may depend on the availability of deployed access networks of MEC system.

6.2.1.22 Type: OsContainerDescriptor

6.2.1.22.1 Description

The OsContainerDescriptor data type supports the specification of requirements of container compute resources when a
MEC application is intended to be realized by one or a set of OS Containers sharing the same host and same networking
namespace.

6.2.1.22.2 Attributes

The attributes of OsContainerDescriptor shall follow the definition in clause 7.1.6.13.2 of ETSI GS NFV-IFA 011 [1],
with the following consideration:

e A VNF corresponds to MEC application, a VNFD correspondsto an AppD in MEC, and the VDU in
table 7.1.6.2.2-1 of ETSI GSNFV-IFA 011 [1] corresponds to a MEC application.

. The swimageDesc in table 7.1.6.13.2-1 of ETSI GS NFV-IFA 011 [1] refers to swimageDescriptor in the
present document.

6.2.1.23 Type: McioldentificationData

6.2.1.23.1 Description

The McioldentificationData data type contains data needed to identify an M CIO when interworking with the CISM.

6.2.1.23.2 Attributes

The attributes of McioldentificationData shall follow the definition in clause 6.2.75.2 of ETSI GS NFV-SOL 001 [19].

6.2.1.24 Type: LogicalNodeRequirements

6.2.1.24.1 Description

The LogicalNodeRequirements data type describes compute, memory and I/O requirements that are to be associated
with the logical node of infrastructure. As an example for illustration purposes, alogical node correlates to the concept
of aNUMA cell in libvirt terminology.
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6.2.1.24.2 Attributes

The attributes of LogicalNodeRequirements shall follow the definition in clause 7.1.9.6.2 of ETSI
GS NFV-IFA 011 [1], with the following consideration:

. A VNF corresponds to MEC application, aVNFD corresponds to an AppD in MEC, and the VDU in
table 7.1.6.2.2-1 of ETSI GS NFV-IFA 011 [1] correspondsto a MEC application.

6.2.1.25 Type: RequestedAdditionalCapabilityData

6.2.1.25.1 Description

The RequestedAdditional CapabilityData data type supports the specification of requested additional capability for a
particular application. Such a capability may be for acceleration or specific tasks.

6.2.1.25.2 Attributes

The attributes of RequestedAdditional CapabilityData shall follow the definition in clause 7.1.9.5.2 of ETSI
GS NFV-IFA 011 [1], with the following consideration:

e A VNF corresponds to MEC application, a VNFD correspondsto an AppD in MEC, and the VDU in
table 7.1.6.2.2-1 of ETSI GSNFV-IFA 011 [1] corresponds to a MEC application.

6.2.2  Application lifecycle management information model

6.2.2.1 Introduction

This clause defines data structure to be used by application lifecycle management information model.
6.2.2.2 Type: LocationConstraints

6.2.2.2.1 Description

The LocationConstrai nts data type supports the specification of MEC application requirements related to MEC
application deployment location constraints.

The location constraints can be represented as follows:
. as acountry code;
. as acivic address combined with a country code;

e  asanarea, conditionally combined with a country code.

6.2.2.2.2 Attributes

The attributes of LocationConstraints are shown in table 6.2.2.2.2-1.
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Table 6.2.2.2.2-1: Attributes of LocationConstraints

Attribute name

Data type

Cardinality

Description

countryCode

String

0.1

The two-letter ISO 3166 [3] country code in capital letters.
Shall be present in the case that "area" attribute is absent.
May be present if the "area" attribute is present. See note.

civicAddressElement  |array(Structure(inl |0..N Zero or more elements comprising the civic address. Shall
ined)) be absent if the "area" attribute is present.
>caType Integer 1 Describe the content type of caValue. The value of caType
shall comply with section 3.4 of IETF RFC 4776 [2].
>caValue String 1 Content of civic address element corresponding to the
caType. The format caValue shall comply with section 3.4 of
IETF RFC 4776 [2].
area Polygon (see 0.1 Geographic area. Shall be absent if the
IETF "civicAddressElement" attribute is present. The content of
RFC 7946 [8]) this attribute shall follow the provisions for the "Polygon”
geometry object as defined in IETF RFC 7946 [8], for which
the "type" member shall be set to the value "Polygon".
See note.
NOTE: If both "countryCode" and "area" are present, no conflicts should exist between the values of these two

attributes. In case of conflicts, the API producer (e.g. MEO, MEAO) shall disregard parts of the geographic
area signalled by "area" that are outside the boundaries of the country signalled by "countryCode". If
"countryCode" is absent, it is solely the "area" attribute that defines the location constraint.

6.2.2.3

6.2.23.1

Description

Type: CreateApplnstanceRequest

The data type of CreateApplnstanceRequest represents the parameters for creating a new application instance resource.
It is used by the resource of application instancesin clause 7.5.1. It shall comply with attributesin clause 6.2.2.3.2.

6.2.2.3.2

Attributes

The attributes of CreateApplnstanceRequest data type shall follow the specification in table 6.2.2.3.2-1.

Table 6.2.2.3.2-1: Attributes of CreateAppinstanceRequest

Attribute name Cardinality | Data type Description

appDId 1 String The application descriptor identifier. It is managed by the
application provider to identify the application descriptor in a
globally unique way.

applnstanceName 0.1 String Human-readable name of the application instance to be created.

applnstanceDescription  |0..1 String Human-readable description of the application instance to be
created.

appPlacementinfo 0.1 Mepinform |Describes the information of selected MEC platform for the

ation application instance to associate. See note.

NOTE:  This field applies to Mm3* reference point only.

6.2.2.4 Type: Applnstancelnfo

6.2.2.4.1 Description

The data type of Applnstancel nfo represents the parameters of instantiated application instance resources. It is used by
the resource of application instancesin clause 7.4.1 and the resource of individual application instance in clause 7.4.2.

6.2.2.4.2

Attributes

The attributes of Applnstancelnfo datatype are specified in the table 6.2.2.4.2-1.
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Table 6.2.2.4.2-1: Attributes of Applnstancelnfo

Attribute name Cardinality Data type Description
id 1 String Identifier of the application instance represented by this
data type.
applnstanceName 0.. String Name of the application instance.
applnstanceDescription  |0.. String Human-readable description of the application instance
to be created.
appDId 1 String The application descriptor identifier is managed by the
application provider to identify the application
descriptor in a globally unique way.
It is copied from the AppD of the onboarded application
package.
appProvider 1 String The onboarded application package provider name.
appName 1 String The onboarded application nhame.
appSoftVersion 1 String The application software version.
appDVersion 1 String Version of the application descriptor.
appPkgld 1 String Identifier of the onboarded application package.
vimConnectionInfo 0.. map(VimConnectionl |Information about VIM connections to be used for
nfo) managing the resources for the application instance.
The keys of the map, each of which identifies
information about a particular VIM connection, are
managed by the MEO and referenced from other data
structures via the "vimConnectionld" attribute.
See notes 1 and 3.
nsinstanceld 0.. String Identifier of the NS instance created by NFVO in which
the MEC application has been instantiated as a VNF
instance. See note 2.
vnflnstanceld 0.. String Identifier of the VNF instance created by VNFM that
the MEC application has been instantiated as.
See note 2.
instantiationState 1 Enum (inlined) Instantiation state of the application instance:
e NOT_INSTANTIATED: the application
instance is not instantiated.
e INSTANTIATED: the application instance has
been instantiated.
instantiatedAppState 0.. Structure (inlined) Information specific to an instantiated application. This
attribute shall be present if the instantiationState
attribute value is INSTANTIATED.
>operationalState 1 Enum (inlined) Operational state is applicable in the instantiation state
INSTANTIATED:
e STARTED: the application instance is up and
running.
e STOPPED: the application instance stops
operation.
>applnstLocation 0.. Locationinformation |Location of the MEC application instance. See note 5
and note 6.
>mciolnfo 0.. array(Mciolnfo) Information on the MCIO(s) representing application
instance realized by one or a set of OS containers. See
note 7.
communicationinterface |0.. Communicationinterf |Interface for communication with other application
ace instances. See clause 7.5.2 of ETSI GS MEC 021 [13]
for the data type definition.
links 1 Structure (inlined) Links to resources related to this resource.
>self 1 LinkType Self referring URI.
>instantiate 0.. LinkType Link to the "instantiate" task resource, if the related
operation is possible based on the current status of this
application instance resource (i.e. application instance
in NOT_INSTANTIATED state). See note 3.
>terminate 0.. LinkType Link to the "terminate" task resource, if the related
operation is possible based on the current status of this
application instance resource (i.e. application instance
is in INSTANTIATED state).
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Attribute name Cardinality Data type Description

>operate 0.1 LinkType Link to the "operate" task resource, if the related
operation is supported for this application instance, and
is possible based on the current status of this
application instance resource (i.e. application instance
is in INSTANTIATED state).

>configure_platform_for_ |0..1 LinkType Link to the "configure_platform_for_app" task resource,

app if the related operation is supported for this application
instance, and is possible based on the current status of
this application instance resource (i.e. application
instance is in INSTANTIATED state). See note 4.

NOTE 1: This field does not apply if the data structure is used by MEAO.

NOTE 2: This field applies if the data structure is used by MEAO.

NOTE 3: This field does not apply if the data structure is used on Mm3*.

NOTE 4: This field applies if the data structure is used on Mm3*.

NOTE 5: This field applies if the data structure is used on Mm1 or Mm3*.

NOTE 6: It is not specified in the present document how location information is obtained in the case of MEC in NFV.

NOTE 7: This attribute reflects the ETSI NFV interpretation of the cloud native workloads.

6.2.2.5 Type: ApplnstanceSubscriptionFilter

6.2.2.5.1 Description

This data type represents subscription filter criteriato match application instances. The Appl nstanceSubscriptionFilter
shall comply with provisionsin clause 6.2.2.5.2.

6.2.2.5.2

Attributes

The attributes of the data type are specified in table 6.2.2.5.2-1.

Table 6.2.2.5.2-1: Attributes of ApplnstanceSubscriptionFilter

Attribute name

Cardinality

Data type

Description

applnstSelectorType

1 Enum (Inlined)

0 = void

1 =APP_IDENTITY

2 = APP_NAME
3=APP_D_ID

4 = APP FROM PROVIDER

applnstances

0..N

array(String)

If appInstidSelector = APP_IDENTITY match existing
application instances with an "application instance identifier"
listed in this attribute.

If applInstidSelector = APP_NAME match existing
application instances with an "application instance name"
listed in this attribute.

If applnstldSelector = APP_D_ID match existing application
instances, or those created in the future whilst the
subscription is active, based on the application descriptors
identified by one of the "application descriptor identities"
listed in this attribute.

If applnstldSelector = APP_FROM_PROVIDER this
attribute shall not be included.

appsFromProviders

array(Structure
(inlined))

Present only if appInstidSelector =
APP_FROM_PROVIDER. Match existing application
instances, or those created in the future whilst the
subscription is active, that belong to applications from
certain providers.

>appProvider

1 String

Name of the application provider to match.

>appProducts

array(Structure
(inlined))

If present, match application instances that belong to
application products with certain product names, from one
particular provider.

>>appName

1 String

Name of the application product to match.
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Attribute name Cardinality Data type Description
>>versions 0..N array(Structure If present, match application instances that belong to
(inlined)) application products with certain versions and a certain

product name, from one particular provider.

>>>appSoftVersion 1 String Application software version to match.

>>>appDVersion 0..N array(String) If present, match application instances that belong to
application products with certain appD versions, a certain
software version and a certain product name, from one
particular provider.

6.2.2.6 Type: AppLcmOpOccSubscriptionFilter

6.2.2.6.1 Description

This data type represents a subscription filter criteriato match an application LCM operation occurrence. The
AppLcmOpOccSubscriptionFilter shall comply with provisionsin clause 6.2.2.6.2.

6.2.2.6.2 Attributes
The attributes of the data type are specified in table 6.2.2.6.2-1.

Table 6.2.2.6.2-1: Attributes of AppLcmOpOccSubscriptionFilter

Attribute name Cardinality Data type Description
applnstanceSubscriptionFilter [0..1 ApplnstanceSubscripti |If present, this attribute contains filter
onFilter criteria that selects one or more

application instances on which to receive
"LCM operation occurrence" natifications.
notificationTypes 0.1 String Match particular notification types.

Permitted values:
AppLcmOpOccNotification.
operationTypes 0..N array(Enum (inlined)) [Type of the LCM operation represented by
this application instance LCM operation
occurrence.

Permitted values:
. INSTANTIATE.
e OPERATE.
e TERMINATE.

Match particular application lifecycle
operation types for the naotification of
AppLcmOpOccNotification.

May be present if the "notificationTypes"
attribute contains the value
"AppLcmOpOccNotification”, and shall be
absent otherwise.
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Attribute name Cardinality Data type Description
operationStates 0..N array(Enum (inlined)) |Type of the LCM operation state
represented by this application instance
LCM operation occurrence.

Permitted values:
STARTING.
PROCESSING.
COMPLETED.
FAILED.
FAILED_TEMP

Match particular LCM operation state
values as reported in notifications of
AppLcmOpOccNotification.

May be present if the "notificationTypes"
attribute contains the value
"AppLcmOpOccNotification”, and shall be
absent otherwise.

6.2.2.7 Type: InstantiateAppRequest

6.2.2.7.1 Description

This data type represents request parameters of the "Instantiate Application” operation. It shall comply with the
provisionsin clause 6.2.2.7.2, which aligns with the clause 6.3.1.3.

6.2.2.7.2 Attributes
The attributes of data type are specified in the table 6.2.2.7.2- 1.

Table 6.2.2.7.2-1: Attributes of InstantiateAppRequest

Attribute name Cardinality Data type Description

virtualComputeDescriptor  [0..1 VirtualComputeDescriptor |Describes CPU and memory requirements, as
well as optional additional requirements, such
as disk and acceleration related capabilities, of
the single VM to realize the application instance
to be created. See notes 1 and 4.

osContainerDescriptor 0..N array(OsContainerDescri  |Describes CPU, memory requirements and
ptor) limits, and software images of the OS
Containers realizing this MEC application
corresponding to OS Containers sharing the
same host and same network namespace.
See notes 1, 4 and 5.

virtualStorageDescriptor 0..N array(VirtualStorageDesc |Defines descriptors of virtual storage resources
riptor) to be used by the application instance to be
created. See note 1.
selectedMECHostInfo 1.N array(MECHostInformatio [Describes the information of selected host for
n) the application instance. See note 2.
locationConstraints 0.1 LocationConstraints Defines the location constraints for the
application instance to be created. See note 3.
vimConnectionInfo 0..N map(VimConnectioninfo) |Information about VIM connections to be used

for managing the resources for the application
instance, or refer to external/externally-
managed virtual links.

This attribute shall only be supported and may
be present if application-related resource
management in direct mode is applicable.
See note 2.
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Attribute name Cardinality Data type Description

appTermCandsForCoord 0.1 AppTermCandsForCoord |Provides sets of applications as termination
candidate alternatives that the MEO/MEAO shall
select from when utilizing the coordinate LCM
operation exchange in pre-emption situations
(see step 3 in clause 5.3.1). If this attribute is
omitted, the MEO/MEAO shall make its own
selection for the coordinate LCM operation
exchange. See note 3.

NOTE 1: This attribute may be provided in the InstantiateAppRequest structure to override the same attribute in the
AppD.

NOTE 2: This field applies to Mm3 reference point only.

NOTE 3: This field applies to Mm1 reference point only.

NOTE 4: Only one of virtualComputeDescriptor or osContainerDescriptor shall be present.

NOTE 5: This attribute reflects the ETSI NFV interpretation of the cloud native workloads.

6.2.2.8 Type: OperateAppRequest

6.2.2.8.1 Description

This data type represents request parameters of the "Operate Application” operation. It shall comply with the provisions
in clause 6.2.2.8.2, which aligns with the clause 6.3.1.4.

6.2.2.8.2 Attributes
The attributes of data type are specified in the table 6.2.2.8.2- 1.

Table 6.2.2.8.2-1: Attributes of OperateAppRequest

Attribute name Cardinality Data type Description

changeStateTo 1 Enum (inlined) |The desired operational state:
e STARTED: the application instance is up and running.
e STOPPED: the application instance stops operation.

stopType 0.1 Enum (inlined) |The stop type:
e FORCEFUL: it will stop the application immediately after
accepting the request.
e  GRACEFUL: it will first arrange to take the application
instance out of service after accepting the request.
Once that operation is successful or once the timer
value specified in the "gracefulStopTimeout" attribute
expires, it will stop the application.
See notes 1 and 3.

gracefulStopTimeout  |0..1 Integer The time interval (in seconds) to wait for the application
instance to be taken out of service during graceful stop, before
stopping the application. See note 1 and note 2.

NOTE 1: The "stopType" and "gracefulStopTimeout" attributes shall be absent, when the "changeStateTo" attribute is
equal to "STARTED".

NOTE 2: The "gracefulStopTimeout" attribute shall be present, when the "changeStateTo" is equal to "STOPPED" and
the "stopType" attribute is equal to "GRACEFUL". The "gracefulStopTimeout" attribute shall be absent, when
the "changeStateTo" attribute is equal to "STOPPED" and the "stopType" attribute is equal to "FORCEFUL".

NOTE 3: The request shall be treated as if the "stopType" attribute was set to "FORCEFUL", when the
"changeStateTo" attribute is equal to "STOPPED" and the "stopType" attribute is absent.

6.2.2.9 Type: TerminateAppRequest

6.2.2.9.1 Description

This data type represents request parameters of the " Terminate Application Request” operation. It shall comply with the
provisionsin clause 6.2.2.9.2, which aligns with the clause 6.3.1.7.
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The attributes of data type are specified in the table 6.2.2.9.2- 1.

Table 6.2.2.9.2-1: Attributes of TerminateAppRequest

Attribute name

Cardinality

Data type

Description

terminationType

1

Enum (inlined)

Indicates whether forceful or graceful termination is
requested.

e FORCEFUL: it will shut down the application
instance and release the resources immediately
after accepting the request. See note.

e  GRACEFUL: it will first arrange to take the
application instance out of service after
accepting the request. Once the operation of
taking the application instance out of service
finishes or once the timer value specified in the
"gracefulTerminationTimeout" attribute expires,
it will shut down the application instance and
release the resources.

gracefulTerminationTimeout 0..

1 Integer

This attribute is only applicable in case of graceful
termination. It defines the time to wait for the
application instance to be taken out of service before
shutting down the application and releasing the
resources.

The unit is seconds.

If not given and the "terminationType" attribute is set to
"GRACEFUL", it is expected to wait for the successful
taking out of service of the application, no matter how
long it takes, before shutting down the application and
releasing the resources.

NOTE: If the application instance is still in service, requesting forceful termination can adversely impact service.
6.2.2.10 Type: ApplnstSubscriptioninfo
6.2.2.10.1 Description

The data type represents a subscription to notification of application instance operationa state change. It shall comply
with provisionsin clause 6.2.2.10.2.

6.2.2.10.2

Attributes

The attributes of data type are specified in the table 6.2.2.10.2-1.

Table 6.2.2.10.2-1: Attributes of ApplInstSubscriptioninfo

Attribute name | Cardinality Data type Description
id 1 String Identifier of the subscription to application instance operational
state change notification.
subscriptionType |1 String Shall be set to "ApplnstanceStateChangeSubscription".
applnstanceState |0..1 Enum (inlined) Application instance state subscribed to:

e NOT_INSTANTIATED: the application instance is not

instantiated.

e STARTED: the application instance is up and running.

e STOPPED: the application instance stops operation.
applnstanceSubsc (0..1 ApplnstanceSubsc |Criteria used to select application instances on which to send
riptionFilter riptionFilter notifications related to this subscription.
callbackUri 1 Uri The URI of the endpoint for the subscription related notification

to be sent to.
_links 1 Structure (inlined)  [Links to resources related to this resource.
>self 1 LinkType URI of this resource.
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This data type represents an application instance notification for informing the subscribers about operational state of
application instance resources. It shall comply with provisionsin clause 6.2.2.11.2.

6.2.2.11.2

Attributes

The attributes of data type are specified in the table 6.2.2.11.2-1.

Table 6.2.2.11.2-1: Attributes of ApplnstNotification

Attribute name | Cardinality Data type Description

id 1 String Identifier of this notification. If a notification is sent multiple times
due to multiple subscriptions, the "notificationld" attribute of all
these notifications shall have the same value.

notificationType |1 String Discriminator for the different notification types. Shall be set to
"ApplnstanceStateChangeSubscription" for this notification type.

applnstanceState |1 Enum (inlined) Application instance state:

e NOT_INSTANTIATED: the application instance is not
instantiated.

e STARTED: the application instance is up and running.

e STOPPED: the application instance stops operation.

subscriptionid 1 String Identifier of the subscription related to this notification.

timeStamp 1 TimeStamp Date and time of the notification generation.

applnstanceld 1 String Identifier of application instance.

appPkgld 1 String Identifier of the onboarded application package.

appDId 1 String The application descriptor identifier identifies the application
package and the application descriptor in a globally unique way.

applnstLocation |0..1 Locationinformatio |Location of the MEC application instance. Shall be present if the

n application instance is instantiated and shall be absent

otherwise.

_links 1 Structure (inlined)  |Links to resources related to this notification.

>subscription 1 LinkType A link to the related subscription.

6.2.2.12 Type: ApplnstSubscriptionRequest

6.2.2.12.1 Description

The data type represents the input parameters of "subscription operation” to notification of application lifecycle
management for the operational state change of application instance.

6.2.2.12.2

Attributes

The attributes of the data type are specified in the table 6.2.2.12.2-1.
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Table 6.2.2.12.2-1: Attributes of ApplnstSubscriptionRequest

Name Data type Cardinality Remarks
subscriptionType |String 1 Shall be set to "ApplnstanceStateChangeSubscription".
callbackUri Uri 1 The URI of the endpoint for the subscription related notification
to be sent to.
applnstanceState |Enum (inlined) 0.1 Only send natifications for application instances that are in one
of the states listed in this attribute. If this attribute is absent,
match all states.
Application states:
e NOT_INSTANTIATED: the application instance is not
instantiated.
e STARTED: the application instance is up and running.
e STOPPED: the application instance stops operation.
applnstanceSubs |ApplnstanceSubsc (0..1 Criteria used to filter application instances for which to send
criptionFilter riptionFilter notifications related to this subscription.

Type: AppLcmOpOcc

This data type represents an application lifecycle management operation occurrence. It shall comply with the provisions

6.2.2.13

6.2.2.13.1 Description
inclause 6.2.2.13.2.

6.2.2.13.2 Attributes

The attributes of data type are specified in the table 6.2.2.13.2-1.

Table 6.2.2.13.2-1: Attributes of AppLcmOpOcc

Attribute name | Cardinality | Data type Description
id 1 String Identifier of the subscription to application LCM operation
occurrence notification.
operationState 1 Enum Operation state:
(inlined) e STARTING: the LCM operation starting.

e PROCESSING: the LCM operation is currently in
execution.

e COMPLETED: the LCM operation has been completed.
FAILED: The LCM operation has failed and it cannot be
retried, as it is determined that such action will not
succeed.

e FAILED_TEMP: The LCM operation has failed and
execution has stopped, but the execution of the operation
is not considered to be closed.

stateEnteredTime |1 TimeStamp  [Date and time when the current state was entered.

startTime 1 TimeStamp  [Date and time of the start of the operation.

IcmOperation 1 Enum Type of the actual LCM operation represented by this application
(inlined) instance LCM operation occurrence:

e INSTANTIATE.

e OPERATE.

e TERMINATE.

This attribute is associated to the operationParams.
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Attribute name | Cardinality | Data type Description
operationParams  |0..1 InstantiateAp |Input parameters of the LCM operation. This attribute shall be
pRequest formatted according to the request data type of the related LCM
OR operation.
OperateApp |The following mapping between LCM operation and the data type of
Request this attribute shall apply:
OR e INSTANTIATE: InstantiateAppRequest.
TerminateAp e OPERATE: OperateAppRequest.
pRequest e TERMINATE: TerminateAppRequest.
This attribute shall be present if this data type is returned in a
response to reading an individual resource.
See note 2.
isCancelPending [0..1 Boolean If the application LCM operation occurrence operationState is in
"PROCESSING" state and the operation is being cancelled, this
attribute shall be set to true. Otherwise, it shall be set to false.
cancelMode 0.1 CancelMode |The mode of a cancellation:

e GRACEFUL: Indicates ongoing resource management
operations in the underlying system are being allowed to
complete execution or timing out.

e FORCEFUL: Indicates ongoing resource management
operations in the underlying system are being forcefully
cancelled.

Shall be present when isCancelPending equals true and shall be
absent otherwise.
_links 1 Structure Links to resources related to this resource.
(inlined)
>self 1 LinkType URI of this resource.
>applnstance 1 LinkType Link to the application instance that the operation applies to.
NOTE 1: Void.

6.2.2.14

6.2.2.14.1

Description

Type: AppLcmOpOccSubscriptionRequest

This data type represents a subscription request to notification of application life cycle management operation
occurrence. It shall comply with provisionsin clause 6.2.2.14.2.

6.2.2.14.2

Attributes

The attributes of data type are specified in the table 6.2.2.14.2-1.

Table 6.2.2.14.2-1: Attributes of AppLcmOpOccSubscriptionRequest

Attribute name Cardinality Data type Description
subscriptionType 1 String Shall be set to "AppLcmOpOccStateChangeSubscription”.
callbackUri 1 Uri The URI of the endpoint for the subscription related notification to be
sent to.
appLcmOpOccSub |0..1 AppLcmOpO |[Subscription filter criteria to match specific application LCM
scriptionFilter ccSubscriptio  |operation occurrences.
nFilter

6.2.2.15

6.2.2.15.1

Description

Type: AppLcmOpOccSubscriptioninfo

This data type represents a subscription to notifications of application life cycle management operation occurrence. It

shall comply with provisionsin clause 6.2.2.15.2.
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The attributes of data type are specified in the table 6.2.2.15.2-1.

Table 6.2.2.15.2-1: Attributes of AppLcmOpOccSubscriptioninfo

Attribute name | Cardinality Data type Description
id 1 String Identifier of this subscription resource.
subscriptionType |1 String Shall be set to "AppLcmOpOccStateChangeSubscription”.
callbackUri 1 Uri The URI of the endpoint for the subscription related
notification to be sent to.
appLcmOpOccSu  |0..1 AppLcmOpOccSub |Criteria used to select application LCM operation
bscriptionFilter scriptionFilter occurrences on which to send notifications related to this
subscription.
_links 1 Structure (inlined)  [Links to resources related to this resource.
>self 1 LinkType URI of this resource.
6.2.2.16 Type: AppLcmOpOccNoatification
6.2.2.16.1 Description

This data type represents a notification related to state changes of an application LCM operation occurrence which
informs the subscribers. It shall comply with provisionsin clause 6.2.2.16.2.

6.2.2.16.2

Attributes

The attributes of data type are specified in the table 6.2.2.16.2-1.

Table 6.2.2.16.2-1: Attributes of AppLcmOpOccNotification

Attribute name | Cardinality Data type Description
id 1 String Identifier of this notification. If a notification is sent multiple
times due to multiple subscriptions, the "notificationld" attribute
of all these notifications shall have the same value.
notificationType 1 String Discriminator for the different notification types. Shall be set to
"AppLcmOpOccStateChangeSubscription" for this notification
type.
operationType 1 Enum (inlined) Type of the LCM operation represented by this application
instance LCM operation occurrence.
Permitted values:
e INSTANTIATE.
e OPERATE.
e TERMINATE.
operationState 1 Enum (inlined) Operation state:

e STARTING: the LCM operation starting.

e PROCESSING: the LCM operation is currently in
execution.

e COMPLETED: the LCM operation has been
completed.

e FAILED: The LCM operation has failed and it cannot
be retried, as it is determined that such action will not
succeed.

e FAILED_TEMP: The LCM operation has failed and
execution has stopped, but the execution of the
operation is not considered to be closed.
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Attribute name | Cardinality Data type Description

subscriptionld 1 String Identifier of the subscription to this notification.

timeStamp 1 TimeStamp Date and time of the notification generation.

appLcmOpOccld |1 String Identifier of application lifecycle management operation
occurrence.

applnstanceld 1 String Identifier of application instance.

_links 1 Structure (inlined) |Links to resources related to this naotification.

>applnstance 1 LinkType Link to the resource representing the application instance to
which the notified change applies.

>subscription 1 LinkType Link to the related subscription.

>appLcmOpOcc |1 LinkType Link to the application lifecycle management operation
occurrence that this notification is related to.

6.2.2.17 Type: MECHostInformation

6.2.2.17.1 Description

The data type represents the parameters of MEC host information.

6.2.2.17.2 Attributes

The attributes of the data type are specified in table 6.2.2.17.2-1.

Table 6.2.2.17.2-1: Attributes of MECHostInformation

Attribute name Cardinality Data type Description
hostName 0.1 String Human-readable name of MEC host.
hostld 1 KeyValuePairs Deployment-specific information to identify a MEC host.
See note.

NOTE: This information can be structured to cater for host identification schemes that are more complex than a
simple identifier, e.g. when referring to the structure of an NFVI.
6.2.2.18 Type: VimConnectioninfo
6.2.2.18.1 Description

The VimConnectionlnfo data type specifies the connection information of VIM for managing the resources of the
application instance.

6.2.2.18.2 Attributes

The attributes of VimConnectionlnfo data type are specified in the table 6.2.2.18.2-1.

Table 6.2.2.18.2-1: Attributes of VimConnectionInfo

Attribute name | Cardinality Data type Description

id 1 String The identifier of the VIM Connection. This identifier is managed by
the MEO.

vimld 0.1 String The identifier of the VIM instance. This identifier is managed by the
MEO.

Shall be present to address additional information about the VIM if
such information has been configured into the MEPM by means
outside the scope of the present document, and should be absent
otherwise.

ETSI




91 ETSI GS MEC 010-2 V3.2.1 (2024-02)

Attribute name

Cardinality

Data type

Description

vimType

1

String

Discriminator for the different types of the VIM information.

The value of this attribute determines the structure of the
"interfacelnfo" and "accessInfo" attributes, based on the type of the
VIM.

The set of permitted values is expected to change over time as new
types or versions of VIMs become available.

interfacelnfo

0.1

KeyValuePairs

Information about the interface or interfaces to the VIM, if
applicable, such as the URI of an interface endpoint to
communicate with the VIM. The applicable keys are dependent on
the content of vimType.

Alternatively, such information may have been configured into the
VNFEM and bound to the vimld.

accesslinfo

0.1

KeyValuePairs

Authentication credentials for accessing the VIM, and other access-
related information such as tenants or infrastructure resource
groups. The applicable keys are dependent on the content of
vimType.

If the VimConnectionInfo structure is part of an HTTP response
message content, sensitive attributes that are children of this
attributes (such as passwords) shall not be included.

If the VimConnectionInfo structure is part of an HTTP request
message content, sensitive attributes that are children of this
attribute (such as passwords) shall be present if they have not been
provisioned out of band.

extra

0.1

KeyValuePairs

VIM type specific additional information. The applicable structure,
and whether or not this attribute is available, is dependent on the
content of vimType.

6.2.2.19

6.2.2.19.1

The data type represents a subscription link list of notification on application lifecycle management. It shall comply

Description

with provisionsin clause 6.2.2.19.2.

6.2.2.19.2

Attributes

Type: ApplinstanceSubscriptionLinkList

The attributes of data type are specified in the table 6.2.2.19.2-1.

Table 6.2.2.19.2-1: Attributes of SubscriptionLinkList

Attribute name Cardinality Data type Description
_links 1 Structure (inlined)  |List of hyperlinks related to the resource.
>self 1 LinkType URI of this resource.
>subscriptions 0..N array (Structure A link list to the subscriptions.

(inlined))
>>href 1 Uri The URI referring to the subscription.
>>subscriptionType |1 ApplinstanceSubsc |Type of the subscription.
riptionType
6.2.2.20 Referenced simple data types and enumerations
6.2.2.20.1 Introduction

This clause defines simple data types and enumerations.
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The simple data type defined for this API are provided in table 6.2.2.20.2-1.

Table 6.2.2.20.2-1: Simple data types

Type name

Description

ApplnstanceSubscriptionType

String representing the type of a subscription. Permitted values:
"ApplnstanceStateChangeSubscription™: subscription to notifications relating
application operational state change.
"AppLcmOpOccStateChangeSubscription™: subscription to notification
relating application lifecycle management operation occurrence state

change.

"AppldentifierCreationSubscription": subscription to notification relating
application instance identifier creation.
"AppldentifierDeletionSubscription": subscription to notification relating
application instance identifier deletion.

6.2.2.20.3
None defined.

6.2.2.21

6.2.2.21.1

Enumeration

Description

Type: ConfigPlatformForAppRequest

This data type represents the parameters for configuring the MEP to run an application instance. It shall comply with
the provisionsin clause 6.2.2.21.2.

6.2.2.21.2

Attributes

The attributes of data type are specified in the table 6.2.2.21.2-1.

Table 6.2.2.21.2-1: Attributes of ConfigPlatformForAppRequest

Attribute name

Cardinality

Data type

Description

appServiceRequired

0..N

array(ServiceDependency)

Describes services a MEC application
requires to run.

appServiceOptional

0..N

array(ServiceDependency)

Describes services a MEC application may
use if available.

appServiceProduced

0..N

array(ServiceDescriptor)

Describes services a MEC application is able
to produce to the platform or other MEC
applications. Only relevant for service-
producing apps.

appFeatureRequired

array(FeatureDependency)

Describes features a MEC application
requires to run.

appFeatureOptional

array(FeatureDependency)

Describes features a MEC application may
use if available.

transportDependencies

array(TransportDependency)

Transports, if any, that this application
requires to be provided by the platform.
These transports will be used by the
application to deliver services provided by
this application. Only relevant for service-
producing apps.

appTrafficRule

array(TrafficRuleDescriptor)

Describes traffic rules the MEC application
requires.

appDNSRule

array(DNSRuleDescriptor)

Describes DNS rules the MEC application
requires.

applLatency

LatencyDescriptor

Describes the maximum latency tolerated by
the MEC application.

userContextTransferCapab
ility

UserContextTransferCapabil
ity

If the application supports the user context
transfer capability, this attribute shall be
included.
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Attribute name Cardinality Data type Description
appNetworkPolicy 0.1 AppNetworkPolicy If present, it represents the application
network policy of carrying the application
traffic.

6.2.2.22 Type: Meplinformation

6.2.2.22.1 Description

The data type represents the parameters of MEC platform information. It shall comply with the provisionsin
clause 6.2.2.22.2.

6.2.2.22.2 Attributes
The attributes of the data type are specified in table 6.2.2.22.2-1.

Table 6.2.2.22.2-1: Attributes of MepInformation

Attribute name Cardinality Data type Description
mepName 0.1 String Human-readable name of MEC platform.
mepld 1 String Deployment-specific identifier of MEC platform.

6.2.2.23 Type: AppTermCandsForCoord

6.2.2.23.1 Description

The AppTermCandsForCoord data type represents the parameters to provide candidates of applications to terminate in
pre-emption situations for LCM coordination exchanges.

6.2.2.23.2 Attributes
The attributes of the data type are specified in table 6.2.2.23.2-1.

Table 6.2.2.23.2-1: Attributes of AppTermCandsForCoord

Attribute name Cardinality Data type Description
terminationOptions 1..N array(Structure(inline)) [Sets of application options for the MEO/MEAO
to select from as candidates for termination.
The MEO/MEAO shall select one or more of
these alternate options to pass to the OSS
when utilizing the LCM coordination exchange
in pre-emption situations. For each option, the
MEO/MEAO may select all, or a subset, of the
candidate set's members.
>applinstidTerminationCands [1..N array(String) List of application instance identifiers,
constituting a candidate set for termination.

6.2.2.24 Void
6.2.2.25 Type: ApplinstidCreationSubscriptionRequest

6.2.2.25.1 Description

The data type represents the input parameters of "subscription operation” to notification of application instance
identifier creation.
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The attributes of the data type are specified in the table 6.2.2.25.2-1.

Table 6.2.2.25.2-1: Attributes of ApplnstldCreationSubscriptionRequest

Name Data type Cardinality Remarks
subscriptionType |String 1 Shall be set to "AppldentifierCreationSubscription".
callbackUri Uri 1 The URI of the endpoint for the subscription related notification
to be sent to.
applnstanceSubs |ApplnstanceSubsc (0..1 Criteria used to filter application instances for which to send
criptionFilter riptionFilter notifications related to this subscription. See note.

NOTE:

If present, the value of attribute "appInstSelectorType" in applInstanceSubscriptionFilter can only be set as
"APP_D ID" or "APP_FROM_PROVIDER".

6.2.2.26

6.2.2.26.1

Description

Type: ApplinstidCreationSubscriptioninfo

The data type represents a subscription to notification of application instance identifier creation. It shall comply with
provisionsin clause 6.2.2.26.2.

6.2.2.26.2

Attributes

The attributes of data type are specified in the table 6.2.2.26.2-1.

Table 6.2.2.26.2-1: Attributes of ApplnstidCreationSubscriptioninfo

Attribute name | Cardinality Data type Description
id 1 String Identifier of the subscription to application instance operational
state change notification.
subscriptionType |1 String Shall be set to "AppldentifierCreationSubscription".
callbackUri 1 Uri The URI of the endpoint for the subscription related notification
to be sent to.
applnstanceSubsc |0..1 ApplinstanceSubsc |Criteria used to select application instances on which to send
riptionFilter riptionFilter notifications related to this subscription.
links 1 Structure (inlined)  |Links to resources related to this resource.
>self 1 LinkType URI of this resource.
6.2.2.27 Type: ApplinstanceldentifierCreationNotification
6.2.2.27.1 Description

This data type represents a notification for informing the subscribers about the creation of anew "individual application
instance" resource and the associated application instance identifier. It shall comply with provisionsin

clause 6.2.2.27.2.

6.2.2.27.2

Attributes

The attributes of data type are specified in the table 6.2.2.27.2-1.
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Table 6.2.2.27.2-1: Attributes of ApplnstanceldentifierCreationNotification

Attribute name | Cardinality Data type Description

id 1 String Identifier of this notification. If a notification is sent multiple times
due to multiple subscriptions, the "notificationld" attribute of all
these notifications shall have the same value.

notificationType |1 String Discriminator for the different notification types. Shall be set to
"AppldentifierCreationSubscription" for this notification type.

subscriptionid 1 String Identifier of the subscription related to this notification.

timeStamp 1 TimeStamp Date and time of the notification generation.

applnstanceld 1 String The created application instance Identifier.

_links 1 Structure (inlined)  |Links to resources related to this notification.

>subscription 1 LinkType A link to the related subscription.

>applnstance 1 LinkType Link to the resource representing the created application
instance.

6.2.2.28

6.2.2.28.1

Description

Type: ApplinstidDeletionSubscriptionRequest

The data type represents the input parameters of " subscription operation™ to notification of application instance

identifier deletion.

6.2.2.28.2

Attributes

The attributes of the data type are specified in the table 6.2.2.28.2- 1.

Table 6.2.2.28.2-1: Attributes of ApplinstidDeletionSubscriptionRequest

Name Data type Cardinality Remarks
subscriptionType |String 1 Shall be set to "AppldentifierDeletionSubscription”.
callbackUri Uri 1 The URI of the endpoint for the subscription related notification
to be sent to.
applnstanceSubs |ApplnstanceSubsc (0..1 Criteria used to filter application instances for which to send
criptionFilter riptionFilter notifications related to this subscription.

6.2.2.29

6.2.2.29.1

Description

Type: ApplinstidDeletionSubscriptioninfo

The data type represents a subscription to notification of application instance identifier deletion. It shall comply with
provisionsin clause 6.2.2.29.2.

6.2.2.29.2

Attributes

The attributes of data type are specified in the table 6.2.2.29.2-1.

Table 6.2.2.29.2-1: Attributes of ApplnstidDeletionSubscriptioninfo

Attribute name | Cardinality Data type Description
id 1 String Identifier of the subscription to application instance operational
state change natification.
subscriptionType |1 String Shall be set to "AppldentifierDeletionSubscription".
callbackUri 1 Uri The URI of the endpoint for the subscription related notification
to be sent to.
applnstanceSubsc |0..1 ApplinstanceSubsc |Criteria used to select application instances on which to send
riptionFilter riptionFilter notifications related to this subscription.
links 1 Structure (inlined)  |Links to resources related to this resource.
>self 1 LinkType URI of this resource.
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Type: ApplinstanceldentifierDeletionNotification

This data type represents a notification for informing the subscribers about the deletion of an "individual application
instance" resource and the associated application instance identifier. It shall comply with provisionsin

clause 6.2.2.30.2.

6.2.2.30.2

Attributes

The attributes of data type are specified in the table 6.2.2.30.2-1.

Table 6.2.2.30.2-1: Attributes of ApplnstanceldentifierDeletionNotification

Attribute name | Cardinality Data type Description

id 1 String Identifier of this notification. If a notification is sent multiple times
due to multiple subscriptions, the "notificationld" attribute of all
these natifications shall have the same value.

notificationType |1 String Discriminator for the different notification types. Shall be set to
"AppldentifierDeletionSubscription” for this notification type.

subscriptionld 1 String Identifier of the subscription related to this notification.

timeStamp 1 TimeStamp Date and time of the notification generation.

applnstanceld 1 String The deleted application instance Identifier.

links 1 Structure (inlined)  |Links to resources related to this notification.
>subscription 1 LinkType A link to the related subscription.
>applnstance 1 LinkType Link to the resource representing the deleted application

instance.

6.2.2.31

6.2.2.31.1

Description

Type: Locationinformation

The Locationlnformation data type represents the location information of the site hosting the MEC application instance.
The location information can be represented as a country code, plus a civic address and/or geographical position.

6.2.2.31.2

Attributes

The attributes of Locationlnformation are shown in table 6.2.2.31.2-1.

Table 6.2.2.31.2-1: Attributes of LocationInformation

Attribute name Cardinality Data type Description
countryCode 1 String The two-letter ISO 3166 [3] country code in capital
letters where an instance is deployed.
civicAddress 0.1 Structure Provides the civic address of the site hosting the MEC
(inlined) application instance.
>civicAddressElement |1..N array(Structure  |Provides elements comprising a single civic address
(inlined)) as described in section 3.4, with accompanying
example in section 5 of IETF RFC 4776 [2].
>>caType 1 Integer Describe the content type of caValue. The value of
caType shall comply with section 3.4 of IETF
RFC 4776 [2].
>>caValue 1 String Content of civic address element corresponding to the
caType. The format caValue shall comply with
section 3.4 of IETF RFC 4776 [2].
geographicalPosition  [0..1 String Geographical position (i.e. latitude and longitude)

where an instance is deployed. The content of this
attribute shall follow the provisions for the "Point"
geometry object as defined in IETF RFC 7946 [8].

NOTE:

At least one of civicAddress or geographicalPosition shall be present. If both are present, they shall specify

the same location, bound by the precision of the provided coordinates.
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6.2.2.32 Type: CancelMode

6.2.2.32.1 Description

This data type represents the valid modes of cancelling an application LCM operation. It shall comply with the
provisionsin clause 6.2.2.32.2. In either mode, the server shall not start any new application LCM and resource
management operations. If graceful cancellation is selected, the server shall wait for existing operations to complete or
timeout. If forcefully cancellation is selected, the server shall cancel the ongoing application LCM and resource
management operations and then wait for those cancellations to complete or timeout. In either mode, the server shall
place the operation occurrence into the FAILED TEMP state once the cancellation is completed.

6.2.2.32.2 Attributes
The attributes of data type are specified in the table 6.2.2.32.2-1.

Table 6.2.2.32.2-1: Attributes of CancelMode

Attribute name | Cardinality Data type Description

CancelMode 1 Enum (inlined) |Indicates the intervention action to be taken.

e GRACEFUL: Indicates ongoing resource management
operations in the underlying system are allowed to complete
execution or time out.

e FORCED: Indicates ongoing resource management
operations in the underlying system are to be cancelled
without allowing them to complete execution or time out.

6.2.2.33 Type: Mciolnfo

6.2.2.33.1 Description

This data type represents the information about an MCIO representing the application instance realized by one or a set
of OS containers.

6.2.2.33.2 Attributes

The attributes of Mciolnfo shall follow the definition in clause 8.3.3.33.2 of ETSI GS NFV-IFA 013 [15], with the
following consideration:

e A VNF corresponds to MEC application, a VNFC instance corresponds to a MEC application instance.

6.2.3  Application package information model

6.2.3.1 Introduction

This clause defines data structures to be used by the APIs of application package management.
6.2.3.2 Type: CreateAppPkg

6.2.3.2.1 Description

The data type CreateAppPkg represents the parameters for creating a new application package resource. It shall comply
with attributesin clause 6.2.3.2.2.

6.2.3.2.2 Attributes
The attributes of CreateAppPkg data type shall follow the specification in table 6.2.3.2.2-1.
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Table 6.2.3.2.2-1: Attributes of CreateAppPkg

Attribute name | Cardinality Data type Description
appPkgName 1 String Name of the application package to be onboarded.
appPkgVersion 1 String Version of the application package to be onboarded.
The appPkgName with appPkgVersion can be used to uniquely
identify the application package.
appProvider 0.1 String The provider's name of the application package to be on-boarded.
checksum 1 Checksum Checksum of the application package to be on-boarded.
userDefinedData  |0..1 KeyValuePairs |User defined data for the application package to be on-boarded.
appPkgPath 0.1 Uri Address information of the application package to be on-boarded.
See note.
NOTE: ltis for further study how to convey appPkgPath, and align with ETSI GS NFV-SOL 005 [i.7].

6.2.3.3

6.2.3.3.1

Type: AppPkginfo

Description

The data type AppPkglnfo represents the parameters for an application package resource. It shall comply with
provisionsin clause 6.2.3.3.2.

6.2.3.3.2

Attributes

The attributes of AppPkglnfo data type are specified in the table 6.2.3.3.2-1.

Table 6.2.3.3.2-1: Attributes of AppPkglinfo

Attribute name

Cardinality

Data type

Description

id

1

String

Identifier of the application package resource. This
identifier is allocated by the MEO.

appDId

0.1

String

The application descriptor identifier. It is managed by
the application provider to identify the application
package and the application descriptor in a globally
unique way.

It is copied from the AppD of the on-boarded application
package.

It shall be present after the application package content
has been on-boarded and absent otherwise.

appProvider

0.1

String

The provider's name of the on-boarded application
package.

It is copied from the AppD of the on-boarded application
package.

It shall be present after the application package content
has been on-boarded and absent otherwise.

appName

0.1

String

Name of the on-boarded application.

It is copied from the AppD of the on-boarded application
package.

It shall be present after the application package content
has been on-boarded and absent otherwise.

appSoftwareVersion

String

Software version of the application. This is updated
when there is any change to the software in the on-
boarded application package.

This information is copied from the AppD. It shall be
present after the application package content has been
on-boarded and absent otherwise.

appDVersion

0.1

String

Version of the application descriptor.

It is copied from the AppD of the on-boarded application
package.

It shall be present after the application package content
has been on-boarded and absent otherwise.

checksum

Checksum

Checksum of the on-boarded application package.
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Attribute name Cardinality Data type Description
signingCertificate 0.1 String The singleton signing certificate if it is included as a file
in the application package.
This attribute shall not be present before the application
package content is on-boarded.
softwarelmages 0..N array(AppPkgSWImag |Information of application software image in application

elnfo)

package. See note 1.
This attribute shall not be present before the application
package content is on-boarded.

additionalArtifacts

0..N

array(AppPkgArtifactinf
0)

Additional information of application package artifacts
that are not application software images. See note 2.
This attribute shall not be present before the application
package content is on-boarded.

onboardingState

Enum (inlined)

On-boarding state of application package:

e CREATED: The application package resource has
been created.

e UPLOADING: The associated application package
content is being uploaded.

e PROCESSING: The associated application
package content is being processed, e.qg.
validation.

e ONBOARDED: The associated application
package content is successfully onboarded.

operationalState

Enum (inlined)

Operational state of the on-boarded application

package:

e ENABLED: the application package can be used
for instantiation of new application instances.

e DISABLED: the application package cannot be
used for further application instantiation requests.

usageState

Enum (inlined)

Usage state of the on-boarded instance of the

application package:

e IN_USE: application instances instantiated from
this package exist.

e NOT_IN_USE: No application instance instantiated
from this package exist.

mecinfo

array(String)

The MEC version that compatible with this application.
This information is copied from the AppD. It shall be
present after the application package content has been
on-boarded and absent otherwise.

userDefinedData

KeyValuePairs

User defined data for the application package.

onboardingFailureDet
ails

ProblemDetails

Failure details of current on-boarding procedure. See
ETSI GS MEC 009 [4].

links

Structure (inlined)

Links to resources related to this resource.

>self

LinkType

Self referring URI.

>appD

LinkType

Link to the appD resource.

>appPkgContent

EEEE

LinkType

Link to the "Onboarded application package content"
resource.

>vnfPkglinfo

LinkType

Link to the corresponding VNF package resource at
NFVO. See note 3.

This attribute shall not be present before the application
package content is on-boarded.

NOTE 1:

specified in the present document.

NOTE 2:
document.
NOTE 3:

This attribute applies only for the MEAO.

The data type of application software image information data model is related to virtualisation method and not

The data type of additional information of application package artifacts is not specified in the present

Table 6.2.3.3.2-2 provides the attribute mapping information between AppPkglnfo and VnfPkglnfo after on-boarding
application package to VNF as a VNF package.
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Table 6.2.3.3.2-2: Attributes mapping between AppPkginfo and VnfPkginfo

AppPkglinfo Attribute Map to VnfPkgInfo Attribute Description
id id See note 1
appDlId vnfdld See note 1
appProvider vnfProvider See note 2
appName vnfProductName See note 1
appSoftwareVersion vnfSoftwareVersion See note 1
appDVersion vnfdVersion See note 1
checksum checksum See note 4
signingCertificate signingCertificate See note 2
softwarelmages softwarelmages See note 1
additionalArtifacts additionalArtifacts See note 2
onboardingState onboardingState See note 3
operationalState operationalState See note 3
usageState usageState See note 3
meclnfo vnfminfo See note 4
userDefinedData userDefinedData See note 2
onboardingFailureDetails onboardingFailureDetails See note 2
_links _links See note 4
>self >self See note 4
>appD >vnfd See note 5
>appPkgContent >packageContent See note 5
NOTE 1: MEAO maps those attributes between AppPkginfo and VnfPkglinfo.
NOTE 2: MEAO maps those attributes between AppPkginfo and VnfPkglinfo if it is included in AppPkginfo.
NOTE 3: The state attributes of the MEC package info correspond to the states of the VNF package.
NOTE 4: MEAO does not map those attributes between AppPkginfo and VnfPkglinfo.
NOTE 5: MEAO queries information from those URI in VnfPkginfo and cache locally to those URI in
AppPkginfo.
6.2.3.4 Type: AppPkgSubscriptioninfo
6.2.3.4.1 Description

The data type represents a subscription to notification of application package management for the onboarding, or
operational state change of application package. It shall comply with provisionsin clause 6.2.3.4.2.

6.2.3.4.2 Attributes

The attributes of data type are specified in the table 6.2.3.4.2-1.

Table 6.2.3.4.2-1: Attributes of AppPkgSubscriptioninfo

Attribute name | Cardinality Data type Description
id 1 String Identifier of the subscription to application package notification.
subscriptionType |1 AppPkgSubscriptio |Type of subscription.

nType
callbackUri 1 Uri The URI of the endpoint for the subscription related notification
to be sent to.

links 1 Structure (inlined)  [Links to resources related to this resource.
>self 1 LinkType URI of this resource.
6.2.3.5 Type: AppPkgSubscriptionLinkList

6.2.3.5.1 Description

The data type represents a subscription link list of notification on application package management. It shall comply with

provisionsin clause 6.2.3.5.2.
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6.2.3.5.2 Attributes
The attributes of data type are specified in the table 6.2.3.5.2- 1.

Table 6.2.3.5.2-1: Attributes of AppPkgSubscriptionLinkList

Attribute name Cardinality Data type Description
links 1 Structure (inlined)  |Links to resources related to this resource.

>self 1 LinkType URI of this resource.

>subscriptions 0..N array (Structure A link list to the subscriptions to an application package.
(inlined))

>>href 1 Uri The URI referring to the subscription.

>>subscriptionType |1 AppPkgSubscriptio |Type of the subscription.
nType

6.2.3.6 Type: AppPkgNotification

6.2.3.6.1 Description

This data type represents an application package management notification for informing the subscribers about
onboarding application package resources. The notification is triggered when a new application package is onboarded.

It shall comply with provisionsin clause 6.2.3.6.2.
6.2.3.6.2 Attributes
The attributes of data type are specified in the table 6.2.3.6.2-1.

Table 6.2.3.6.2-1: Attributes of AppPkgNotification

Attribute name | Cardinality Data type Description

id 1 String Identifier of this notification. If a notification is sent multiple times
due to multiple subscriptions, the "notificationld" attribute of all
these natifications shall have the same value.

notificationType 1 String Discriminator for the different notification types:

e "AppPackageOnBoarded": naotification of the new
onboarded application package.

e "AppPackageEnabled": notification of the operational
state change of onboarded application package.

e "AppPackageDisabled": notification of the onboarded
application package disabled.

e "AppPackageDeleted": notification of the application
package deleted.

subscriptionld 1 String Identifier of the subscription to this notification.
timeStamp 1 TimeStamp Date and time of the notification generation.
appPkgld 1 String Identifier of the onboarded application package.
appDId 1 String The application descriptor identifier identifies the application
package and the application descriptor in a globally unique way.
operationalState |1 Enum (inlined) Operational state of the application package:
o ENABLED: the application package can be used for
instantiation of new application instances.
o DISABLED: the application package cannot be used
for further application instantiation requests.
links 1 Structure (inlined)  |Links to resources related to this notification.
>subscription 1 LinkType A link to the related subscription.
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6.2.3.7 Type: AppPkgSubscription

6.2.3.7.1 Description

The data type represents the input parameters of " subscription operation™ to notification of application package
management for the onboarding, or operational state change of application package.

6.2.3.7.2 Attributes
The attributes of data type are specified in the table 6.2.3.7.2-1.

Table 6.2.3.7.2-1: Attributes of AppPkgSubscription

Name Data type Cardinality Remarks
callbackUri Uri 1 The URI of the endpoint for the subscription related notification to be
sent to.

subscriptionType  |AppPkgSubsc (1 Type of the subscription.
riptionType

appPkgFilter array(AppPkg |[0..N The attribute-based filter is to filter application packages on which
Filter) the query applies.

6.2.3.8 Type: AppPkginfoModifications

6.2.3.8.1 Description

The data type represents modifications of the "AppPkglnfo" datatype that can be requested to perform "application
package operation”.

6.2.3.8.2 Attributes
The attributes of data type are specified in the table 6.2.3.8.2- 1.

Table 6.2.3.8.2-1: Attributes of AppPkgIinfoModifications

Name Data type Cardinality Remarks
operationalState  |Enum (inlined) |1 New value of the "operationalState" attribute of the
"OnboardedAppPkgInfo" structure.

Permitted values
e DISABLED: to disable the individual application package.
e ENABLED: to enable the individual application package.

6.2.3.9 Referenced simple data types and enumerations

6.2.3.9.1 Introduction

This clause defines simple data types and enumerations.

6.2.3.9.2 Simple data types
The simple data type defined for this API are provided in table 6.2.3.9.2-1.
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Table 6.2.3.9.2-1: Simple data types

Type name Description

AppPkgSubscriptionType String representing the type of a subscription. Permitted values:

o "AppPackageOnBoardingSubscription™: subscription to notifications relating
newly onboarded application packages.

e "AppPackageChangeSubscription": subscription to notifications relating
onboarded application package operational state change or usage state
change.

e "AppPackageDeletionSubscription": subscription to notification relating
application package deletion.

6.2.3.9.3 Enumeration
None defined.

6.2.3.10 Type: AppPkgFilter

6.2.3.10.1 Description

This data type represents subscription filter criteriato match application package. The AppPkgFilter shall comply with
provisionsin clause 6.2.3.10.2.

6.2.3.10.2 Attributes
The attributes of the data type are specified in table 6.2.3.10.2-1.

Table 6.2.3.10.2-1: Attributes of AppPkgFilter

Attribute name Cardinality Data type Description

appPkglnfold 0.1 String Match the application package identifier which is allocated
by the MEO. See note.

appDId 0.1 String Match the application descriptor identifier which is allocated
by the application provider. See note.

appProvider 0.1 String Match the provider's name of the onboarded application.

appName 0.1 String Match the name of the onboarded application.

appSoftwareVersion  |0..1 String Match the software version of the application package.

appDVersion 0.1 String Match the version of the application descriptor.

operationalState 0.1 Enum (inlined) Match particular operational state of the application
package:

e ENABLED: the application package can be used
for instantiation of new application instances.

e DISABLED: the application package cannot be
used for further application instantiation requests.

May be present if the "subscriptionType" attribute contains
the value "AppPackageChangeSubscription”, and shall be
absent otherwise.

usageState 0.1 Enum (inlined) Match particular usage state of the application package:

e IN_USE: application instances instantiated from
this package exist.

e NOT_IN_USE: No application instance instantiated
from this package exist.

May be present if the "subscriptionType" attribute contains
the value "AppPackageChangeSubscription”, and shall be
absent otherwise.

NOTE:  The attributes "appPkginfold ", and "appDId" are alternatives to reference particular application package in a
filter. They should not be used both in the same filter instance, but one alternative should be chosen.
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This clause defines data types used in the granting resource.

6.2.4.2

6.24.2.1

Description

Type: GrantRequest

This type represents a grant request. Refer to clause 9.5.2.2 of ETSI GS NFV-SOL 003 [7].

6.2.4.2.2

Attributes

The attributes of the data type are specified in table 6.2.4.2.2-1.

Table 6.2.4.2.2-1: Attributes of GrantRequest

Attribute name Cardinality Data type Description
applnstanceld 1 String Identifier of the application instance which this grant request
is related to. Shall also be provided for application instances
that not yet exist but are planned to exist in the future, i.e. if
the grant is requested for Instantiate.
appLcmOpOccld 1 String The identifier of the application lifecycle management
operation occurrence associated to the GrantRequest.
appDId 1 String Identifier of the AppD that defines the application for which
the LCM operation is to be granted.
operation 1 Enum (inlined) The lifecycle management operation for which granting is
requested:
e INSTANTIATE.
e OPERATE.
e TERMINATE.
See notes 1 and 2.
addResources 0..N array(ResourceDefin |List of resource definitions in the AppD for resources to be
ition) added by the LCM operation which is related to this grant
request, with one entry per resource.
tempResources 0..N array(ResourceDefin |List of resource definitions in the AppD for resources to be
ition) temporarily instantiated during the runtime of the LCM
operation which is related to this grant request. See note 3.
removeResources |0..N array(ResourceDefin |Removed by the LCM operation which is related to this
ition) grant request, with one entry per resource.
updateResources  [0..N array(ResourceDefin |Provides the definitions of resources to be modified by the
ition) LCM operation which is related to this grant request, with
one entry per resource.
additionalParams  [0..1 KeyValuePairs MEPM, specific to the application and the LCM operation.
_links 1 Structure (inlined) Links to resources related to this request.
>appLcmOpOcc 1 LinkType Related lifecycle management operation occurrence.
>applnstance 1 LinkType Related application instance.
NOTE 1: Other application LCM operations can be executed by the MEPM without requesting granting.
NOTE 2: If the granting request is for Instantiate, addResources shall be present.
NOTE 3: The MEO will assume that the MEPM will be responsible to both allocate and release the temporary

resource during the runtime of the LCM operation. This means, the resource can be allocated and
consumed after the "start" notification for the LCM operation is sent by the MEPM, and the resource will be
released before the "result" notification of the application LCM operation is sent by the MEPM.
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6.2.4.3 Type: ResourceDefinition

6.2.4.3.1 Description

This type provides information of an existing or proposed resource used by the application. Refer to clause 9.5.3.2 of
ETSI GSNFV-SOL 003 [7].

6.2.4.3.2 Attributes
The attributes of the data type are specified in table 6.2.4.3.2-1.

Table 6.2.4.3.2-1: Attributes of ResourceDefinition

Attribute name Cardinality Data type Description
id 1 String Identifier of this "ResourceDefinition" structure, unique at
least within the scope of the "GrantRequest" structure.
type 1 Enum (inlined) Type of the resource definition referenced.
Permitted values:
e COMPUTE.
e STORAGE.
e LINKPORT
e (OSCONTAINER, see note.
vduld 0.1 String Reference to the related VDU in the AppD applicable to this
resource.
Shall only be present if a VDU is applicable to this resource.
resourceTemplateld |1..N array(String) Reference to a resource template in the AppD as follows:

e If type="COMPUTE": VirtualComputeDescriptor,

e If type="LINKPORT": AppExtCpd,

e Iftype="STORAGE": VirtualStorageDescriptor,

e If type="OSCONTAINER": osContainerDescriptor.
Cardinality may be greater than "1" when
Type ="OSCONTAINER" and multiple references to
OsContainerDescriptor are present in the AppD. Cardinality
shall be "1" otherwise.

resource 1 Structure (inlined) Resource information for an existing resource.

Shall be present for resources that are planned to be deleted
or modified.

Shall be absent otherwise.

>vimConnectioninfo |1 VimConnectioninfo  |Specifies the connection information of VIM for the
resources of the application instance.

>resourceld 1 String Identifier of the resource in the scope of the VIM.

NOTE:  This permitted value reflects the ETSI NFV interpretation of the cloud native workloads.

6.24.4 Type: Grant

6.2.4.4.1 Description
This type represents a grant. Refer to clause 9.5.2.3 of ETSI GS NFV-SOL 003 [7].

6.2.4.4.2 Attributes
The attributes of the data type are specified in table 6.2.4.4.2-1.

Table 6.2.4.4.2-1: Attributes of Grant

Attribute name Cardinality Data type Description
id 1 String Identifier of the Grant.
applnstanceld 1 String Identifier of the application instance which this Grant is
related to.
appLcmOpOccld 1 String The identifier of the application lifecycle management
operation occurrence associated to the Grant.
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Attribute name Cardinality Data type Description
vimConnections 0..N map(VimConnection |Provides information regarding VIM connections that are
Info) approved to be used by the MEPM to allocate resources,
and provides parameters of these VIM connections.
See note 1.
zones 0..N array(Zonelnfo) Identifies resource zones where the resources are approved
to be allocated by the MEPM.
zoneGroups 0..N array(ZoneGrouplInf [Information about groups of resource zones that are related
0) and that the MEO has chosen to fulfil a zoneGroup
constraint in the Grant request.
addResources 0..N array(Grantinfo) List of resources that are approved to be added, with one
entry per resource.
tempResources 0..N array(Grantinfo) List of resources that are approved to be temporarily
instantiated during the runtime of the lifecycle operation, with
one entry per resource.
removeResources |0..N array(Grantinfo) List of resources that are approved to be removed, with one
entry per resource.
updateResources  |0..N array(Grantinfo) List of resources that are approved to be modified, with one
entry per resource.
vimAssets 0.1 Structure (inlined) Information about assets for the application that are
managed by the MEO in the VIM, such as software images.
See note 2.
>softwarelmages 0..N array(VimSoftwarel [Mappings between software images defined in the AppD
mage) and software images managed in the VIM.
extVirtualLinks 0..N array(ExtVirtualLink [Information about external VLs to connect the application
Data) instance to. See note 3.
additionalParams 0.1 KeyValuePairs MEPM, specific to the application and the LCM operation.
links 1 Structure (inlined) Links to resources related to this request.
>appLcmOpOcc 1 LinkType Related lifecycle management operation occurrence.
>applnstance 1 LinkType Related application instance.

NOTE 1: This interface allows to signal the use of multiple VIMs per application. However, due to the partial support of
this feature in the present release, it is recommended in the present document that the number of entries in
the "vims" attribute in the Grant is not greater than 1.

NOTE 2: The further condition will be defined by ETSI GS NFV-SOL 003 [7].

NOTE 3: External VLs can be passed in the application lifecycle management operation requests such as Instantiate,
and/or in the grant response. The MEO may choose to override in the grant response external VL instances
that have been passed previously in the associated application lifecycle management request, if the lifecycle
management request has originated from the MEO itself.

6.2.4.5 Type: Grantinfo

6.2.4.5.1 Description

This type contains information about a Compute, storage or network resource whose addition/update/del etion was
granted. It shall comply with the provisions defined in table 6.2.4.5.2-1. Refer to clause 9.5.3.3 of ETSI
GSNFV-SOL 003 [7].

6.2.4.5.2 Attributes

The attributes of the data type are specified in table 6.2.4.5.2-1.
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Table 6.2.4.5.2-1: Definition of the Grantinfo data type

Attribute name

Data type

Cardinality

Description

resourceDefinitionld

String

1

Identifier of the related "ResourceDefinition" structure from the
related "GrantRequest" structure.

vimConnectionld

String

0.1

Identifier of the VIM connection to be used to manage this resource.
Shall be present for new resources, and shall be absent for
resources that have already been allocated.

zoneld

String

0.1

Reference to the identifier of the "Zonelnfo" structure in the "Grant”
structure defining the resource zone into which this resource is to
be placed. Shall be present for new resources if the zones concept
is applicable to them (typically, Compute resources), and shall be
absent for resources that have already been allocated.

resourceGroupld

String

0.1

Identifier of the "infrastructure resource group", logical grouping of
virtual resources assigned to a tenant within an Infrastructure
Domain, to be provided when allocating the resource.

If the VIM connection referenced by "vimConnectionld" applies to
multiple infrastructure resource groups, this attribute shall be
present for new resources.

If the VIM connection referenced by "vimConnectionld" applies to a
single infrastructure resource group, this attribute may be present
for new resources.

This attribute shall be absent for resources that have already been
allocated.

containerNamespace

String

0.1

The value of the namespace in which the MCIOs of an application
with containerized components shall be deployed.

This attribute shall be present if the granted resources are
managed by a CISM. The attribute shall be absent if the granted
resources are not managed by a CISM. See note.

mcioConstraints

KeyValueP
air

0..N

The constraint values to be assigned to MCIOs of an application
with containerized components.

The key in the key-value pair indicates the parameter name of the
MCIO constraint in the MCIO declarative descriptor and shall be
one of the possible enumeration values of the
"mcioConstraintsParams" attribute as specified in clause 7.1.6.2.2
of ETSI GS NFV-IFA 011 [1]. The value in the key-value pair
indicates the value to be assigned to the MCIO constraint.

This attribute shall be present if the granted resources are
managed by a CISM. The attribute shall be absent if the granted
resources are not managed by a CISM. See note.

NOTE:  This attribute reflects the ETSI NFV interpretation of the cloud native workloads.

6.2.4.6 Type: Zonelnfo

6.2.4.6.1 Description

This type provides information regarding a resource zone. Refer to clause 9.5.3.4 of ETSI GSNFV-SOL 003 [7].

6.2.4.6.2 Attributes

The attributes of the data type are specified in table 6.2.4.6.2-1.
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Table 6.2.4.6.2-1: Definition of the Zonelnfo data type

Attribute name | Data type | Cardinality Description
id String 1 The identifier of this Zonelnfo instance, for the purpose of referencing it
from other structures in the "Grant" structure.
zoneld String 1 The identifier of the resource zone, as managed by the resource
management layer (typically, the VIM).
vimConnectionld  [String 0.1 Identifier of the connection to the VIM that manages the resource zone.

The applicable "VimConnectionInfo" structure, which is referenced by
vimConnectionld, can be obtained from the " vimConnectionInfo"
attribute of the "Applnstancelnfo” structure.

6.2.4.7

6.2.4.7.1

Type: ZoneGrouplinfo

Description

Thistype provides information regarding a resource zone group. A resource zone group is agroup of one or more
related resource zones which can be used in resource placement constraints. To fulfil such constraint, the MEO may
decide to place aresource into any zone that belongsto a particular group. Refer to clause 9.5.3.5 of ETSI
GSNFV-SOL 003 [7].

NOTE:

A resource zone group can be used to support overflow from one resource zone into another, in case a

particular deployment supports only non-elastic resource zones.

6.2.4.7.2

Attributes

The attributes of the data type are specified in table 6.2.4.7.2-1.

Table 6.2.4.7.2-1: Definition of the ZoneGrouplinfo data type

Attribute name | Data type | Cardinality Description
zoneld array(Strin  |1..N References of identifiers of "Zonelnfo" structures, each of which provides
9) information about a resource zone that belongs to this group.

6.2.4.8

6.2.4.8.1

Description

Type: ExtVirtualLinkData

Thistype represents an external VL. Refer to clause 4.4.1.11 of ETSI GS NFV-SOL 003 [7].

6.2.4.8.2

Attributes

It shall comply with the provisions defined in table 6.2.4.8.2-1.

Table 6.2.4.8.2-1: Definition of the ExtVirtualLinkData data type

Attribute name Data type Cardinality Description
id String 1 The identifier of the external VL instance. The identifier is
assigned by the MEC entity that manages this VL instance.
vimConnectionld  |String 0.1 Identifier of the VIM connection to manage this resource.
resourceld String 1 The identifier of the resource in the scope of the VIM.
extCps array(AppExtCpD |[1..N External CPs of the application instance to be connected to this
ata) external VL.
extLinkPorts array(ExtLinkPort [0..N Externally provided link ports to be used to connect external
Data) connection points to this external VL. If this attribute is not
present, the MEPM shall create the link ports on the external VL.
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6.2.4.9 Type: ExtLinkPortData

6.2.4.9.1 Description

Thistype represents an externally provided link port to be used to connect an external connection point to an external
VL. Refer to clause 5.5.3.9aof ETSI GSNFV-SOL 003 [7].

6.2.4.9.2 Attributes

It shall comply with the provisions defined in table 6.2.4.9.2-1.

Table 6.2.4.9.2-1: Definition of the ExtLinkPortData data type

Attribute name Data type Cardinality Description

id String 1 Identifier of this link port as provided by the entity that has
created the link port.

resourceHandle  |ResourceHandle |1 Reference to the virtualised resource realizing this link port.

6.2.4.10 Type: ResourceHandle

6.2.4.10.1 Description

This type represents the information that allows addressing a virtualised resource that is used by an application instance.
Information about the resource is available from the VIM. Refer to clause 4.4.1.7 of ETSI GS NFV-SOL 003 [7].

6.2.4.10.2 Attributes
It shall comply with the provisions defined in table 6.2.4.10.2-1.

Table 6.2.4.10.2-1: Definition of the ResourceHandle data type

Attribute name Data type | Cardinality Description
vimConnectionld String 0.1 Identifier of the VIM connection to manage the resource.
The applicable "VimConnectionInfo" structure, which is
referenced by vimConnectionld, can be obtained from the
"vimConnectionInfo" attribute of the "Applnstance" structure.

resourceld String 1 Identifier of the resource in the scope of the VIM or the CISM or
the resource provider. See note 2.
vimLevelResourceType |String 0.1 Type of the resource in the scope of the VIM. See note 1.

NOTE 1: The value set of the "vimLevelResourceType" attribute is within the scope of the VIM and can be used as
information that complements the ResourceHandle. This value set is different from the value set of the
"type" attribute in the ResourceDefinition.
NOTE 2: When the container infrastructure service is a Kubernetes® instance the resourceld shall be populated in the
following way:
—  For a compute MCIO, it is the instance identifier that Kubernetes® assigns, which is unique cluster wide
per resource type.
—  For a storage MCIO modelled as a persistent volume claim, it is the name of the persistent volume
claim, i.e. the value of the 'claimName' field in the Kubernetes® manifest, or a compound name built by
Kubernetes® if the persistent volume claim is defined inline in another template instead of in its own
manifest.
—  For a network MCIO representing a NetworkAttachmentDefinition, a Service or an Ingress, it is the
value of the 'metadata.name'’ field in Kubernetes® manifest.

6.2.4.11 Type: VimSoftwarelmage

6.2.4.11.1 Description
This type contains a mapping between a software image definition in the AppD and the corresponding software image

managed by the MEO in the VIM which is needed during compute resource instantiation. Refer to clause 9.5.3.10 of
ETSI GSNFV-SOL 003 [7].
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6.2.4.11.2 Attributes

It shall comply with the provisions defined in table 6.2.4.11.2-1.

Table 6.2.4.11.2-1: Definition of the VimSoftwarelmage data type

Attribute name Data type | Cardinality Description
vimConnectionld String 0.1 Identifier of the VIM connection to access the software image
referenced in this structure.
appDSoftwarelmageld  |String 1 Identifier which references the software image descriptor in the
AppD.
vimSoftwarelmageld String 1 Identifier of the software image in the resource management
layer (i.e. VIM). See note.

NOTE: For an OS container image, the value of this attribute is a string concatenating the name and tag of the
image in the CIR separated by a colon "' with no spaces, e.g. "dblmage:001".

6.2.4.12 Type: AppExtCpData

6.2.4.12.1 Description

This type represents configuration information for external CPs created from a CPD. Refer to clause 4.4.1.10 of ETS|
GS NFV-SOL 003 [7].

6.2.4.12.2
It shall comply with the provisions defined in table 6.2.4.12.2-1.

Attributes

Table 6.2.4.12.2-1: Definition of the AppExtCpData data type

Attribute name Data type Cardinality Description

cpdid String 1 The identifier of the CPD in the AppD.

cpConfig map(AppExtCpCo |[1..N List of instance data that need to be configured on the CP
nfig) instances created from the respective CPD.

6.2.4.13 Type: AppExtCpConfig

6.2.4.13.1 Description

This type represents an externally provided link port or network address information per instance of an external
connection point. In case alink port is provided, the MEPM shall use that link port when connecting the external CP to
the external VL. In case alink port is not provided, the MEPM shall create alink port on the external VL, and use that

link port to connect the external CP to the external VL. Refer to clause 4.4.1.10a of ETSI GSNFV-SOL 003 [7].

6.2.4.13.2

Attributes

Thistype shall comply with the provisions defined in table 6.2.4.13.2-1.
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Table 6.2.4.13.2-1: Definition of the AppExtCpConfig data type

Attribute name Data type Cardinality Description
cplnstanceld String 0.1 Identifier of the external CP instance to which this set of
configuration parameters is requested to be applied.

Shall be present if this instance has already been created.

linkPortld String 0.1 Identifier of a pre-configured link port to which the external CP will
be associated. See note.
cpProtocolData  |array(CpProtocol |0..N Parameters for configuring the network protocols on the link port
Data) that connects the CP to a VL. See note.

NOTE: The following conditions apply to the attributes "linkPortld" and " cpProtocolData":

1) The "linkPortld" and "cpProtocolData" attributes shall both be absent for the deletion of an existing
external CP instance addressed by cpinstanceld.

2) At least one of these attributes shall be present for a to-be-created external CP instance or an existing
external CP instance.

3) If the "linkPortld" attribute is absent, the MEPM shall create a link port.

4) If the "cpProtocolData" attribute is absent, the "linkPortld" attribute shall be provided referencing a pre-
created link port, and the MEPM can use means outside the scope of the present document to obtain
the pre-configured address information for the connection point from the resource representing the link
port.

5) If both "cpProtocolData" and "linkportld" are provided, the APl consumer shall ensure that the
cpProtocolData can be used with the pre-created link port referenced by "linkPortid".

6.2.4.14 Type: CpProtocolData

6.2.4.14.1 Description
This type represents network protocol data. Refer to clause 4.4.1.10b of ETSI GS NFV-SOL 003 [7].

6.2.4.14.2 Attributes
This type shall comply with the provisions defined in table 6.2.4.14.2-1.

Table 6.2.4.14.2-1: Definition of the CpProtocolData data type

Attribute name Data type Cardinality Description

layerProtocol Enum (inlined) 1 Identifier of layer(s) and protocol(s).
Permitted values: IP_OVER_ETHERNET.

See note.

ipOverEthernet  |IpOverEthernetAddressData |0..1 Network address data for IP over Ethernet to assign to
the extCP instance. Shall be present if layerProtocol is
equal to "IP_OVER_ETHERNET", and shall be absent
otherwise.

NOTE:  This attribute allows to signal the addition of further types of layer and protocol in future versions of the present
document in a backwards-compatible way. In the current version of the present document, only IP over
Ethernet is supported.

6.2.4.15 Type: IpOverEthernetAddressData

6.2.4.15.1 Description

This type represents network address data for |P over Ethernet. Refer to clause 4.4.1.10c of ETSI
GSNFV-SOL 003 [7].

6.2.4.15.2 Attributes
It shall comply with the provisions defined in table 6.2.4.15.2-1.
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Table 6.2.4.15.2-1: Definition of the IpOverEthernetAddressData data type

Attribute name Data type Cardinality Description

macAddress String 0.1 MAC address. If this attribute is not present, it shall be
chosen by the VIM. See note 1.

ipAddresses array(Structure 0..N List of IP addresses to assign to the CP instance.

(inlined)) Each entry represents IP address data for fixed or

dynamic IP address assignment per subnet.
If this attribute is not present, no IP address shall be
assigned. See note 1.

>type Enum (inlined) 1 The type of the IP addresses.
Permitted values: IPV4, IPV6.

>fixedAddresses array(String) 0..N Fixed addresses to assign (from the subnet defined by
"subnetld" if provided). See note 2.

>numDynamicAddresses  |Integer 0.1 Number of dynamic addresses to assign (from the
subnet defined by "subnetld" if provided). See note 2.

>addressRange Structure (inlined) |0..1 An IP address range to be used, e.g. in case of egress
connections.
In case this attribute is present, IP addresses from the
range will be used. See note 2.

>>minAddress String 1 Lowest IP address belonging to the range.

>>maxAddress String 1 Highest IP address belonging to the range.

>subnetld String 0.1 Subnet defined by the identifier of the subnet resource

in the VIM.

In case this attribute is present, IP addresses from
that subnet will be assigned; otherwise, IP addresses
not bound to a subnet will be assigned.

NOTE 1: At least one of "macAddress" or "ipAddresses"” shall be present.
NOTE 2: Exactly one of "fixedAddresses", "numDynamicAddresses" or "ipAddressRange"” shall be present.

6.2.5

6.25.1

Introduction

Common information model

This clause defines common data structures used by other information models.

6.2.5.2

6.2.5.2.1

Type: LinkType

Description

This data type represents a type of link.

6.2.5.2.2

The attributes of LinkType are specified in the table 6.2.5.2.2-1.

Attributes

Table 6.2.5.2.2-1: Attributes of LinkType

Attribute name

Cardinality

Data type

Description

href

1

Uri

URI referring to a resource.
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6.2.5.3 Type: KeyValuePairs

6.2.5.3.1 Description

This datatype represents alist of key-value pairs. The order of the pairsin thelist is not significant. In JSON, a set of
key-value pairsis represented as an object. It shall comply with the provisions defined in clause 4 of IETF

RFC 8259 [5]. In the following example, alist of key-value pairs with four keys ("aString", "aNumber", "anArray" and
"anObject") is provided to illustrate that the values associated with different keys can be of different type.

EXAMPLE:
{ .
"asString" : "ETSI |SG MEC',
"aNunber" : 0.01,
"anArray" : [1,2,3],
"anObj ect" : {"organization" : "ETSI", "ISG' "MEC'}
}
6.25.4 Type: TimeStamp

6.2.5.4.1 Description
This data type represents the time stamp as Unix-time since January 1, 1970, 00:00:00 UTC.

The TimeStamp shall comply with provisionsin clause 6.2.5.4.2.

6.2.5.4.2 Attributes

The attributes of data type are specified in the table 6.2.5.4.2- 1.

Table 6.2.5.4.2-1: Attributes of TimeStamp

Attribute name | Cardinality | Data type Description

seconds 1 Uint32 The seconds part of the Time. Time is defined as Unix-time since
January 1, 1970, 00:00:00 UTC.

nanoSeconds 1 Uint32 The nanoseconds part of the Time. Time is defined as Unix-time since
January 1, 1970, 00:00:00 UTC.

6.2.5.5 Void
6.2.5.6 Type: Checksum
6.2.5.6.1 Description

This type represents the checksum of an application package.

6.2.5.6.2 Attributes

It shall comply with the provisions defined in table 6.2.5.6.2-1.

Table 6.2.5.6.2-1: Definition of the Checksum data type

Attribute name | Datatype |Cardinality Description

algorithm String 1 Name of the algorithm used to generate the checksum, as defined in
ETSI GS NFV-SOL 004 [18]. For example, SHA-256, SHA-512.

hash String 1 The hexadecimal value of the checksum.
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Application registration information model

Type: ApplnstRegistrationSubscriptionRequest

The data type represents the input parameters of "subscription operation” to notification of application instance
registration or registration update.

6.2.6.1.2

Attributes

The attributes of the data type are specified in the table 6.2.6.1.2-1.

Table 6.2.6.1.2-1: Attributes of AppInstRegistrationSubscriptionRequest

Name Data type Cardinality Remarks
subscriptionType String 1 Shall be set to "ApplnstRegistrationSubscription".
callbackUri Uri 1 The URI of the endpoint for the subscription related notification
to be sent to.
applnstRegistration [AppInstRegistratio |0..1 Criteria used to filter application instances registrations for which

SubscriptionFilter

nSubscriptionFilter

to send notifications related to this subscription.

6.2.6.2

6.2.6.2.1

Description

Type: ApplinstDeregistrationSubscriptionRequest

The data type represents the input parameters of " subscription operation™ to notification of application instance

deregistration.

6.2.6.2.2

Attributes

The attributes of the data type are specified in the table 6.2.6.1.2-1.

Table 6.2.6.2.2-1: Attributes of ApplnstDeregistrationSubscriptionRequest

SubscriptionFilter

nSubscriptionFilter

Name Data type Cardinality Remarks
subscriptionType String 1 Shall be set to "ApplnstDeregistrationSubscription".
callbackUri Uri 1 The URI of the endpoint for the subscription related notification
to be sent to.
applnstRegistration |ApplnstRegistratio |(0..1 Criteria used to filter application instances registrations for which

to send notifications related to this subscription.

6.2.6.3

6.2.6.3.1

Description

Type: ApplinstRegistrationNotification

This data type represents a notification for informing the subscribers about the creation or update of a"individual
application instance registration” resource at an MEP and the associated application information. It shall comply with
provisionsin clause 6.2.6.1.2.

6.2.6.3.2

Attributes

The attributes of data type are specified in the table 6.2.6.3.2-1.

ETSI




115 ETSI GS MEC 010-2 V3.2.1 (2024-02)

Table 6.2.6.3.2-1: Attributes of AppInstRegistrationNotification

Attribute name | Cardinality Data type Description

id 1 String Identifier of this notification. If a notification is sent multiple times
due to multiple subscriptions, the "notificationld" attribute of all
these notifications shall have the same value.

notificationType |1 String Discriminator for the different notification types. Shall be set to
"ApplnstRegistrationSubscription” for this notification type.

subscriptionid 1 String Identifier of the subscription related to this notification.

timeStamp 1 TimeStamp Date and time of the notification generation.

applinfo 0.1 Applnfo Information provided by a MEC application instance as part of an
application registration request/update to a MEC platform.

_links 1 Structure (inlined)  |Links to resources related to this notification.

>subscription 1 LinkType A link to the related subscription.

>appRegistration |1 LinkType Link to the resource representing the information of the

registered application instance.

6.2.6.4

6.2.6.4.1

Description

Type: ApplinstDeregistrationNotification

This data type represents a notification for informing the subscribers about the deletion of a " individual application
instance registration” resource at a MEP and the associated application information. It shall comply with provisionsin

clause 6.2.6.4.2.

6.2.6.4.2

Attributes

The attributes of data type are specified in the table 6.2.6.4.2-1.

Table 6.2.6.4.2-1: Attributes of ApplnstDeregistrationNotification

Attribute name | Cardinality Data type Description

id 1 String Identifier of this notification. If a notification is sent multiple times
due to multiple subscriptions, the "notificationld" attribute of all
these notifications shall have the same value.

notificationType |1 String Discriminator for the different notification types. Shall be set to
"ApplnstDeregistrationSubscription” for this notification type.

subscriptionld 1 String Identifier of the subscription related to this notification.

timeStamp 1 TimeStamp Date and time of the notification generation.

applnstanceld 1 String The application instance identifier associated with application
information resource that has been deleted at a MEC platform.

_links 1 Structure (inlined)  |Links to resources related to this notification.

>subscription 1 LinkType A link to the related subscription.

>appRegistration |1 LinkType Link to the resource representing the deleted information of the

registered application instance.

6.2.6.5

6.2.6.5.1

Description

Type: ApplinstRegistrationSubscriptionFilter

This data type represents subscription filter criteriato match application instance. The
ApplnstRegistrationSubscriptionFilter shall comply with provisionsin clause 6.2.2.5.2.
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6.2.6.5.2 Attributes

The attributes of the data type are specified in table 6.2.2.5.2-1.

Table 6.2.6.5.2-1: Attributes of ApplnstRegistrationSubscriptionFilter

Attribute name Cardinality Data type Description

isinsByMec 0.1 Boolean If TRUE, only match application instances that are
instantiated by the MEC management.
Default to FALSE if absent.

6.2.6.6 Type: Applinfo

6.2.6.6.1 Description

This type represents the information provided by the MEC application instance to a MEP as part of the "application
registration request” and "application registration update” messages.

6.2.6.6.2 Attributes
The attributes of Applnfo shall follow the definitionin clause 7.1.2.6 of ETSI GSMEC 011 [17].

6.3 Interfaces

6.3.1  Application lifecycle management interface

6.3.1.1 Description

Thisinterface allows the OSS to invoke lifecycle management operations towards the MEO/MEAO or alows the MEO
to invoke lifecycle management operations towards the MEPM or allows the MEAO to invoke lifecycle management
operations towards the NFVO.

The following operations are defined:
. Create application instance identifier.
. Application instantiation.
. Application instance terminate.
. Delete application instance identifier.
. Query application instance information.
. Change application instance state.
. Query application lifecycle operation Status.
. Subscribe to notifications relating to application lifecycle management.

Anidentifier (i.e. lifecycleOperationOccurrencel d) is generated for each application lifecycle operation occurrence,
except for query application instance information, create application instance identifier, delete application instance
identifier, query application lifecycle operation status and subscribe to notifications relating to application lifecycle
management.
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6.3.1.2 Create application instance identifier operation

6.3.1.2.1 Description

This operation creates an application instance identifier, and an associated instance of an Applnstancelnfo, identified by
that identifier, in the NOT_INSTANTIATED state without instantiating the application or doing any additional
lifecycle operation(s). It allows returning right away an application instance identifier that may be used in subsequent
lifecycle operations, like the application instantiation operation.

Table 6.3.1.2.1-1 lists the information flow exchanged between the MEPM and the MEO, between the MEO and the
OSS, between the MEAO and the OSS, or between the MEAO and the MEPM-V.

Table 6.3.1.2.1-1: Create application instance identifier operation

Message Requirement Direction
CreateApplnstanceldentifierRequest Mandatory MEO -> MEPM, OSS - MEO,
0SS > MEAO, MEAO > MEPM-V
CreateApplnstanceldentifierResponse Mandatory MEPM - MEO, MEO - OSS,
MEAO - OSS, MEPM-V > MEAO

6.3.1.2.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.1.2.2-1.

Table 6.3.1.2.2-1: Create application instance identifier operation input parameters

Attribute name Cardinality | Data type Description

appDId 1 String Identifier that identifies the application package that will be
instantiated. The application package is identified by the appDId
of the application descriptor included in the package.

applnstanceName 0.1 String Human-readable name of the application instance to be created.
applnstanceDescription  |0..1 String Human-readable description of the application instance to be
created.
appPlacementinfo 0.1 Meplinform |Describes the information of selected MEC platform for the
ation application instance to associate. See note.

NOTE:  This field applies to Mm3* reference point only.

6.3.1.2.3 Output parameters
The output parameters returned by the operation shall follow the indications provided in table 6.3.1.2.3-1.

Table 6.3.1.2.3-1: Create application instance identifier operation output parameters

Attribute name | Cardinality | Data type Description
applnstanceld 1 String The application instance identifier just created.
6.3.1.2.4 Operation results

In case of success, an instance of an Applnstancelnfo, in the NOT_INSTANTIATED state, has been created and may
be used in subsequent lifecycle operations and the corresponding Appl nstancel dentifier CreationNotification has been
sent. In case of failure, appropriate error information is returned.

6.3.1.3 Application instantiation operation

6.3.1.3.1 Definition
This operation instantiates a M EC application instance.

Table 6.3.1.3.1-1 lists the information flow for application instantiation.
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Table 6.3.1.3.1-1: Instantiate application instance operation

Message

Requirement

Direction

InstantiateAppRequest

Mandatory

0SS > MEO,
MEO - MEPM,
0SS > MEAO.

InstantiateAppResponse

Mandatory

MEO - 0SS,
MEPM > MEO,
MEAO - OSS.

6.3.1.3.2

Input parameters

The input parameters for this operation are shown in table 6.3.1.3.2- 1.

Table 6.3.1.3.2-1: Instantiate application instance operation input parameters

Attribute name

Cardinality

Data type

Description

applnstanceld

1

String

Identifier of the application instance created by
"Create application instance identifier" operation.

virtualComputeDescriptor

0.1

VirtualComputeDescriptor

Describes CPU and memory requirements, as
well as optional additional requirements, such as
disk and acceleration related capabilities, of the
single VM used to realize the MEC application
instance to be created. See note 1 and note 5.

osContainerDescriptor

OsContainerDescriptor

Describes CPU, memory requirements and limits,
and software images of the OS Containers
realizing this MEC application corresponding to
OS Containers sharing the same host and same
network namespace.

See notes 1, 5 and 6.

virtualStorageDescriptor

VirtualStorageDescriptor

Defines descriptors of virtual storage resources to
be used by the MEC application instance to be
created. See note 1.

selectedMECHostInfo

MECHostInformation

Describes the information of selected MEC host
for the MEC application instance. See note 2.

locationConstraints

LocationConstraints

Defines the location constraints for the MEC
application instance to be created. See note 4.

vimConnectionlnfo

VimConnectionInfo

Information about VIM connections to be used for
managing the resources for the application
instance, or refer to external/externally-managed
virtual links.

This attribute shall only be supported and may be
present if application-related resource
management in direct mode is applicable.

See note 2.

appTermCandsForCoord

AppTermCandsForCoord

Provides sets of applications as termination
candidate alternatives that the MEO/MEAO shall
select from when utilizing the coordinate LCM
operation exchange in pre-emption situations
(see step 3 in clause 5.3.1). If this attribute is
omitted, the MEO/MEAO shall make its own
selection for the coordinate LCM operation
exchange. See note 4.

NOTE 1:
NOTE 2:
NOTE 3:
NOTE 4:
NOTE 5:
NOTE 6:

Void.

This field applies to Mm1 reference point only.
Only one of virtualComputeDescriptor or osContainerDescriptor shall be present.
This attribute reflects the ETSI NFV interpretation of the cloud native workloads.

The same field of AppD will be override by the value of the field in this table.
This field applies to Mm3 reference point only.

6.3.1.3.3

Output parameters

The output parameters returned by the operation shall follow the indications provided in table 6.3.1.3.3-1.
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Table 6.3.1.3.3-1: Instantiate application instance operation output parameters

Attribute name Cardinality | Datatype Description
lifecycleOperationOccurrenceld |1 String The identifier of the application lifecycle operation
occurrence.
6.3.1.3.4 Operation results

In case of success, the MEC application instance has been instantiated, initially configured, and Lifecycle Change
Notifications have been sent accordingly. In case of failure, appropriate error information is returned in lifecycle change
notification.

The responder shall first return the lifecycleOperationOccurrenceld and second send the "start”" Lifecycle Change
Notification before additional notifications or messages as part of this operation are issued, or operations towards the
VIM areinvoked.

On successful as well as unsuccessful completion of the operation, the responder shall send the "result" Lifecycle
Change Notification.

6.3.1.4 Change application instance operational state operation

6.3.1.4.1 Description

This operation enables requesting to change the state of a MEC application instance, including starting and stopping the
application instance.

NOTE 1: These operations are complementary to instantiating and terminating a MEC application instance.

NOTE 2: In the present document, only starting and stopping the MEC application instance(s) are supported.
Extension of this operation to support other MEC application state changesis left for future specification.

A MEC application instance may be in the following operational states:
. STARTED: the MEC application instance is up and running.
. STOPPED: the MEC application instance has been shut down.

In the operational state STOPPED, the virtualisation container, where the MEC application instance run, are shut down
but not terminated. In addition, if the workflow requires a graceful stop, as part of this process, the MEC platform will
interact with the MEC application instance to gracefully stop the MEC application. Once aMEC applicationis
instantiated, i.e. al instantiation steps have been completed, the MEC application instance is in the operationa state
STARTED.

Figure 6.3.1.4.1-1 illustrates the application instance operationa state diagram. The desired change of operational state
isindicated as an input in the OperateAppl nstanceRequest message.

Start

STOPPED

Stop

Figure 6.3.1.4.1-1: Change application instance operational state diagram

It depends on the MEC application capabilities, and is declared in the AppD, whether this operation is supported for a
particular MEC application.
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Table 6.3.1.4.1-1 lists the information flow exchanged between the initiator and the responder.

Table 6.3.1.4.1-1: Change application instance state operation

Message

Requirement Direction

OperateApplnstanceRequest

Mandatory OSS > MEO,
MEO -> MEPM,
0SS > MEAO,
MEAO > MEPM-V.

OperateApplnstanceResponse

Mandatory MEO - OSS,
MEPM - MEO,
MEAO > OSS,
MEPM-V > MEAO.

6.3.1.4.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.1.4.2-1.

Table 6.3.1.4.2-1: Change application instance state operation input parameters

Attribute name Cardinality Data type Description
applnstanceld 1 String Identifier of the MEC application instance.
changeStateTo 1 Enum (inlined) |The desired operational state to change the MEC application
instance to. Permitted values are: STARTED, STOPPED.
stopType 0.1 Enum (inlined) [Signals whether forceful or graceful stop is requested. Allowed

values are: FORCEFUL and GRACEFUL.

In case of FORCEFUL stop, the MEC application is stopped
immediately. Note that if the MEC application is still in service,
this may adversely impact network service, and therefore,
operator policies apply to determine if FORCEFUL stop is
allowed in the particular situation.

In case of GRACEFUL stop, the MEC system gives time to the
MEC application for application level stop (e.g. via Mp1l
interaction). Once this was successful, or after a timeout, the
MEC system stops the MEC application.

If the MEC application does not support Mp1, the stopType
shall be set to FORCEFUL.

gracefulStopTimeout |0..1

Integer

The time interval to wait for the application instance to stop
service during graceful stop, before stopping the application
instance.

If not given, it is expected that the MEC system waits for the
successful application level stop, no matter how long it takes,
before stopping the MEC application (see note).

Minimum timeout or timeout range are specified by the
application vendor defined in the AppD.

Not relevant in case of forceful stop.

NOTE:  This implies that no application instance stop will be attempted if application level stopping fails or hangs.

6.3.1.4.3 Output parameters

The output parameters returned by the operation shall follow the indications provided in table 6.3.1.4.3-1.

Table 6.3.1.4.3-1: Change application instance state operation output parameters

Attribute name

Cardinality

Data type Description

lifecycleOperationOccurr

enceld 1

String The identifier of the MEC application lifecycle operation

occurrence.
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6.3.1.4.4 Operation results

In case of success, the state of the MEC application instance has been changed. In case of failure, appropriate error
information is provided in the "result” Lifecycle Change Notification.

The producer shall first return the lifecycleOperationOccurrenceld and second send the "start" Lifecycle Change
Notification before additional notifications or messages as part of this operation are issued, or operations towards the
VIM areinvoked.

On successful as well as unsuccessful completion of the operation, the MEPM shall send the "result" Lifecycle Change
Notification.

6.3.1.5 Query application instance information operation

6.3.1.5.1 Description

This operation provides information about application instances. The applicable application instances may be chosen
based on filtering criteria, and the information may be restricted to selected attributes.

Table 6.3.1.5.1-1 lists the information flow exchanged between: the OSS and the MEO; the MEO and MEPM; the OSS
and the MEAO; the MEAO and MEPM-V.

Table 6.3.1.5.1-1: Query application instance information operation

Message Requirement Direction
QueryApplinstancelnfoRequest Mandatory 0SS > MEO,
MEO -> MEPM,
0SS > MEAO,
MEAO > MEPM-V.
QueryApplnstancelnfoResponse  |Mandatory MEO - OSS,
MEPM > MEO,
MEAO - OSS,
MEPM-V > MEAO.

6.3.1.5.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.1.5.2- 1.

Table 6.3.1.5.2-1: Query application instance information operation input parameters

Attribute name | Cardinality | Data type Description
filter 1 Filter Filter to select the application instance(s) about which information is
queried. See note.
attributeSelector |0..N String Provides a list of attribute names. If present, only these attributes will be

returned for the application instance(s) matching the filter.
If absent, the complete information will be returned for the application
instance(s) matching the filter.

NOTE: See table 7.4.1.3.2-1 for the attribute-based filter and selector.

6.3.1.5.3 Output parameters

The output parameters returned by the operation shall follow the indications provided in table 6.3.1.5.3-1.
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Table 6.3.1.5.3-1: Query application instance information operation output parameters

Attribute name | Cardinality Data type Description

applnstancelnfo |0..N Applnstancelnfo |The information about the selected application instance(s) that
are returned.

If attributeSelector is present, only the attributes listed in
attributeSelector will be returned for the selected application
instance(s).

See note.

NOTE: The lower cardinality is O since there may be no matches to the provided filter.

6.3.1.5.4 Operation results

In case of success, information related to the application instances that match the filter is returned. In case of failure,
appropriate error information is returned.

6.3.1.6 Query application lifecycle operation status

6.3.1.6.1 Description
This operation provides the status of an application lifecycle management operation.

Table 6.3.1.6.1-1 lists the information flow exchanged between: the OSS and the MEO; the MEO and MEPM; the OSS
and the MEAO; the MEAO and MEPM-V.

Table 6.3.1.6.1-1: Query application lifecycle operation status operation

Message Requirement Direction
QueryAppLcmOperationStatusRequest Mandatory OSS - MEO,
MEO > MEPM,
0SS > MEAO,
MEAO > MEPM-V.
QueryAppLcmOperationStatusResponse  |Mandatory MEO - OSS,
MEPM -> MEO,
MEAO > OSS,
MEPM-V > MEAO.

6.3.1.6.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.1.6.2- 1.

Table 6.3.1.6.2-1: Query application lifecycle operation status operation input parameters

Attribute name Cardinality | Data type Description
lifecycleOperationOccurrenceld |1 String Identifier of the application lifecycle operation occurrence.
6.3.1.6.3 Output parameters

The output parameters returned by the operation shall follow the indications provided in table 6.3.1.6.3-1.

Table 6.3.1.6.3-1: Query application lifecycle operation status operation output parameters

Attribute name | Cardinality Data type Description

operationStatus |1 Enum (inlined) |Indicates the operation status (which includes, for example,
PROCESSING, SUCCESSFULLY_DONE, FAILED and
operation-specific states).
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6.3.1.6.4 Operation results
In success of the operation, the status of the queried operation will be returned. In case of failure, appropriate error code
will be returned.

6.3.1.7 Application instance terminate operation

6.3.1.7.1 Description
This operation terminates a MEC application instance.

A MEC application instance may be terminated gracefully or forcefully. Graceful termination means that the MEC
Platform Manager gives time to the MEC application for application level termination, and after the MEC application
has terminated in application level, the MEC system releases the resources used by the MEC application. Forceful
termination means that the MEC Platform Manager immediately shuts down the MEC application and releases the
resources. A timeinterval is specified for graceful termination, after the timer specified by the time interval expires, the
MEC Platform Manager will shut down the MEC application and release the resources. The graceful termination
requires that the MEC application supports Mpl reference point.

Table 6.3.1.7.1-1 lists the information flow exchanged between the initiator and the responder.

Table 6.3.1.7.1-1: Terminate application instance operation

Message Requirement Direction
TerminateApplnsRequest Mandatory OSS - MEO,
MEO > MEPM,
0SS > MEAO,
MEAO > MEPM-V.
TerminateApplnsResponse Mandatory MEO - OSS,
MEPM > MEO,
MEAO - OSS,
MEPM-V > MEAO.

6.3.1.7.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.1.7.2- 1.

Table 6.3.1.7.2-1: Terminate application instance operation input parameters

Attribute name Cardinality Data type Description
applnstanceld 1 String Identifier of the MEC application instance to be
terminated.
terminationType 1 Enum (inlined) |[Signals whether FORCEFUL or GRACEFUL

termination is requested.

In case of FORCEFUL termination, the MEC
application is shut down immediately, and resources
are released. Note that if the MEC application is still in
service, this may adversely impact user experience.

In case of GRACEFUL termination, the MEC system
gives time to the MEC application for application level
termination (e.g. via Mp1 interaction). Once this was
successful, or after a timeout, the MEC system shuts
down the MEC application and releases the resources.

If the MEC application does not support Mp1, the
terminationType shall be set to FORCEFUL
termination.
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Attribute name Cardinality Data type Description

gracefulTerminationTimeout 0.1 Integer The time interval given to MEC application for
application level termination during graceful
termination, before shutting down the MEC application
and releasing the resources.

If not given, it is expected that the MEC system waits
for the successful application level termination, no
matter how long it takes, before shutting down the
MEC application and releasing the resources

(see note).

Minimum timeout or timeout range are specified by the
application vendor defined in the AppD.

Not relevant in case of forceful termination.

NOTE: This implies that no MEC application shutdown and resource release will be attempted if taking the MEC
application out of service fails or hangs.

6.3.1.7.3 Output parameters

The output parameters returned by the operation shall follow the indications provided in table 6.3.1.7.3-1.

Table 6.3.1.7.3-1: Terminate application instance operation output parameters

Attribute name Cardinality | Data type Description
lifecycleOperationOccurrenceld |1 String The identifier of the MEC application lifecycle operation
occurrence.
6.3.1.7.4 Operation results

In case of success, the MEC application instance has been terminated, resources used by the MEC application instance
have been released. In case of failure, appropriate error information is returned.

6.3.1.8 Delete application instance identifier operation

6.3.1.8.1 Description

This operation deletes an application instance identifier and the associated instance of an Applnstancelnfo in the
NOT_INSTANTIATED state.

Table 6.3.1.8.1-1 lists the information flow exchanged between:
e  the OSS and the MEO;
. the MEO and MEPM;
e  the OSSand the MEAO;

e the MEAO and MEPM-V.
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Table 6.3.1.8.1-1: Delete application instance ldentifier operation

Message Requirement Direction
DeleteApplnstanceldentifierRequest Mandatory MEO -> MEPM,
0SS > MEO,
0SS > MEAO,
MEAO > MEPM-V.
DeleteApplnstanceldentifierResponse  |Mandatory MEPM -> MEO,
MEO-> OSS,
MEAO - OSS,
MEPM-V > MEAO.

6.3.1.8.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.1.8.2-1.

Table 6.3.1.8.2-1: Delete application instance Identifier operation input parameters

Attribute name | Cardinality | Datatype Description
applnstanceld 1 String Application instance identifier to be deleted.
6.3.1.8.3 Output parameters
No output parameter.
6.3.1.8.4 Operation results

In case of success, the application instance identifier and the associated instance of the Applnstancelnfo has been
deleted and is no longer used; and the corresponding Applnstancel dentifierDel etionNotification has been sent. If the
application instance was not terminated (i.e. the application instanceisin INSTANTIATED state), the operation shall
be rejected.

In case of failure, appropriate error information is returned.
6.3.1.9 Subscribe to application lifecycle management notifications

6.3.1.9.1 Description

This operation allows a subscriber to subscribe to notifications relating to MEC application lifecycle management,
including notification of operational state changes, application LCM operation occurrence state change, as well as
notification on the creation/del etion of an application instance identifier, with its associated application instance.

6.3.1.9.2 Subscribe

6.3.1.9.2.1 Description

The subscriber subscribes with afilter to the notifications related to MEC application lifecycle management operational
state changes, application LCM operation occurrence state change, as well as creation/del etion of MEC application
instance identifiers and the associated application instances.

Table 6.3.1.9.2.1-1 lists the information flow exchanged between: the OSS and the MEO; the MEO and MEPM; the
OSS and the MEAO; the MEAO and MEPM-V.
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Table 6.3.1.9.2.1-1: Subscribe operation

Message Requirement Direction

SubscribeRequest Mandatory 0SS >MEO,

MEO -> MEPM,
0SS > MEAO,
MEAO > MEPM-V.
SubscribeResponse Mandatory MEO 0SS,
MEPM - MEO,
MEAO - 0SS,
MEPM-V > MEAO.

6.3.1.9.2.2 Input parameters

The input parameters of a subscribe request shall follow the information in table 6.3.1.9.2.2-1.

Table 6.3.1.9.2.2-1: Subscribe operation input parameters

Attribute name | Cardinality Data type Description
subscriptionType |1 ApplnstanceSubscriptionType [Match particular notification types. See
clause 6.2.2.20.2.
applnstanceSubsc |0..1 ApplnstanceSubscriptionFilter |If present, this attribute contains filter criteria that
riptionFilter selects one or more application instances on which to
receive notifications. See note.
applnstanceState |0..1 Enum (inlined) Match particular application instance operational

states for the notifications of ApplInstNotification.

Only send natifications for application instances that
are in one of the states listed in this attribute. If this
attribute is absent, match all states.

Application states:
e NOT_INSTANTIATED: the application instance
is not instantiated.
e STARTED: the application instance is up and
running.
e STOPPED: the application instance stops
operation.

May be present if the "subscriptionType" attribute
contains the value
"ApplnstanceStateChangeSubscription”, and shall be
absent otherwise.

operationTypes 0..N Enum (inlined) Match particular application lifecycle operation types
for the notifications of AppLcmOpOccNotification.

Type of the LCM operation represented by this
application instance LCM operation occurrence.

Permitted values:

e INSTANTIATE.
e OPERATE.
e TERMINATE.

May be present if the "subscriptionType" attribute
contains the value
"AppLcmOpOccStateChangeSubscription”, and shall
be absent otherwise.
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Attribute name | Cardinality Data type Description

operationStates 0..N Enum (inlined) Match particular LCM operation state values as
reported in notifications of AppLcmOpOccNotification.

Type of the LCM operation state represented by this
application instance LCM operation occurrence.

Permitted values:

STARTING.
PROCESSING.
COMPLETED.
FAILED.
FAILED_TEMP.

May be present if the "subscriptionType" attribute
contains the value
"AppLcmOpOccStateChangeSubscription”, and shall
be absent otherwise.

NOTE:  When subscribing for notifications regarding the creation of application instance identifiers and the associated
application instance information object instances, selecting the application instances in the filter is not possible.

6.3.1.9.2.3 Output parameters

The output parameters returned in the response to a subscribe request shall follow the indicationsin table 6.3.1.9.2.3-1.

Table 6.3.1.9.2.3-1: Subscribe operation output parameters

Attribute name Cardinality Data type Description
subscriptionld 1 String Identifier of the subscription realized.
6.3.1.9.24 Operation results

After a successful subscription, the subscriber (such as OSS or MEO) will be registered to receive notifications related
to MEC application lifecycle management operational state changes, application LCM operation occurrence state
change, as well as creation/del etion of application instance identifiers, with their associated application instances.

The result of the subscribe request shall indicate if the subscription has been successful or not with a standard
successerror result. For a particular subscription, only notifications matching the filter will be delivered to the
subscriber.

6.3.1.9.3 Notify

6.3.1.9.3.1 Description

The notify operation notifies a subscriber about events related to application lifecycle management operational state
changes, application LCM operation occurrence state change, as well as events related to the creation/del etion of
application instance identifiers, with their associated application instances.

This operation distributes notifications to subscribers, and is a one-way operation issued only by the producer. In order
to receive notifications, a consumer (such as OSS or MEO) has to perform an explicit subscribe operation beforehand.

Table 6.3.1.9.3.1-1 lists the information flow exchanged between: the OSS and the MEO; the MEO and MEPM; the
OSS and the MEAO; the MEAO and MEPM-V.
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Table 6.3.1.9.3.1-1: Notify operation

Message Requirement Direction
Notify Mandatory MEPM -> MEO,
MEO > OSS,
MEAO - OSS,
MEPM-V > MEAO.

The following notifications may be sent by this operation:

. ApplnstNotification. See clause 6.2.2.11

. AppLcmOpOccNotification. See clause 6.2.2.16

e  Applnstancel dentifierCreationNotification. See clause 6.2.2.27

. Applnstancel dentifierDel etionNotification. See clause 6.2.2.30

6.3.1.9.4

6.3.1.94.1

Definition

Query subscription

The query operation enables a subscriber (such as OSS or MEQO) to query subscription(s) for application instance
operational state change notification.

Table 6.3.1.9.4.1-1 lists the information flow exchanged between: the OSS and the MEO; the MEO and MEPM; the
OSS and the MEAO; the MEAO and MEPM-V.

Table 6.3.1.9.4.1-1: Query subscription operation

Message

Requirement

Direction

QuerySubscriptionRequest

Mandatory

0SS > MEO,
MEO -> MEPM,
0SS > MEAO,
MEAO - MEPM-V.

QuerySubscriptionResponse

Mandatory

MEO - OSS,
MEPM - MEO,
MEAO - OSS,
MEPM-V 2> MEAO.

6.3.1.9.4.2

Input parameters

The input parameters shall follow the information in table 6.3.1.9.4.2-1.

Table 6.3.1.9.4.2-1: Query subscription operation input parameters

Attribute name Cardinality Data type Description
n/a
6.3.1.94.3 Output parameters

The output parameters returned by the operation shall follow the information in table 6.3.1.9.4.3-1.

Table 6.3.1.9.4.3-1: Query subscription operation output parameters

Attribute name

Cardinality

Data type

Description

applnstSubscriptionLinkList

[

ApplnstanceSubscription
LinkList

A list of subscriptions to application instances.
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6.3.1.9.4.4 Operation results

The result of this operation shall indicate whether the query request is success or not. If successful, the information of
subscription(s) shall be delivered to the requester (such as OSS or MEO).

6.3.1.9.5 Delete subscription operation

6.3.1.9.5.1 Definition
The delete operation deletes subscription(s) to application lifecycle management notification.

Table 6.3.1.9.5.1-1 lists the information flow exchanged between: the OSS and the MEO; the MEO and MEPM; the
OSS and the MEAO; the MEAO and MEPM-V.

Table 6.3.1.9.5.1-1: Delete subscription operation

Message Requirement Direction
DeleteSubscriptionRequest Mandatory 0SS > MEO,
MEO > MEPM,
0SS > MEAO,
MEAO -> MEPM-V.
DeleteSubscriptionResponse  |Mandatory MEO - OSS,
MEPM -> MEO,
MEAO - OSS,
MEPM-V = MEAO.

6.3.1.9.5.2 Input parameters

The input parameters of this operation shall follow the information in table 6.3.1.9.5.2-1.

Table 6.3.1.9.5.2-1: Delete subscription operation input parameters

Attribute name Cardinality | Data type Description
subscriptionid 1..N String The identifier(s) of application instance subscription(s).
6.3.1.9.5.3 Output parameters

The output parameters returned by the operation shall follow the information in table 6.3.1.9.5.3-1.

Table 6.3.1.9.5.3-1: Delete subscription operation output parameters

Attribute name Cardinality | Data type Description

n/a

6.3.1.9.54 Operation results

The result of this operation shall indicate whether the delete request is success or not.
6.3.1.10 Configure platform for application instance operation

6.3.1.10.1 Description

This operation alows MEAO to send configuration information to MEPM-V. The configuration information includes
the traffic rules, DNS rules, the required and optional services, and services produced by the application instance, etc.
This operation may trigger MEPM-V to send the configuration information to the MEP to prepareit for running an
application instance.

Table 6.3.1.10.1-1 lists the information flow exchanged between the MEAO and MEPM-V.
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Table 6.3.1.10.1-1: Configure platform for application instance operation

Message Requirement Direction
ConfigPlatformForApplnstanceRequest Mandatory MEAO -> MEPM-V
ConfigPlatformForApplnstanceResponse Mandatory MEPM-V > MEAO

6.3.1.10.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.1.10.2- 1.

Table 6.3.1.10.2-1: Configure platform for application instance operation input parameters

Attribute name Cardinality Data type Description

applnstanceld 1 String The identifier of application instance (i.e. VNF
instance identifier returned from NFVO after
instantiation).

configurationParameters |1 ConfigPlatformForAppR | The platform configuration information
equest associated to the application instance.

6.3.1.10.3 Output parameters

The output parameters returned by the operation shall follow the indications provided in table 6.3.1.10.3- 1.

Table 6.3.1.10.3-1: Configure platform for application instance operation output parameters

Attribute name Cardinality | Data type Description
lifecycleOperationOccurrenceld |1 String The identifier of the application lifecycle operation
occurrence.
6.3.1.10.4 Operation results

In case of success, the configuration information for the MEC application in the MEP(VNF) has been updated
according to the input parameters specified in the operation. In case of failure, appropriate error information is returned.

The responder shall first return the lifecycleOperationOccurrencel d and second send the "start” Lifecycle Change
Notification before additional notifications or messages as part of this operation are issued, or operations towards
MEP(VNF) are invoked.

On successful as well as unsuccessful completion of the operation, the responder shall send the "result" Lifecycle
Change Notification.

6.3.2 Void

6.3.3  Application package management interface

6.3.3.1 Fetch onboarded application package operation

6.3.3.1.1 Definition

This operation enables the OSS or the MEPM to fetch onboarded application package. Table 6.3.3.1.1-1 lists the
information flow exchanged between the MEO and the MEPM, the OSS and the MEO, or the OSS and the MEAO.
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Table 6.3.3.1.1-1: Fetch onboarded package operation

Message Requirement Direction
FetchAppPackageRequest Mandatory 0SS > MEO,
MEPM - MEO,
0SS > MEAO.
FetchAppPackageResponse |Mandatory MEO - OSS,
MEO > MEPM,
MEAQO > OSS.
6.3.3.1.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.3.1.2-1.

Table 6.3.3.1.2-1: Fetch onboarded package operation input parameters

Attribute name | Cardinality | Data type Description
appPkgld 1 String Identifier of the onboarded application package to be fetched.
6.3.3.1.3 Output parameters

The output parameters returned by the operation shall follow the indications provided in table 6.3.3.1.3-1.

Table 6.3.3.1.3-1: Fetch onboarded package operation output parameters

Attribute name Cardinality Data type Description
appPackage 0.1 Binary The application package.
6.3.3.1.4 Operation results

After success operation, the MEO/MEAO has provided to the requester a copy of the requested application package.
6.3.3.2 Query application package information operation

6.3.3.2.1 Definition

Thisinterface allows the OSS or the MEPM to query information about the Application Package. Table 6.3.3.2.1-1 lists
the information flow exchanged between the MEO and the MEPM, between the OSS and the MEO, or between the OSS
and the MEAO.

Table 6.3.3.2.1-1: Query application package operation

Message Requirement Direction
QueryAppPkgInfoRequest Mandatory 0SS - MEO,
MEPM - MEO,
0SS = MEAO.
QueryAppPkglinfoResponse Mandatory MEO - OSS,
MEO > MEPM,
MEAO > OSS.
6.3.3.2.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.3.2.2- 1.
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Table 6.3.3.2.2-1: Query application package operation input parameters

Attribute name | Cardinality | Data type Description

filter 1 Filter Filter defining the application packages on which the query applies,
based on attributes of the application package.

It may also be used to specify one or more application packages to be
queried by providing their identifiers. See note.

attributeSelector |0..N String It provides a list of attribute names of the application package. If
present, only these attributes will be returned for the application
package matching the filter. If absent, the complete application package
will be returned.

NOTE: See table 7.3.1.3.2-1 for the attribute-based filter and selector.

6.3.3.2.3 Output parameters
The output parameters returned by the operation shall follow the indications provided in table 6.3.3.2.3-1.

Table 6.3.3.2.3-1: Query application package operation output parameters

Attribute name | Cardinality | Datatype Description

queryResult 0..N AppPkginfo |Details of the application packages matching the attribute filter. If an
attribute selector is present, only the attributes listed in attribute elector
will be returned for the selected entities.

6.3.3.24 Operation results

After successful operation, the MEO/MEAO has queried the internal application package information objects. The
result of the operation indicatesif it has been successful or not with a standard success/error result. For a particular
guery, information about the application package that the consumer has access to and that are matching the filter shall
be returned.

6.3.3.3 Subscribe operation

6.3.3.3.1 Definition
This operation enables the OSS or MEPM to subscribe with afilter for the notifications related to events of application

packages sent by the MEO. Table 6.3.3.3.1-1 lists the information flow exchanged between the OSS and MEO, the
MEO and MEPM, or the OSS and MEAO.

Table 6.3.3.3.1-1: Subscribe operation

Message Requirement Direction
SubscribeRequest Mandatory 0SS - MEO,
MEPM - MEO,
0SS = MEAO.
SubscribeResponse Mandatory MEO > OSS,
MEO -> MEPM,
MEAO > OSS.
6.3.3.3.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.3.3.2- 1.
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Table 6.3.3.3.2-1: Subscribe operation input parameters

Attribute name | Cardinality | Data type Description

inputFilter 1 Filter Input filter for selecting the application package(s) and the related events
notifications to subscribe to. This filter may contain information about
specific types of events to subscribe to, or attributes of the application
package.

6.3.3.3.3 Output parameters
The output parameters returned by the operation shall follow the indications provided in table 6.3.3.3.3-1.

Table 6.3.3.3.3-1: Subscribe operation output parameters

Attribute name Cardinality Data type Description
subscriptionld 1 String Identifier of the subscription realized.
6.3.3.34 Operation results

After successful subscription, the OSS or MEPM is registered to receive notifications related to events of application
packages sent by the MEO/MEAO. The result of the operation shall indicate if the subscription has been successful or
not with a standard succesg/error result. For a particular subscription, only notifications matching the filter will be
delivered to the OSS or MEPM.

6.3.3.4 Notify application package operation

6.3.3.4.1 Definition
This operation distributes notifications to subscribers and can only be invoked as an operation by the MEO/MEAO.
In order to receive notifications, the OSS or MEPM shall have a subscription.
The following notifications shall be notified/sent to subscribers by this operation:
e  AppPackageOnBoardingNotification.
. AppPackageStateChangeNotification.

The format of both notification is the AppPkgNotification type specified in clause 6.2.3.6.2.

Table 6.3.3.4.1-1: Notify operation

Message Requirement Direction
Notify Mandatory MEO 0SS,
MEO > MEPM,
MEAO - OSS.
6.3.3.5 Onboarding operation
6.3.3.5.1 Definition

This operation will onboard an application package in the MEO or through MEAO to NFV O, for the latter case, if
necessary, the MEAO converts the application package to the VNF package according to the VNF package format as
described in clause 5.6.2.

Table 6.3.3.5.1-1 lists the information flow exchanged between the OSS and the MEO, or between the OSS and MEAO.

ETSI




134 ETSI GS MEC 010-2 V3.2.1 (2024-02)

Table 6.3.3.5.1-1: Onboard application package operation

Message Requirement Direction
OnboardAppPkgRequest Mandatory 0SS = MEO,
0SS > MEAO.
OnboardAppPkgResponse |Mandatory MEO - OSS,
MEAO -> OSS.
6.3.3.5.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.3.5.2- 1.

Table 6.3.3.5.2-1: Onboard application package operation input parameters

Attribute name | Cardinality Data type Description
appPkgld 1 String Identifier of the application instance created by "Create application
package identifier" operation.
appPkgContent 1 String A file that represents the application package.
6.3.3.5.3 Output parameters

The output parameters returned by the operation shall follow the indications provided in table 6.3.3.5.3-1.

Table 6.3.3.5.3-1: Onboard application package operation output parameters

Attribute name Cardinality | Data type Description
appPkgld 1 String Identifier of the on-boarded the Application package.
appDId 0.1 String Identifier that identifies the application descriptor in a globally
unigue way. See note.

NOTE:  This identifier, which is managed by the application provider, identifies the application package and the AppD
in a globally unique way.

6.3.3.5.4 Operation results

The result of the operation indicates whether the on-boarding of the application package has been successful or not with
a standard succesg/error result.

The appDId of onboarded application package will only be returned when the operations has been successful.

Once on-boarded, the application package will be known to and validated by the MEO or NFVO. It will be in "Enabled,
Not in use" state, allowing its use for application lifecycle management. For details of state model of application, refer
to clause A.2.

6.3.3.6 Enable operation

6.3.3.6.1 Definition

This operation will enable a previously disabled application package, allowing again its use for instantiation of new
application instances. The "In use/Not in use" sub-state shall not change as aresult of the operation.

Table 6.3.3.6.1-1 lists the information flow exchanged between the OSS and the MEO, or between the OSS and the
MEAO.
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Table 6.3.3.6.1-1: Enable application package operation

Message Requirement Direction
EnableAppPkgRequest Mandatory 0SS > MEO,
OSS > MEAO.
EnableAppPkgResponse  |Mandatory MEO - OSS,
MEAO -> OSS.
6.3.3.6.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.3.6.2- 1.

Table 6.3.3.6.2-1: Enable application package operation input parameters

Attribute name Cardinality | Data type Description
appPkgld 1 String Identifier of the on-boarded application package.
6.3.3.6.3 Output parameters
No output parameter.
6.3.3.6.4 Operation results

The result of the operation indicatesif it has been successful or not with a standard success/error result.

If the application was aready enabled, this operation will return an error.
6.3.3.7 Disable operation

6.3.3.7.1 Definition

This operation will disable a previously enabled application package, preventing any further use for instantiation of new
network application instance with this application package. The "In use/Not in use" sub-state shall not change as a result
of the operation. After an application package is disabled successfully, the state of this application package is "disabled,
not in use" or "disabled, in use", see clause A.2 for the state of the application package.

Table 6.3.3.7.1-1 lists the information flow exchanged between the OSS and the MEO, or between the OSS and the
MEAO.

Table 6.3.3.7.1-1: Disable application package operation

Message Requirement Direction
DisableAppPkgRequest Mandatory 0SS > MEO,
0SS > MEAO.
DisableAppPkgResponse Mandatory MEO - OSS,
MEAO > OSS.
6.3.3.7.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.3.7.2- 1.

Table 6.3.3.7.2-1: Disable application package operation input parameters

Attribute name Cardinality | Data type Description
onboardedAppPkgld |1 String Identifier of the on-boarded application package.
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6.3.3.7.3 Output parameters
No output parameter.
6.3.3.7.4 Operation results

The result of the operation indicatesif it has been successful or not with a standard success/error result.

If the application package was aready disabled, this operation will return an error.

6.3.3.8 Void
6.3.3.9 Delete operation
6.3.3.9.1 Definition

This operation will delete one application package.

An application package shall only be deleted when it is disabled and there is no instantiated application instance using
it.

Table 6.3.3.9.1-1 lists the information flow exchanged between the OSS and the MEO, or between the OSS and the
MEAO.

Table 6.3.3.9.1-1: Delete application package operation

Message Requirement Direction
DeleteAppPkgRequest Mandatory 0SS > MEO,
OSS > MEAO.
DeleteAppPkgResponse  [Mandatory MEO - OSS,
MEAO > OSS.
6.3.3.9.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.3.9.2-1.

Table 6.3.3.9.2-1: Delete application package operation input parameters

Attribute name | Cardinality | Data type Description

appPkgld 1 String Identifier of information held by the MEO/MEAO about the specific
on-boarded application package, which is to be deleted. This identifier
was allocated by the MEO/MEAO.

6.3.3.9.3 Output parameters
No output parameter.
6.3.3.94 Operation results

The result of the operation indicatesif it has been successful or not with a standard success/error resullt.

6.3.3.10 Abort application package deletion operation

This operation is ho longer supported.
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6.3.3.11 Query subscription operation

6.3.3.11.1 Definition
This operation enables the OSS or MEPM to query subscription(s) for events of application packages sent by the OSS

or MEO. Table 6.3.3.11.1-1 lists the information flow exchanged between the OSS and the MEO, the MEO and the
MEPM, or the OSS and the MEAO.

Table 6.3.3.11.1-1: Query subscription operation

Message Requirement Direction
QuerySubscriptionRequest Mandatory 0SS = MEO,
MEPM - MEO,
0SS > MEAO.
QuerySubscriptionResponse Mandatory MEO - OSS,
MEO -> MEPM,
MEAO > OSS.
6.3.3.11.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.3.11.2-1.

Table 6.3.3.11.2-1: Query subscription operation input parameters

Attribute name Cardinality Data type Description

n/a

6.3.3.11.3 Output parameters

The output parameters returned by the operation shall follow the indications provided in table 6.3.3.11.3- 1.

Table 6.3.3.11.3-1: Query subscription operation output parameters

Attribute name Cardinality Data type Description
appPkgSubscriptioninfo 0..N AppPkgSubscriptioninfo A list of application package subscriptions
6.3.3.11.4 Operation results

The result of this operation shall indicate whether the query request is success or not. If successful query, the
information of subscription(s) shall be delivered to the requester OSS or MEPM.

6.3.3.12 Create application package identifier operation

6.3.3.12.1 Definition

This operation creates an application package identifier, and an associated instance of an AppPkglnfo, identified by that
identifier, in the CREATED state without on-boarding the application package or doing any additional package
management operation(s). It allows returning right away an application package identifier that may be used in
subsequent application package management operations, like the on-boarding operation.

Table 6.3.3.12.1-1 lists the information flow exchanged between the OSS and the MEO, or between the OSS and
MEAO.
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Table 6.3.3.12.1-1: Create application package identifier operation

Message Requirement Direction
CreateAppPkgldentifierRequest Mandatory OSS - MEO,
0SS > MEAO.
CreateAppPkgldentifierResponse |Mandatory MEO - OSS,
MEAO - OSS.
6.3.3.12.2 Input parameters

The input parameters sent when invoking the operation shall follow the indications provided in table 6.3.3.12.2- 1.

Table 6.3.3.12.2-1: Create application package identifier operation input parameters

Attribute name | Cardinality Data type Description
createAppPkg 1 CreateAppPkg |Represents the parameters for creating a new application package
identifier.
6.3.3.12.3 Output parameters

The output parameters returned by the operation shall follow the indications provided in table 6.3.3.12.3-1.

Table 6.3.3.12.3-1: Create application package identifier operation output parameters

Attribute name Cardinality | Data type Description
appPkgld 1 String The application package identifier just created.
6.3.3.12.4 Operation results

In case of success, an instance of an AppPkglnfo, in the CREATED state, has been created and may be used in
subsequent application package management operations. In case of failure, appropriate error information is returned.

6.3.4  Granting interface

6.34.1 Introduction

Thisinterface allows the MEPM to obtain from the MEO permission and configuration parameters for an application
lifecycle operation. Further, this interface allows to retrieve the granting result.

6.3.4.2 Granting request

6.3.4.2.1 Definition

The MEPM sends the granting request for permission on an operation of application instance. Table 6.3.4.2.1-1 lists the
information flow for the granting request.

Table 6.3.4.2.1-1: Granting request

Message Requirement Direction
Granting request Mandatory MEPM > MEO
Granting response Mandatory MEO > MEPM
6.3.4.2.2 Input parameters

Theinput parameters for the granting request is shown in table 6.3.4.2.2-1.
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Table 6.3.4.2.2-1: Input parameters of granting request

Attribute name Cardinality Data type Description
grantRequest 1 GrantRequest The parameters for the granting request.
6.3.4.2.3 Output parameters

The output parameters shall follow the indicationsin table 6.3.4.2.3-1.

Table 6.3.4.2.3-1: Output parameters of granting request

Attribute name Cardinality Data type Description
grant 1 Grant Result of the granting request
6.3.4.2.4 Operation results

In case of success, the MEO returns the granting result in the grant message.

6.3.5 LCM Coordination interface

6.3.5.1 Description

LCM Coordination interfaces enable the MEO/MEAO to request the OSS, or NFV management entities to request
MEC management entities, to coordinate MEC application LCM operations.

The following operations are defined:
. CoordinateAppL.cmOperation produced by OSS on Mm1;
. Coordinatel.cmOperation produced by MEAO on Mv1,
. Coordinatel.cmOperation produced by MEPM-V on Mv2.

Further, standardized coordination actions are defined.
6.3.5.2 Coordinate application lifecycle operation produced by OSS

6.3.5.2.1 Description

This operation enablesa MEO/MEAO to request the coordination of an LCM operation with management operations
executed in the OSS on an application instance. The operation shall follow the definitionin clause 6.1 of ETS

GS NFV-IFA 013 [15], where the coordination action used within that is defined in clause 6.3.5.5.2 of the present
document.

6.3.5.3 Coordinate application lifecycle operation produced by MEAO

6.3.5.3.1 Description

This operation enables a NFV O to request the coordination of an LCM operation with a MEAO on an NSinstance in
which the target MEC application has been instantiated as a VNF instance.

The operation shall follow the definition in clause 6.1 of ETSI GS NFV-1FA 013 [15], with the following consideration:

e TheOSSin ETSI GSNFV-IFA 013 [15] corresponds to the MEAO in the present document.
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6.3.5.4 Coordinate application lifecycle operation produced by MEPM-V

6.3.5.4.1 Description

This operation enables a VNFM to request the coordination of an LCM operation with a MEPM-V on MEC application
that has been instantiated as a VNF instance.

The operation shall follow the definition in clause 8.3 of ETSI GS NFV-1FA 008 [16], with the following consideration:

e TheEM InETSlI GSNFV-IFA 008 [16] corresponds to the MEPM-V in the present document.
6.3.5.5 Standardized coordination actions

6.3.5.5.1 Introduction

The clauses below define standardized LCM coordination actions.

6.3.5.5.2 Select application instances to terminate

This action alows to obtain information from the OSS to select a number of applications that can be terminated in order
to alow the instantiation of a new, typically higher-priority application during a resource shortage.

The coordination action shall follow the provisions defined in tables 6.3.5.5.2-1, 6.3.5.5.2-2 and 6.3.5.5.2-3.

Table 6.3.5.5.2-1: Definitions

Attribute Definition
coordinationActionName ["urn:etsi:mec:coord:select-apps-to-terminate”
operationStage This attribute shall not be present.

Table 6.3.5.5.2-2: Input parameters

Attribute name Cardinality Data type Description

applnstanceld 1 String The identifier of an application to be instantiated
in a resource shortage situation.

terminationOptions 1..N array(Structure(inline)) [Suggested application instance termination
options for the OSS to select between.

>applnstidTerminationCands |1..N array(String) List of application instance identifiers all of which
are suggested for termination as part of the
actual termination option.

Table 6.3.5.5.2-3: Output parameters

Attribute name Cardinality Data type Description
terminateApps 0..N array(Structure(inline)) |List of application instances for termination.
>applnstanceld 1 String The application instance identifier.
>terminationType 0.1 Enum (inlined) Indicates whether forceful or graceful termination is to

be performed (see note 1). If absent, graceful
termination shall be assumed by the MEO/MEAO
using its default timeout period.

e FORCEFUL

e GRACEFUL

>gracefulTerminationTim |0..1 Integer Shall be absent if termination type indicates forceful
eout termination and may be present otherwise. It defines
the time to wait for the application instance to be
taken out of service before shutting down the
application and releasing the resources (see note 2).
The unit is seconds.

NOTE 1: See clause 6.2.2.9 for further description relating to this attribute. Requesting forceful termination can
adversely impact service and is therefore not recommended.

NOTE 2: If specified, the timeout overrides the default timeout period at the MEO/MEAO. Setting the default timeout is
out of scope of the present document.
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6.3.6  Application registration interface

6.3.6.1 Description

Thisinterface allows the MEPM to provide registered application instance information to the MEO or to the MEAO,
including the application instance identifier assigned by the MEPM.

The following operations are defined:

. Subscribe to notifications relating to application instance registrations.
6.3.6.2 Subscribe to application lifecycle management notifications

6.3.6.2.1 Description

This operation allows a subscriber to subscribe to notifications from the MEPM relating to application registrations at
the MEP.

6.3.6.2.2 Subscribe

6.3.6.2.2.1 Description
The subscriber subscribes with afilter to the notifications related to MEC application registrations.
Table 6.3.6.2.2.1-1 lists the information flow exchanged between: the MEPM and MEO or the MEPM and MEAO.

Table 6.3.6.2.2.1-1: Subscribe operation

Message Requirement Direction
SubscribeRequest Mandatory MEO > MEPM,
MEAO > MEPM.
SubscribeResponse Mandatory MEPM - MEO,
MEPM > MEAO

6.3.6.2.2.2 Input parameters

The input parameters of a subscribe request shall follow the information in table 6.3.6.2.2.2-1.

Table 6.3.6.2.2.2-1: Subscribe operation input parameters

Attribute name | Cardinality Data type Description
subscriptionType |1 ApplnstRegistrationSubscripti [Match particular notification types:
onType e ApplinstRegistrationSubscription
e ApplnstDeregistrationSubscription
applnstanceSub |[0..1 ApplInstRegistrationSubscripti |If present, this attribute contains filter criteria that
scriptionFilter onFilter selects the management type of application instances
on which to receive notifications.

6.3.6.2.2.3 Output parameters

The output parameters returned in the response to a subscribe request shall follow the indicationsin table 6.3.6.1.2.3-1.

Table 6.3.6.1.2.3-1: Subscribe operation output parameters

Attribute name Cardinality Data type Description
subscriptionld 1 String Identifier of the subscription realized.
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6.3.6.2.2.4 Operation results

After a successful subscription, the subscriber will be registered to receive notifications related to MEC application
instance registrations.

The result of the subscribe request shall indicate if the subscription has been successful or not with a standard
succesg/error result. For a particular subscription, only notifications matching the filter will be delivered to the
subscriber.

6.3.6.2.3 Notify

6.3.6.2.3.1 Description
The notify operation notifies a subscriber about events related to application instance registrations.

This operation distributes notifications to subscribers, and is a one-way operation issued only by the producer. In order
to receive notifications, a consumer has to perform an explicit subscribe operation beforehand.

Table 6.3.6.2.3.1-1 lists the information flow exchanged between: the MEPM and MEO or the MEPM and MEAO.

Table 6.3.6.2.3.1-1: Notify operation

Message Requirement Direction
Notify Mandatory MEPM > MEO,
MEPM - MEAO.

The following notifications may be sent by this operation:
. ApplnstRegistrationNotification. See clause 6.2.6.2.

e ApplnstDeregistrationNotification. See clause 6.2.6.3.
6.3.6.2.4 Query subscription

6.3.6.2.4.1 Definition

The query operation enables a subscriber to query subscription(s) for application instance operational state change
notification.

Table 6.3.6.2.4.1-1 lists the information flow exchanged between: the MEO and MEPM or the MEPM and MEAO.

Table 6.3.6.2.4.1-1: Query subscription operation

Message Requirement Direction
QuerySubscriptionRequest Mandatory MEO > MEPM,
MEAO > MEPM.
QuerySubscriptionResponse Mandatory MEPM - MEO,
MEPM > MEAO.

6.3.6.2.4.2 Input parameters

The input parameters shall follow the information in table 6.3.6.2.4.2-1.

Table 6.3.6.2.4.2-1: Query subscription operation input parameters

Attribute name Cardinality Data type Description
n/a
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6.3.6.2.4.3 Output parameters

The output parameters returned by the operation shall follow the information in table 6.3.6.2.4.3-1.

Table 6.3.6.2.4.3-1: Query subscription operation output parameters

Attribute name Cardinality Data type Description
applnstRegistrationSubscri |1 ApplnstanceRegistration |A list of subscriptions to application instance
ptionLinkList SubscriptionLinkList registrations.
6.3.6.2.4.4 Operation results

The result of this operation shall indicate whether the query request is success or not. If successful, the information of
subscription(s) shall be delivered to the requester.

6.3.6.2.5 Delete subscription operation

6.3.6.25.1 Definition
The delete operation deletes subscription(s) to notification application instance registrations.
Table 6.3.6.2.5.1-1 lists the information flow exchanged between: the MEO and MEPM or the MEAO and MEPM.

Table 6.3.6.2.5.1-1: Delete subscription operation

Message Requirement Direction

DeleteSubscriptionRequest Mandatory MEO -> MEPM,
MEAQO > MEPM.

DeleteSubscriptionResponse  |Mandatory MEPM -> MEO,
MEPM > MEAO.

6.3.6.2.5.2 Input parameters

The input parameters of this operation shall follow the information in table 6.3.6.2.5.2-1.

Table 6.3.6.2.5.2-1: Delete subscription operation input parameters

Attribute name Cardinality | Datatype Description
subscriptionld 1..N String The identifier(s) of application instance registration
subscription(s).

6.3.6.2.5.3 Output parameters

The output parameters returned by the operation shall follow the information in table 6.3.6.2.5.3-1.

Table 6.3.6.2.5.3-1: Delete subscription operation output parameters

Attribute name Cardinality | Data type Description

n/a

6.3.6.2.5.4 Operation results

The result of this operation shall indicate whether the delete request is success or not.
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6.3.7 Interface definitions variant for MEC federation

The MEO/MEAO may support to receive an application package management operation request or an application
lifecycle management operation request with atarget system identifier information for MEC Federation and forward the
operation request to the associated MEC Federator. If atarget system identifier isincluded in the operation request from
OSS on Mm1, and the target system identifier equals to the system identifier of the current MEC system, or if the target
system identifier is not present, the MEO/MEAO will process the received operation request locally. Otherwise, it will
forward the corresponding operation request to the MEC federator for further processing (e.g. forwarding to an external
MEC system in the MEC Federation).

7 API definitions

7.1 Introduction

This clause defines the RESTFul resources and operations over reference point Mm1 and Mm3 APl sfor:
. application package management; and

. application life cycle management.

7.2 Global definitions and resource structure

All resource URIs of APIs shall have the following root:
{apiRoot}/{apiName}/{apiVersion}/
Where:

. The "apiRoot" consists of the scheme ("https"), host and optional port, and an optional prefix string. It can be
discovered using the service registry.

e  The"apiName" shall be set to "app_pkgm" for application package management interface, or "app_Icm" for
application life cycle management interface.

. The"apiVersion" shall be set to "v1" for the present document. All resource URIsin the sub-clauses below is
defined relative to the above root URI.

The API shall support HTTP over TLS as defined in clause 6.22 of ETSI GS MEC 009 [4].

The content format JSON shall be supported. The JSON format shall be signalled by the content type
"application/json".

This API shall use OAuth 2.0, as defined in clause 6.16 of ETSI GS MEC 009 [4]. This OAuth 2.0 authorization
procedure shall occur only on TLS-protected connections.

Due to the specific structure how application packages are identified, there are two resource sub-trees with identical
structure provided which only differ in the identifier per individual application package resource. Application packages
can be identified by a MEO-managed/M EAO-managed identifier known as appPkgld which is assigned during the
application package onboarding process, or by an identifier known as appDId defined by the application vendor during
application package creation. The set of packagesidentified by the appDld is a subset of the application packages
identified by the appPkgld, containing all those packages that have completed their onboarding process and are
available for use by the MEPM.

For any given appDld value, there shall be at most one associated appPkgld value in the whole resource tree visible to
the MEPM.

Figure 7.2-1 illustrates the resource URI structure of application package management on the reference point of MmZlor
Mm3.
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{apiRoot}/app_pkgm/v1l

—( /app_packages ]
L[/{apppkglcl} )

/appd ]

/package_content ]

‘{ /onboarded_app_packages ]

L[ /fappDid} ]

/appd ]

/package_content J

Figure 7.2-1: The resource URI structure of application package management

Figure 7.2-2 illustrates the resource URI structure of application life cycle management interface on the reference point
of Mm1 or Mm3.
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{apiRoot}/app_lcm/v1

/app_lnstances ]

L[ /{applInstanceld} ]
/instantiate ]
/terminate ]
/operate ]

/app_lcm op_occs ]

L[ /{appLecmOpOccld} ]
/[cancel ]
[fail ]
[retry ]

Figure 7.2-2: The resource URI structure of application life cycle management

Figure 7.2-3 illustrates the resource URI structure of granting on Mma3.

{apiRoot}/granting/vl

L[ /{grantld} ]

Figure 7.2-3: The resource URI structure of granting

Figure 7.2-4 illustrates the resource URI structure of application life cycle management interface on the reference point
of Mm3*.
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[/configure_platform_for_app J

{ /terminate

)

[ /operate

}

[ /app_lem_op_occs ]

“ [ /{appLecmOpOccld} ]

[ /cancel

[ /fa

[/retry

[/subscriptions ]

’ [/(Subscriptionld}

Figure 7.2-4: The resource URI structure of application life cycle management on Mm3*

Table 7.2-1 summarizes the resources and associated HTTP methods for application package management API over the
MmL1 reference point.

package management on Mm1

Table 7.2-1: Overview of resources and methods of MEO'S/MEAQ's application

Resource Resource URI HTTP Method Description
name

Application lapp_packages POST Create a new resource for

packages on-boarding application package.

lapp_packages GET Query on-boarded application
package information.
/onboarded_app_packages
Individual lapp_packages/{appPkgld} GET Read information of an individual
application on-boarded application package.
package /onboarded_app_packages/{appDId} |PATCH Enable or disable an individual
on-boarded application package.
DELETE Delete an individual on-boarded
application package.
Application lapp_packages/{appPkgld}/appd GET Read application descriptor of an
descriptor onboarded application package.
/onboarded_app_packages/{appDId}/
appd

Application lapp_packages/{appPkgld}/package_ |GET Fetch an on-boarded application

package content package.

content

/onboarded_app_packages/{appDId}/

package_content

lapp_packages/{appPkgld}/package_ |PUT Upload an application package by

content providing the content of application
package.

Subscriptions  |/subscriptions POST Subscribe to notification related to
on-boarding and/or changes of
application packages

GET Query multiple subscriptions

Individual /subscriptions/{subscriptionld} GET Read resource of an individual

subscription

subscription.
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Resource Resource URI HTTP Method Description
name
DELETE Terminate an individual
subscription.
Notification (client provided) POST Notify application package
endpoint on-boarding or change.

Table 7.2-2 summarizes the resources and associated HT TP methods for application life cycle management APIs over
the MmL1 reference point.

Table 7.2-2: Overview of resources and methods of MEO'S/MEAQ's application

life cycle management on Mm1

Resource name Resource URI HTTP Description
Method

Application /app_instances POST Create an application instance
instances resource.

GET Query multiple application instance

resources.
Individual /app_instances/{applnstanceld} GET Read an application instance resource.
application DELETE Delete individual application instance
instance resource.
Instantiate /app_instances/{applnstanceld}/instantiate POST Instantiate the application instance.
application
instance task
Terminate lapp_instances/{applInstanceld}/terminate POST Terminate the application instance.
application
instance task
Operate /app_instances/{applnstanceld}/operate POST Start or stop the application instance.
application
instance task
Application LCM |/app_lcm_op_occs GET Query multiple application lifecycle
operation operation occurrences.
occurrences
Individual lapp_lcm_op_occs/{appLcmOpOccld} GET Read the operation state of the
application LCM individual application lifecycle operation
operation occurrence.
occurrence
Application LCM |/app_lcm_op_occs/{appLcmOpOccld}/cancel |POST Cancel an ongoing individual
operation cancel application LCM operation.
Application LCM  |/app_lcm_op_occs/{appLcmOpOccld}/fail POST Finally fail an ongoing individual
operation fail application LCM operation.
Application LCM |/app_lecm_op_occs/{appLcmOpOccld}/retry POST Retry an ongoing individual application
operation retry LCM operation.
Subscriptions /subscriptions POST Subscribe to notifications related to
application instances' lifecycle change.

GET Query multiple subscriptions.
Individual /subscriptions/{subscription|d} GET Read an individual subscription
subscription resource.

DELETE Terminate an individual subscription.
Notification (client provided) POST Notify about application instance's
endpoint lifecycle change.

Table 7.2-3 summarizes the resources and associated HTTP methods for MEQO's application package management APIs
over Mma3 reference points.
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Table 7.2-3: Overview of resources and methods of MEO's application
package management on Mm3

Resource Resource URI HTTP Method Description
name

Application lapp_packages GET Query information about multiple

packages on-boarded application packages.

/onboarded_app_packages

Individual lapp_packages/{appPkgld} GET Read information about individual

application on-boarded application package.

package /onboarded_app_packages/{appDId}

Application lapp_packages/{appPkgld}/package_content GET Fetch an on-boarded application

package package.

content /onboarded_app_packages/{appDId}/package_conte

nt
Application lapp_packages/{appPkgld}/appd GET Read the application descriptor of
descriptor the on-boarded application
/onboarded_app_packages/{appDId}/appd package.

Subscriptions  |/subscriptions POST Subscribe to naotification related to
on-boarding and/or changes of
application packages.

GET Query multiple subscriptions.

Individual /subscriptions/{subscriptionld} GET Read an individual subscription.

subscription DELETE Terminate an individual
subscription.

Notification (client provided) POST Notify application package

endpoint on-boarding or change.

Table 7.2-4 summarizes the resources and associated HTTP methods for MEPM's application life cycle management
API over Mm3 reference points.

Table 7.2-4: Overview of resources and methods of
MEPM's application life cycle management on Mm3

Resource name Resource URI HTTP Method Description
Application /app_instances POST Create an application instance
instances resource

GET Query multiple application instances
Individual lapp_instances/{applnstanceld} GET Read application instance
application DELETE Delete individual application instance
instance
Instantiate /app_instances/{applnstanceld}/instantiate |POST Instantiate an application instance
application
instance task
Terminate lapp_instances/{applInstanceld}/terminate POST Terminate an application instance
application
instance task
Operate /app_instances/{applnstanceld}/operate POST Start or stop an application instance
application
instance task
Application LCM |/app_lcm_op_occs GET Query multiple application lifecycle
operation operation occurrences
occurrences
Individual /app_lcm_op_occs/{appLcmOpOccld} GET Read an individual application lifecycle
application LCM management operation occurrence
operation
occurrence
Application LCM  |/app_lcm_op_occs/{appLcmOpOccld}/canc |POST Cancel an ongoing individual
operation cancel |el application LCM operation
Application LCM  |/app_lcm_op_occs/{appLcmOpOccld}/fail POST Finally fail an ongoing individual
operation fail application LCM operation
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Resource name

Resource URI

HTTP Method

Description

Application LCM
operation retry

lapp_lcm_op_occs/{appLcmOpOccld}/retry

POST

Retry an ongoing individual application
LCM operation

Subscriptions /subscriptions POST Subscribe to notifications related to
application instance's lifecycle change
GET Query multiple subscriptions
Individual /subscriptions/{subscriptionld} GET Query an individual subscription
subscription DELETE Terminate an individual subscription
Notification (client provided) POST Notify about application instance's
endpoint lifecycle change

Table 7.2-5 summarizes the resources and associated HTTP methods for MEO's application life cycle management API
over Mma3 reference points.

Table 7.2-5: Overview of resources and methods of MEO's application
life cycle management on Mm3

Resource name

Resource URI | HTTP Method

Description

Grants

/grants POST

Request a grant for a particular application LCM operation

Individual grant

/grants/{grantld} |GET

Read the status of grant for the application LCM operation

Table 7.2-6 summarizes the resources and associated HT TP methods for MEPM-V's application life cycle management
API over Mm3* reference points.

Table 7.2-6: Overview of resources and methods of
MEPM-V's application life cycle management on Mm3*

Resource name

Resource URI

HTTP Method

Description

Application /app_instances POST Create an application instance
instances resource
GET Query multiple application instances
Individual /app_instances/{appInstanceld} GET Read application instance
application DELETE Delete individual application instance
instance
Configure /app_instances/{applnstanceld}/configure_p [POST Providing configuration information in
application latform_for_app AppD to the MEPM-V, intended to
instance task configure the MEP to run an
application instance which is
instantiated from the AppD
Terminate lapp_instances/{applnstanceld}/terminate POST Terminate an application instance at
application application level
instance task
Operate /app_instances/{applnstanceld}/operate POST Start or stop an application instance at
application application level
instance task
Application LCM |/app_lcm_op_occs GET Query multiple application lifecycle
operation operation occurrences
occurrences
Individual lapp_lcm_op_occs/{appLcmOpOccld} GET Read an individual application lifecycle
application LCM management operation occurrence
operation
occurrence
Application LCM  |/app_lcm_op_occs/{appLcmOpOccld}/canc |POST Cancel an ongoing individual
operation cancel |el application LCM operation
Application LCM  |/app_lcm_op_occs/{appLcmOpOccld}/fail POST Finally fail an ongoing individual
operation fail application LCM operation
Application LCM  |/app_lcm_op_occs/{appLcmOpOccld}/retry |POST Retry an ongoing individual application
operation retry LCM operation
Subscriptions /subscriptions POST Subscribe to notifications related to
application instance's lifecycle change
GET Query multiple subscriptions
Individual /subscriptions/{subscriptionld} GET Query an individual subscription
subscription DELETE Terminate an individual subscription
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Resource name Resource URI HTTP Method Description
Notification (client provided) POST Notify about application instance's
endpoint lifecycle change

7.3 Resources of application package management on Mm1
and Mm3

7.3.1 Resource: application packages

7.31.1 Description
Thisresourceis used to represent application packages of datatype "AppPkglnfo" specified in clause 6.2.

7.3.1.2 Resource definition
The possible resource URIs are:
. Resource URI: { apiRoot}/app_pkgm/v1/app_packages
. Resource URI: { apiRoot} /app_pkgm/vl/onboarded app packages/

Resource URI variables for this resource are defined in table 7.3.1.2-1.

Table 7.3.1.2-1: Resource URI variables for the resource

Name Definition
apiRoot See clause 7.2

7.3.1.3 Resource methods

7.3.1.31 POST

The POST method is used to create a resource for on-boarding an application package to a MEO/MEAOQ, which refers
to the procedure of "onboarding operation” as described in clause 6.3.3.5. The POST method is also used to create a
resource for on-boarding an application package from OSS through MEAO to NFVO as described in clause 5.6.2.

The POST method is supported on Mm1 only and applicable to resource URI:{ apiRoot} /app_pkgm/vl/app_packages.

This method shall comply with the URI request and response data structures, and response codes, as specified in
tables 7.3.1.3.1-1 and 7.3.1.3.1-2.

Table 7.3.1.3.1-1: URI query parameters of POST method on the resource

Name Data type Cardinality Remarks

n/a
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Table 7.3.1.3.1-2: Data structures supported by POST request/response on this resource

Request Data type Cardinality

Remarks

message
content

CreateAppPkg 1

The POST method is used to create a new resource for onboarding
an application package onto a MEO/MEAO.

Data type Cardinality

Response
codes

Remarks

AppPkginfo 1

201 Created

Indicates a successful request. The response
message content shall contain a representation of
the application package resource defined in
clause 6.2.

The HTTP response includes a "Location" HTTP
header that contains the URI of the created
resource.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters
were passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

Response

401
Unauthorized

It is used when the client did not submit
credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

message |ProblemDetails

content

403 Forbidden

The operation is not allowed given the current
status of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that
cannot be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot
provide the any of the content formats supported
by the client.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

7.3.1.3.2 GET

This GET method queries information relating to on-boarded application packagesin the MEO/MEAO matching the
filtering criteria. It refers to the procedure of "query operation” of application package as described in clause 6.3.3.2.
This GET method also queries information relating to on-boarded application packages in the NFV O matching the

filtering criteria by the OSS through MEAO to NFVO.

The GET method is supported on Mm1 and Mm3.

This method shall comply with the URI request and response data structures, and response codes, as specified in

tables 7.3.1.3.2-1 and 7.3.1.3.2-2.
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Table 7.3.1.3.2-1: URI query parameters of GET method on the resource

Attribute name | Cardinality Description

filter 0.1 Attribute-based filtering parameters according to ETSI GS MEC 009 [4].

The API producer shall support receiving filtering parameters as part of the URI
query string.

All attribute names that appear in the AppPkgInfo and in data types referenced from
it shall be supported in attribute-based filtering parameters. See clause 6.19 in ETSI
GS MEC 009 [4] for details.

all_fields 0.1 Include all complex attributes in the response. See clause 6.18 in ETSI
GS MEC 009 [4] for details. The API producer shall support this parameter.
fields 0.1 Complex attributes of AppPkglnfo to be included into the response.

See clause 6.18 in ETSI GS MEC 009 [4] for details. The API producer should
support this parameter.

exclude_fields 0.1 Complex attributes of AppPkginfo to be excluded from the response.
See clause 6.18 in ETSI GS MEC 009 [4] for details. The API producer should
support this parameter.

exclude_default (0..1 Indicates to exclude the following complex attributes of AppPkginfo from the
response.

The following attributes shall be excluded from the AppPkginfo structure in the
response message content if this parameter is provided, or none of the parameters
"all_fields", "fields", "exclude_fields", "exclude_default" are provided:

e checksum;

e softwarelmages;

e additionalArtifacts.

Table 7.3.1.3.2-2: Data structures supported by GET request/response on this resource

Request Data type Cardinality Remarks
message [n/a
content
Data type Cardinality Response Remarks
codes
AppPkginfo 0..N 200 OK Indicate the success of request. The response

message content shall contain a list of
representations of the "individual application
package" resources that match the attribute filter.
ProblemDetails 0.1 400 Bad Request (It is used to indicate that incorrect parameters
were passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails 1 400 Bad Request |Error: Invalid attribute-based filtering expression.

In the returned ProblemDetails structure, the

Response "detail" attribute shall convey more information
message about the error.
content [ProblemDetails 1 400 Bad Request |[Error: Invalid attribute selector.

In the returned ProblemDetails structure, the
"detail" attribute shall convey more information
about the error.

ProblemDetails 0..1 401 It is used when the client did not submit
Unauthorized credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails 1 403 Forbidden The operation is not allowed given the current
status of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.
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Data type Cardinality Response Remarks
codes
ProblemDetails 0.1 404 Not Found It is used when a client provided a URI that

cannot be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

Response ProblemDetails 0.1 406 Not It is used to indicate that the server cannot
message Acceptable provide the any of the content formats supported
o by the client.
In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.
ProblemDetails 0.1 429 Too Many It is used when a rate limiter has triggered.
Requests
In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.
7.3.1.3.3 PUT
Not supported.
7.3.1.3.4 DELETE
Not supported.
7.3.1.3.5 PATCH
Not supported.

7.3.2 Resource: individual application package

7.3.2.1 Description
Thisresourceis used to represent an individual application package of datatype "AppPkginfo" specified in clause 6.2.

7.3.2.2 Resource definition
The possible resource URIs are:
o Resource URI: { apiRoot} /app_pkgm/vl/app_packages/{ appPkgl d}
. Resource URI: { apiRoot} /app_pkgm/vl/onboarded_app_packages/{ appDId}

Resource URI variables for this resource are defined in table 7.3.2.2-1.

Table 7.3.2.2-1: Resource URI variables for the resource

Name Definition
apiRoot See clause 7.2
appPkgld Identifier of an individual application package resource
7.3.2.3 Resource methods
7.3.2.3.1 POST

Not supported.
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This GET method is used to query the information related to individual application package resources.

The GET method is supported on Mm1 and Mm3.

This method shall comply with the URI request and response data structures, and response codes, as specified in
tables 7.3.2.3.2-1 and 7.3.2.3.2-2.

Table 7.3.2.3.2-1: URI query parameters of GET method on the resource

Name

Data type

Cardinality

Remarks

n/a

Table 7.3.2.3.2-2: Data structures supported by GET request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

n/a

Response
message
content

Data type

Cardinality

Response
codes

Remarks

AppPkginfo

1

200 OK

Indicates the success of request. The response
message content shall contain a representation of
the resource.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters were
passed to the request.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

401 Unauthorized

It is used when the client did not submit credentials.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current status
of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that cannot
be mapped to a valid resource URI.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot provide
the any of the content formats supported by the
client.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

7.3.2.3.3

PUT

Not supported.
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This DELETE method realizes the procedure of "del ete operation” of application package resource in MEO/MEAO or
the procedure of "delete operation” of application package resource in NFV O by OSS through MEAO as described in

clause 6.3.3.9.

The DELETE method is supported on Mm1 only.

This method shall comply with the URI request and response data structures, and response codes, as specified in

tables 7.3.2.3.4-1 and 7.3.2.3.4-2, which refer to table 6.3.3.9.2-1.

Table 7.3.2.3.4-1: URI query parameters supported by the DELETE method on this resource

Name

Data type

Cardinality

Remarks

n/a

Table 7.3.2.3.4-2: Data structures supported by the DELETE request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

n/a

Response
message
content

Data type

Cardinality

Response
codes

Remarks

n/a

204 No Content

Upon successful deletion of application package
resource, the response message content shall be
empty.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters were
passed to the request.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

401 Unauthorized

It is used when the client did not submit credentials.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current status
of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that cannot
be mapped to a valid resource URI.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot provide
the any of the content formats supported by the
client.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
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This PATCH method updates the operational state of an individual application package resource used by the procedure
of "enable operation” as described in clause 6.3.3.6, "disable operation” as described in clause 6.3.3.7.

The PATCH method is supported on Mm1 only.

This method shall comply with the URI query parameters, request and response data structures, and response codes, as

specified in tables 7.3.2.3.5-1 and 7.3.2.3.5-2.

Table 7.3.2.3.5-1: URI query parameters of PATCH method on the resource

Name Data type Cardinality Remarks
n/a
Table 7.3.2.3.5-2: Data structures supported by PATCH request/response on this resource
Request Data type Cardinality Remarks
message |AppPkginfoMod |1 Parameters for application package information modification.
content |[ifications
Data type Cardinality Response Remarks
Codes
AppPkginfoMod |1 200 OK Shall be returned when the operation has been
ifications completed successfully.
ProblemDetails |0..1 400 Bad Request |lt is used to indicate that incorrect parameters were
passed to the request.
In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
ProblemDetails |(0..1 401 Unauthorized |It is used when the client did not submit credentials.
In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
Response |ProblemDetails |1 403 Forbidden The operation is not allowed given the current status
message of the resource.
content
More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.
ProblemDetails [0..1 404 Not Found It is used when a client provided a URI that cannot
be mapped to a valid resource URI.
In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
ProblemDetails [0..1 406 Not It is used to indicate that the server cannot provide
Acceptable the any of the content formats supported by the

client.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
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Data type

Cardinality

Response
Codes

Remarks

Response
message
content

ProblemDetails

1

409 Conflict

Shall be returned upon the following errors:

- The operation cannot be executed currently,
due to a conflict with the state of the resource.
Typically, this is due to any of the following
scenarios:

e Disable an application package resource of
which the operational state is not
ENABLED.

e Enable an application package resource of
which the operational state is not
DISABLED.

- The operation of onboarding the application
package has not completed.

The response message content shall contain a

ProblemDetails structure, in which the "detail"

attribute shall convey more information about the

error.

ProblemDetails

0.1

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

7.3.3

7.3.3.1

Description

Resource: subscriptions

Thisresource is used to represent subscriptions to notifications about application package changes. The subscriber can
use this resource to subscribe to notifications related to the application package management.

7.3.3.2

The possible resource URIs are:

. Resource URI: { apiRoot} /app_pkgm/v1/subscriptions.

Resource definition

Resource URI variables for this resource are defined in table 7.3.3.2-1.

Table 7.3.3.2-1: Resource URI variables for the resource

Name Definition
apiRoot See clause 7.2
7.3.3.3 Resource methods
7.3.3.3.1 POST

The POST method is used to subscribe to notifications about on-boarding an application package, or about operational
state changes of on-boarded application package, which is mapped to the procedure of "subscription operation” as
described in clause 6.3.3.3.

The POST method for subscriptionsis supported on Mm1 and Mm3.

This method shall comply with the URI regquest and response data structures, and response codes, as specified in the
table 7.3.3.3.1-1.
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Table 7.3.3.3.1-1: Data structures supported by POST request/response on this resource

Request Data type Cardinality Remarks
message AppPkgSubscription |1 The input parameters of "St_Jbscrlbe operation" to notifications about
changes related to application package management for the
content . . o
on-boarding, or operational state change of application package.
Data type Cardinality Response Remarks
codes
AppPkgSubscription |1 201 Created Upon success, a response message content
Info representing the created subscription shall be
returned.
ProblemDetails 0.1 400 Bad Request (It is used to indicate that incorrect parameters
were passed to the request.
In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.
ProblemDetails 0.1 401 It is used when the client did not submit

Unauthorized credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails 1 403 Forbidden The operation is not allowed given the current
status of the resource.

Response
message

F———— More information shall be provided in the "detail"

attribute of the "ProblemDetails" structure.
ProblemDetails 0.1 404 Not Found It is used when a client provided a URI that
cannot be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails 0.1 406 Not It is used to indicate that the server cannot
Acceptable provide the any of the content formats supported
by the client.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails 0.1 429 Too Many It is used when a rate limiter has triggered.
Requests

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

7.3.3.3.2 GET

This GET method is used to retrieve the information of subscriptionsto individual application package resourcein
MEO or MEAO. Upon success, the response contains the list of links to the subscriptions that are present for the
requestor.

The GET method is supported on Mm1 and Mm3.

This method shall comply with the URI query parameters, request and response data structures, and response codes, as
specified in tables 7.3.3.3.2-1 and 7.3.3.3.2-2.

Table 7.3.3.3.2-1: URI query parameters supported by the GET method on this resource

Name Data type Cardinality Remarks

n/a
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Table 7.3.3.3.2-2: Data structures supported by the GET request/response on this resource

Request Data type Cardinality Remarks
message |n/a
content
Data type Cardinality Response Remarks
codes
AppPkgSubscri |1 200 OK Upon success, a response message content
ptionLinkList containing a list of zero or more subscriptions shall
be returned.
ProblemDetails (0..1 400 Bad Request |It is used to indicate that incorrect parameters were
passed to the request.
In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
ProblemDetails [0..1 401 Unauthorized |lt is used when the client did not submit credentials.
In the returned ProblemDetails structure, the "detail”
attribute should convey more information about the
error.
ProblemDetails (1 403 Forbidden The operation is not allowed given the current status
of the resource.
Response
message More information shall be provided in the "detail"
content attribute of the "ProblemDetails" structure.
ProblemDetails |(0..1 404 Not Found It is used when a client provided a URI that cannot
be mapped to a valid resource URI.
In the returned ProblemDetails structure, the "detail”
attribute should convey more information about the
error.
ProblemDetails |(0..1 406 Not It is used to indicate that the server cannot provide
Acceptable the any of the content formats supported by the
client.
In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
ProblemDetails [0..1 429 Too Many It is used when a rate limiter has triggered.
Requests
In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
7.3.3.3.3 PUT
Not supported.
7.3.3.3.4 DELETE
Not Supported.
7.3.3.3.5 PATCH
Not Supported.
7.3.4 Resource: individual subscription
7.34.1 Description

Thisresource is used to represent an individual subscription to notifications about application package changes, which
is mapped to the procedure of "subscription operation” as described in clause 6.3.3.3.
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7.3.4.2 Resource definition
The possible resource URIs are:
. Resource URI: { apiRoot} /app_pkgm/v1/subscriptions/{ subscriptionld} .

Resource URI variables for this resource are defined in table 7.3.4.2-1.

Table 7.3.4.2-1: Resource URI variables for the resource

Name Definition
apiRoot See clause 7.2.
subscriptionid Identifier of an individual subscription to notifications about application package changes.
7.3.4.3 Resource methods
7.3.4.3.1 POST
Not supported.
7.3.4.3.2 GET

This GET method is used to retrieve the individual subscription information to the application package resourcein
MEO or MEAO.

The GET method is supported on Mm1 and Mm3.

This method shall comply with the URI query parameters, request and response data structures, and response codes, as
specified in tables 7.3.4.3.2-1 and 7.3.4.3.2-2.

Table 7.3.4.3.2-1: URI query parameters supported by the GET method on this resource

Name Data type Cardinality Remarks

n/a
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Table 7.3.4.3.2-2: Data structures supported by GET request/response on this resource

Request Data type Cardinality

Remarks

message |n/a
content

Data type Cardinality

Response
codes

Remarks

AppPkgSubscri |1
ptioninfo

200 OK

Upon success, a response message content
containing a representation of the resource shall be
returned.

ProblemDetails [0..1

400 Bad Request

It is used to indicate that incorrect parameters were
passed to the request.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails [0..1

401 Unauthorized

It is used when the client did not submit credentials.

In the returned ProblemDetails structure, the "detail”
attribute should convey more information about the
error.

ProblemDetails |1

Response
message
content

403 Forbidden

The operation is not allowed given the current status
of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails [0..1

404 Not Found

It is used when a client provided a URI that cannot
be mapped to a valid resource URI.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails |[0..1 406 Not

Acceptable

It is used to indicate that the server cannot provide
the any of the content formats supported by the
client.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails [0..1

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

7.3.4.3.3 PUT

Not supported.

7.3.4.3.4 DELETE

This DELETE method is used to delete the individua subscription to notifications about application package changesin

MEO or MEAO.
The DELETE method is supported on Mm1 and Mm3.

This method shall comply with the URI request and response data structures, and response codes, as specified in

tables 7.3.4.3.4-1 and 7.3.4.3.4-2.

Table 7.3.4.3.4-1: URI query parameters supported by DELETE method on this resource

Name Data type Cardinality

Remarks

n/a

ETSI




163 ETSI GS MEC 010-2 V3.2.1 (2024-02)

Table 7.3.4.3.4-2: Data structures supported by DELETE request/response on this resource

Request Data type Cardinality Remarks
message |n/a
content
Data type Cardinality Response Remarks
codes
n/a 204 No Content  |The subscription resource was deleted successfully.
The response message content shall be empty.
ProblemDetails [0..1 401 Unauthorized |It is used when the client did not submit credentials.

In the returned ProblemDetails structure, the "detail”
attribute should convey more information about the
error.

ProblemDetails (1 403 Forbidden The operation is not allowed given the current status
of the resource.

Response
message More information shall be provided in the "detail"

content attribute of the "ProblemDetails" structure.
ProblemDetails |[0..1 404 Not Found It is used when a client provided a URI that cannot
be mapped to a valid resource URI.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails [0..1 429 Too Many It is used when a rate limiter has triggered.
Requests

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

7.3.4.3.5 PATCH

Not supported.
7.3.5 Resource: notification endpoint

7.35.1 Description
Thisresource is used to represent a notification endpoint, which is mapped to the procedure of "notify application

package operation" as described in clause 6.3.3.3. The API producer can use this resource to send notifications related
to application package management eventsto a subscribed API consumer.

7.3.5.2 Resource definition
The resource of callback URI is provided by the subscriber when subscribing to the notification.

Resource URI variables for this resource are defined in table 7.3.5.2-1.

Table 7.3.5.2-1: Resource URI variables for the resource

Name Definition
n/a
7.35.3 Resource methods
7.3.5.3.1 POST

The POST method delivers a notification from the application package management resource in MEO or MEAO to the
subscriber.
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The POST method is supported on Mm1 and Mm3.

This method shall follow the provisions specified in tables 7.3.5.3.1-1 and 7.3.5.3.1-2 for URI parameters, request and
response data structures, and response codes.

Table 7.3.5.3.1-1: URI query parameters supported by POST method on this resource

Name Data type Cardinality Remarks
n/a
Table 7.3.5.3.1-2: Data structures supported by POST request/response on this resource
Request Data type Cardinality Remarks
message |AppPkgNatificat |1 A notification of an application package for on-boarding or operational
content |ion state change.
Data type Cardinality Response Remarks
codes
n/a 204 No Content  [The notification was delivered successfully.
The response message content shall be empty.
ProblemDetails |(0..1 401 Unauthorized |It is used when the client did not submit credentials.
In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
ProblemDetails |1 403 Forbidden The operation is not allowed given the current status
of the resource.
Response
message More information shall be provided in the "detail"
content attribute of the "ProblemDetails" structure.
ProblemDetails |[0..1 404 Not Found It is used when a client provided a URI that cannot
be mapped to a valid resource URI.
In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
ProblemDetails [0..1 429 Too Many It is used when a rate limiter has triggered.
Requests
In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
7.3.5.3.2 GET
Not supported.
7.3.5.3.3 PUT
Not supported.
7.3.5.3.4 DELETE
Not supported.
7.3.5.3.5 PATCH
Not supported.
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7.3.6 Resource: application descriptor

7.3.6.1 Description

This resource represents an application descriptor "AppD™ contained in an on-boarded application package. The client
can use this resource to obtain the content of the AppD specified in clause 6.2 over either the Mm1 or Mm3 reference
point.

7.3.6.2 Resource definition
The possible resource URIs are:
. Resource URI: { apiRoot} /app_pkgm/vl/app_packages/{ appPkgl d} /appd
. Resource URI: { apiRoot}/app_pkgm/vl/onboarded app_packages/{ appDId} /appd

Resource URI variables for this resource are defined in table 7.3.6.2-1.

Table 7.3.6.2-1: Resource URI variables for the resource

Name Definition
apiRoot See clause 7.2.
appPkgld Identifier of an on-boarded individual application package.
7.3.6.3 Resource methods
7.3.6.3.1 POST

This method is not supported. When this method is requested on this resource, the "405 Method Not Allowed" response
isreturned.
7.3.6.3.2 GET

This GET method reads the content of the AppD of on-boarded individual application package resources. The format of
the AppD isleft for future specification.

The selection of the format is controlled by the "Accept" HTTP header passed in the GET request:

. If the "Accept" header contains only "text/plain" (with appropriate indication of character set) and the AppD is
implemented as a single file, the file shall be returned; otherwise, an error message shall be returned.

. If the "Accept" header contains only "application/zip”, the single file or the multiple files that make up the
AppD shall be returned embedded in a ZIP file.

. If the "Accept" header contains both "text/plain" (with appropriate indication of character set) and
"application/zip", it is up to the MEO or MEAO to choose the format to return for asingle-file AppD; for a
multi-file AppD, a ZIP file shall be returned.

The default format of the ZIP file can be referred to ETSI GS NFV-SOL 004 [18] where only the Y AML files
representing the AppD, and information needed to navigate the ZIP file and to identify the file that is the entry point for
parsing the AppD (such as TOSCA-meta or manifest files or naming conventions) are included.

The GET method is supported on Mm1 and Mm3.

This method shall comply with the URI request and response data structures, and response codes, as specified in
tables 7.3.6.3.2-1 and 7.3.6.3.2-2.
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Table 7.3.6.3.2-1: URI query parameters of GET method on the resource

Attribute name

Cardinality

Description

filter

0.1

Attribute-based filtering parameters according to ETSI GS MEC 009 [4].
The API producer shall support receiving filtering parameters as part of the URI query
string.

All attribute names that appear in the AppD and in data types referenced from it shall
be supported in attribute-based filtering parameters. See clause 6.19 in ETSI
GS MEC 009 [4] for detail.

all_fields

Include all complex attributes in the response. See clause 6.18 in ETSI
GS MEC 009 [4] for details. The API producer shall support this parameter.

fields

Complex attributes of AppD to be included into the response.
See clause 6.18 in ETSI GS MEC 009 [4] for details. The API producer should support
this parameter.

exclude_fields

Complex attributes of AppD to be excluded from the response.
See clause 6.18 in ETSI GS MEC 009 [4] for details. The API producer should support
this parameter.

exclude_default

Indicates to exclude the following complex attributes of AppD from the response.

The following attributes shall be excluded from the AppPkglnfo structure in the
response message content if this parameter is provided, or none of the parameters
"all_fields", "fields", "exclude_fields", "exclude_default" are provided:

- virtualComputeDescriptor;

- swlmageDescriptor;

- virtualStorageDescriptor;

- appExtCpd;

- terminateApplnstanceOpConfig;

- changeApplnstanceStateOpConfig.

Table 7.3.6.3.2-2: Data structures supported by GET request/response on this resource

Request Data type Cardinality Remarks
message [n/a
content
Data type Cardinality Response Remarks
codes
AppD 1 200 OK Indicates the success of request, and the content of
the AppD is returned.
The response message content shall contain a copy
of the file representing the AppD or a ZIP file that
contains the file or multiple files representing the
AppD.
The "Content-Type" HTTP header shall be set
according to the format of the returned file, which is
selected according to "Accept" HTTP header options
Response passed in the request.
message [ProblemDetails |0..1 400 Bad Request |It is used to indicate that the request contained
content either:

e incorrect parameters; or

e aninvalid attribute-based filtering expression;
or

e aninvalid attribute selector.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
specific error.

ProblemDetails

0.1 401 Unauthorized [It is used when the client did not submit credentials.
In the returned ProblemDetails structure, the "detail"

attribute should convey more information about the

error.
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Data type Cardinality Response Remarks
codes
ProblemDetails (1 403 Forbidden The operation is not allowed given the current status
of the resource.
More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.
ProblemDetails |[0..1 404 Not Found It is used when a client provided a URI that cannot
be mapped to a valid resource URI.
In the returned ProblemDetails structure, the "detail"
Response attribute should convey more information about the
message error.
content  |ProblemDetails |0..1 406 Not It is used to indicate that the server cannot provide
Acceptable the any of the content formats supported by the
client.
In the returned ProblemDetails structure, the "detail”
attribute should convey more information about the
error.
ProblemDetails [0..1 429 Too Many It is used when a rate limiter has triggered.
Requests
In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
7.3.6.3.3 PUT
This method is not supported. When this method is requested on this resource, the "403 Forbidden™ responseis
returned.
7.3.6.3.4 DELETE
This method is not supported. When this method is requested on this resource, the "405 Method Not Allowed" response
isreturned.
7.3.6.3.5 PATCH
Not supported.
7.3.7 Resource: application package content
7.3.7.1 Description

Thisresource represents an individual application package identified by the application package identifier, or
application descriptor identifier. The client can use this resource to upload or fetch the content of the application
package.

7.3.7.2 Resource definition
The possible resource URIs are:
. Resource URI: { apiRoot}/app_pkgm/vl/app_packages/{ appPkgld}/package _content
. Resource URI: { apiRoot} /app_pkgm/vl/onboarded_app_packages/{ appDId} /package content

Resource URI variables for this resource are defined in table 7.3.7.2-1.
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Table 7.3.7.2-1: Resource URI variables for the resource

Name Definition
apiRoot See clause 7.2
appPkgld |Identifier of an individual application package

appDId Identifier of an application descriptor copied from the on-boarded application package
7.3.7.3 Resource methods
7.3.7.3.1 POST
Not supported.
7.3.7.3.2 GET

The GET method is used to fetch the on-boarded application package content identified by appPkgld or appDld. The
client can use this resource to fetch the content of the application package.

The GET method is supported on Mm1 and Mm3.

This method shall comply with the URI query parameters, request and response data structures, and response codes, as
specified in tables 7.3.7.3.2-1 and 7.3.7.3.2-2.

Table 7.3.7.3.2-1: URI query parameters of GET method on the resource

Name Data type Cardinality Remarks
n/a
Table 7.3.7.3.2-2: Data structures supported by GET request/response on this resource
Data type Cardinality Remarks
n/a The request may contain a "Range" HTTP header to obtain single
Request range of bytes from the application package file. This can be used to
message continue an aborted transmission.
content
If the MEO or MEAO does not support range requests, it should return
the whole file with a 200 OK response instead.
Data type Cardinality Response Remarks
codes
n/a 1 200 OK On success, a copy of the on-boarded application
package is returned in the response message
content.
The "Content-Type" HTTP header shall be set
according to the type of the file, i.e. to
"application/zip" for an application package.
Sre n/a 1 206 Partial On success, if the MEO or MEAO supports range
ponse . )
message Content requests, a single gongecutlve byte range from the
o content of the application package file shall be
returned.
The response message content shall contain the
requested part of the application package file.
The "Content-Range" HTTP header shall be
provided according to IETF RFC 9110 [6].
The "Content-Type" HTTP header shall be set as
defined above for the "200 OK" response.
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Response
message
content

Data type

Cardinality

Response
codes

Remarks

ProblemDetails

0.1

400 Bad Request

It is used to indicate that incorrect parameters were
passed to the request.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

401 Unauthorized

It is used when the client did not submit credentials.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current status
of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that cannot
be mapped to a valid resource URI.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot provide
the any of the content formats supported by the
client.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

416 Range Not
Satisfiable

Shall be returned upon the following error: The byte
range passed in the "Range" header did not match

any available byte range in the application package
file (e.g. "access after end of file").

The response message content may contain a
ProblemDetails structure.

ProblemDetails

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

7.3.7.3.3

PUT

This PUT method uploads the content of application package.

The PUT method is supported on Mm1 only and applicable to resource URI:
{apiRoot}/app_pkgm/vl/app_packages/{ appPkgld} /package_content.

This method shall comply with the URI query parameters, request and response data structures, and response codes, as

specified in tables 7.3.7.3.3-1 and 7.3.7.3.3-2.

Table 7.3.7.3.3-1: URI query parameters of PUT method on this resource

Name

Data type

Cardinality

Remarks

n/a
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Table 7.3.7.3.3-2: Data structures supported by PUT request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

n/a

The message content shall contain a ZIP file that represents the
application package.
The "Content-Type" HTTP header shall be set to "application/zip".

Response
message
content

Data type

Cardinality

Response
Codes

Remarks

n/a

202 Accepted

The application package has been accepted for
uploading, but the processing has not been
completed. It is expected to take some time for
processing.

The response message content shall be empty.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters were
passed to the request.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

401 Unauthorized

It is used when the client did not submit credentials.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current status
of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that cannot
be mapped to a valid resource URI.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot provide
the any of the content formats supported by the
client.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

409 Conflict

The operation cannot be executed currently, due to
a conflict with the state of the resource.

Typically, this is due to the fact that the onboarding
state of the application package resource is not
CREATED.

The response message content shall contain a
ProblemDetails structure, in which the "detail”
attribute shall convey more information about the
error.

ProblemDetails

0.1

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

7.3.7.3.4

Not supported.

DELETE
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7.3.7.3.5 PATCH
Not supported.

7.4 Resources of application lifecycle management on Mm1

7.4.1 Resource: application instances

74.1.1 Description

This resource represents application instances of data type "Applnstancel nfo" specified in clause 6.2. The consumer can
use this resource to request resource alocation for application instance and query the information of resource.

7.4.1.2 Resource definition
The possible resource URIs are:
. Resource URI: { apiRoot}/app_lcm/vl/app_instances.

Resource URI variables for this resource are defined in table 7.4.1.2-1.

Table 7.4.1.2-1: Resource URI Variables for the resource

Name Definition
apiRoot See clause 7.2

7.4.1.3 Resource methods

7.4.1.3.1 POST

The POST method is used to create an application instance resource, which refers to the procedure of "creating
application instance resource operation” described in clause 6.3.

This method shall comply with the URI request and response data structures, and response codes, as specified in
tables 7.4.1.3.1-1 and 7.4.1.3.1-2.

Table 7.4.1.3.1-1: URI query parameters of POST method on the resource

Name Data type Cardinality Remarks

n/a
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Table 7.4.1.3.1-2: Data structures supported by POST request/response on this resource

Request Data type Cardinality Remarks
message |CreateApplinstance (1 The POST method is used to create an application instance
content |Request resource.
Data type Cardinality Response Remarks
codes
Applnstancelnfo 1 201 Created An application instance identifier and the related

resource has been created successfully.

The response message content shall contain a
representation of the created resource.
Response
message The HTTP response shall include a "Location"

content HTTP header that contains the resource URI of
the created application instance.
ProblemDetails 0..1 400 Bad Request (It is used to indicate that incorrect parameters
were passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

Data type Cardinality Response Remarks

codes
ProblemDetails 0..1 401 It is used when the client did not submit
Unauthorized credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails 1 403 Forbidden The operation is not allowed given the current
status of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.
ProblemDetails 0.1 404 Not Found It is used when a client provided a URI that
cannot be mapped to a valid resource URI.

Response
message

nten .
Ll In the returned ProblemDetails structure, the

"detail" attribute should convey more information
about the error.

ProblemDetails 0.1 406 Not It is used to indicate that the server cannot
Acceptable provide any of the content formats supported by
the client.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails 0.1 429 Too Many It is used when a rate limiter has triggered.
Requests In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

7.4.1.3.2 GET

The GET method retrieves information about the application instances resources. This refers to the procedure of "query
application instance information operation™” as described in clause 6.3.1.5.

This method shall comply with the URI request and response data structures, and response codes, as specified in
tables 7.4.1.3.2-1 and 7.4.1.3.2-2.
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Table 7.4.1.3.2-1: URI query parameters of GET method on the resource

Name Cardinality Description

filter 0.1 Attribute-based filtering parameters according to ETSI GS MEC 009 [4].
The API producer shall support receiving filtering parameters as part of the URI
query string.
All attribute names that appear in the Appinstancelnfo and in data types referenced
from it shall be supported in attribute-based filtering parameters.
See clause 6.19 in ETSI GS MEC 009 [4] for details.
all_fields 0.1 Include all complex attributes in the response. See clause 6.18 in ETSI
GS MEC 009 [4] for details. The API producer shall support this parameter.
fields 0.1 Complex attributes to be included into the response. See clause 6.18 in ETSI
GS MEC 009 [4] for details. The API producer should support this parameter.
exclude_fields 0.1 Complex attributes to be excluded from the response. See clause 6.18 in [4] for
details. The API producer should support this parameter.
exclude_default |0..1 Indicates to exclude the following complex attributes from the response. See
clause 6.18 in ETSI GS MEC 009 [4] for details. The API producer shall support this
parameter.
The following attributes shall be excluded from the Applnstancelnfo structure in the
response message content if this parameter is provided, or none of the parameters
"all_fields", "fields", "exclude_fields", "exclude_default" are provided:

- vimConnectionInfo;

- instantiate;

- terminate;

- operate.

ETSI



174

ETSI GS MEC 010-2 V3.2.1 (2024-02)

Table 7.4.1.3.2-2: Data structures supported by GET request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

n/a

0

The method is to query the information of application instances.

Response
message
content

Data type

Cardinality

Response
codes

Remarks

Applnstancelnfo

0..N

200 OK

Information about zero or more application
instances was queried successfully.

The response message content shall contain in
an array the representations of zero or more
application instances.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters
were passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

401
Unauthorized

It is used when the client did not submit
credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current
status of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that
cannot be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot
provide the any of the content formats supported
by the client.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

7.4.1.3.3

PUT

Not supported.

7.4.1.3.4 DELETE

Not supported.

7.4.1.35 PATCH

Not supported.
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7.4.2 Resource: individual application instance

7421 Description

This method isto retrieve information about an individual application instance. The client can use this resource to read
the information of, or delete the individual application instance.

7.4.2.2 Resource definition
The possible resource URIs are:
. Resource URI: { apiRoot} /app_lcm/v1/app_instances/{ applnstancel d} .

Resource URI Variables for this resource are defined in table 7.4.2.2-1.

Table 7.4.2.2-1: Resource URI Variables for the resource

Name Definition
apiRoot See clause 7.2
applnstanceld Identifier of an individual application instance
7.4.2.3 Resource methods
7.4.2.3.1 POST
Not supported.
7.4.2.3.2 GET

The GET method retrieves the information of an individua application instance viareading an individua application
instance resource, which is used by the procedure of "query application instance information operation" as described in
clause 6.3.1.5.

This method shall comply with the URI request and response data structures, and response codes, as specified in
tables 7.4.2.3.2-1 and 7.4.2.3.2-2.

Table 7.4.2.3.2-1: URI query parameters of GET method on the resource

Name Data type Cardinality Remarks
n/a
Table 7.4.2.3.2-2: Data structures supported by GET request/response on this resource
Request Data type Cardinality Remarks
message [n/a 0
content
Data type Cardinality Response Remarks
codes
Applnstanceinfo |1 200 OK Information about an individual application instance
was read successfully.
Response The response message content shall contain a
message representation of the read resource.
content  |ProblemDetails |0..1 400 Bad Request |Itis used to indicate that incorrect parameters were
passed to the request.
In the returned ProblemDetails structure, the "detail”
attribute should convey more information about the
error.
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Data type Cardinality Response Remarks
codes
ProblemDetails [0..1 401 Unauthorized |lt is used when the client did not submit credentials.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current status
of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

0.1

404 Not Found

It is used when a client provided a URI that cannot
be mapped to a valid resource URI.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

0.1

406 Not
Acceptable

It is used to indicate that the server cannot provide
the any of the content formats supported by the
client.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

0.1

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

7.4.2.3.3

Not supported.

7.4.2.3.4

PUT

DELETE

The DELETE method deletes an individual application instance resource, which refers to the procedure of "delete
application instance identifier operation” as described in clause 6.3.1.8.

The method shall comply with the URI request and response data structures, and response codes, as specified in
tables 7.4.2.3.4-1 and 7.4.2.3.4-2.

Table 7.4.2.3.4-1: URI query parameters supported by the DELETE method on this resource

Name

Data type

Cardinality

Remarks

n/a
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Table 7.4.2.3.4-2: Data structures supported by the DELETE request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

n/a

Response
message
content

Data type

Cardinality

Response
codes

Remarks

n/a

204 No content

The application instance resource and the
associated application instance identifier were
deleted successfully.

The response message content shall be empty.

ProblemDetails

409 Conflict

The operation cannot be executed currently, due to
a conflict with the state of the resource.

Typically, this is due to the fact that the application
instance resource is in INSTANTIATED state.

The response message content shall contain a
ProblemDetails structure, in which the "detail"
attribute shall convey more information about the
error.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters were
passed to the request.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

401 Unauthorized

It is used when the client did not submit credentials.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current status
of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that cannot
be mapped to a valid resource URI.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot provide
the any of the content formats supported by the
client.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

7.4.2.35

Not supported.

PATCH
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7.4.3 Resource: subscriptions

7.4.3.1 Description

This resource represents subscriptions to notifications of related to an application instance. The subscriber can use this
resource to subscribe to notifications related to the application instance related changes, such as application instance
operational state change or application LCM operation occurrence state change, as well as creation/deletion of MEC
application instance identifiers and the associated application instances.

When this resource represents a subscription to notifications regarding application instance operational state changes, it
shall follow the data type of " ApplnstSubscriptionRequest” as specified in clause 6.2.2.12. The notifications related to
this subscription shall follow the data type of "ApplnstNotification" as specified in clause 6.2.2.11.

When this resource represents a subscription to the notifications regarding to application instance LCM operation
occurrence state change, it shall follow the data type of " AppLcmOpOccSubscriptionRequest” as specified in

clause 6.2.2.14. The notifications related to this subscription shall follow the data type of "AppLcmOpOccNoatification”
as specified in clause 6.2.2.16.

When this resource represents a subscription to the notifications regarding to creation of application instance identifier,
it shall follow the data type of " Applnstl dCreationSubscriptionRequest” as specified in clause 6.2.2.25. The
notifications related to this subscription shall follow the data type of " Applnstancel dentifierCreationNotification" as
specified in clause 6.2.2.27.

When this resource represents a subscription to the notifications regarding to deletion of application instance identifier,
it shall follow the data type of " ApplnstldDeletionSubscriptionRequest” as specified in clause 6.2.2.28. The
notifications related to this subscription shall follow the data type of " Applnstancel dentifierDeletionNotification" as
specified in clause 6.2.2.30.

7.4.3.2 Resource definition
The possible resource URIs are:
. Resource URI: { apiRoot}/app_lcm/v1/subscriptions.

Resource URI Variables for this resource are defined in table 7.4.3.2-1.

Table 7.4.3.2-1: Resource URI variables for the resource

Name Definition
apiRoot See clause 7.2
7.4.3.3 Resource methods
7.4.3.3.1 POST

The POST method is to subscribe to the notification of application instance related change, which is mapped to the
procedure of "subscription operation”.

This method shall comply with the URI query parameters, request and response data structures, and response codes, as
specified in tables 7.4.3.3.1-1 and 7.4.3.3.1-2.

Table 7.4.3.3.1-1: URI query parameters supported by the POST method on this resource

Name Data type Cardinality Remarks

n/a
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Table 7.4.3.3.1-2: Data structures supported by the POST request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

{SubscriptionRequ

est}

1

The subscription request message content contains the data type of
the specific subscription to application instance state change event
that is to be created:

e ApplnstSubscriptionRequest

e  AppLcmOpOccSubscriptionRequest

e ApplnstldCreationSubscriptionRequest

e ApplnstldDeletionSubscriptionRequest

Response
message
content

Data type

Cardinality

Response
codes

Remarks

{Subscriptioninfo}

1

201 Created

Upon success, a response message content
representing the created subscription is returned.

The response message content shall contain a
representation of the created Subscriptioninfo
with the appropriate data type:

e  ApplnstSubscriptioninfo

e  AppLcmOpOccSubscriptioninfo

e ApplnstldCreationSubscriptioninfo

e ApplnstldDeletionSubscriptioninfo

The HTTP response shall include a "Location"
HTTP header that contains the resource URI of
the created subscription resource.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters
were passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

401
Unauthorized

It is used when the client did not submit
credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current
status of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that
cannot be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot
provide the any of the content formats supported
by the client.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.
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The GET method retrieves the information of multiple subscriptions to notifications related to an application instance.

Upon success, the response contains the list of links to the subscriptions that are present for the requestor.

Table 7.4.3.3.2-1: URI query parameters supported by the GET method on this resource

Name Data type Cardinality Remarks
subscriptionType [ApplnstanceSubsc |0..1 Query parameter to filter on a specific subscription type.
riptionType

Table 7.4.3.3.2-2: Data structures supported by the GET request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

n/a

Response
message
content

Data type

Cardinality

Response
codes

Remarks

ApplnstanceSub
scriptionLinkList

1

200 OK

Upon success, a response message content
containing a list of all subscriptions is returned.

ProblemDetails

0.1

400 Bad
Request

It is used to indicate that incorrect parameters were
passed to the request.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

0.1

401
Unauthorized

It is used when the client did not submit credentials.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current status
of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

0.1

404 Not Found

It is used when a client provided a URI that cannot
be mapped to a valid resource URI.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

0.1

406 Not
Acceptable

It is used to indicate that the server cannot provide
the any of the content formats supported by the
client.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails

0.1

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

7.4.3.3.3

PUT

Not supported.

7.4.3.3.4

DELETE

Not Supported.
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7.4.3.3.5 PATCH

Not supported.
7.4.4 Resource: individual subscription

7441 Description

This resource represents an individual subscription to notifications related to an application instance.

7.4.4.2 Resource definition
The possible resource URIs are:
. Resource URI: { apiRoot}/app_lcm/v1/subscriptions/{ subscriptionld} .

Resource URI variables for this resource are defined in table 7.4.4.2-1.

Table 7.4.4.2-1: Resource URI variables for the resource

Name Definition
apiRoot See clause 7.2.
subscriptionld Represents an individual subscription to notification related to an application instance.
7.4.4.3 Resource methods
7.4.4.3.1 POST
Not supported.
7.4.4.3.2 GET

The GET method retrieves the individual subscription information by reading an individual subscription resource. This
method shall comply with the URI query parameters, request and response data structures, and response codes, as
specified in tables 7.4.4.3.2-1 and 7.4.4.3.2-2.

Table 7.4.4.3.2-1: URI query parameters supported by the GET method on this resource

Name Data type Cardinality Remarks

n/a
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Table 7.4.4.3.2-2: Data structures supported by the GET request/response on this resource

Request Data type Cardinality Remarks
message [n/a
content
Data type Cardinality Response Remarks
codes
{Subscriptioninfo |1 200 OK Upon success, a response message content
} containing a representation of the individual

subscription resource shall be returned.

The allowed data types for the Subscriptioninfo are:

e  ApplInstSubscriptioninfo

e AppLcmOpOccSubscriptioninfo

e  ApplnstldCreationSubscriptioninfo

e ApplnstldDeletionSubscriptioninfo
ProblemDetails  |0..1 400 Bad Request (It is used to indicate that incorrect parameters were
passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails 0.1 401 Unauthorized |lt is used when the client did not submit credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information

Response about the error.
messageé (ProblemDetails |1 403 Forbidden The operation is not allowed given the current
content status of the resource.

More information shall be provided in the "detail"
attribute of the ProblemDetails structure.
ProblemDetails  |0..1 404 Not Found It is used when a client provided a URI that cannot
be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails  |0..1 406 Not It is used to indicate that the server cannot provide
Acceptable the any of the content formats supported by the
client.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails  |0..1 429 Too Many It is used when a rate limiter has triggered.
Requests

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

7.4.4.3.3 PUT
Not supported.
7.4.4.3.4 DELETE

The DELETE method is used to delete an individual subscription to notifications related to application instances.

This method shall comply with the URI query parameters, request and response data structures, and response codes, as
specified in tables 7.4.4.3.4-1 and 7.4.4.3.4-2.
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Table 7.4.4.3.4-1: URI query parameters supported by the DELETE method on this resource

Name Data type Cardinality Remarks

n/a

Table 7.4.4.3.4-2: Data structures supported by the DELETE request/response on this resource

Request Data type Cardinality Remarks
message |n/a
content
Data type Cardinality Response Remarks
codes
n/a 204 No Content  |The subscription resource was deleted successfully.
The response message content shall be empty.
ProblemDetails [0..1 401 Unauthorized |lt is used when the client did not submit credentials.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails (1 403 Forbidden The operation is not allowed given the current status
of the resource.

Response
message More information shall be provided in the "detail"
content attribute of the ProblemDetails structure.

ProblemDetails |[0..1 404 Not Found It is used when a client provided a URI that cannot

be mapped to a valid resource URI.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails [0..1 429 Too Many It is used when a rate limiter has triggered.
Requests

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

7.4.4.3.5 PATCH
Not supported.

7.4.5 Resource: notification endpoint

7.45.1 Description

This resource represents a notification endpoint, which is mapped to the procedure of "notify application instance

operational state change”, "notify application LCM operation occurrence state change”, or "creation/deletion of MEC

application instance identifiers and the associated application instances®. The producer can use this resource to send
notifications related to application instance management events to a subscribed consumer.

7.45.2 Resource definition
The resource of callback URI is provided by the subscriber when subscribing to the notification.

Resource URI variables for this resource are defined in table 7.4.5.2-1.

Table 7.4.5.2-1: Resource URI variables for the resource

Name Definition

n/a
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7.45.3 Resource methods

7.45.3.1 POST
The POST method delivers a notification from the application lifecycle management resource to the subscriber.

This method shall follow the provisions specified in tables 7.4.5.3.1-1 and 7.4.5.3.1-2 for URI parameters, request and
response data structures, and response codes.

Table 7.4.5.3.1-1: URI query parameters supported by POST method on this resource

Name Data type Cardinality Remarks
n/a
Table 7.4.5.3.1-2: Data structures supported by POST request/response on this resource
Data type Cardinality Remarks
{Notification} 1 A notification of an event related to an application instance.
Request The allowed data types of application state change notification are:
message e ApplinstNotification
content e  AppLcmOpOccNatification
¢ ApplnstanceldentifierCreationNotification
o ApplinstanceldentifierDeletionNotification
Data type Cardinality Response Remarks
codes
n/a 204 No Content  [The natification was delivered successfully. The
response message content shall be empty.
ProblemDetails [0..1 401 Unauthorized |It is used when the client did not submit credentials.
In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
ProblemDetails |1 403 Forbidden The operation is not allowed given the current status
of the resource.
Response
message More information shall be provided in the "detail"
content attribute of the "ProblemDetails" structure.
ProblemDetails |(0..1 404 Not Found It is used when a client provided a URI that cannot
be mapped to a valid resource URI.
In the returned ProblemDetails structure, the "detail”
attribute should convey more information about the
error.
ProblemDetails [0..1 429 Too Many It is used when a rate limiter has triggered.
Requests
In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.
7.4.5.3.2 GET
Not supported.
7.4.5.3.3 PUT
Not supported.
7.45.3.4 DELETE
Not supported.
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7.4.5.3.5 PATCH
Not supported.

7.4.6 Resource: instantiate application instance task

7.4.6.1 Description

This resource represents the task of instantiating an application instance. The client can use this resource to instantiate
an application instance.

7.4.6.2 Resource definition
The possible resource URIs are:
. Resource URI: { apiRoot}/app_|cm/vl/app_instances/{ appl nstancel d} /instantiate

Resource URI variables for this resource are defined in table 7.4.6.2-1.

Table 7.4.6.2-1: Resource URI Variables for the resource

Name Definition
apiRoot See clause 7.2.
applnstanceld The identifier of the application instance. See note.
NOTE: This identifier can be retrieved from the resource referenced by the "Location"” HTTP header in the response
to a POST request creating the new application instance resource. It can also be retrieved from the "id"
attribute in the response message content.

7.4.6.3 Resource methods

7.4.6.3.1 POST
The POST method is to instantiate the application instance.

This method shall comply with the URI request and response data structures, and response codes, as specified in
tables 7.4.6.3.1-1 and 7.4.6.3.1-2.

Table 7.4.6.3.1-1: URI query parameters supported by the POST method on this resource

Name Data type Cardinality Remarks

n/a
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Table 7.4.6.3.1-2: Data structures supported by a POST request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

InstantiateAppReq

uest

1

The request message content contains the information necessary to
instantiate an application instance.

Response
message
content

Data type

Cardinality

Response
codes

Remarks

n/a

202 Accepted

The request was accepted for processing, but the
processing has not yet been completed.

The response message content shall be empty.

The HTTP response shall include a "Location"
HTTP header that contains the URI of the newly-
created "application LCM operation occurrence"
resource that corresponds to this application
instance instantiation operation.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters
were passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

401
Unauthorized

It is used when the client did not submit the
appropriate credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current
status of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that
cannot be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot
provide the any of the content formats supported
by the client.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

409 Conflict

The operation cannot currently be executed due
to a conflict with the state of the resource.

Typically, this is because the application instance
resource is not in NOT_INSTANTIATED state.

The response message content shall contain a
ProblemDetails structure, in which the "detail"
attribute shall convey more information about the
error.

ProblemDetails

0.1

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

7.4.6.3.2

GET

Not supported.
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7.4.6.3.3 PUT

Not supported.

7.4.6.3.4 DELETE
Not supported.

7.4.6.3.5 PATCH
Not supported.

7.4.7 Resource: terminate application instance task

7.4.7.1 Description

This resource represents the task of terminating an application instance. The client can use this resource to terminate an
application instance.

7.4.7.2 Resource definition
The possible resource URIs are:
. Resource URI: { apiRoot} /app_lcm/v1/app_instances/{ appl nstancel d} /terminate

Resource URI variables for this resource are defined in table 7.4.7.2-1.

Table 7.4.7.2-1: Resource URI Variables for the resource

Name Definition
apiRoot See clause 7.2.
applnstanceld The identifier of the application instance. See note.
NOTE: This identifier can be retrieved from the resource referenced by the "Location" HTTP header in the response
to a POST request creating the new application instance resource. It can also be retrieved from the "id"
attribute in the response message content.

7.4.7.3 Resource methods

7.4.7.3.1 POST
The POST method is used to terminate an application instance.

This method shall comply with the URI request and response data structures, and response codes, as specified in
tables 7.4.7.3.1-1 and 7.4.7.3.1-2.

Once the MEPM has successfully completed the underlying application instance LCM operation occurrence, it shall set
the "instantiationState” attribute in the representation of the "individual application instance" resource to the value
"NOT_INSTANTIATED".

Table 7.4.7.3.1-1: URI query parameters supported by the POST method on this resource

Name Data type Cardinality Remarks

n/a
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Table 7.4.7.3.1-2: Data structures supported by a POST request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

TerminateAppRequest

[y

Parameters for the termination, as defined in clause 6.2.2.9.

Response
message
content

Data type

Cardinality

Response
codes

Remarks

n/a

202 Accepted

The request was accepted for processing, but the
processing has not yet been completed.

The response message content shall be empty.

The HTTP response shall include a "Location"
HTTP header that contains the URI of the
newly-created "application LCM operation
occurrence" resource that corresponds to this
operation.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters
were passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

401
Unauthorized

It is used when the client did not submit the
appropriate credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current
status of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that
cannot be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot
provide the any of the content formats supported
by the client.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

409 Conflict

The operation cannot be executed currently, due
to a conflict with the state of the resource.

Typically, this is because the application instance
resource is in NOT_INSTANTIATED state.

The response message content shall contain a
ProblemDetails structure, in which the "detail"
attribute shall convey more information about the
error.

ProblemDetails

0.1

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

7.4.7.3.2

GET

Not supported.
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7.4.7.3.3 PUT

Not supported.

7.4.7.3.4 DELETE
Not supported.

7.4.7.3.5 PATCH
Not supported.

7.4.8 Resource: operate application instance task

7.48.1 Description

This resource represents the task of changing the operational state of the application instance. The client can use this
resource to start or stop an application instance.

7.4.8.2 Resource definition
The possible resource URIs are:
. Resource URI: { apiRoot} /app_lcm/v1/app_instances/{ appl nstancel d} /operate

Resource URI variables for this resource are defined in table 7.4.8.2-1.

Table 7.4.8.2-1: Resource URI Variables for the resource

Name Definition
apiRoot See clause 7.2.
applnstanceld The identifier of the application instance. See note.
NOTE: This identifier can be retrieved from the resource referenced by the "Location" HTTP header in the response
to a POST request creating the new application instance resource. It can also be retrieved from the "id"
attribute in the response message content.

7.4.8.3 Resource methods

7.4.8.3.1 POST
The POST method is used to change the operational state, i.e. start or stop, of the application instance.

This method shall comply with the URI request and response data structures, and response codes, as specified in
tables 7.4.8.3.1-1 and 7.4.8.3.1-2.

Table 7.4.8.3.1-1: URI query parameters supported by the POST method on this resource

Name Data type Cardinality Remarks

n/a
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Table 7.4.8.3.1-2: Data structures supported by POST request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

OperateAppRequest

1

The request message content contains the information necessary to
change the operational state of application instance, as described in

clause 6.2.2.8.

Response
message
content

Data type

Cardinality

Response
codes

Remarks

n/a

202 Accepted

The request was accepted for processing, but it is
possible that the processing is not yet completed.

The response message content shall be empty.

The HTTP response shall include a "Location"”
HTTP header that contains the URI of the
newly-created "application LCM operation
occurrence" resource that corresponds to this
application instance instantiation operation.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters
were passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

401
Unauthorized

It is used when the client did not submit the
appropriate credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current
status of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that
cannot be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot
provide the any of the content formats supported
by the client.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

409 Conflict

The operation cannot be executed currently, due
to a conflict with the state of the resource.

Typically, this is because the application instance
resource is not in INSTANTIATED state.

The response message content shall contain a
ProblemDetails structure, in which the "detail"
attribute shall convey more information about the
error.

ProblemDetails

0.1

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.
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7.4.8.3.2 GET

Not supported.

7.4.8.3.3 PUT

Not supported.

7.4.8.3.4 DELETE
Not supported.

7.4.8.3.5 PATCH
Not supported.

7.4.9 Resource: application LCM operation occurrences

7.49.1 Description

This resource represents application instance LCM operation occurrences. The client can use this resource to query
status information about multiple application instance lifecycle management operation occurrences.

7.4.9.2 Resource definition
The possible resource URIs are:
. Resource URI: { apiRoot}/app_lcm/v1l/app_Icm_op_occs.

Resource URI variables for this resource are defined in table 7.4.9.2-1.

Table 7.4.9.2-1: Resource URI Variables for the resource

Name Definition
apiRoot See clause 7.2
7.49.3 Resource methods
7.4.9.3.1 POST
Not supported.
7.4.9.3.2 GET

The GET method retrieves information of operation status about multiple application instance lifecycle management
operation occurrences.

This method shall comply with the URI query parameters, request and response data structures, and response codes, as
specified in tables 7.4.9.3.2-1 and 7.4.9.3.2-2.
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Table 7.4.9.3.2-1: URI query parameters of GET method on the resource

Name Cardinality Remarks

filter 0.1 Attribute-based filtering parameters according to ETSI GS MEC 009 [4].

The API producer shall support receiving filtering parameters as part of the URI
query string.

All attribute names that appear in the AppLcmOpOcc and in data types referenced
from it shall be supported in attribute-based filtering parameters. See clause 6.19 in
ETSI GS MEC 009 [4] for details.

all_fields 0.1 Include all complex attributes in the response. See clause 6.18 in ETSI
GS MEC 009 [4] for details. The API producer shall support this parameter.
fields 0.1 Complex attributes of AppLcmOpOcc to be included into the response.

See clause 6.18 in ETSI GS MEC 009 [4] for details. The API producer should
support this parameter.

exclude_fields 0.1 Complex attributes of AppLcmOpOcc to be excluded from the response.

See clause 6.18 in ETSI GS MEC 009 [4] for details. The API producer should
support this parameter.

exclude_default |0..1 Indicates to exclude the following complex attributes of AppLcmOpOcc from the
response.

The following attributes shall be excluded from the AppLcmOpOcc structure in the
response message content if this parameter is provided, or none of the parameters
"all_fields", "fields", "exclude_fields", "exclude_default" are provided:

e operationParams;

o links.

Table 7.4.9.3.2-2: Data structures supported by GET request/response on this resource

Request Data type Cardinality Remarks
message |n/a
content
Data type Cardinality Response Remarks
codes
AppLcmOpOcc 0..N 200 OK Status information for zero or more application

instance lifecycle management operation
occurrences was queried successfully.

The response message content shall contain in
an array the status information about zero or
more application lifecycle operation occurrences.
ProblemDetails 0.1 400 Bad Request (It is used to indicate that incorrect parameters
were passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

?:s?s;gs: ProblemDetails 0.1 401 It is used when the client did not submit
SO Unauthorized credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails 1 403 Forbidden The operation is not allowed given the current
status of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.
ProblemDetails 0.1 404 Not Found It is used when a client provided a URI that
cannot be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.
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Data type Cardinality Response Remarks
codes
ProblemDetails 0.1 406 Not It is used to indicate that the server cannot
Acceptable provide the any of the content formats supported

by the client.

Response In the returned ProblemDetails structure, the

message " s - .
detail" attribute should convey more information

content
about the error.
ProblemDetails 0.1 429 Too Many It is used when a rate limiter has triggered.
Requests

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

7.4.9.3.3 PUT

Not supported.

7.4.9.3.4 DELETE

Not supported.

7.4.9.3.5 PATCH

Not supported.

7.4.10 Resource: individual application LCM operation occurrence

7.4.10.1 Description

This method represents an individual application LCM operation occurrence. The client can use this resource to read
status information about an individual application lifecycle management operation occurrence.

7.4.10.2 Resource definition
The possible resource URIs are:
. Resource URI: { apiRoot}/app_|cm/vl/app _|cm_op_occs/{ appL.cmOpOccld} .

Resource URI Variables for this resource are defined in table 7.4.10.2-1.

Table 7.4.10.2-1: Resource URI Variables for the resource

Name Definition
apiRoot See clause 7.2.
appLcmOpOccld Identifies an individual application LCM operation occurrence.
NOTE: This identifier can be retrieved from the resource referenced by the "Location” HTTP header in the response
to a POST request triggering an application instance LCM operation. It can also be retrieved from the
"appLcmOpOccld" attribute in the AppLcmOpOccNatification.

7.4.10.3 Resource methods

7.4.10.3.1 POST
Not supported.
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7.4.10.3.2 GET

The GET method reads the status information of an individual application LCM operation occurrence, which is used by
the procedure of "query application lifecycle operation status" as described in clause 6.3.1.6.

The method shall comply with the URI query parameters, request and response data structures, and response codes, as
specified in the tables 7.4.10.3.2-1 and 7.4.10.3.2-2.

Table 7.4.10.3.2-1: URI query parameters of GET method on the resource

Name Data type Cardinality Remarks

n/a

Table 7.4.10.3.2-2: Data structures supported by GET request/response on this resource

Request Data type Cardinality Remarks
message |n/a 0
content

Data type Cardinality Response Remarks
codes
AppLcmOpOcc |1 200 OK Information about an application LCM operation
occurrence was read successfully.

The response message content shall contain status
information about an application lifecycle
management operation occurrence.
ProblemDetails [0..1 400 Bad Request |It is used to indicate that incorrect parameters were
passed to the request.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails |[0..1 401 Unauthorized |It is used when the client did not submit credentials.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails (1 403 Forbidden The operation is not allowed given the current status
of the resource.

Response
message

content More information shall be provided in the "detail”

attribute of the "ProblemDetails" structure.
ProblemDetails (0..1 404 Not Found It is used when a client provided a URI that cannot
be mapped to a valid resource URI.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails [0..1 406 Not It is used to indicate that the server cannot provide
Acceptable the any of the content formats supported by the
client.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails [0..1 429 Too Many It is used when a rate limiter has triggered.
Requests

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

7.4.10.3.3 PUT

Not supported.
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7.4.10.3.4 DELETE
Not supported.

7.4.10.3.5 PATCH
Not supported.

7.4.11 Resource: application LCM operation occurrence cancel task

7.4.11.1 Description

This resource represents the task of cancelling an ongoing application LCM operation. The client can use this resource
to intervene in an ongoing application LCM operation.

7.4.11.2 Resource definition
The possible resource URIs are:
Resource URI: { apiRoot} /app_|cm/vl/app_Icm_op_occs/{ appL.cmOpOccl d} /cancel.

Resource URI Variables for this resource are defined in table 7.4.11.2-1.

Table 7.4.11.2-1: Resource URI Variables for the resource

Name Definition
apiRoot See clause 7.2.
appLcmOpOccld Identifies an individual application LCM operation occurrence.
NOTE: This identifier can be retrieved from the resource referenced by the "Location"” HTTP header in the response
to a POST request triggering an application instance LCM operation. It can also be retrieved from the
"appLcmOpOccld" attribute in the AppLcmOpOccNatification.

7.4.11.3 Resource methods

7.4.11.3.1 POST

The POST method is used to cancel an ongoing application lifecycle operation whose related "Individual application
LCM operation occurrence” resource isin "PROCESSING" state. This method shall comply with the URI request and
response data structures, and response codes, as specified in tables 7.4.11.3.1-1 and 7.4.11.3.1-2.

Before returning the "202 Accepted" response, the "isCancel Pending" and "cancelMode" attributes in the representation
of the parent resource shall be updated according to the provisionsin clause 5.4.5.

In case of success of processing the asynchronous request, the "operationState” attribute in the representation of the
parent resource shall be changed to "FAILED_TEMP". In addition, the "isCancel Pending” and "cancelMode" attributes
in the representation of the parent resource according to the provisionsin clause 5.4.5 to reflect the new status, and the
applicable "result" notification shall be emitted to indicate that the execution of the underlying application LCM
operation occurrence has temporarily failed.

Due to race conditions, the processing of the actual operation that isto be cancelled may eventually still succeed, in
which case the "operationState” attribute in the representation of the parent resource shall represent the result of that
operation, rather than the result of the cancellation.

Table 7.4.11.3.1-1: URI query parameters supported by the POST method on this resource

Name Data type Cardinality Remarks

n/a
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Table 7.4.11.3.1-2: Data structures supported by POST request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

CancelMode

1

The request message content contains the information on the
cancellation mode to apply to the ongoing application LCM
operation, as described in clause 5.4.5.

Response
message
content

Data type

Cardinality

Response
codes

Remarks

n/a

202 Accepted

The request was accepted for processing, but it is
possible that the processing is not yet completed.

The response message content shall be empty.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters
were passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

401
Unauthorized

It is used when the client did not submit the
appropriate credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current
status of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that
cannot be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot
provide the any of the content formats supported
by the client.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

409 Conflict

The operation cannot be executed currently, due
to a conflict with the state of the resource.

The response message content shall contain a
ProblemDetails structure, in which the "detail"
attribute shall convey more information about the
error.

ProblemDetails

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

7.4.11.3.2

GET

Not supported.

7.4.11.3.3

PUT

Not supported.
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7.4.11.3.4 DELETE
Not supported.

7.4.11.3.5 PATCH
Not supported.

7.4.12 Resource: application LCM operation occurrence fail task

7.412.1 Description

This resource represents the task of failing an application LCM operation. The client can use this resource to mark an
application LCM operation occurrence as "finally failed", i.e. change the state of the related application LCM operation
occurrence resource to "FAILED", if it is not assumed that a subsequent retry will succeed. Once the operation is
marked as "finally failed", it cannot be retried anymore.

7.4.12.2 Resource definition
The possible resource URIs are:
Resource URI: { apiRoot} /app_|cm/vl/app_Icm_op_occs/{ appL.cmOpQOccl d} /fail.

Resource URI Variables for this resource are defined in table 7.4.12.2-1.

Table 7.4.12.2-1: Resource URI Variables for the resource

Name Definition
apiRoot See clause 7.2.
appLcmOpOccld Identifies an individual application LCM operation occurrence.
NOTE: This identifier can be retrieved from the resource referenced by the "Location" HTTP header in the response
to a POST request triggering an application instance LCM operation. It can also be retrieved from the
"appLcmOpOccld" attribute in the AppLcmOpOccNatification.

7.4.12.3 Resource methods

7.4.12.3.1 POST

The POST method marks an application lifecycle management operation occurrence as "finally failed" if that operation
occurrenceisin"FAILED_TEMP" state. This method shall comply with the URI request and response data structures,
and response codes, as specified intables 7.4.12.3.1-1 and 7.4.12.3.1-2.

In case of success, the "operationState” attribute in the representation of the parent resource shall be changed to
"FAILED" and the applicable "result" notification according to clause 5.4.5 shall be emitted to indicate that the
execution of the underlying application LCM operation occurrence has finally and un-recoverably failed.

Table 7.4.12.3.1-1: URI query parameters supported by the POST method on this resource

Name Data type Cardinality Remarks

n/a
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Table 7.4.12.3.1-2: Data structures supported by POST request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

n/a

The POST request message content to this resource shall be empty.

Response
message
content

Data type

Cardinality

Response
codes

Remarks

AppLcmOpOcc

200 OK

Shall be returned when the state of the
application lifecycle management operation
occurrence has been changed successfully.

The response shall include a representation of
the "Individual application lifecycle management
operation occurrence"” resource.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters
were passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

401
Unauthorized

It is used when the client did not submit the
appropriate credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current
status of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that
cannot be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot
provide the any of the content formats supported
by the client.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

409 Conflict

The operation cannot be executed currently, due
to a conflict with the state of the resource.

The response message content shall contain a
ProblemDetails structure, in which the "detail"
attribute shall convey more information about the
error.

ProblemDetails

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

7.4.12.3.2

GET

Not supported.

7.4.12.3.3

PUT

Not supported.
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7.4.12.3.4 DELETE
Not supported.

7.4.12.3.5 PATCH
Not supported.

7.4.13 Resource: application LCM operation occurrence retry task

7.4.13.1 Description

This resource represents the task of retrying an application LCM operation. The client can use this resource to retry in
an application LCM operation that isin atransient failure state.

7.4.13.2 Resource definition
The possible resource URIs are:
Resource URI: { apiRoot} /app_|cm/vl/app_Icm_op_occs/{ appL.cmOpOccl d} /retry.

Resource URI Variables for this resource are defined in table 7.4.13.2-1.

Table 7.4.13.2-1: Resource URI Variables for the resource

Name Definition
apiRoot See clause 7.2.
appLcmOpOccld Identifies an individual application LCM operation occurrence.
NOTE: This identifier can be retrieved from the resource referenced by the "Location"” HTTP header in the response
to a POST request triggering an application instance LCM operation. It can also be retrieved from the
"appLcmOpOccld" attribute in the AppLcmOpOccNatification.

7.4.13.3 Resource methods

7.4.13.3.1 POST

The POST method is used to initiate retrying an application lifecycle operation that has experience a temporary failure,
i.e. the related "application LCM operation occurrence” isin "FAILED_TEMP" state. This method shall comply with
the URI request and response data structures, and response codes, as specified in tables 7.4.13.3.1-1 and 7.4.13.3.1-2.

In case of success of processing the asynchronous request, the "operationState" attribute in the representation of the
parent resource shall be changed to "PROCESSING" and the applicable "start" notification according to clause 5.4.5
shall be emitted to indicate that the underlying application LCM operation occurrence proceeds.

Table 7.4.13.3.1-1: URI query parameters supported by the POST method on this resource

Name Data type Cardinality Remarks

n/a
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Table 7.4.13.3.1-2: Data structures supported by POST request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

n/a

The POST request message content to this resource shall be empty.

Response
message
content

Data type

Cardinality

Response
codes

Remarks

n/a

202 Accepted

The request was accepted for processing, but it is
possible that the processing is not yet completed.

The response message content shall be empty.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters
were passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

401
Unauthorized

It is used when the client did not submit the
appropriate credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current
status of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that
cannot be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot
provide the any of the content formats supported
by the client.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

409 Conflict

The operation cannot be executed currently, due
to a conflict with the state of the resource.

The response message content shall contain a
ProblemDetails structure, in which the "detail"
attribute shall convey more information about the
error.

ProblemDetails

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

7.4.13.3.2

Not supported.

7.4.13.3.3

Not supported.

7.4.13.3.4
Not supported.

GET

PUT

DELETE
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7.4.13.3.5 PATCH

Not supported.

7.5 Resources of granting on Mm3

7.5.1 Resource: grants

7511 Description

This resource represents grants. The client can use this resource to obtain permission from the MEO to perform a
particular application lifecycle operation.

7.5.1.2 Resource definition
The possible resource URIs are:
. Resource URI: {apiRoot}/granting/vl/grants.

Resource URI variables for this resource are defined in table 7.5.1.2-1.

Table 7.5.1.2-1: Resource URI Variables for the resource

Name Definition
apiRoot See clause 7.2.
7.5.1.3 Resource methods
7.5.1.3.1 POST

The POST method requests a grant for a particular application lifecycle operation.

This method shall comply with the URI query parameters, request and response data structures, and response codes, as
specified in tables 7.5.1.3.1-1 and 7.5.1.3.1-2.

Asthe result of successfully processing this request, a new "individual grant” resource shall be created. In the
synchronous case which isindicated by responding with "201 Created", that resource shall be created before the 200
OK response isreturned. In the asynchronous case which is indicated by responding with "202 Accepted”, this resource
may be created after the response is returned.

Table 7.5.1.3.1-1: URI query parameters of POST method on the resource

Name Data type Cardinality Remarks

n/a
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Table 7.5.1.3.1-2: Data structures supported by POST request/response on this resource

Request
message
content

Data type

Cardinality

Remarks

GrantRequest

1

The POST method is to request a grand for an application lifecycle

operation.

Response
message
content

Data type

Cardinality

Response
codes

Remarks

Grant

1

201 Created

Shall be returned when the grant was created
successfully (synchronous mode).

A representation of the created "Individual grant"
resource shall be returned in the response
message content.

The HTTP response shall include a "Location"”
HTTP header that indicates the URI of the
"Individual grant” resource just created.

n/a

202 Accepted

Shall be returned when the request was accepted
for processing, and it is expected to take some
time to create the grant (asynchronous mode).

The HTTP response shall include a "Location"”
HTTP header that indicates the URI of the
"Individual grant” resource just created.

ProblemDetails

400 Bad Request

It is used to indicate that incorrect parameters
were passed to the request.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

401
Unauthorized

It is used when the client did not submit
credentials.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

403 Forbidden

The operation is not allowed given the current
status of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails

404 Not Found

It is used when a client provided a URI that
cannot be mapped to a valid resource URI.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

406 Not
Acceptable

It is used to indicate that the server cannot
provide the any of the content formats supported
by the client.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

ProblemDetails

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.

7.5.1.3.2

This method is not supported.

GET
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7.5.1.3.3 PUT

Not supported.

7.5.1.3.4 DELETE
Not supported.

7.5.1.35 PATCH
Not supported.

7.5.2 Resource: individual grant

7521 Description
This resource represents an individual grant. The client can use this resource to read the grant.

It is determined by means outside the scope of the present document, such as configuration or policy, how long an
individual grant is available.

7522 Resource definition
The possible resource URIs are:
. Resource URI: {apiRoot}/granting/vl/grants/{ grantid} .

Resource URI Variables for this resource are defined in table 7.5.2.2-1.

Table 7.5.2.2-1: Resource URI Variables for the resource

Name Definition
apiRoot See clause 7.2.
grantld Identifier of the individual grant.
NOTE: This identifier can be retrieved from the resource referenced by the "Location"” HTTP header in the response
to a POST request granting a new application lifecycle operation. It can also be retrieved from the "id"
attribute in the response message content.

7.5.2.3 Resource methods
7.5.2.3.1 POST

Not supported.

7.5.2.3.2 GET

The GET method reads a grant.

This method shall comply with the URI query parameters, request and response data structures, and response codes, as
specified in the tables 7.5.2.3.2-1 and 7.5.2.3.2-2.

Table 7.5.2.3.2-1: URI query parameters of GET method on the resource

Name Data type Cardinality Remarks

n/a
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Table 7.5.2.3.2-2: Data structures supported by GET request/response on this resource

Request Data type Cardinality

Remarks

message |n/a 0

content

Data type Cardinality

Response
codes

Remarks

Grant 1

200 OK

Shall be returned when the grant was read
successfully.

A representation of the "individual grant” resource
shall be returned in the response message content.

n/a

202 Accepted

Shall be returned when the process of creating the
grant is ongoing, no grant is available yet.

The response message content shall be empty.
The HTTP response shall include a "Location" HTTP

header that contains the URI of the newly-created
resource.

ProblemDetails [0..1

400 Bad Request

It is used to indicate that incorrect parameters were
passed to the request.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails |[0..1

Response
message
content

401 Unauthorized

It is used when the client did not submit credentials.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails |1

403 Forbidden

The operation is not allowed given the current status
of the resource.

More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.

ProblemDetails [0..1

404 Not Found

It is used when a client provided a URI that cannot
be mapped to a valid resource URI.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails |[0..1

406 Not
Acceptable

It is used to indicate that the server cannot provide
the any of the content formats supported by the
client.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

ProblemDetails |[0..1

429 Too Many
Requests

It is used when a rate limiter has triggered.

In the returned ProblemDetails structure, the "detail"
attribute should convey more information about the
error.

7.5.2.3.3 PUT

Not supported.

7.5.2.3.4 DELETE

Not supported.
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7.5.2.35 PATCH

Not supported.

7.6 Resources of MEPM's application lifecycle management on
Mm3

Refer to clause 7.4.

7.7 Resources of MEPM-V's application lifecycle management
on Mm3*

7.7.1 Resource: application instances

Refer to clause 7.4.1.

71.7.2 Resource: individual application instance

Refer to clause 7.4.2.

7.7.3 Resource: subscriptions

Refer to clause 7.4.3.

7.7.4 Resource: individual subscription

Refer to clause 7.4.4.

7.7.5 Resource: notification endpoint

Refer to clause 7.4.5.
7.7.6 Resource: configure platform_for_app task

7.76.1 Description

This resource represents the task of providing configuration information in AppD to the MEPM-V, intended to
configure the MEP to run an application instance which isinstantiated from the AppD. The configuration information
includes the traffic rules, DNS rules, the required and optional services, and services produced by the application
instance, etc. The client can use this resource to provide to the MEPM-V configuration information for the MEP to run
an application instance after the corresponding VNF instance has been instantiated by NFV-MANO.
7.7.6.2 Resource definition
The possible resource URIs are:

Resource URI: { apiRoot}/app_|cm/vl/app_instances/{ appl nstancel d} /configure platform for_app

Resource URI variables for this resource are defined in table 7.7.6.2-1.
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Table 7.7.6.2-1: Resource URI Variables for the resource

Name Definition

apiRoot See clause 7.2.

applnstanceld The identifier of the application instance. See note.

NOTE: This identifier can be retrieved from the resource referenced by the "Location” HTTP header in the response
to a POST request creating the new application instance resource. It can also be retrieved from the "id"
attribute in the response message content.

7.7.6.3 Resource methods

7.7.6.3.1 POST

The POST method is to provide configuration information in AppD to the MEPM-V, intended to configure the MEP to
run the application instance.

This method shall comply with the URI request and response data structures, and response codes, as specified in
tables 7.7.6.3.1-1 and 7.7.6.3.1-2.

Table 7.7.6.3.1-1: URI query parameters supported by the POST method on this resource

Name Data type Cardinality Remarks

n/a
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Table 7.7.6.3.1-2: Data structures supported by a POST request/response on this resource

Data type Cardinality Remarks
Request - - - -
message ConfigPlatformFor |1 The request message content contains the information necessary to
AppRequest provide configuration information in AppD as described in
content
clause 6.2.2.21.
Data type Cardinality Response Remarks
codes
n/a 202 Accepted The request has been accepted for processing,
but the processing has not yet been completed.
The response message content shall be empty.
The HTTP response shall include a "Location"
HTTP header that contains the URI of the newly-
created "application LCM operation occurrence"
resource that corresponds to this application
instance configure operation.
ProblemDetails 0.1 400 Bad Request (It is used to indicate that incorrect parameters
were passed to the request.
In the returned ProblemDetails structure, the
"detail" attribute should convey more information
Response about the error.
message |ProblemDetails 0.1 401 It is used when the client did not submit the
content Unauthorized appropriate credentials.
In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.
ProblemDetails 1 403 Forbidden The operation is not allowed given the current
status of the resource.
Typically, this is because the application instance
resource is in NOT_INSTANTIATED state.
More information shall be provided in the "detail"
attribute of the "ProblemDetails" structure.
ProblemDetails 0.1 429 Too Many It is used when a rate limiter has triggered.
Requests
In the returned ProblemDetails structure, the
"detail" attribute should convey more information
about the error.
7.7.6.3.2 GET
Not supported.
7.7.6.3.3 PUT
Not supported.
7.7.6.3.4 DELETE
Not supported.
7.7.6.3.5 PATCH
Not supported.
1.7.7 Resource: terminate application instance task
Refer to clause 7.4.7.
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7.7.8 Resource: operate application instance task

Refer to clause 7.4.8.

7.7.9 Resource: application LCM operation occurrences

Refer to clause 7.4.9.

7.7.10 Resource: individual application LCM operation occurrence

Refer to clause 7.4.10.

7.7.11 Resource: application LCM operation occurrence cancel task

Refer to clause 7.4.11.

7.7.12 Resource: application LCM operation occurrence fail task

Refer to clause 7.4.12.

7.7.13 Resource: application LCM operation occurrence retry task

Refer to clause 7.4.13.
8 API definitions variant for MEC federation
8.1 Introduction

This clause defines the RESTful resources over reference point Mm1 APIs variant for MEC federation, including:
. application package management; and

e  application life cycle management.

8.2 Global definitions and resource structure

All resource URIs of APIs shall have the following root:
{apiRoot}/{apiName}/{apiVersion}/

where:

. The "apiRoot" consists of the scheme ("https"), host and optional port, and an optional prefix string. The prefix
string may contain atarget system identifier as specified below.

. The "apiName" refersto clause 7.2.
e The"apiVersion" refersto clause 7.2.

The "apiRoot", "apiName" and "apiVersion" can be discovered using the service registry.
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Toinclude atarget system identifier in "apiRoot", the "apiRoot" shall have the following form:
{apiRootPrefix}/fed_target_systems/{targetSystemld}

where;
. The "apiRootPrefix" consists of the scheme ("https'), host and optional port, and an optional prefix string.
e  The"targetSystemlid" is a string representing the system identifier of the target system in the MEC federation.

If the "apiRoot" extended by target system identifier is not supported by the MEO/MEAO, it shall respond with a"404
Resource not found" error.

If the target system identifier is present and equals to the system identifier of the current MEC system, or if the target
system identifier is not present, the MEO/MEAO will process the received operation request locally. Otherwise, it will
forward the corresponding operation request to the MEC federator for further processing (e.g. forwarding to an external
MEC system in the MEC Federation). Annex D provides detailed examples for these cases.
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Annex A (informative):
Application package state model

A.l Introduction

This annex presents the state model of application package. The steps before onboarding an application package is out
of scope of this model.

A.2 State model

This clause describes the state model of application package in the MEO. It consists of the onboarding phase and
onboarded phase.

Figure A.2-1 shows the state model of application package.

Application Package State Diagram

Onboarding Phase

App package processing error

App package uploading error

New

App ppckage Create Upload App package processing, App package
N app package info | CREATED, app package UPLOADING, e.g. validation. PROCESSING, validated _ L.,
DISABLED, DISABLED, DISABLED, s 0T
% NOT_IN_USE NOT_IN_USE NOT_IN_USE IT
NAalada nmn manbiama [=2h -3

Update app package info
(DISABLED)

Update app package info Update app package info
(ENABLED) (DISABLED)

Update app package info
(ENABLED)

Any change to the applicatfion instanfe

Last application instance using the

ONBOARDED, -
on-boarded application package deleted

DISABLED,

ONBOARDED,
DISABLED,

IN_USE NOT_ IN_USE
S\ Delete app package
S
App packag = :
iti peration
deleted Legend: OExternaI entry/exit point i} Internal entry/exit point Transition types: Condition

Figure A.2-1: Application package state model

The onboarding state, operational state and usage state are represented by the "onboardingState”, " operational State”" and
"usageState” attributes respectively in the "AppPkglnfo" information element specified in table 6.2.3.3.2- 1.

ETSI



211 ETSI GS MEC 010-2 V3.2.1 (2024-02)
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Annex C (informative):
Application updates for security: best practices

C.1 Introduction

This annex presents best practices for application updates due to security reasons, which consist of application package
onboarding and application instantiation of a new version, and application instance termination and application package
deletion of the associated vulnerable version.

C.2  Application update process details

In this annex, an application update refers to any change to an application package from a previous version to a new
version.

Application update message flows include:
a)  Application package onboarding.
b)  Application instantiation.
c) Application instance termination.
d) Application package deletion.

For application updates due to security reasons, the vulnerable application package should be transitioned to the
DISABLED state in atimely fashion. It is recommended to terminate all application instances from the vulnerable
application package expeditiously to minimize risk of attacks. The usage state of the vulnerable version will change
from IN_USE to NOT_IN_USE after the last application instance from the vulnerabl e application package is
terminated.

A replacement application package may be onboarded before or after the deletion of the vulnerable application package.
To continue service availability, new application instances should be instantiated from the replacement application
package.

Security aspects are as follows:
. A new version of the application package is onboarded securely prior to being enabled.
e Anapplication from the new application package is instantiated securely.
. All application instances of the vulnerable version of the application package are terminated securely.
. The application package for the vulnerable version is deleted securely.

There may be cases where it is desired for application packages of different versions to be onboarded and in use at the
sametime e.g. for backwards compatibility or service availability. When an application package is updated due to
security reasons, the vulnerable application package version should be deleted from the system in atimely fashion.

The management of application package updates may be entirely implemented per the direction of the OSS. The MEO
need not be aware that a newly onboarded application package is an update for another application package.
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Annex D (informative):
Supported scenarios by the API for MEC federation

D.1 Introduction

This annex explains with examples the supported scenarios by the API variant for MEC federation that is specified in
clause 8 of the present document. In these scenarios both cases are considered where the URI root of the API is either
with or without the optional prefix including the target system Id.

D.2 Scenarios on "create resource"

This clause describes the set of scenarios to create resourcein an MEO asillustrated in figure D.2-1. It is assumed that
the system Id of MECH#1 is systemldl. There are three scenariosin figure D.2-1:

Scenario 1: to create resource without target system id included in the POST request.

Asaresult of this operation, appPkgld001 is created under the URI root without the optional prefix including
the target system Id (e.g. https://example.com/my-mec/app_pkgm/vl/app_packages/appPkgldO01 in
figure D.2-1).

Scenario 2: to create resource with target system id included in the POST request, and
target systemid = local systemid.

As aresult of this operation, appPkgld002 is created under the URI root with the optional prefix including the
target system Id (e.g. https.//example.conVmy-mec/fed_target_systems
/systemldl/app_pkgm/vl/app_packages/appPkgld002 in the figure D.2-1).

Scenario 3: to create resource with target system id included in the POST request, and
target systemid # local systemid.

In this case MEO forwards the request to MEF for further processing. Thereis no resource created locally
(e.g. MEO#1 in figure D.2-1). When successful, aresource will be created in aremote MEO.
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MEC#1 MEF

| Scenario 1: without target system id

L 1a. POST https:/fexample.com/my-mec/app_pkgm/v1/app_packages (AppPkginfo)

1b. 201 created (AppFkglnfo)
(Lucanon https:#example.com/my-mecfapp_pkgm/vlfapp_packages/appPkgld001)

Scenario 2: with target system id = current system id Iﬁ

: 2a. POST https:Mexample. com/my-mec/fed_target_systems/systemldl/app_pkgm/v/app_packages (AppPkglnfo)

: 2b. 201 created (AppPkglnfa)
(Location: https:/fexample.com/my-mec/fed_target_systems/systemld1/app_pkgm1/app_ packagesfappPkgldUO2), |

Scenario 3: with target system id = current system id Iﬁ

3a POST https:/lexample com/my-mec/fed_target_systems/systemldS/app_pkgmivl/app_packages (AppPkglnfo)

-
>

3b. forward request

\ 3c. remate response
i 201 created (AppPkglinfo) (Location: ...}

3d. remote response

<201 created (AppPkglnfo) (Location: ..) X

MEC#1 MEF

NOTE:  The details of steps 3c and 3d are according to clause 7.2 of ETSI GS MEC 040 [20].

Figure D.2-1: Example scenarios on "create resource"

D.3  Scenarios on "query all resources"

This clause describes the set of scenarios to query all resourcesin an MEO asillustrated in figure D.3-1. It is assumed
that the system Id of MEC#1 is systemldl, and there are 2 resources created resulted from scenarios 1 and 2 in
figure D.2-1. Three scenarios are covered in figure D.3-1:

Scenario 4: to query all resources without target system id included in the GET request.

As aresult of this operation, all local resources are returned (e.g. both appPkgld001 and appPkgld002 in
figure D.3-1).

Scenario 5: to query all resources with target system id included in the GET request, and
target systemid = local systemid

Asaresult of this operation, all local resources are returned (e.g. both appPkgl dO01 and appPkgld002 in
figure D.3-1).

Scenario 6: to query all resources with target system id included in the GET request, and
target systemid # local systemid

In this case MEO forwards the request to MEF for further processing. When successful, all resourcesin a
remote MEO will be returned.

ETSI



215 ETSI GS MEC 010-2 V3.2.1 (2024-02)

client ‘ MEO#1 ‘ ’E|

Pre-condition: appPkgld001, appPkgld002 IT

created as depicted in scenario 1 and 2.

| Scenario 4: without target system id ﬁ

| la. GET https:/fexample.com/my-mec/app_pkgmjv1/app_packages

. 1b. 200 OK (AppPkginfo(appPkgld001), AppPkginfolappPkgld002))

IR S

| Scenario 5: with target system id = current system id B]

| 2a. GET https://fexample.com/my-mec/fed_target_systems/systemlidl/app_pkgm/v1l/app_packages

__ 2b. 200 OK (AppPkginfo(appPkgld001), AppPkginfo(appPkgld002))

| Scenario 6: with target system id # current system id H

3a. GET https:/fexample.com/my-mec/fed_target systems/systemid5/app_pkgm/v1l/app_packages

3b. forward request

-
r o

200 OK (AppPkginfo ...}

3d. remote query response
200 OK (AppPkginfo ...)

<

7
i
i
i
i
3c. remote query response |
i
i
i
i
i

client‘ MEO#l‘ ‘E|

Figure D.3-1: Example scenarios on "query all resources”

D.4  Scenarios on "query individual resource”

This clause describes the set of scenarios to operate on individual resources ("query" as an examplein thisclause) in an
MEO asillustrated in figure D.4-1. It is assumed that the system Id of MEC#1 is systemldl, and there are 2 resources
created resulted from scenarios 1 and 2 in figure D.2-1. Two scenarios are depicted in figure D.4-1:

Scenario 7: to query individual resource without target systemid included in the GET request.

Asaresult of this operation, the corresponding local resourceis returned (e.g. either appPkgl d001 or
appPkgld002 in figure D.4-1).

Scenario 8: to query individual resource with target system id included in the GET request, and
target systemid = local systemid

Asaresult of this operation, the corresponding local resourceis returned (e.g. either appPkgld001 or
appPkgld002 in figure D.4-1).

Figure D.4-1 does not show the scenario to query individual resource with target systemid (target systemid # local
systemid) included in the GET request, for which the operation is similar to scenario 6, i.e. MEO forwards the request
to MEF for further processing.
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Pre-condition: appPkgld001, appPkgld002 ﬁ

created as depicted in scenario 1 and 2.

Scenario 7: without target system id %

la. GET https:/fexample com/my-mec/app_pkgmjv l/app_packages/appPkgldool

\ J

_ 1b. 200 OK (AppPkginfolappPkgld001))

lc. GET https:flexample.comymy-mec/app_pkgmyvl/app_packages/appPkgldonz

oYL Y

' 1d. 200 OK (AppPkginfo(appPkgld002))

Scenario 8: with target system id = current system id H

| 2a. GET https:/fexample.com/my-mec/fed_target_systems/systemidl/app_pkgm/v1/app_packages/appPkgldo0ol

. 2b. 200 OK (AppPkginfo(appPkgld001))

| 2c. GET https:/fexample.com/my-mec/fed_target_systems/systemldl/app_pkgm/v1/app_packages/appPkgld002

A

\J

, 2d. 200 OK (AppPkginfolappPkgld002))

‘client ‘ MEO#1

Figure D.4-1: Example scenarios on "query individual resource"
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Annex E (informative):
Configuration application instance rules

E.1 Introduction

This annex presents supported scenarios of configuration application rules for a specific application instancein ETS
MEC specifications.

E.2  Scenario 1: Configuration based on the application
descriptor

In this scenario, the application provider can provide al the values for the application rules according to the application
descriptor definition, including 1P address values in traffic rules and/or DNS rules. As part of the application instance
instantiation flow as described in clause 5.3.1, application rules can be configured to the MEP according to the
application descriptor without the need for further operations after instantiation.

These rules (e.g. traffic rules and DNS rules) can be activated, deactivated through references points such as Mm2 and
Mpl reference point. Such operations targeted towards a specific application instance have no impact on that instance's
corresponding application descriptor.

E.3  Scenario 2: Configuration during application
instantiation

In this scenario, the application provider cannot provide all the values in application rules according to the application
descriptor definition, e.g. IP address valuesin traffic rules and DNS rules. Then during execution of application instance
instantiation flow as described in clause 5.3.1, application rule attributes without values can be configured to the MEP.
The configuration flows as described in clause 6.1.2 and clause 6.1.5in ETSI GS MEC 010-1 [21] can be used to
provide the specific values for the attributes of the application rules before they are configured to the MEP.

Templating is arecognised technique for dynamically replacing embedded markers or placeholdersin atemplate file
via atemplate processor, which may simply be a command-line tool for processing template files (e.g. theyq YAML
processor https:.//mikefarah.gitbook.io/ya/). Different computing platforms typically provide their own implementation
and required format for the placeholder, where an example is provided in IETF RFC 6570 [i.11] for templating URIs.
As an implementation choice, a MEC system could use such techniques to provide specific values for the attributes (as
embedded markers) of the application descriptor (e.g. the application rules) before they are configured to the MEP in
scenarios when the application provider cannot provide all the values a priori. Such an implementation choice could
permit an application provider to use placeholder strings in the application descriptor to indicate to the MEC system that
appropriate values are expected to be obtained as part of the instantiation process, e.g. based on the MEC system
application instance | P address assignment(s). In this manner, the application provider could still provide application
rulesin the application descriptor, even if specific values cannot be provided for every attribute at the time of
application descriptor creation.

NOTE: The use of templating by a MEC system is an implementation decision and not further specified in the
present document.

The application rules (e.g. traffic rules and DNS rules) can be activated, deactivated through references points such as
Mm2 and Mpl reference point. Such operations targeted towards a specific application instance have no impact on that
instance's corresponding application descriptor.

ETSI


https://mikefarah.gitbook.io/yq/

218 ETSI GS MEC 010-2 V3.2.1 (2024-02)

E.4  Scenario 3: Configuration after application
instantiation

In this scenario, the application provider cannot provide application rulesin the application descriptor. During
application instance instantiation flows as described in clause 5.3.1, there is no application rules to be configured to the
MEP.

How to provide traffic rules and DNS rulesis not specified in ETSI MEC | SG specifications. It depends on the
implementation.

ETSI



219

ETSI GS MEC 010-2 V3.2.1 (2024-02)

History
Document history
V111 July 2017 Publication
V211 November 2019 | Publication
V221 February 2022 Publication
V311 June 2023 Publication
V321l February 2024 Publication

ETSI



	Intellectual Property Rights
	Foreword
	Modal verbs terminology
	1 Scope
	2 References
	2.1 Normative references
	2.2 Informative references

	3 Definition of terms, symbols and abbreviations
	3.1 Terms
	3.2 Symbols
	3.3 Abbreviations

	4 Specification level requirements
	4.1 Requirements for reference point Mm1
	4.1.1 General requirements
	4.1.2 Interface requirements
	4.1.2.1 Application package management interface requirements
	4.1.2.2 Application lifecycle management interface requirements
	4.1.2.3 LCM Coordination interface requirements
	4.1.2.4 Supporting MEC federation scenario requirements


	4.2 Requirements for reference point Mm3
	4.2.1 General requirements
	4.2.2 Interface requirements
	4.2.2.1 Application package management interface requirements
	4.2.2.2 Application lifecycle management interface requirements
	4.2.2.3 Application lifecycle change notification interface requirements
	4.2.2.4 Application registration interface requirements


	4.3 Requirements for application package
	4.3.1 General requirements
	4.3.2 Application descriptor requirements

	4.4 Requirements for reference point Mm3*
	4.4.1 General requirements
	4.4.2 Application lifecycle management interface requirements

	4.5 Requirements for reference point Mv1
	4.5.1 General requirements
	4.5.2 Interface requirements

	4.6 Requirements for reference point Mv2
	4.6.1 General requirements
	4.6.2 Interface requirements


	5 Message flows to support application package and lifecycle management
	5.1 General
	5.2 Application package management
	5.2.1 General
	5.2.2 On-board application package
	5.2.3 Query application package information
	5.2.4 Disable application package
	5.2.5 Enable application package
	5.2.6 Delete application package
	5.2.7 Fetch onboarded application package

	5.3 Application instance lifecycle management
	5.3.0 General
	5.3.1 Application instantiation
	5.3.2 Application termination
	5.3.3 Application operation

	5.4 Invoking application LCM operations
	5.4.1 Introduction
	5.4.2 Lifecycle management flow with Granting Procedure
	5.4.3 Synchronous granting procedure
	5.4.4 Asynchronous granting procedure
	5.4.5 Application LCM Operation Intervention

	5.5 Coordination operations
	5.5.1 Coordinate LCM operation

	5.6 Application package management for NFV
	5.6.1 General
	5.6.2 On-board application package to NFV
	5.6.3 Query application package information in NFV
	5.6.4 Disable application package in NFV
	5.6.5 Enable application package in NFV
	5.6.6 Delete application package in NFV
	5.6.7 Fetch on-boarded application package from NFV

	5.7 Application lifecycle, rule and requirement management for NFV
	5.7.1 General
	5.7.2 Instantiate application in NFV
	5.7.3 Terminate application in NFV
	5.7.4 Operate application in NFV

	5.8 Application registration
	5.8.1 General
	5.8.2 Subscribing for application registration event notifications
	5.8.3 Unsubscribing from application registration event notifications


	6 Information models and interfaces
	6.1 Applicable reference points
	6.2 Information models
	6.2.1 Application descriptor information model
	6.2.1.1 Introduction
	6.2.1.2 Type: AppD
	6.2.1.2.1 Description
	6.2.1.2.2 Attributes

	6.2.1.3 Type: VirtualComputeDescriptor
	6.2.1.3.1 Description
	6.2.1.3.2 Attributes

	6.2.1.4 Type: SwImageDescriptor
	6.2.1.4.1 Description
	6.2.1.4.2 Attributes

	6.2.1.5 Type: VirtualStorageDescriptor
	6.2.1.5.1 Description
	6.2.1.5.2 Attributes

	6.2.1.6 Type: AppExternalCpd
	6.2.1.6.1 Description
	6.2.1.6.2 Attributes

	6.2.1.7 Type: ServiceDescriptor
	6.2.1.7.1 Description
	6.2.1.7.2 Attributes

	6.2.1.8 Type: FeatureDependency
	6.2.1.8.1 Description
	6.2.1.8.2 Attributes

	6.2.1.9 Type: TrafficRuleDescriptor
	6.2.1.9.1 Description
	6.2.1.9.2 Attributes

	6.2.1.10 Type: TrafficFilter
	6.2.1.10.1 Description
	6.2.1.10.2 Attributes

	6.2.1.11 Type: InterfaceDescriptor
	6.2.1.11.1 Description
	6.2.1.11.2 Attributes

	6.2.1.12 Type: TunnelInfo
	6.2.1.12.1 Description
	6.2.1.12.2 Attributes

	6.2.1.13 Type: DNSRuleDescriptor
	6.2.1.13.1 Description
	6.2.1.13.2 Attributes

	6.2.1.14 Type: LatencyDescriptor
	6.2.1.14.1 Description
	6.2.1.14.2 Attributes

	6.2.1.15 Type: TerminateAppInstanceOpConfig
	6.2.1.15.1 Description
	6.2.1.15.2 Attributes

	6.2.1.16 Type: ChangeAppInstanceStateOpConfig
	6.2.1.16.1 Description
	6.2.1.16.2 Attributes

	6.2.1.17 Type: ServiceDependency
	6.2.1.17.1 Description
	6.2.1.17.2 Attributes

	6.2.1.18 Type: TransportDependency
	6.2.1.18.1 Description
	6.2.1.18.2 Attributes

	6.2.1.19 Type: TransportDescriptor
	6.2.1.19.1 Description
	6.2.1.19.2 Attributes

	6.2.1.20 Type: UserContextTransferCapability
	6.2.1.20.1 Description
	6.2.1.20.2 Attributes

	6.2.1.21 Type: AppNetworkPolicy
	6.2.1.21.1 Description
	6.2.1.21.2 Attributes

	6.2.1.22 Type: OsContainerDescriptor
	6.2.1.23 Type: McioIdentificationData
	6.2.1.23.1 Description
	6.2.1.23.2 Attributes

	6.2.1.24 Type: LogicalNodeRequirements
	6.2.1.24.1 Description
	6.2.1.24.2 Attributes

	6.2.1.25 Type: RequestedAdditionalCapabilityData
	6.2.1.25.1 Description
	6.2.1.25.2 Attributes


	6.2.2 Application lifecycle management information model
	6.2.2.1 Introduction
	6.2.2.2 Type: LocationConstraints
	6.2.2.2.1 Description
	6.2.2.2.2 Attributes

	6.2.2.3 Type: CreateAppInstanceRequest
	6.2.2.3.1 Description
	6.2.2.3.2 Attributes

	6.2.2.4 Type: AppInstanceInfo
	6.2.2.4.1 Description
	6.2.2.4.2 Attributes

	6.2.2.5 Type: AppInstanceSubscriptionFilter
	6.2.2.5.1 Description
	6.2.2.5.2 Attributes

	6.2.2.6 Type: AppLcmOpOccSubscriptionFilter
	6.2.2.6.1 Description
	6.2.2.6.2 Attributes

	6.2.2.7 Type: InstantiateAppRequest
	6.2.2.7.1 Description
	6.2.2.7.2 Attributes

	6.2.2.8 Type: OperateAppRequest
	6.2.2.8.1 Description
	6.2.2.8.2 Attributes

	6.2.2.9 Type: TerminateAppRequest
	6.2.2.9.1 Description
	6.2.2.9.2 Attributes

	6.2.2.10 Type: AppInstSubscriptionInfo
	6.2.2.10.1 Description
	6.2.2.10.2 Attributes

	6.2.2.11 Type: AppInstNotification
	6.2.2.11.1 Description
	6.2.2.11.2 Attributes

	6.2.2.12 Type: AppInstSubscriptionRequest
	6.2.2.12.1 Description
	6.2.2.12.2 Attributes

	6.2.2.13 Type: AppLcmOpOcc
	6.2.2.13.1 Description
	6.2.2.13.2 Attributes

	6.2.2.14 Type: AppLcmOpOccSubscriptionRequest
	6.2.2.14.1 Description
	6.2.2.14.2 Attributes

	6.2.2.15 Type: AppLcmOpOccSubscriptionInfo
	6.2.2.15.1 Description
	6.2.2.15.2 Attributes

	6.2.2.16 Type: AppLcmOpOccNotification
	6.2.2.16.1 Description
	6.2.2.16.2 Attributes

	6.2.2.17 Type: MECHostInformation
	6.2.2.17.1 Description
	6.2.2.17.2 Attributes

	6.2.2.18 Type: VimConnectionInfo
	6.2.2.18.1 Description
	6.2.2.18.2 Attributes

	6.2.2.19 Type: AppInstanceSubscriptionLinkList
	6.2.2.19.1 Description
	6.2.2.19.2 Attributes

	6.2.2.20 Referenced simple data types and enumerations
	6.2.2.20.1 Introduction
	6.2.2.20.2 Simple data types
	6.2.2.20.3 Enumeration

	6.2.2.21 Type: ConfigPlatformForAppRequest
	6.2.2.21.1 Description
	6.2.2.21.2 Attributes

	6.2.2.22 Type: MepInformation
	6.2.2.22.1 Description
	6.2.2.22.2 Attributes

	6.2.2.23 Type: AppTermCandsForCoord
	6.2.2.23.1 Description
	6.2.2.23.2 Attributes

	6.2.2.24 Void
	6.2.2.25 Type: AppInstIdCreationSubscriptionRequest
	6.2.2.25.1 Description
	6.2.2.25.2 Attributes

	6.2.2.26 Type: AppInstIdCreationSubscriptionInfo
	6.2.2.26.1 Description
	6.2.2.26.2 Attributes

	6.2.2.27 Type: AppInstanceIdentifierCreationNotification
	6.2.2.27.1 Description
	6.2.2.27.2 Attributes

	6.2.2.28 Type: AppInstIdDeletionSubscriptionRequest
	6.2.2.28.1 Description
	6.2.2.28.2 Attributes

	6.2.2.29 Type: AppInstIdDeletionSubscriptionInfo
	6.2.2.29.1 Description
	6.2.2.29.2 Attributes

	6.2.2.30 Type: AppInstanceIdentifierDeletionNotification
	6.2.2.30.1 Description
	6.2.2.30.2 Attributes

	6.2.2.31 Type: LocationInformation
	6.2.2.31.1 Description
	6.2.2.31.2 Attributes

	6.2.2.32 Type: CancelMode
	6.2.2.32.1 Description
	6.2.2.32.2 Attributes

	6.2.2.33 Type: McioInfo
	6.2.2.33.1 Description
	6.2.2.33.2 Attributes


	6.2.3 Application package information model
	6.2.3.1 Introduction
	6.2.3.2 Type: CreateAppPkg
	6.2.3.2.1 Description
	6.2.3.2.2 Attributes

	6.2.3.3 Type: AppPkgInfo
	6.2.3.3.1 Description
	6.2.3.3.2 Attributes

	6.2.3.4 Type: AppPkgSubscriptionInfo
	6.2.3.4.1 Description
	6.2.3.4.2 Attributes

	6.2.3.5 Type: AppPkgSubscriptionLinkList
	6.2.3.5.1 Description
	6.2.3.5.2 Attributes

	6.2.3.6 Type: AppPkgNotification
	6.2.3.6.1 Description
	6.2.3.6.2 Attributes

	6.2.3.7 Type: AppPkgSubscription
	6.2.3.7.1 Description
	6.2.3.7.2 Attributes

	6.2.3.8 Type: AppPkgInfoModifications
	6.2.3.8.1 Description
	6.2.3.8.2 Attributes

	6.2.3.9 Referenced simple data types and enumerations
	6.2.3.9.1 Introduction
	6.2.3.9.2 Simple data types
	6.2.3.9.3 Enumeration

	6.2.3.10 Type: AppPkgFilter
	6.2.3.10.1 Description
	6.2.3.10.2 Attributes


	6.2.4 Granting information model
	6.2.4.1 Introduction
	6.2.4.2 Type: GrantRequest
	6.2.4.2.1 Description
	6.2.4.2.2 Attributes

	6.2.4.3 Type: ResourceDefinition
	6.2.4.3.1 Description
	6.2.4.3.2 Attributes

	6.2.4.4 Type: Grant
	6.2.4.4.1 Description
	6.2.4.4.2 Attributes

	6.2.4.5 Type: GrantInfo
	6.2.4.5.1 Description
	6.2.4.5.2 Attributes

	6.2.4.6 Type: ZoneInfo
	6.2.4.6.1 Description
	6.2.4.6.2 Attributes

	6.2.4.7 Type: ZoneGroupInfo
	6.2.4.7.1 Description
	6.2.4.7.2 Attributes

	6.2.4.8 Type: ExtVirtualLinkData
	6.2.4.8.1 Description
	6.2.4.8.2 Attributes

	6.2.4.9 Type: ExtLinkPortData
	6.2.4.9.1 Description
	6.2.4.9.2 Attributes

	6.2.4.10 Type: ResourceHandle
	6.2.4.10.1 Description
	6.2.4.10.2 Attributes

	6.2.4.11 Type: VimSoftwareImage
	6.2.4.11.1 Description
	6.2.4.11.2 Attributes

	6.2.4.12 Type: AppExtCpData
	6.2.4.12.1 Description
	6.2.4.12.2 Attributes

	6.2.4.13 Type: AppExtCpConfig
	6.2.4.13.1 Description
	6.2.4.13.2 Attributes

	6.2.4.14 Type: CpProtocolData
	6.2.4.14.1 Description
	6.2.4.14.2 Attributes

	6.2.4.15 Type: IpOverEthernetAddressData
	6.2.4.15.1 Description
	6.2.4.15.2 Attributes


	6.2.5 Common information model
	6.2.5.1 Introduction
	6.2.5.2 Type: LinkType
	6.2.5.2.1 Description
	6.2.5.2.2 Attributes

	6.2.5.3 Type: KeyValuePairs
	6.2.5.3.1 Description

	6.2.5.4 Type: TimeStamp
	6.2.5.4.1 Description
	6.2.5.4.2 Attributes

	6.2.5.5 Void
	6.2.5.6 Type: Checksum
	6.2.5.6.1 Description
	6.2.5.6.2 Attributes


	6.2.6 Application registration information model
	6.2.6.1 Type: AppInstRegistrationSubscriptionRequest
	6.2.6.1.1 Description
	6.2.6.1.2 Attributes

	6.2.6.2 Type: AppInstDeregistrationSubscriptionRequest
	6.2.6.2.1 Description
	6.2.6.2.2 Attributes

	6.2.6.3 Type: AppInstRegistrationNotification
	6.2.6.3.1 Description
	6.2.6.3.2 Attributes

	6.2.6.4 Type: AppInstDeregistrationNotification
	6.2.6.4.1 Description
	6.2.6.4.2 Attributes

	6.2.6.5 Type: AppInstRegistrationSubscriptionFilter
	6.2.6.5.1 Description
	6.2.6.5.2 Attributes

	6.2.6.6 Type: AppInfo
	6.2.6.6.1 Description
	6.2.6.6.2 Attributes



	6.3 Interfaces
	6.3.1 Application lifecycle management interface
	6.3.1.1 Description
	6.3.1.2 Create application instance identifier operation
	6.3.1.2.1 Description
	6.3.1.2.2 Input parameters
	6.3.1.2.3 Output parameters
	6.3.1.2.4 Operation results

	6.3.1.3 Application instantiation operation
	6.3.1.3.1 Definition
	6.3.1.3.2 Input parameters
	6.3.1.3.3 Output parameters
	6.3.1.3.4 Operation results

	6.3.1.4 Change application instance operational state operation
	6.3.1.4.1 Description
	6.3.1.4.2 Input parameters
	6.3.1.4.3 Output parameters
	6.3.1.4.4 Operation results

	6.3.1.5 Query application instance information operation
	6.3.1.5.1 Description
	6.3.1.5.2 Input parameters
	6.3.1.5.3 Output parameters
	6.3.1.5.4 Operation results

	6.3.1.6 Query application lifecycle operation status
	6.3.1.6.1 Description
	6.3.1.6.2 Input parameters
	6.3.1.6.3 Output parameters
	6.3.1.6.4 Operation results

	6.3.1.7 Application instance terminate operation
	6.3.1.7.1 Description
	6.3.1.7.2 Input parameters
	6.3.1.7.3 Output parameters
	6.3.1.7.4 Operation results

	6.3.1.8 Delete application instance identifier operation
	6.3.1.8.1 Description
	6.3.1.8.2 Input parameters
	6.3.1.8.3 Output parameters
	6.3.1.8.4 Operation results

	6.3.1.9 Subscribe to application lifecycle management notifications
	6.3.1.9.1 Description
	6.3.1.9.2 Subscribe
	6.3.1.9.3 Notify
	6.3.1.9.4 Query subscription
	6.3.1.9.5 Delete subscription operation

	6.3.1.10 Configure platform for application instance operation
	6.3.1.10.1 Description
	6.3.1.10.2 Input parameters
	6.3.1.10.3 Output parameters
	6.3.1.10.4 Operation results


	6.3.2 Void
	6.3.3 Application package management interface
	6.3.3.1 Fetch onboarded application package operation
	6.3.3.1.1 Definition
	6.3.3.1.2 Input parameters
	6.3.3.1.3 Output parameters
	6.3.3.1.4 Operation results

	6.3.3.2 Query application package information operation
	6.3.3.2.1 Definition
	6.3.3.2.2 Input parameters
	6.3.3.2.3 Output parameters
	6.3.3.2.4 Operation results

	6.3.3.3 Subscribe operation
	6.3.3.3.1 Definition
	6.3.3.3.2 Input parameters
	6.3.3.3.3 Output parameters
	6.3.3.3.4 Operation results

	6.3.3.4 Notify application package operation
	6.3.3.4.1 Definition

	6.3.3.5 Onboarding operation
	6.3.3.5.1 Definition
	6.3.3.5.2 Input parameters
	6.3.3.5.3 Output parameters
	6.3.3.5.4 Operation results

	6.3.3.6 Enable operation
	6.3.3.6.1 Definition
	6.3.3.6.2 Input parameters
	6.3.3.6.3 Output parameters
	6.3.3.6.4 Operation results

	6.3.3.7 Disable operation
	6.3.3.7.1 Definition
	6.3.3.7.2 Input parameters
	6.3.3.7.3 Output parameters
	6.3.3.7.4 Operation results

	6.3.3.8 Void
	6.3.3.9 Delete operation
	6.3.3.9.1 Definition
	6.3.3.9.2 Input parameters
	6.3.3.9.3 Output parameters
	6.3.3.9.4 Operation results

	6.3.3.10 Abort application package deletion operation
	6.3.3.11 Query subscription operation
	6.3.3.11.1 Definition
	6.3.3.11.2 Input parameters
	6.3.3.11.3 Output parameters
	6.3.3.11.4 Operation results

	6.3.3.12 Create application package identifier operation
	6.3.3.12.1 Definition
	6.3.3.12.2 Input parameters
	6.3.3.12.3 Output parameters
	6.3.3.12.4 Operation results


	6.3.4 Granting interface
	6.3.4.1 Introduction
	6.3.4.2 Granting request
	6.3.4.2.1 Definition
	6.3.4.2.2 Input parameters
	6.3.4.2.3 Output parameters
	6.3.4.2.4 Operation results


	6.3.5 LCM Coordination interface
	6.3.5.1 Description
	6.3.5.2 Coordinate application lifecycle operation produced by OSS
	6.3.5.2.1 Description

	6.3.5.3 Coordinate application lifecycle operation produced by MEAO
	6.3.5.3.1 Description

	6.3.5.4 Coordinate application lifecycle operation produced by MEPM-V
	6.3.5.4.1 Description

	6.3.5.5 Standardized coordination actions
	6.3.5.5.1 Introduction
	6.3.5.5.2 Select application instances to terminate


	6.3.6 Application registration interface
	6.3.6.1 Description
	6.3.6.2 Subscribe to application lifecycle management notifications
	6.3.6.2.1 Description
	6.3.6.2.2 Subscribe
	6.3.6.2.3 Notify
	6.3.6.2.4 Query subscription
	6.3.6.2.5 Delete subscription operation


	6.3.7 Interface definitions variant for MEC federation


	7 API definitions
	7.1 Introduction
	7.2 Global definitions and resource structure
	7.3 Resources of application package management on Mm1 and Mm3
	7.3.1 Resource: application packages
	7.3.1.1 Description
	7.3.1.2 Resource definition
	7.3.1.3 Resource methods
	7.3.1.3.1 POST
	7.3.1.3.2 GET
	7.3.1.3.3 PUT
	7.3.1.3.4 DELETE
	7.3.1.3.5 PATCH


	7.3.2 Resource: individual application package
	7.3.2.1 Description
	7.3.2.2 Resource definition
	7.3.2.3 Resource methods
	7.3.2.3.1 POST
	7.3.2.3.2 GET
	7.3.2.3.3 PUT
	7.3.2.3.4 DELETE
	7.3.2.3.5 PATCH


	7.3.3 Resource: subscriptions
	7.3.3.1 Description
	7.3.3.2 Resource definition
	7.3.3.3 Resource methods
	7.3.3.3.1 POST
	7.3.3.3.2 GET
	7.3.3.3.3 PUT
	7.3.3.3.4 DELETE
	7.3.3.3.5 PATCH


	7.3.4 Resource: individual subscription
	7.3.4.1 Description
	7.3.4.2 Resource definition
	7.3.4.3 Resource methods
	7.3.4.3.1 POST
	7.3.4.3.2 GET
	7.3.4.3.3 PUT
	7.3.4.3.4 DELETE
	7.3.4.3.5 PATCH


	7.3.5 Resource: notification endpoint
	7.3.5.1 Description
	7.3.5.2 Resource definition
	7.3.5.3 Resource methods
	7.3.5.3.1 POST
	7.3.5.3.2 GET
	7.3.5.3.3 PUT
	7.3.5.3.4 DELETE
	7.3.5.3.5 PATCH


	7.3.6 Resource: application descriptor
	7.3.6.1 Description
	7.3.6.2 Resource definition
	7.3.6.3 Resource methods
	7.3.6.3.1 POST
	7.3.6.3.2 GET
	7.3.6.3.3 PUT
	7.3.6.3.4 DELETE
	7.3.6.3.5 PATCH


	7.3.7 Resource: application package content
	7.3.7.1 Description
	7.3.7.2 Resource definition
	7.3.7.3 Resource methods
	7.3.7.3.1 POST
	7.3.7.3.2 GET
	7.3.7.3.3 PUT
	7.3.7.3.4 DELETE
	7.3.7.3.5 PATCH



	7.4 Resources of application lifecycle management on Mm1
	7.4.1 Resource: application instances
	7.4.1.1 Description
	7.4.1.2 Resource definition
	7.4.1.3 Resource methods
	7.4.1.3.1 POST
	7.4.1.3.2 GET
	7.4.1.3.3 PUT
	7.4.1.3.4 DELETE
	7.4.1.3.5 PATCH


	7.4.2 Resource: individual application instance
	7.4.2.1 Description
	7.4.2.2 Resource definition
	7.4.2.3 Resource methods
	7.4.2.3.1 POST
	7.4.2.3.2 GET
	7.4.2.3.3 PUT
	7.4.2.3.4 DELETE
	7.4.2.3.5 PATCH


	7.4.3 Resource: subscriptions
	7.4.3.1 Description
	7.4.3.2 Resource definition
	7.4.3.3 Resource methods
	7.4.3.3.1 POST
	7.4.3.3.2 GET
	7.4.3.3.3 PUT
	7.4.3.3.4 DELETE
	7.4.3.3.5 PATCH


	7.4.4 Resource: individual subscription
	7.4.4.1 Description
	7.4.4.2 Resource definition
	7.4.4.3 Resource methods
	7.4.4.3.1 POST
	7.4.4.3.2 GET
	7.4.4.3.3 PUT
	7.4.4.3.4 DELETE
	7.4.4.3.5 PATCH


	7.4.5 Resource: notification endpoint
	7.4.5.1 Description
	7.4.5.2 Resource definition
	7.4.5.3 Resource methods
	7.4.5.3.1 POST
	7.4.5.3.2 GET
	7.4.5.3.3 PUT
	7.4.5.3.4 DELETE
	7.4.5.3.5 PATCH


	7.4.6 Resource: instantiate application instance task
	7.4.6.1 Description
	7.4.6.2 Resource definition
	7.4.6.3 Resource methods
	7.4.6.3.1 POST
	7.4.6.3.2 GET
	7.4.6.3.3 PUT
	7.4.6.3.4 DELETE
	7.4.6.3.5 PATCH


	7.4.7 Resource: terminate application instance task
	7.4.7.1 Description
	7.4.7.2 Resource definition
	7.4.7.3 Resource methods
	7.4.7.3.1 POST
	7.4.7.3.2 GET
	7.4.7.3.3 PUT
	7.4.7.3.4 DELETE
	7.4.7.3.5 PATCH


	7.4.8 Resource: operate application instance task
	7.4.8.1 Description
	7.4.8.2 Resource definition
	7.4.8.3 Resource methods
	7.4.8.3.1 POST
	7.4.8.3.2 GET
	7.4.8.3.3 PUT
	7.4.8.3.4 DELETE
	7.4.8.3.5 PATCH


	7.4.9 Resource: application LCM operation occurrences
	7.4.9.1 Description
	7.4.9.2 Resource definition
	7.4.9.3 Resource methods
	7.4.9.3.1 POST
	7.4.9.3.2 GET
	7.4.9.3.3 PUT
	7.4.9.3.4 DELETE
	7.4.9.3.5 PATCH


	7.4.10 Resource: individual application LCM operation occurrence
	7.4.10.1 Description
	7.4.10.2 Resource definition
	7.4.10.3 Resource methods
	7.4.10.3.1 POST
	7.4.10.3.2 GET
	7.4.10.3.3 PUT
	7.4.10.3.4 DELETE
	7.4.10.3.5 PATCH


	7.4.11 Resource: application LCM operation occurrence cancel task
	7.4.11.1 Description
	7.4.11.2 Resource definition
	7.4.11.3 Resource methods
	7.4.11.3.1 POST
	7.4.11.3.2 GET
	7.4.11.3.3 PUT
	7.4.11.3.4 DELETE
	7.4.11.3.5 PATCH


	7.4.12 Resource: application LCM operation occurrence fail task
	7.4.12.1 Description
	7.4.12.2 Resource definition
	7.4.12.3 Resource methods
	7.4.12.3.1 POST
	7.4.12.3.2 GET
	7.4.12.3.3 PUT
	7.4.12.3.4 DELETE
	7.4.12.3.5 PATCH


	7.4.13 Resource: application LCM operation occurrence retry task
	7.4.13.1 Description
	7.4.13.2 Resource definition
	7.4.13.3 Resource methods
	7.4.13.3.1 POST
	7.4.13.3.2 GET
	7.4.13.3.3 PUT
	7.4.13.3.4 DELETE
	7.4.13.3.5 PATCH



	7.5 Resources of granting on Mm3
	7.5.1 Resource: grants
	7.5.1.1 Description
	7.5.1.2 Resource definition
	7.5.1.3 Resource methods
	7.5.1.3.1 POST
	7.5.1.3.2 GET
	7.5.1.3.3 PUT
	7.5.1.3.4 DELETE
	7.5.1.3.5 PATCH


	7.5.2 Resource: individual grant
	7.5.2.1 Description
	7.5.2.2 Resource definition
	7.5.2.3 Resource methods
	7.5.2.3.1 POST
	7.5.2.3.2 GET
	7.5.2.3.3 PUT
	7.5.2.3.4 DELETE
	7.5.2.3.5 PATCH



	7.6 Resources of MEPM's application lifecycle management on Mm3
	7.7 Resources of MEPM-V's application lifecycle management on Mm3*
	7.7.1 Resource: application instances
	7.7.2 Resource: individual application instance
	7.7.3 Resource: subscriptions
	7.7.4 Resource: individual subscription
	7.7.5 Resource: notification endpoint
	7.7.6 Resource: configure_platform_for_app task
	7.7.6.1 Description
	7.7.6.2 Resource definition
	7.7.6.3 Resource methods
	7.7.6.3.1 POST
	7.7.6.3.2 GET
	7.7.6.3.3 PUT
	7.7.6.3.4 DELETE
	7.7.6.3.5 PATCH


	7.7.7 Resource: terminate application instance task
	7.7.8 Resource: operate application instance task
	7.7.9 Resource: application LCM operation occurrences
	7.7.10 Resource: individual application LCM operation occurrence
	7.7.11 Resource: application LCM operation occurrence cancel task
	7.7.12 Resource: application LCM operation occurrence fail task
	7.7.13 Resource: application LCM operation occurrence retry task


	8 API definitions variant for MEC federation
	8.1 Introduction
	8.2 Global definitions and resource structure

	Annex A (informative): Application package state model
	A.1 Introduction
	A.2 State model

	Annex B (informative): Bibliography
	Annex C (informative): Application updates for security: best practices
	C.1 Introduction
	C.2 Application update process details

	Annex D (informative): Supported scenarios by the API for MEC federation
	D.1 Introduction
	D.2 Scenarios on "create resource"
	D.3 Scenarios on "query all resources"
	D.4 Scenarios on "query individual resource"

	Annex E (informative): Configuration application instance rules
	E.1 Introduction
	E.2 Scenario 1: Configuration based on the application descriptor
	E.3 Scenario 2: Configuration during application instantiation
	E.4 Scenario 3: Configuration after application instantiation

	History

