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Intellectual Property Rights

Essential patents
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pertaining to these essential IPRs, if any, are publicly available for ETSI members and non-members, and can be
found in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to
ETS in respect of ETS standards’, which is available from the ETS| Secretariat. Latest updates are available on the
ETSI IPR online database.

Pursuant to the ETSI Directivesincluding the ETSI IPR Policy, no investigation regarding the essentiality of IPRS,
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Trademarks

The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners.
ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no
right to use or reproduce any trademark and/or tradename. Mention of those trademarks in the present document does
not constitute an endorsement by ETSI of products, services or organizations associated with those trademarks.

DECT™, PLUGTESTS™, UMTS™ and the ETSI logo are trademarks of ETSI registered for the benefit of its
Members. 3GPP™, LTE™ and 5G™ logo are trademarks of ETSI registered for the benefit of its Members and of the
3GPP Organizational Partners. oneM 2M ™ |ogo is atrademark of ETSI registered for the benefit of its Members and of
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Foreword

This Group Report (GR) has been produced by ETSI Industry Specification Group (1SG) Fifth Generation Fixed
Network (F5G).

Modal verbs terminology

In the present document “should", "should not", "may", "need not", "will", "will not", "can" and "cannot" areto be
interpreted as described in clause 3.2 of the ET S| Drafting Rules (Verbal forms for the expression of provisions).

"must” and "must not" are NOT alowed in ETSI deliverables except when used in direct citation.
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1 Scope

The present document defines the ETSI |SG F5G Autonomous Network features for different ETSI 1SG F5G fixed
network generations, to provide an evaluation basis for measuring the Autonomous Network level of afixed network
along with its components and workflows. These features include the intelligent characteristics of each Autonomous
Network level (from LO to L5) and the operators operational management process. The present document also defines
the eval uation methodol ogy to score the level of specific systems.

2 References

2.1 Normative references

Normative references are not applicable in the present document.

2.2 Informative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

NOTE: While any hyperlinksincluded in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are not necessary for the application of the present document but they assist the
user with regard to a particular subject area.

[i.1] TM Forum 1G1230 (V1.1.1): "Autonomous Networks Technical Architecture”.

[i.2] TM Forum 1G1218 (V2.2.0): "Autonomous Networks - Business requirements & architecture”.
3 Definition of terms, symbols and abbreviations
3.1 Terms

For the purposes of the present document, the following terms apply:

autonomous network: See the definition of " Autonomous Network™ in the Terminology of TM Forum 1G1230 [i.1].
closed loop: See the definition of "Closed Loop" in the Terminology of TM Forum 1G1230 [i.1].

general task: one of intent trandlation, awareness, analysis, decision and execution

general workflow: set of general tasks forming a complete closed loop management system from receiving network
management and operation requirements to realizing those requirementsin the deployed network

oper ation wor kflow: one of planning, deployment, fulfilment, maintenance and optimization

oper ational sub-task: sub-task in an operation workflow

3.2 Symbols

Void.

ETSI
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3.3 Abbreviations

For the purposes of the present document, the following abbreviations apply:

Al Artificial Intelligence
API Application Programming Interface
CPE Customer Premise Equipment
CPU Central Processing Unit
DBA Dynamic Bandwidth Assignment
E-ONU Edge Optical Network Unit
F5G Fifth Generation Fixed Network
F5G-A Fifth Generation Fixed Network Advanced
FTTR Fibre-To-The-Room
GUI Graphical User Interface
HQoS Hierarchical Quality of Service
KPI Key Performance | ndicator
LOF Loss Of Frame
LOS Loss Of Signal
NE Network Element
OA Optical Amplifier
OCh Optical Channel
ODN Optical Distribution Network
OLT Optical Line Terminal
ONU Optical Network Unit
OPEX OPerational EXpenditure
OTN Optical Transport Network
PON Passive Optical Network
P-ONU Primary Optical Network Unit
SDO Standards Development Organization
SLA Service Level Agreement
4 General requirements

4.1 Background

The Artificia Intelligence (Al) technology is continuing to develop rapidly, and has been successfully applied in many
technical areas, greatly promoting the implementation and application of Al in various industries. At present, the
application of Al technology in telecom networksis also being studied by the telecom industry, and related standards
are evolving in the related Standards Development Organizations (SDOSs).

Once SDN technology was introduced in the optical networks, the optical network management and control technology
began to evolve towards being more intelligence orientated. Al technologies make full use of the optical network
management data to improve the efficiency of optical network management, control and operation.

Current research focuses mainly on developing technical solutions and algorithms to apply Al in the optical networks.
Thereisinsufficient research on providing uniform standards to evaluate how intelligent an optical network is. The
present document provides an analysis of the approach and tools used for that purpose.

4.2 Autonomous optical network management, control and
operation functions

The core functions of optical network management, control and operation include:
. Network planning
. Network deployment

° Network fulfilment

ETSI
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o Network maintenance
. Network optimization
The key aspects of autonomous management, control and operation of an optical network are:

. Planning: to provide optimal network planning, to improve the utilization of network resources while
satisfying the service development requirements.

. Deployment: to automatically and accurately deploy the planned network, and to significantly reduce the
deployment time.

o Fulfilment: to automatically provision the optical services, improving users experiences.

. Maintenance: to identify network faults or risks, and to rectify the faults/ eliminate the risksin atimely
manner.

. Optimization: to improve the resource utilization and service quality, and to improve the resilience of the
optical network.

The present document provides the classification and evaluation of the Autonomous Network levels for the fixed optical
network management, control and operation, with the intent to guide the industry in the development of intelligent
optical networks. The benefits are:

. Providing the industry with an evaluation consensus basis on measuring the autonomous capability of an
optical network (and its components).

. Providing guidance to the industry to develop roadmaps, phased objectives, relevant strategies and plans
towards an intelligent optical network.

o Providing decision-making assistance to network operators, vendors and other industry participantsin
technology choice and product planning on the aspect of network intelligence.

5 Overview of general Autonomous Network level
classification

51 Overview

The Autonomous Network level classification system provides a common understanding of how intelligent a network
is. The most important factors to evaluate the Autonomous Network levels are human participation and systems
involvement in the network management, control and operation. The higher the level of Autonomous Network, the
fewer are the manual workflows involved.

52 General dimensions of Autonomous Network level
classification

The Autonomous Network level classification and evaluation involves complex workflows, and therefore needs to be
measured by multiple scenarios and dimensions.

TM Forum 1G1230 [i.1] defines the general workflow of network management, control and operation, as shown in
Figure 7-2 of TM Forum 1G1230 [i.1]. The present document uses this general workflow as the key evaluation
dimensions for the fixed network Autonomous Network level classification.

In the Autonomous Network level classification system, a general workflow is composed of multiple general task types,
which form a compl ete closed |oop management system from receiving network management and operation
requirements to realizing those requirements in the deployed network. The autonomy capabilities of the tasksin a
general workflow are the most important factors that impact the network autonomy level.

ETSI
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The general workflow of network management, control and operation includes the following five tasks types:

1)

2)

EXAMPLE:

3)

4)

5)

Intent trandlation: Asdefinedin TM Forum 1G1230 [i.1], an intent is a formal specification of the expectation,
including requirements, goals and constraints, given to atechnical system. The intent translation is a set of
tasks which convert the operator or customer'sintent into detailed management operations and policies, and
receive the intent fulfilment feedback results.

Awareness: Collecting the raw network data, and pre-processing that data to perceive network information
(including network performance, network anomalies, network events, etc.).

Pre-processing data such as data cleaning, enhancement, and statistics.

Analysis: Analysing the data, which has been collected from the network, in the awareness phase to
understand the current network status, predict future trends based on the historical data, and generate
operational options that help satisfy network management, control and operation requirements.

Decision: Based on the operational options or suggestions provided by the analysis phase, determining the
most suitable executable management operations, to satisfy the network management and operation
requirements.

Execution: Execute the management operations based on the decisions made in the decision phase.

See more detailed description of the general workflow and tasks are defined in TM Forum 1G1230 [i.1].

5.3

General method of Autonomous Network level classification

TM Forum 1G1230 [i.1] defines the Autonomous Network levels framework (LO to L5), based on human participation
and the systemsinvolved in the general network management workflow. Table 1 isthe Autonomous Network Levels
Framework based on TM Forum 1G1230 [i.1]. In thistable, the level evaluation criteriafor each type of general tasks
aredetermined by "P", "S" and "P/S", where "P" indicates that the related tasks are performed by humans, "S' indicates
that the related tasks are automatically performed by the telecom system, and "P/S" indicates that the related tasks are
performed by the cooperation of human and the telecom system.

Table 1. Autonomous Network Levels Framework based on TM Forum 1G1230 [i.1]

LO L1 L2 L3 L4 L5
Autonomous Manual Assisted Partial Conditional High Full
Levels Operation & | Operation & |[Autonomous| Autonomous | Autonomous | Autonomous
Maintenance | Maintenance | Networks Networks Networks Networks
Execution P P/S S S S S
Awareness P P/S P/S S S S
Analysis P P P/S P/S S S
Decision P P P P/S S S
Intent/Experience P P P P P/S S
Applicability N/A Selected Scenarios All Scenarios
P: People (manual) and S: Systems (autonomous)

Based on TM Forum 1G1230 [i.1], the detailed definition of each Autonomous Network level (LO to L5) isfollowing:

o Level 0 - Manual Operation & Maintenance: The system delivers assisted monitoring capabilities, which
means all dynamic tasks have to be executed manually.

. Level 1 - Assisted Operation & Maintenance: The system executes a certain repetitive sub-task based on
pre-configuration to increase execution efficiency.

. Level 2 - Partial Autonomous Networks:. The system enables closed loop O&M for certain units based on the
Al model under certain externa environments.

. Level 3 - Conditional Autonomous Networks: Building on L2 capabilities, the system with awareness senses
real-time environmental changes, and in certain network domains, optimize and adjust itself to the external
environment to enable intent-driven closed loop management.

ETSI
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o Level 4 - High Autonomous Networks: Building on L3 capabilities, in more complicated cross-domain
environment, the system enables analyse and make decisions based on predictive or active closed loop
management of service and customer experience-driven networks.

. Level 5 - Full Autonomous Networks: This level isthe end-goal for telecom network evolution. The system
possesses closed loop automation capabilities across multiple services, multiple domains, and the entire
lifecycle, achieving an autonomous network.

For more detailed description of the general Autonomous Network levels see TM Forum 1G1230 [i.1].

54 Methodology to define fixed network Autonomous Network

levels

The present document uses the above general level definitions as the basis for the fixed network Autonomous Network
level classification.

The present document focuses on the Autonomous Network level classifications of the Optical Transport Network and
the Access and Residential Networks, which are defined in clauses 7.1 and 7.2 of the present document respectively.

Figure 1 illustrates the methodology used in the present document to define the fixed network Autonomous Network
levels.

. Step 1: Identifies the fixed network operation workflows (including the planning and deployment, fulfilment,
mai ntenance, and optimization).

. Step 2: Breaks down each operation workflow into multiple operational sub-tasks.

. Step 3: Maps these operational sub-tasks to different types of general tasks (intent translation, awareness,
analysis, decision and execution) in the general workflow.

. Step 4: Defines the detailed Autonomous Network levels for each operational sub-task, based on the level
evaluation criteria(i.e. "P","S" or "P/S") defined in Table 1.

Lo i1 2 3 s is A Step 4: Define the Autonomous Network levels
Autonomous Manual Assisted Partial Conditional High Full o =
Levels Operation & Operation & fOl’ eaCh Operatlonal SUb taSk
General AN i Mai Networks Networks Networks Networks
Execution p P/S S S S s Optimisation (Clause 7.1.4 & 7.2.4)
Level Awareness P P/S P/S S S S
Definition Analysis P P P/S P/S S S
Decision P P P P/S S S .
et e » P P ? 55 S Maintenance (Clause 7.1.3 & 7.2.3)
Applicability N/A Selected Scenarios All Scenarios
P: People (manual) and S: Systems ) y
| Fulfilment (Clause 7.1.2 & 7.2.2)
Step 1: Planning & Deployment (Clause 7.1.1 & 7.2.1)
i Planning & o i G

|dent|fyAthe e e Fulfilment Maintenance Optimisation General | Operational | | .|| 3|45

operation eployment T > | task type sub-tasks

workflows l Intent Network req.

prediction
AWaranEEs Rsc determination
et and analysis Fixed Network
2 . Network plannin

Step2 & 3: N Analysis | o et | Autonomous

Identify the prediction .
2 - Network planning | Network Level
ODEratiONal [ e e e Decision R .
p T ! solution resolution e o
sub-tasks, and |i| Awareness Analysis Decision Execution i Integrated Classification
’ 1 .
h Resource | »| Network planning L»l A N Integrated 1 configuration
map them to the !| determination and solution Netw:er(l;zloa:mng configuration i Execution g
general tasks i analysis development On-site acceptance| i On-site acceptance
[ J

Figure 1. Methodology to define the fixed network Autonomous Network levels

With the Autonomous Network level definition of the fixed networks, the comprehensive score of the Autonomous
fixed network levels (LO to L5) in different scenariosis measured and evaluated. Clause 8 of the present document
provides the Autonomous Network evaluation methodology of the fixed networks.
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6 Fixed network Autonomous Network architecture and
operation processes

6.1 Fixed network Autonomous Network architecture overview

TM Forum 1G1218 [i.2] defines the general an Autonomous Network framework, as shown in Figure 6 of TM Forum
1G1218[i.2]. Thisframework includes three layers and four closed loops. The three layers from top to bottom are:

1) Businessoperation layer.
2)  Serviceoperation layer.
3) Resource operation layer.
The four closed loops, which fulfil the full lifecycle of the interlayer interaction, are:
1) Userclosed loop.
2)  Business closed loop.
3) Serviceclosed loop.
4)  Resource closed loop.

Figure 2 shows the fixed network Autonomous Network architecture, which is based on the general Autonomous
Networks framework defined in TM Forum 1G1218 [i.2]. In this architecture, the network management and control
layer corresponds to the Autonomous Network resource operation layer. It contains multiple network management and
control systems, each of which is used to manage and control a single self-operating optical autonomous domain,
forming a single-domain autonomy. The network orchestration layer corresponds to the Autonomous Network service
operation layer, which performs the multi-domain network planning, deployment, fulfilment, mai ntenance and
optimization. The application layer corresponds to the Autonomous Network business operation layer, which provides
the business capabilities and the service operation.

Vendor X Vendor Y
Autonomous domain X Autonomousdomain Y

_________________________________

1 . .
. . i Service ticket Business Support i Application
i | dispatching system System (BSS) or applications ] Layer
S RS S M P T L L it
End-to-end Orchestrator Network
<:> Mult:-fiomaln Multi-domain Multi-domain Multi-domain Orchestration
Elagig ane Fulfilment Maintenance Optimisation
deployment P Layer
Multi-domain
orchestration
QS T S R i S /_ b iR Seiten ot B ptiertes Bendiey Bt ~
: Network mgmt&ctrl system : : Network mgmt&ctrl system :
| Vendor X [ VendorY !
: Si?gle-_doma:ﬂn Single-domain : : Sill')gle-.domagn Single-domain : Network
i apmient [ rutimene”| |11 (BRSNS rltimenc | |1 Mgmtace
1 [ !
1| Single-domain  Single-domain (! || |Single-domain  Single-domain |! Layer
Il ' Maintenance Optimisation : 'l Maintenance Optimisation :
: 5 e 1 : = S . 1
| Single-domain 1) Single-domain |
! autonomy o autonomy .
I : : o . . | Network
! Optical network domain b Optical network domain
] [ 1 Elements
1 o !
| [ !
/ /7

Figure 2: Fixed network Autonomous Network architecture
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Core operation workflows of fixed network Autonomous
Network

Asdescribed in TM Forum 1G1230 [i.1], the full life-cycle of the network management, control and operation is divided
into five general operation workflows: planning, deployment, fulfilment, maintenance and optimization. In addition, as
abasic function of the network operation, the network resource management isinvolved in all the above five operation
workflows.

Based on the general operation workflows defined in TM Forum 1G1230 [i.1], the fixed network core operation
workflows are categorized as follows:

Planning:

The network planning function gainsinsight into key information such as coverage and high-value user
distribution, provides network planning options, and eval uates whether the planned solution satisfies network
and service requirements. The core objective of network planning is to have the best utilization of network
resources.

Deployment:

The optical network deployment refers to on-site hardware and software installation and configuration, and the
optical performance commissioning based on the result of the network design, as well as the network
verification and the on-site acceptance. The core objective of network deployment isto accurately deploy the
network in accordance with the network planning. The deployment time should be as short as possible.

NOTE 1: Network planning and deployment are highly related to each other. In clause 7 of the present document,

these two operation workflows are put together to define their Autonomous Network Levels.

Fulfilment:

The procedure for service fulfilment includes receiving user's service provisioning reguests, developing and
determining the service provisioning solutions, finally configuring and verifying the service in the network.

M aintenance:

Maintenance refers to network inspection, risk identification and elimination, network status monitoring, and
network fault detection, prediction and troubleshooting.

NOTE 2: Network inspection includes network equipment inspection (i.e. checking the equipment information to

detect hardware or software risk), and on-site inspection (e.g. inspecting the equipment room and the fibre
connections to detect related risks).

NOTE 3: Network fault detection, prediction and troubleshooting includes alarm information gathering, root alarm

analysis, root cause analysis, network or service recovery, and fault recovery. Typical examples of optical
network faults are: Optical Transport Network (OTN) / Passive Optical Network (PON) equipment fault
or link fault, fibre attenuation deterioration, wavelength performance deterioration, and laser or board
level hardware error.

Optimization:

The optimization refers to detecting network quality problems, analysing the root causes, and determining and
implementing opti mization solutions to meet the requirements of users' service experience and operators
resource utilization.

NOTE 4: Typical network quality problems include performance quality problems (e.g. increased packet delay and

packet jitter, intermittent disconnection, packet loss, optical-layer performance deterioration or excessive
bit errors), and network resource utilization problems (e.g. unbalanced traffic load, low resource
utilization, or suboptimal route problem).
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7 Scenario-based fixed network Autonomous Network
level classification

7.1 Autonomous Network level classification for Optical
Transport Network

7.1.1 Planning and deployment

7111 Operational sub-tasks

The planning and deployment operation workflow of the optical transport network is divided into six operational
sub-tasks:

o Network requirement prediction

. Resource determination and analysis

o Network planning solution devel opment
. Network planning decision

. Integrated configuration

. On-site acceptance

These six sub-tasks are mapped to the five different general tasks (intent trandation, awareness, analysis, decision and
execution) in the Autonomous Network general workflow, as shown in Figure 3.

Operator / User

Intents Experience
Expectations / Requirements SLA compliance

Intent translation

Network requirement
prediction

Awareness Analysis Decision Execution

* Integrated
configuration

* On-site acceptance

Network planning
solution development

Network planning
decision

Resource determination
and analysis

Figure 3: Optical Transport Network planning and deployment operational sub-tasks and their
mapping to the general tasks in the Autonomous Network general workflow

° Intent trandation:

- Network requirement prediction: Output the network planning requirements to the network planner or
to the system, based on multiple factors including users' business intentions, network operator's service
development objectives and network deployment plans.

EXAMPLE 1.  Network planning requirements may be network coverage and capacity requirements, resiliency to
name afew.
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° Awar eness:

- Resour ce deter mination and analysis. Determine the resource usage of the current network and
analyse the gap between the network planning requirements and the current network resource status.

e  Analyss

- Network planning solution development: Output the overall network planning result to the network
planner (as document) or to the system (in a machine-readable format), based on the network planning
requirements and the determination and analysis of the current network resource.

° Decision:

- Network planning decision: Based on the outcome of the network planning and the simulation results,
evaluate whether the network planning requirements are satisfied.

° Execution:

- Integrated configuration: Complete onsite hardware and software installation deployment based on the
network planning decision, to ensure that all the Network Elements (NES) are operating and managed
correctly. Complete the initial configuration of the optical network.

EXAMPLE 2: Complete theinitial configuration of the optical network e.g. logical fibre connection
configuration and optical performance commissioning, to name a few.

- On-site acceptance: Tests and accepts the deployed optical transport network (including the fibre
connection, the service connectivity, the optical-layer performance, and the software versions).

EXAMPLE 3: Testing and acceptance of an optical transport network deployment use loopbacks, metering and
querying of the network.
7.1.1.2 Autonomous Network level classification

The Autonomous Network level (from LO to L5) classification for the Optical Transport Network planning and
development is determined based on the participation of human and automation systems.

Table 2 describes the Autonomous Network levels for the six operational sub-tasks (network requirement prediction,
resource determination and analysis, network planning solution devel opment, network planning decision, integrated
configuration, and on-site acceptance) for the Optical Transport Network planning and devel opment.

Table 2: Autonomous Network level classification
for the Optical Transport Network planning and development

Operational

sub-tasks LO L1 L2 L3 L4 LS

1. The system
automatically collects
the current status
information of the
network, generates
statistics and
performs analysis.

2. The system uses

1. The system
automatically
collects the
current status
information of
the network, and

1. Use 1. The system
auxiliary tools |automatically
to collect the |collects the
Network Manually current status |current status
requirement |analyse and |information of |information of

prediction predict the the network. |the network. gfg}ﬁ;?:}i? intelligent
(Intent network 2. Manually 2. Manually Statistics y technologies to
translation) |requirements. |analyse and |analyse and ) automatically predict
) d 2. Manually
predict the predict the the network
network network ana(;yse r?nd requirements.
requirements. |requirements. Egiwlg:kt € (EXAMPLE 1: service

growth trend and
resource requirement
prediction.

requirements.
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ClpErEens. Lo L1 L2 L3 L4 L5
sub-tasks
1. The system
automatically
obtains the
online physical
1. The system |resource
1 Use automatically |information
aﬁxiliar tools obtains the (active
to obtai>r/1 the online physical [resources). In addition to the
online physical resource 2. The system |criteria in L3, the
Manuall resour(?ey information automatically system performs
Resource determir¥e the linformation (active generates resource prediction
determination resource (active resources). statistics and and resource
and analysis allocation and |resources) 2. The system |performs bottleneck
(Awareness) analvsis 5 Manuall. automatically |analysis of the |identification,
ysis. détermine )t/he generates resource usage. |including resource
resource statistics and |EXAMPLE 2: availability and Full nari
allocation and performs slots, ports, service availability. rl:d-sce aro
analvsis analysis of the |bandwidth, and ? it |
ysIS. resource wavelength ;utoln?lgt)ilgne
usage. channels. The systerﬁ
3. The system .
automatically au:?r?r?]tlctahlly
analyses the ﬁetvs rks €
network latency. r:quicr)ement
The system prediction, the
automatically resource
develo_ps the determination
greenf_leld or and analysis
capacny the network
expansion planning
Manually planr_nng solution
develop the The system solution, development
op develops the |including: P
planning ; Based on the and decision,
Network h . network (a) service route . . .
" Manually solution with . .~ |planning solution, the |the integrated
planning planning recommendation . .
- develop the templates and . . |system further configuration,
solution : b solution based [(EXAMPLE 4: . .
planning auxiliary tools. ) performs service and the on-site
development . 7" |on fixed rules, |computed by s .
: solution. EXAMPLE 3: L . survivability analysis |acceptance.
(Analysis) historical assisting with |shortest path or by fault simulation Support
roject case the manual minimum hop g . auth))Fr)natic
IFi)brfalr development. |number). online learnin
Y- (b) Optical ond 9
Clhanpel (OCh) optimization
planning
(EXAMPLE 5: its }(toerrg'io"r‘]"de'
centre frequency '
and spectrum
width).
1. Based on the The svstem
1. Manually configured rules, yst
; automatically
adjust the the system ontimizes the
solution automatically pim
I K | | h solutions, and
Network Manually make developed by |evaluates the  |determines the
; decisions .. |the system. network planning|~ ~.. :
planning Same criteria ) optimal solution
Heeisi based on 2. Manually solutions and
ecision expert as LO. make rovides among the
(Decision) pert g P ; alternatives.
experience. decisions suggestions. o
EXAMPLE 6: optimal
based on 2. Manually Optical Amplifier (OA)
expert make decisions | P P
h configuration and
experience. based on expert

experience.

regenerator locations.
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1. The on-site
tools
automatically
perform single-

1. The on-site
tools
automatically
perform site
acceptance and
transmit the

1. The system
automatically exports
network performance
data and performs
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Operational
e G LO L1 L2 L3 L4 L5
1.Automatic 1.Automatic
1 Manual configurations of |configurations by the
cbnfiguration the system. system.
. - EXAMPLE 7: EXAMPLE 8:
chanuC?i”yt z[r)]ply E;ATSQ;U dxmary automatic automatic CPE go-
site basped on |systems Customer online configuration.
Integrated Manual the work order, [2. Manually Eririmrsneent ih;hrﬁast?gﬁm
configuration |integrated the |and manually |[commission (ngp) o-online commissiong the
(Execution) |configuration. |commission |the optical- =) 90 .
the optical- layer configuration. optical-layer
laver erformance 2. The system |performance
eyn‘ormance ﬁsin auxiliar commissions the |(including the
P ' toolsgand y optical-layer commissioning of the
Systems performance optical paths in
y ' with manual wavelength expansion
assistance. scenario).

On-site .. |acceptance site
acceptance Manual on-site based on acceptance. acceptance data |network performance
g acceptance. | back to the acceptance.
(Execution) instruments 2. The tools
X system. 2. The system
and tools. automatically )
2. The system |automatically
generate an ;
automatically generates an
acceptance
generates the  |acceptance report.
report.
acceptance
report.
7.1.2 Fulfilment
7121 Operational sub-tasks

The main fulfilment operation scenario is the service provisioning. The fulfilment operation workflow of the optical
transport network is divided into six operational sub-tasks:

These six sub-tasks are mapped to the five different general tasks (intent trandation, awareness, analysis, decision and

Service provisioning intention analysis

Resource confirmation

Service configuration solution development

Service configuration decision

Service configuration activation

Service testing

execution) in the Autonomous Network general workflow, as shown in Figure 4.
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Operator / User

Intents Experience
Expectations / Requirements SLA compliance

Intent translation

Service provisioning
intention analysis

Awareness Analysis Decision Execution

* Service configuration
activation

* Service testing

Service configuration
decision

Service configuration
solution development

Resource confirmation

Figure 4. Optical Transport Network fulfilment operational sub-tasks and their mapping to the
general tasks in the Autonomous Network general workflow

. Intent trandation:

- Service provisioning intention analysis: Analyse the service provisioning requirements and translate
them into network requirements

EXAMPLE 1:  Network requirements such as bearer network type, protection requirements, and Service Level
Agreement (SLA) (e.g. latency and bandwidth) assurance policies.

° Awar eness:

- Resour ce confirmation: Perform network resource analysis, based on user's service requirements and
real-time network status.

EXAMPLE 2:  Network resource analysis may include resource status, available ports, link bandwidth, resource
usage, and latency.

e Analyss

- Service configuration solution development: Develop the service configuration solutions and emulate
the services based on the resource confirmation result.

° Decision:

Service configuration decision: Determine the final service configuration solution, ensuring that the
service provisioning requirements are satisfied.

. Execution:

- Service configuration activation: Based on the service configuration solution, configure and activate
the service on the network (including on-site CPE installation and configuration).

- Servicetesting: Verify and confirm the service configuration result, including service connectivity and
the SLA of the service.

NOTE: If thereis not enough resource for the service provisioning, the planning and deployment operational
tasks will be implemented to add more resource in the OTN. See clause 7.1.1 of the present document.

7.1.2.2 Autonomous Network level classification

The Autonomous Network level (from LO to L5) classification for the Optical Transport Network fulfilment is
determined based on the participation of human and automation systems.
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Table 3 describes the Autonomous Network levels for the six operational sub-tasks (service provisioning intention
analysis, resource confirmation, service configuration solution development, service configuration decision, service
configuration activation, and service testing) for the Optical Transport Network fulfilment.

Table 3: Autonomous Network level classification for the Optical Transport Network fulfilment

configured in
advance.

Operational
sub-tasks LO L1 L2 L3 L4 L5
1. Service order
templates are
installed in the
system in
advanced. The 1. The system
1. Manually automatically parses
system .
analyse the . the service order
service automatically (using the display of
Manually rovisionin parses the the dgtailed oFr)de):
Service analyse the (F))r der 9 template-based arsing process), to
g scrvice Same 2 Thé system service order, to gbtain%h% servicé Full-scenario
intention provisioning L ) | Y h obtain the service |. .
analysis order. and criteriaas  |translates the intentions intention. and
C LO. service request _ .. EXAMPLE 2: SLA full-lifecycle
(Intent translate into into netwo(ik EXAMPLE 1: requirements tom t)|/ n
translation)  |network . source and d ' automation.
. requirements, S . 2. The system The system
requirements. destination sites ; )
based on pre- : automatically automatically
i and service SLA. .
defined h translates the service |performs the
templates. 2. The system intentions into service
automatically network requirements. |provisioning
translates the intention
service intentions analvsis. the
into network resoﬁrcé
requirements. confirmation
1. The system The system . '
: ' service
performs the automatically confirms configuration
1. The system |resource statistics |the network resources 9
. i ; . solution
Manually provides the and confirmation. |based on the service develooment
use the work [network EXAMPLE 3: requirements, and and de[;ision
orders to resource physical ports, provides resource X ’
Reso_urce_ Man_ually record the |information. slots, confirmation results, the Service
confirmation |confirm the . . configuration
(Awareness) |resources resources, |2. Manually wavelengths, and |including whether the activation. and
’ and perform the link availability. resources are the servic’e
manually resource 2. Manually sufficient to satisfy the testin
confirm the |statistics and  |perform the final |SLAs. Su gﬁ the
resources. |confirmation. |resource EXAMPLE 4: latency, aut%?natic
confirmation for  |bandwidth, and the online learnin
the service. availability. and 9
1. The system optimization
suppo_rts the for Al model
1. The system |electrical layer The system supports iteration
Manuall supports the routing solution the multi-factor '
Service generat?e/s the electrical layer |development, the |optimal routing
. . h routing solution |generation of solution development
gglrIJE?Ounratlon Z:;a(;:torlcgl(l:;?yer ?r?trgr?a as development. |multiple alternative|for multi-layer
development |layer P Lo 2. The optical |solutions, and the |(electrical and optical
(Analysis) anﬁ uration ' layer was simulation of each |layers) networks, and
y soluti%ns statically solution. supports the
' configured in  |2. The optical simulation of the
advance. layer was statically|solutions.
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(Execution)

service tests.

2. Manually use

2. Manually

including the tests of

tools to test the operate the online |the service
; system to test the |connectivity and SLA
service SLA service SLA compliance
compliance. - P )
compliance.
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ClpErEens. Lo L1 L2 L3 L4 L5
sub-tasks
Based on the multiple
Manually make |Manually make routing solutions and
Manually . - o : .
- solution solution decisions |the simulation results,
; determine the L
Service . decisions based on the the system
. . electrical layer [Same i - h
configuration ; o based on the |multiple routing determines the
. and the optical |criteria as : ; : . .
decision laver Lo multiple routing |solutions and the |optimal routing
(Decision) coynfi uration ' solutions simulation results |solution.
9 generated by  |provided by the EXAMPLE 5: lowest
solution. -
the system. system. delay or highest
resource utilization.
1. The system
supports the
automatic E2E
configuration
delivery at the
1. The system |network level.
supports the 2. The CPEsgo |1. The system
automatic online supports the
configuration  |automatically automatic
anual [0 e Snde |(neanng once |confuraton o e
configuration |Manual configuration . "y '
- ) . - .. Iseparately. powered on, the |including the electrical
activation configuration. |with auxiliary ;
; 2. The system |system and optical layer
(Execution) tools. . h ; .
support the automatically service configuration
automatic performs the CPE |and activation.
configuration of |initial configuration|2. Same criteria as
the CPE after it |to put it online).  |step 2 of L3.
goes online. Once the CPE
goes online, the
services are
automatically
configured on the
CPE.
1. Manually trigger
1. Manually the system to Once the service is
operate the ;
; perform the configured and
online system service activated, the system
Servi Manually use to test the - - y
ervice tools to service connectivity test  |automatically triggers
testing Same as LO. . automatically. service tests,
perform connectivity.

7.1.3

7.1.3.1

The most important operational task for maintenance is OTN monitoring and troubleshooting. It includes the following

Maintenance

Operational sub-tasks

eight operational sub-tasks:

° Maintenance intent

° Network status collection

. Fault identification

. Potential risk identification

. Root cause analysis and location

. Fault / potential risk resolution development
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. Fault / potential risk resolution decision
. Fault / potential risk handling and service verification

hese eight operational sub-tasks are mapped to the five different types of general tasks (intent trandlation, awareness,

analysis, decision and execution) in the Autonomous Network general workflow, as shown in Figure 5.

Operator / User

Intents Experience
Expectations / Requirements SLA compliance

Intent translation

Maintenance intent

Awareness Analysis

1 1
1 1
1 1
1 1
1 1
: * Fault identification !
! * Potential risk !
! identification Fault / potential risk '
! i
1 1
1 1
1 1
1 1
1 1
1 1
1 1

Network status . Fault / potential risk . .
. —>»* Root cause analysis and—; . . —» handling and service
collection . resolution decision e ..
location verification

* Fault / potential risk
resolution development|

Figure 5: Optical Transport Network maintenance operational sub-tasks and their mapping to the
general tasks in the Autonomous Network general workflow

) Intent trandation:

- M aintenance intent: Based on the network maintenance objectives, determine the network and service
monitoring requirements, including the extent of the monitoring requirements, the network reliability
requirements, and the service SLA requirements.

° Awar eness:

- Network status collection: Monitor and collect various status data (including alarms and performance
data) for both the networks and services, based on monitoring requirements.

e Analyss

- Fault identification: Analyse and identify the network and service faults, based on the collected network
and service status data.

- Potential risk identification: Analyse and discover any potential risksin the network and risk to
services in advance of faults occurring, based on the collected performance data for the network and
Services.

- Root cause analysis and location: Perform correlation analysis on the network based on the identified
faults and potential identified risks, identify the root alarms if appropriate, and accurately demarcate and
locate the faults.

EXAMPLE: Determine the fibre fault location, the optical power deterioration location, incorrectly configured
NEs, faulty hardware, classify fault types, and fault causes.

- Fault / potential risk resolution development: Develop the maintenance sol ution based on the detected
faults and potential identified risks, and the root cause.
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° Decision:

- Fault / potential risk resolution decision: Determine the network and service recovery sol utions and/or
potential identified risk elimination solutions, based on the devel oped maintenance solutions.

° Execution:

- Fault / potential risk handling and service verification: Execute the rectification solution based on the
decision, and verify the execution result, including the service connectivity and SLA compliance.

7.1.3.2 Autonomous Network level classification

The Autonomous Network level (from L0 to L5) classification for the Optical Transport Network maintenanceis
determined based on the participation of human and automation systems.

Table 4 describes the Autonomous Network levels for the eight operational sub-tasks (maintenance intent, network
status collection, fault identification, potential risk identification, root cause analysis and location, fault / potential risk
resolution development, fault / potential risk resolution decision, and fault / potential risk handling and service
verification) for the Optical Transport Network maintenance.

Table 4: Autonomous Network level classification for the Optical Transport Network maintenance

Og%%igg?:' LO L1 L2 L3 L4 L5
1. Manually
configure the |1. Manually
monitoring conflgqre the 1. Manually specify Full-scenario
requirements  |dynamic o and
L the monitoring area .
Manually on the system, |monitoring rules full-lifecycle
Manually and scope. .
. translate the |based onthe |on the system. automation.
specify the network re-installed 2. The system 2. The system The system
heilrcu ey monitored monitorin re]onitorin aﬁtomati)::all automatically automyaticall
intent area, scope : 9 9 Y translates the y
=~ |requirements |templates. performs different - performs
it and specific into specific  |2. The system |network monitoring maintenance
translation)  |network P ' Y L requirements into .
o network automatically  |monitoring . L intent, network
monitoring o . . detailed monitoring
. monitoring translates the |operations in status
operations. . > ! rules, and .
operations. monitoring different automatically apolies collection, fault
requirements  |[situations, based the rules y app identification,
into the on the configured ‘ potential risk
monitoring rules. identification,
operations. root cause
1. The system analysis and
automatically 1 The svstem 1. The system location, fault /
collects aﬁtomati)::all automatically collects |potential risk
network status collects netv?//ork network status resolution
Manually use |information status information information development,
tools to (EXAMPLE 1: (EXAMPLE 2: (EXAMPLE 3: alarm |resolution
perform alarm data). alarm data) : data). decision,
Network Manually preventive 2. Each NE 2 Each NE' 2. Each NE collects  |handling and
e collect the maintenance |collects cbllects performance data per |service
: network inspection performance seconds or per verification.
collection f odicall performance data i S h
(Awareness) status from |periodically to da_lta every 15 for every 15 milliseconds, upport the
each NE. collect minutes or minutes or ever performs data automatic
network every 24 hours, y pre-processing, and |online learning
24 hours. The
status from  |and uploads svstem confiqures uploads the and
each NE. the collected Y ng processed data to the |optimization
the collection rules
data to the to collect the management and for Al model
management 8 control system in iteration.
required data. .
and control minutes.
system.
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CpEIEIonE] Lo L1 L2 L3 L4 L5
sub-tasks
1. Manually
use tools to Based on the
erform 1. The system intelligent
P - automatically |The system .
preventive . technologies, the
. collects alarm  |automatically :
maintenance system automatically
. . data and analyses the
Manually inspection . e analyses the alarms
. . g identifies alarm data based .
identify the |periodically. . or potential alarms to
Fault potential faults. |on the . :
L N faults, 2. Manually ) . identify root cause of
identification triqoered by lanalvse the 2. Manually configuration rules the alarms. identifies
(Analysis) 99 y yse analyse the (EXAMPLE 4: ’ .
user preventive . . the affected services,
. . impact on the |alarm correlation -
complaints. |maintenance . and determines the
inspection Services rules), and service status
results to caused by the |identifies the_ (EXAMPLE 5:
. . faults or affected services. |
identify otential faults interrupted, degraded,
potential P ’ or normal).
faults.
Manually
perform 1. Manually |The system
potent_lal risk |use tools to gutor_n_atlcally The system
detection, perform identifies icall Th
triggered by |preventive potential risks automatically The system uses
A reports potential  |intelligent
user maintenance - \based on risk warnings technologies to
complaints  |inspection configured 9 109 X
P Al oo g based on associate multi-
Gl (only for periodically. - rules. configuration rules |dimensional data, and
identification |those 2. Manually |EXAMPLE 6: g , nens L
. . - (EXAMPLE 7: to identify potential
(Analysis) potential analyse the |an exception d ) isk
risks that preventive will be reported ynamic KPl risk events. .
, . . h thresholds), and |EXAMPLE 8: optical
affect users' |maintenance |if a certain Key icall ‘
experience. |inspection Performance %utor_r]latlcaﬁy d ger ormance
Other risks  |results to Indicator (KPI) ! en_tl les affecte eterioration.
; services.
will not be detect exceeds a
identified in  |potential risks. |static threshold.
Level 0).
1. Manuall 1. Manually The system ;Et%;y:ttiigl
u:se tools ’[())/ use tools to  |provides erforms y
collect current |related P - The system supports
access each S ; correlation ; :
. or historical  |functions to . precise demarcation
NE onsite, to ; ; analysis based on )
alarm assist with ' . and location of faults
query related |. . the configuration o
Root cause information information, |manual fault rules and potential risks.
analysis and performance |demarcation i EXAMPLE 11:
| - and perform . (EXAMPLE 10: )
ocation correlation data and logs. |and location. alarm correlation equipment hardware
(Analysis) . 2. Manually |EXAMPLE 9: fault location, or fibre
analysis. f howing th rules), and | h
2. Manually perform showing the provides possible or wavelengt
erform fault correlation alarms and logs r00t CaUSes interruption /
P : analysis, fault (associated with P deterioration location.
demarcation . . facilitating manual
. demarcation |the service path .
and location. - . fault demarcation
and location. |graphically. and locating
Manually use The svstem
the system to |The system provi dyes The system
el Manually icnc:‘g?r(za[t?tln?lteg Perggcjeers rectification gﬁl(ir/nagf:rlllt)i/aﬁ)rr?svlldes
BRI analyse the analyse thé su est)i/ons suggestions for resolult[i)ons based on
resolution impact based Y 99 the faults or h ’
development |on the root oot cause, based on the potential risks the accurgte
(Analysis) alarm and develop |manual fault based on the ! demarcation and
y ) the demarcation confiquration location of faults or
maintenance |and location. rulesg potential risks.
solution. :
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Operational
e G LO L1 L2 L3 L4 L5
Manually use
the system to The svstem
collect related |Manually The system automyaticall
Fault / Manually information, |determine the |provides the erforms evgluation
potential risk |determine analyse the [fault/ potential [recommended an determination of
resolution the fault / root cause, risk resolution |fault / potential risk the fault / potential
decision potential risk |develop and |based onthe [resolution, risk resolu?ion b
(Decision) resolution. determine the |system enabling manual usin network,anyd
fault / suggestions. decision-making. g net lati
potential risk service simulation.
resolution.
1. Manually ﬁ.sgllgrg:gltlg tlrl MZ??r?e”y 1. Manually trigger |1. The system
execute the 99 the system to automatically triggers
: execute the [system to ; .
repair . . . automatically the execution of the
. repair solution |automatically . L
Fault / operation. step by step. |execute the execute the repair |fault / potential risk
potential risk 2. l\_/lar_1ua|ly 2. Manually [repair solution. solution. handling SOIUt'On’. .
. verify if the 2. The system based on the decision
handling and use toolsto  |2. Manually ’ .
- affected e : automatically it made.
service : verify if the trigger the e
W services . |verifies if the 2. The system
verification affected system to verify . : -
- have been ; ; affected services |automatically verifies
(Execution) services have |[if the affected -
recovered been services have have been if the affected
from the fault recovered from services have been
/ ; recovered been recovered .
_potentlal from the fault /|from the fault / tI_1e fault / potential |[recovered frc_>m t_he
risk. potential risk. |potential risk. risk. fault / potential risk.
7.1.4 Optimization
7141 Operational sub-tasks

The main purpose of network optimization is to improve the network quality, including the improvements of resource

utilization, service quality and energy efficiency.

The optimization operation workflow for the optical transport network is divided into seven operational sub-tasks:

Optimization intent
Quality monitoring

Quality analysis

Poor / sub-optimized quality root cause analysis

Quality optimization solution development

Quality optimization decision

Quality optimization and verification

These seven sub-tasks are mapped to the five different types of general tasks (intent translation, awareness, analysis,
decision and execution) in the Autonomous Network general workflow, as shown in Figure 6.
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Operator / User

Intents Experience
Expectations / Requirements SLA compliance

Intent translation

Optimisation intent

Awareness Analysis Decision Execution

* Quality analysis

* Poor / sub-optimised
quality root cause
analysis

* Quality optimisation
solution development

Quality optimisation and
verification

Quality optimisation
decision

Quality monitoring

Figure 6: Optical Transport Network optimization operational sub-tasks and their mapping to the
general tasks in the Autonomous Network general workflow

. Intent trandation:

- Optimization intent: Based on the network quality and service SLA objectives, determine the network
and service optimization requirements.

° Awar eness:

- Quality monitoring: Monitor the network and service quality, by collecting and cleaning the related
performance data from the NEs.

. Analysis:

- Quality analysis: Periodically analyse and predict network quality problems, and service quality
problems.

EXAMPLE 1. Network quality problems may be fibre attenuation or OCh bit errors.

EXAMPLE 2:  Service quality problems may be increased network delay, availability deterioration, or
intermittent disconnection.

- Poor / sub-optimized quality root cause analysis. Analyse the network and service performance data,
to perform accurate demarcation and location of the root causes of the potential quality problems.

EXAMPLE 3:  Potentia quality problems may be physical location of fibre deterioration, or optical power
degradation.

- Quality optimization solution development: Based on quality analysis and root cause demarcation and
location, results to the optimization solution and confirmation of its feasibility through solution
simulation.

. Decision:

- Quality optimization decision: Review and determine the final optimization solution, based on the
results of optimization solution development and simulation.

° Execution:

- Quality optimization and verification: Execute the final optimization solution, and verify the
optimization results by comparing the KPIs before and after the optimization.
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The Autonomous Network level (from LO to L5) classification for the Optical Transport Network optimizationis
determined based on the participation of human and automation systems.

Table 5 describes the Autonomous Network levels for the seven operational sub-tasks (optimization intent, quality
monitoring, quality analysis, poor / sub-optimized quality root cause analysis, quality optimization solution
development, quality optimization decision, and quality optimization and verification) for the Optical Transport
Network optimization.

Table 5: Autonomous Network level classification for the Optical Transport Network optimization

problems if any.
2. The system
assists with
manual service
impact
analysis.

2. The system
automatically
analyses the

service impact and

generates related
early warnings.

if any (EXAMPLE 4:
optical layer quality
deterioration, or
service reliability
risks), and generates
related early
warnings.

C?S%i’ig‘s);:' LO L1 L2 L3 L4 L5
_1. Manually 1. Manually
input the )
- configure the .
monitoring monitoring rules in 1. Manually determine
Manually requirements the s ster% the network areas and
Manually translate the |based on the Y ) services that need to
- - 2. The system .
Optimization determine network pre-defined automaticall be monitored.
P the network |assurance templates in the Y 2. The system
intent : performs different ;
areas and requirements |system. automatically
(Intent - . = network
translation) services that |into specific  |2. The system monitorin generates the
need to be |optimization |automatically ring. monitoring rules, and
. - operations in : :
monitored. |operation translates the different automatically applies
methods. monitoring situations. based the monitoring rules to
requirements on the configured the network. Full-scenario
into the and
oo rules. ;
monitoring rule. full-lifecycle
1. The NEs collect automation.
performance data The system
1. The system (including optical layer|automaticall
1. The system |automatically |1. The system ¢ 9 op d y y
collects the  |collects quality |automatically performance data) per per.for.ms.
! seconds or per optimization
1. Each NE |NE performance |collects quality i d ) i
collects its  |performance |data fromthe |performance data mifiseconds. |nteqt, qua ity
2. The NEs perform  |monitoring and
. performance |data on- NEs every 15 |from the NEs . )
S data demand minutes or every 15 minutes data pre-processing, |analysis, poor /
monitoring : : y and upload the results |sub-optimized
(Awareness) 2. Manually |2. Manually |every 24 hours. |or every 24 hours. to the system per uality root
process the |usetoolsto |2. Manually use |2. The system . y P 4 y
) minutes. cause
collected analyse and [tools to analyse |automatically 3. The system analysis
data. p:a??cisrﬁaﬂr?se ?hn: process a?;égzz:?ﬁe performs correlation |quality
gata erformance performance data analysis on the optimization
’ gata P " |performance data solution
’ collected from the development,
NEs. decision,
1. The NEs execution and
1. Based on 1. Based on automatically verification.
fixed rules, the |configured rules, |analyses the NE-level |Support the
system the system quality problems if automatic
analyses the  |analyses historical |any (EXAMPLE 3: online learning
historical quality poor quality of and
Manually Manually use quality performance data trar_lsmltt_ed / received |optimization
performance and evaluates optical signals), and |for Al model
perform tools to ; . :
data service and generates related iteration.
network perform . . .
. . . (EXAMPLE 1: |network quality early warnings.
Quality analysis|quality network - :
(Analysis) analvsis and |qualit bit error problems if any. |2. The system
y y q Y threshold), and |EXAMPLE 2: automatically
service analysis and .
; M evaluates the |delay, bandwidth, |analyses network-
impact service impact - L .
. - quality and jitter. level quality problems
analysis. analysis.
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Operational L
sub-tasks 0 L1 L2 L3 L4 L5
Based on the Both the NEs and the
pre-configured
1. Manually . - management and
The system rules (including
use tools to rovides alarm correlation control system
export the P . _|perform accurate poor
related rules and dynamic -
current or . / sub-optimized
Manually use | . ~. functions to threshold rules), . .
historical ; ; quality demarcation
tools to alarms assist with the system and location. based
) access each ' manual poor / |automatically L
Poor / sub . performance S .. |on the high-precision
- NE onsite, to sub-optimized |[locates the quality
optimized uerv related data, and ualit roblems performance data
ey e ?nforr);ation logs. gema)r/cation E)EXAMPLE 6: collected in seconds
cause analysis and locate 2. Manually and location fibre ' or milliseconds.
CEEE] the quality perform_ EXAMPLE 5: |deterioration), and EXAMPLE 7: the
.. |correlation . - - exact physical
problems if - showing the assist with manual :
analysis and . - location that causes
any. locate the alarm§ and qus confirmation on optical-layer
quality assomat.ed with \the POOF’ . deterioration, poor
. the service path|sub-optimized . .
problems if raphicall ualit service quality or
any. grap y quaity intermittent service
demarcation and |. :
: interruption.
location.
The system
provides
optimization The system
suggestions automatically The system
Manually use based on the |provides possible |automatically
Quality Manually tools to y manual poor- |causes of poor-  |develops quality
optimization develop the develon the quality quality problems, |optimization solutions.
solution quality Lalit P demarcation and provides EXAMPLE 9: route
development |optimization g tim)i/zation and location. suggestions to adjustment and
(Analysis) solution. sglution EXAMPLE 8: |assist with manual |optical-layer
’ software optimization performance
parameter solution optimization.
modification development.
and route
adjustment.
The system
Manually automatically
evaluate the provides possible
Manually use |quality causes of poor-
Quality g/leatgtlrililr)l/e tools to optimization quality problems, -la-Steo;yasttii?II
optimization the qualit determine the |solution, based |and provides evaluates ar?d
decision o tirqnizat?(/m quality on the suggestions to determines the qualit
(Decision) pum optimization |optimization assist with manual AT quality
solution. . . o optimization solution.
solution. suggestions determination of
output by the |the quality
system. optimization
solution.
1. The system
tlrl Mzr?ﬁtlaly 1. Manually trigger automatically triggers
1. Manually 99 X Y MI98T | ihe execution of the
system to the system to - L
1. Manually [use tools to - ; quality optimization
automatically |automatically .
perform the |perform the .. |solution.

. - X execute the execute the quality .
Quality quality quality ualit ontimization EXAMPLE 10: route
optimization optimization. [optimization. g tim)i/zation sglution optimization and
and verification |2. Manually |2. Manually scF:Iution 5 The§ Stem optical-layer
(Execution) verify the use tools to 5 ’ . y performance

A . . Manually automatically L
optimization |verify the . . optimization.
A trigger the verifies the
results. optimization . R 2. The system
results system to "ef'fy optimization automatically verifies
' the optimization |results.

results.

the optimization
results.
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7.2 Autonomous Network level classification for Access and
Residential Networks

7.2.1 Planning and deployment

7211 Operational sub-tasks

The planning and deployment operation workflow of the Access and Residential Network is divided into six operational
sub-tasks:

o Network requirement prediction

. Resource determination and analysis

. Network planning solution devel opment
o Network planning decision

. Deployment configuration

. On-site acceptance

NOTE 1. The planning and deployment operation workflow focuses on the planning and deployment of operators
PON Access Network elements.

These six operational sub-tasks are mapped to the five different general tasks (intent trandlation, awareness, analysis,
decision and execution) in the Autonomous Network general workflow, as shown in Figure 7.

Operator / User

Intents Experience
Expectations / Requirements SLA compliance

Intent translation

Network requirement
prediction

Awareness Analysis Decision Execution

* Deployment
configuration

» On-site acceptance

Resource determination
and analysis

Network planning
solution development

Network planning
decision

Figure 7: Access and Residential Network planning and deployment operational sub-tasks and their
mapping to the general tasks in the Autonomous Network general workflow

NOTE 2: The usersin the Access Network are the residential broadband users.
. Intent trandation:

- Network requirement prediction: Output the network planning requirements\ to the network operator
or to the system, based on multiple input factors such as users' service requirements, network operator's
service development objectives and network deployment plans.

EXAMPLE 1:  Network planning requirements may be network coverage and capacity requirements, or
resiliency, to name afew.
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° Awar eness:

- Resour ce deter mination and analysis: Collect the current network resource information, and generate
statistics and perform analysis on resource usage.

e  Analyss

- Network planning solution development: Based on the network planning requirements and the
determination and analysis of the current network resource, output the overall network planning result to
the network planner (as document) or to the system (in a machine-readable format), and provide the
detailed network planning, including the networking, Optical Line Terminal (OLT) board type selection,
fibre connection, and parameter configuration.

° Decision:

- Network planning decision: Based on the outcome of the network planning and the simulation resuilts,
evaluate whether the network planning requirements are satisfied.

. Execution:

- Deployment configuration: Complete on-site hardware and software installation deployment of the
operator's Access Network, based on the network planning and simulation results, to ensure that al the
Access NEsin PON are correctly operating and managed. Complete the initial configuration on the
Access Network.

EXAMPLE 2: Theinitial configuration of Access Network may be, logical fibre connection configuration,

optical performance commissioning and service configuration.

- On-site acceptance: Test and accept the operator's deployed Access Network, including service
connectivity and quality test.

EXAMPLE 3: Testing and acceptance of the operator's deployed Access Network use metering and flow
detection.
7.21.2 Autonomous Network level classification

The Autonomous Network level (from L0 to L5) classification for the Access and Residential Network planning and
development is determined based on the participation of human and automation systems.

Table 6 describes the Autonomous Network levels for the six operational sub-tasks (network requirement prediction,
resource determination and analysis, network planning solution development, network planning decision, deployment
configuration, and on-site acceptance) for the Access and Residential Network planning and development.

Table 6: Autonomous Network level classification for the Access and Residential Network planning
and development

Operational LO L1 L2 L3 L4 L5
sub-tasks
The system uses Al
1. The system models to analyse
l]j.S(';AZS;iT}!); ;ﬁ;hn?asti)f;ﬁm automatically and predict the
tools to collgct collects the Y lcollects and network requirements
the current PON resource analyses the PON (EXA.M.PLE L
Network Manually status information. Eﬁlsc?g(;?ﬁ utsk,]aege gLerg;fe“rni%é?:aizer
requirement  |analyse and |information of |2. Manually NEs ofcth bandwidth u raéle
prediction determine  |the PON analyse the 2 POTS, n upg ’
traffics, and and service level
(Intent the network |resource. network numbers of improvement), based
translation) requirements |2. Manually  |resource . P L
analyse and |usage, and reglster_ed users |on the service
determine the |predict the and online users), \changes
network Users' service and performs (EXAMPLE 2:
requirements. |requirements preliminary _ bandwidt_h, latency,
' " |resource analysis. |and service
preference).
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ClperEens. Lo L1 L2 L3 L4 L5
sub-tasks

2. Manually

predict the

network

requirements

based on the

resource analysis

by the system.

EXAMPLE 3:

network capacity

expansion

reguirements.

1. The system

automatically

obtains the

physical resource

information

(including both Full .

active and passive . uli-scenario

1. Same criteria as and full-

resource . :

. ; step 1in L3. lifecycle

information). . .

2. Same criteria as automation.
1. Manually |1. The system |2. The system .

. ’ : step 2 in L3. The system
use auxiliary |automatically |automatically 3. The svstem automaticall
tools to obtain |obtains the generates identifiesythe resource |performs they
the physical |physical active |statistics and P

Manually . . |bottleneck (based on |network
- active resource performs analysis .
determine . : the network requirement
resource information. on resource usage . o
Resource the resource |. : ) requirement prediction, the
S . information.  |2. The system |(EXAMPLE 4: T
determination |allocation 2 Manuall automaticall Slots. ports prediction in the resource
and analysis  |and analysis |7’ uaty y  ports, previous operational |determination
determine the |generates bandwidth, optical )
(Awareness) |of the o . sub-task). and analysis,
resource statistics and  |splitter ports, and
resource : . 4. The resource the network
usage allocation and |performs Optical Network determination and lannin
ge. analysis of the [analysis of the [Units (ONUSs)). . planning
analysis are based on [solution
resource resource 3. The resource .
o rules automatically development
usage. usage. determination and -
. generated by the and decision,
See note. See note. analysis are based
> system, and are the
on configurable f d | deol
rules. performed remotely eployment
EXAMPLE 5: and automatically. ;cr)]gf[[grj]téritrll(_);,te
network inventory,

) acceptance.
physical Support
connections, pport

h automatic
service paths, and online learnin
bandwidth g 9
resource. ant. ivati
1. The system optimization

for Al model
1. The system |analyses the iteration
1. Manually |assists the network resource '
analyse the |human to bottleneck based
network analyse the on rules with
1. Manually |resource network configurable 1. The system uses
analyse the |bottleneck. resource parameters. the Al models to
Network network 2. Manually  |bottleneck EXAMPLE 7: analyse resource
planning resource develop the |based on fixed |configurable bottlenecks.
solution bottleneck. |planning rules. parameters may |EXAMPLE 8:
development |2. Manually |solution with |2. The system |be port usage, resource usage trend
(Analysis) develop the |templates and |develops the |optical power, and |prediction.
planning auxiliary tools. |network bandwidth budget. 2. Same criteria as
solution. EXAMPLE 6: |planning 2. The system step 2 in L3.
historical solution based |provides a
project case |on the pre- recommended
library. configured high-level solution
templates. based on the

analysis result.
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Operational L
sub-tasks 0 L1 L2 L3 L4 L5
1. The system uses
1. Based on the |the Al models to
configurable automatically
1. Manually templates, the generate the detail
adjust the system network planning
network automatically solutions, based on
Manually planning generates the the networking
Network make solution detail network requirements.
planning decisions Same criteria |developed by |planning solutions.|[EXAMPLE 10: user
decision based on as LO. the system. EXAMPLE 9: OLT |scale, packages, and
(Decision) expert 2. Manually physical and convergence ratio.
experience. make decisions [logical resource |2. The system
based on design, security  |automatically
expert design, and determines the
experience. reliability design. |optimal network
2. Same criteria as|planning solution from
step 2 in L2. the alternative
solutions.
1. Based on ch{;lr?f(ie ducr){:\]ble
fixed templates, 9
templates and the
the system h
; integrated network [1. The system uses Al
automatically lanni uti del
configures part planning solution, |models to
the system automatically
of the Access call . h
NEs in PON in automatically configure the Access
Manual Manual some limited controls the Network, assisting
. integrated . Access NEs in with network
D integrated ! - scenarios. . . A
eployment ! . |configuration . |PON (with NE installation and
) . configuration EXAMPLE 11: ;S
configuration on the on the Access NE Identifier deployment.
(Execution) NEs in PON, automatically 2. The system uses Al
Access NEs - - management .
. using auxiliary : . configured), models to
in PON configuration . .

) tools. delivers automatically perform
and software ) . ; :
deployment configuration data engineering

) . to the NEs, commissioning and
configuration. - ;
- detects NE configuration
2. Remaining . AN
: . exceptions, and  |optimization.
configurations
completes
are completed oo
commissioning if
manually.
necessary.
1. On-site tools
automatically
perform site
acceptance and
transmit the
acceptance data 1. The system
back to the )
. automatically
1. The on-site |system. erforms acceptance
tools EXAMPLE 12: NE |7 P
. ) - based on Al models
Manually automatically  |configuration, )
; (EXAMPLE 13:
perform on- perform single- |software and based |
. site site hardware Al-based image
I acceptance |Same criteria |acceptance versions, NE recognition and
acceptance cep p ' T coherent optical
- using as LO. 2. The tools running status, . . .
(Execution) . . . intelligent detection),
appropriate automatically |and optical path . -
. with the assistance of
instruments generate performance. robots
and tools. NE-level 2. Based on the ’
i . 2. The system
acceptance received site )
automatically
reports. acceptance data,
generates an
the system
- acceptance report.
automatically
performs the
network-level
acceptance, and
generates the
acceptance report.
NOTE:  Obtaining the passive resource information is not supported at this level.
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7.2.2 Fulfilment

7221 Operational sub-tasks

Access and Residential Network fulfilment mainly includes service provisioning, service maintenance, and customer
complaint handling while the service isin operation. The objectives of Access and Residential Network fulfilment are
to reduce the service provisioning time, to minimize the user complaints, and to reduce the customer complaint handling
time.

The key fulfilment operation scenario is service provisioning, which includes seven operational sub-tasks:
. Service provisioning scheduling
. Resource confirmation
e  Service configuration solution development
. Service configuration decision
. Network configuration
. On-siteinstallation
e  Servicetesting

These seven operational sub-tasks are mapped to the five different general tasks (intent translation, awareness, anaysis,
decision and execution) in the Autonomous Network general workflow, as shown in Figure 8.

Operator / User

Intents
Expectations / Requirements

Experience
SLA compliance

Intent translation

Service provisioning
scheduling

* Network configuration
* On-site installation
* Service testing

Service configuration
decision

Service configuration
solution development

Figure 8: Access and Residential Network fulfilment operational sub-tasks and their mapping to the
general tasks in the Autonomous Network general workflow

. Intent trandation:

- Service provisioning scheduling: Analyse the service provisioning requirements and trangate them into
network requirements, and schedule the service provisioning process based on the requirements.

EXAMPLE 1. Trandated network requirements may be Access Network type, protection requirements, latency
and bandwidth requirements.

° Awar eness:

- Resource confirmation: Perform network resource analysis, based on the user's service requirements and the
real-time network status.
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Resource analysis maybe, resource status, available ports, link bandwidth, resource usage, and
latency.
ysis

Service configuration solution development: Based on the resource confirmation result, develop the
service provisioning solutions and emulate the services.

. Decision:

- Servi

ce configuration decision: Determine the final service provisioning solution, ensuring that the service

provisioning requirements are satisfied.

° Execution:

NOTE:

7222

Network configuration: Based on the service configuration solution, configure the Access Network and
activate the service on the network.

On-siteinstallation: Perform the on-site installation of residentia fibres and network devices, power on
and activate the ONUs (including Primary Optical Network Units (P-ONUs) and Edge Optical Network
Units (E-ONUSs) in Fibre-To-The-Room (FTTR) scenarios), configure the internet, and perform on-site
self-check on the resource usage and construction norms.

Servicetesting: Verify and confirm the service provisioning, check the service connectivity, and verify
whether the SLAs are met.

If there is not enough resource for the service provisioning, the planning and deployment operational
tasks will be implemented to add more resource in PON. See clause 7.2.1 of the present document.

Autonomous Network level classification

The Autonomous Network level (from L0 to L5) classification for the Access and Residential Network fulfilment is
determined based on the participation of human and automation systems.

Table 7 descri
resource confi
configuration,

bes the Autonomous Network levels for the seven operational sub-tasks (service provisioning scheduling,
rmation, service configuration solution development, service configuration decision, network
on-site installation, and service testing) for the Access and Residential Network fulfilment.

Table 7: Autonomous Network level classification for the Access and Residential Network fulfilment
OIS LO L1 L2 L3 L4 L5
sub-tasks
1. The service
1. Manually provisioning
Manually schedule the  |process are 1. The system
i automatically

record the service generated based .

; T translates the service
service provisioning on templates. intent into the service
provisioning |process based |2. The system order

Service Manually requestina |on auxiliary automatically 5 Thé svstem
provisioning schedule the |service order, |tools with checks the validity |~ Y

. . ! . automatically checks
scheduling service and manually |pre-configured |of the service the validity of the
(Intent provisioning |schedule the [fixed rules. provisioning service r)c/wisionin
translation) process. service 2. Manually process, based on P 9

o . process, based on
provisioning |check the fixed rules. .

- configurable rules.
process validity of the  |3. Manually 3. Manuallv confirm
based on the |service confirm the : ally

. L . the service
service order. |provisioning service FOVISIONING DIroCESS

process. provisioning P gp '
process.
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Operational
sub-tasks LO L1 L2 L3 L4 L5
The system supports
The system uses |automatic
the Al image configuration of
recognition resource survey rules
methods to (including optical
automatically power and bandwidth
Manually use :
the work confirm the budg_et parameters).
Manually use |resources, based- |Intelligent
Resource Manually orders to - . .
X f ) auxiliary tools |on configurable  |technologies
confirmation  |confirm the |record the : .
to confirm the |rules. (EXAMPLE 2:
(Awareness) |resources. resources, ) -
resources. EXAMPLE 1: coherent optical .
and manually : : : ; Full-scenario
. network inventory, |intelligent detection
confirm the . and full-
[ESOUICES physical technology) are used i |
' connections, to implement ! etcyc et'
service paths, and |automatic system _Ia_ﬂ omatlon.
bandwidth survey that matches te syst_en:l
resource. network capability automatically
rules. perfqrms the
The system S?(;\\//Iigtieonin
Manuall automatically gchedulin gthe
. y The system recommends the 9
trigger the icall imal : resource
. Manually system to automatically optlma service confirmation
EEES enerate and automaticall generates the configuration the service ’
SOMILIELE gimulate the |Same criteria |generate they service solutions based on configuration
solution service as LO gervice configuration multiple factors. soluti%n
development configuration . configuration solutions, based |EXAMPLE 3: development
(Analysis) 9 9 on the networking solution, pr ’
solutions. solutions, only fi | - ) : the service
in some limited |°" igurable sI|C|ng.co.nf|g_urat|on, configuration
; templates. and Wi-Fi® air 9
scenarios. interface decision, the
configuration. network .
Manually make configuration,
y the on-site
the service . '
> B Manually make installation,
configuration ; d th
- Manually solution the Service The system andthe
EEES make the decisions configuration automatically makes |oc V'C€ testing.
configuration service Same criteria based on’the solution decisions the service y Support the
LEEEE configuration |2° L. solutions based on the configuration solution automatic
(Decision) deci 9 . solutions "g online learning
ecision. generated in decisions.
. generated by the and
the solution L
development system. optimization
sub-task for Al model
. The system iteration.
The system automatically
assists with configures the
Manual manual service |services on the
Manual configuration configuration in |Access Network,
Network configuration on th?a Access |S0Me limited based on
configuration |on the NEs in PON scenarios. configurable Same criteria as L3.
(Execution) Access NEs | . - EXAMPLE 4: |templates and
. with auxiliary -
in PON. automatic network
tools. . . . .
configuration  |configuration
based on Application
scripts. Programming

Interfaces (APIs).
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Operational
sub-tasks LO L1 L2 L3 L4 L5
Manually
confirm network The syst_em
reSOUICES automatically
(includin confirms network
ontical gth and|resources 1. The system uses Al
Manually hgme P (including optical |models and/or robots
perform on- networking path and to assist with the on-
" site. information), re5|dent_|al site [nstallgtlon,
anually installation and configure _networkl_ng con_flg_ura_tlon and
nste DO (900 e, [heresidenial |Tomaton) and |opiniatn,
installation : . " |networks based 9 ) Y '
. installation  |based on - home networks automatically confirms
(2EEiT) and auxiliary tools on pre-set fixed based on the resource
maintenance.|EXAMPLE 5: ::Lc')lﬁ; ured in configurable information, and
with printed the sgstem templates. verifies the on-site
design EXAI\);IPLE .6' EXAMPLE 7: construction norms
drawings. diaital © |digital using Al-based image
g TV/telephone, and |recognition methods.
TVitelephone, .
and home home networking
networking services.
services.
Manually
Manually use operate the Manually trigger |The system
Service testing |tools to Same criteria |online system |the system to test |automatically tests
(Execution) perform as LO. to test whether |whether the SLAs |whether the SLAs are
service tests. the SLAs are  |are met. met.
met.

NOTE: If a service fault or a service quality problem is detected during the service test, the maintenance and
optimization operational tasks will be implemented. See clauses 7.2.3 and 7.2.4 of the present document.

7.2.3 Maintenance

7.23.1 Operational sub-tasks

The purpose of Access and Residential Network maintenance is to reduce the fault occurrence rate and the service
interruption time, reduce the manpower requirements, and therefore improve the users' service experience and reduce
the operators Operational Expenditure (OPEX).

The most important operational task for maintenance operationsis to perform Access and Residential Network
monitoring and troubleshooting. It includes the following eight operational sub-tasks:

o Maintenance intent

J Status collection

J Fault identification

J Potential risk identification

. Root cause analysis and location

o Fault / potential risk resolution development

. Fault / potentia risk resolution decision

. Fault / potential risk handling and service verification

These eight operational sub-tasks are mapped to the five different types of general tasks (intent trandation, awareness,
analysis, decision and execution) in the Autonomous Network general workflow, as shown in Figure 9.
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Operator / User

Intents Experience
Expectations / Requirements SLA compliance

Intent translation

Maintenance intent

Awareness

Analysis
* Fault identification
* Potential risk

Status collection -

identification
* Root cause analysis
and location

Fault / potential risk
resolution decision

Fault / potential risk
handling and service

I ificati
* Fault / potential risk verification

resolution
development

Figure 9: Access and Residential Network maintenance operational sub-tasks and their mapping to
the general tasks in the Autonomous Network general workflow

. Intent trandation:

- Maintenance intent: Based on the network maintenance objectives, determine the network and service
monitoring scope and monitoring requirements, such as the network reliability requirements, and the
service SLA requirements.

° Awar eness:

- Status collection: Monitor and collect various status data (such as alarms and performance data) from
the networks and the services, based on the monitoring requirements.

e Analyss

- Fault identification: Analyse and identify the network and service faults, based on the collected the
network and services performance data.

- Potential risk identification: Analyse and discover the potential risksin the network and potential risks
to the services (prior to areal fault occurring), based on the collected performance data of the network
and services.

- Root cause analysis and location: Perform correlation analysis on the network based on the identified
faultsin any and potential identified risks. Identify the root alarms, and accurately demarcate and locate
the faults.

EXAMPLE: Determine the fibre fault location, the optical power deterioration location, incorrectly configured

NEs, and faulty hardware or software.

- Fault / potential risk resolution development: Develop the maintenance solution based on the detected
faults and potential identified risks, and the root cause.

. Decision:

- Fault / potential risk resolution decision: Determine the network and service recovery solutions and/or
potential risk elimination solutions, based on the devel oped mai ntenance sol utions.
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° Execution:

- Fault / potential risk handling and service verification: Execute the solution based on the decision,
and verify the execution result of the solution, including the service connectivity and SLA compliance.

7.2.3.2 Autonomous Network level classification

The Autonomous Network level (from LO to L5) classification for the Access and Residential Network maintenanceis
determined based on the participation of both human and automation systems.

Table 8 describes the Autonomous Network levels for the eight operational sub-tasks (maintenance intent, status
collection, fault identification, potential risk identification, root cause analysis and location, fault / potential risk
resolution development, fault / potential risk resolution decision, and fault / potential risk handling and service
verification) for the Access and Residential Network maintenance.

Table 8: Autonomous Network level classification for the Access and Residential Network
maintenance

Operational
sub-tasks LO L1 L2 L3 L4 L5
1. Manually
configure the |1. Manually
Manually monitoring conflgu_re the 1. Manually specify .
requirements  |dynamic o7 Full-scenario
translate the P the monitoring area
on the system, |monitoring rules and full-
Manually network and scope. .
: o based on the |on the system. lifecycle
specify the | monitoring re-installed 2. The system 2. The system automation
Maintenance |monitored requirements pre-inst ' Y automatically )
i . i monitoring automatically The system
intent area, scope |into specific temolates erforms different translates the automaticall
(Intent and the network > wae S s.tem ﬁetwork monitoring erforms y
translation)  |network monitoring ) Y o requirements into pert
- . automatically  |monitoring . P maintenance
monitoring  |operations - . detailed monitoring .
: translates the |operations in intent, status
operations. |and fault o ! rules, and .
- monitoring different . . collection, fault
analysis . L automatically applies |. P
requirements  |[situations, based identification,
methods. . . the rules. o
into the on the configured potential risk
monitoring rules. identification,
operation rules. root cause
1. The system analysis and
automatically |1. The system 1. The system location, fault /
collects automatically automatically collects |potential risk
network status |collects network |network status resolution
Manually use |information status information |information development,
tools to (EXAMPLE 1: |(EXAMPLE 2: (EXAMPLE 3: alarm |resolution
perform alarm data). alarm data). data). decision,
Manually preventive 2. Each Access |2. Each Access  |2. Each Access NE in [handling and
collect maintenance |NE in PON NE in PON PON collects service
Status . : g
collection network inspection collects collects performance data per |verification.
status from |periodically to |performance performance data [seconds or per Support the
(Awareness) : L .
each Access |collect data every 15 |every 15 minutes |milliseconds, automatic
NE in PON. |network minutes or or every 24 hours. |performs data pre- online learning
status from every 24 hours, |The system processing, and and
each Access |and uploads supports uploads the optimization
NE in PON. |the collected |configuring the processed data to the |for Al model
data to the collection rules to |management and iteration.
management |collect required control system in
and control data. minutes.
system.
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ClperEens. Lo L1 L2 L3 L4 L5
sub-tasks

1. The system

automatically

analyses the

Access Network |1. The system uses Al

alarm correlation |models to

based on the automatically analyse

dynamic and the alarms and the

configurable rules. [root causes, and to

EXAMPLE 5: the [identify the faults.
The system correlation among |2. The system
automatically  |the OLT/ Optical |supports automatic
collects alarm  |Distribution fault identification in
data, analyses |Network (ODN) both the Access
the alarm /ONU equipment |Network and the
correlation, and |alarms, the Loss |residential network,

Manually Mangally identifies the  |of Signal (LOS) / an_d i_dentifie_s the
perform fault identify the faults, based on|Loss of Frame priority, the impact
Fault identification faults based |pre-configured |(LOF) alarms and |scope, and the fault
identification ' lon user fixed rules the power-off priority.

(Analysis)

triggered by
user

complaints, or

generated from

alarms, the alarm

EXAMPLE 6: PON

complaints system alarm |human correlation device faults, PON
P " |reports. experience. between feeder |optical path faults,
EXAMPLE 4: |fibres and ONU abnormal offline,
alarm distribution fibres, |and Wi-Fi® handover
correlation and the alarm faults.
rules, and correlation 3. The system
performance between boards  |supports temporarily
threshold rules. [and ports. increasing the data
2. The system collection frequency,
automatically to improve accuracy
performs root of fault identification in
cause analysis the case of potential
based on the risks or suspected
alarm correlation, |[faults.
to identify the
faults in the
Access Network.
The system uses Al
models to associate
The svstem multi-dimensional
yst data, to predict and
Manually automatically identify potential risks
perform identifies potential in the Agcess Network
potential risk risks in the Access and residential
detection, The system Network network
triggered by Manually fautor.n.atlcally (EXAMPI.‘E 8: EXAMPLE 9: potential
user . . identifies weak optical . .
. identify the A . . risks may be:
complaints S potential risks |signal in PON, or . .
Al o potential risks . . Equipment risks such
Potential risk |(only for based on pre- |potential traffic )
identification |those based on user configured fixed|overload on the as high temperature
. . complaints, or of the ONUs and the
(Analysis) potential rules. upstream port), .
. alarms ] . _|optical modules.
risks that EXAMPLE 7: a |based on dynamic :
. |reported by . : Network risks such as
affect users certain KPI and configurable o
. the system. weak Wi-Fi® coverage
experience. exceeds a rules. These rules and Wi-Fi®
Other risks static threshold. |contain the risk interference
will not be identification Software risi<s such
identified in features and as high Central
Level 0). profiles generated 9

by the system.

Processing Unit
(CPU) / memory
usage caused by
third-party plug-ins.
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Operational L
sub-tasks 0 L1 L2 L3 L4 L5
1. The system
automatically
perform_s 1. The system
correlation .
1. Manually analysis based on supports precise
) 1. Manually |The system ! demarcation and
use tools to ; the pre-configured :
use toolsto  |provides . location of faults and
access each collect current |related fixed rules. otential risks
Access NE in|S ¢t ¢ ; EXAMPLE 11:  |P :
- or historical  |functions to ; EXAMPLE 13:
PON on site, ; ; alarm correlation .
to quer alarm assist with rules equipment hardware
Root cause relgtedy information, |manual fault 5 Thé Ssvstem fault location, or fibre
analysis and information performance |demarcation aﬁtomati%:all or wavelength
location and perform data and logs. |and location. rovides ogsible interruption /
(Analysis) per 2. Manually |EXAMPLE 10: P P deterioration location.
correlation . root causes
. perform showing the . 2. The system
analysis. - analysis remotely .
correlation alarms and logs T supports real-time
2. Manually - ; .=~ |to assist with - ;
erform fault analysis, fault |associated with manual fault diagnosis and
P . demarcation |the service path . demarcation of PON
demarcation - . demarcation and .
. and location. |graphically. - and Wi-Fi® network
and location. location. faults and potential
EXAMPLE 12: ; P
] . |risks.
remote diagnosis
of PON and Wi-Fi®
network faults.
Manuall
analyse%he Manually use
impact to the the system to |The system The system The system
Fault / netpwork and collect related |provides provides solution |automatically provides
Nl <crvices information, |solution suggestions for  |fault / potential risk
Eesolution based on the analyse the [suggestions the faults or resolutions, based on
e Bl root cause root cause, based on the potential risks, the accurate
(Anal Sis) and develol and develop |fault based on the pre- |demarcation and
y the fault / P lthe fault / demarcation configured rules. |location of faults or
otential risk potential risk |and location. potential risks.
Eesolutions resolutions.
vanualy e |utomatcal
el Manually determine the Eecommended erforms evgluation
potential risk |determine .. [fault/ potential >d P e
" Same criteria | . . fault / potential risk|and determination of
resolution the fault / risk resolution . .
decisi o as LO. resolution, the fault / potential
ecision potential risk based on the - . . :
(Decision) resolution system assisting with risk resolution, by
) Y . manual using network and
suggestions.

decision-making.

service simulation.
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Operational
sub-tasks LO L1 L2 L3 L4 L5
1. The system |1. The system
automatically  |supports
executes repair |automatic
operation configuration of
based on the |fault handling
pre-configured |rules, and
fixed rules supports pre-
(except for setting restoration
those that need |paths. 1. The system
to be handled |2. Once a fault or |supports remote
on site), and potential risk is correction of faults or
1. Manually Fhe _ detected, the potential risks_ based
1. Manually uée tools to implementation |system supports |on the Al decision-
execute the execute the effect is automatic making model.
repair . repair solution manually correction of the EXAMPLE 17: .
Fault / operation. step by step evaluated. fgult or potential .conflguraltlon error, air
potential risk 2. Manually 5 Manually. 2. Manually risk (|n_ bqth PON |[interface |nt§rference,
handling and verify if the uée to0ls 1o trigger the and Wi-Fi® and connection faults.
service affe(;ted verify if the system to networks) b_ased 2. The system
e e services affected automatically  |on the configured supports on-site fault
(Execution) have been services have perform rules. rectification using
recovered been network and EXAMPLE 15: robots.
from the fault d service tests for |board/equipment |3. The system
/ potential ;ecovere limited reset and automatically confirms
. rom the fault / . . . .
risk. potential risk scenarios protection switch. the faglt.cor(ectlon or
" |based on pre- |3. Based on the |risk elimination
set test items. |configured test results, and performs
EXAMPLE 14: [items, the system |service verification.
connectivity automatically
test and performs the
network/service |network test to
quality test. verify the services.
3. Manually EXAMPLE 16:
handle the connectivity test
exceptions and
detected by the |network/service
system tests.  |quality test.
71.2.4 Optimization
7.24.1 Operational sub-tasks

Network optimization mainly focuses on quality optimization. Network data are collected and analysed, to improve the

resource utilization, the service quality, the energy efficiency, etc.

The optimization operation workflow for the Access and Residential Network is divided into seven operational

sub-tasks:

e  Optimization intent

e  Quality monitoring

. Potential poor / sub-optimized quality analysis

. Root cause analysis and location

. Quality optimization solution devel opment

. Quality optimization decision

. Quality optimization and verification
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These seven operational sub-tasks are mapped to the five different types of general tasks (intent translation, awareness,
analysis, decision and execution) in the Autonomous Network general workflow, as shown in Figure 10.

Operator [/ User

Intents Experience
Expectations / Requirements SLA compliance

Intent translation

Optimisation intent

* Potential poor / sub-
optimised quality
analysis

Quality monitoring | —»{* Root cause analysis ||
and location

* Quality optimisation
solution development

I

I

I

I

1

1

1

:

1

Quality optimisation Quality optimisation and !
decision verification !
1

1

:

1

...........................................................................................

Figure 10: Access and Residential Network optimization operational sub-tasks and their mapping to
the general tasks in the Autonomous Network general workflow

. Intent trandation:

- Optimization intent: Based on the network quality and service SLA objectives, determine the network
and service optimization requirements.

° Awar eness:

- Quality monitoring: Monitor the network and service quality, by collecting and cleaning the related
performance data from the network.

. Analysis:

- Potential poor / sub-optimized quality analysis: Periodically analyse and predict network quality
problemsif any, and service quality problemsif any.

EXAMPLE 1.  Network quality problems may be network capacity, quality, and efficiency problems.
EXAMPLE 2:  Service quality problems may be application freezing.

- Root cause analysisand location: Analyse the network and service performance data, to perform
accurate demarcation and location of the root causes of the potential quality problems.

EXAMPLE 3: Potentia quality problems include physical location of fibre deterioration or optical power
deterioration, root cause identification of continuous application freezing, and bandwidth
bottleneck analysis.

- Quality optimization solution development: Based on quality analysis and root cause demarcation and
location, develops the optimization solution and confirmsits feasibility through solution simulation.

° Decision:

- Quality optimization decision: Review and determine the final optimization solution, based on the
results of optimization solution development and simulation.
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° Execution:

- Quality optimization and verification: Execute the final optimization solution, and verify the
optimization results by comparing the KPIs before and after the optimization.

7.24.2

Autonomous Network level classification

The Autonomous Network level (from LO to L5) classification for the Access and Residential Network optimization is
determined based on the participation of human and automation systems.

Table 9 describes the Autonomous Network levels for the seven operational sub-tasks (optimization intent, quality
monitoring, potential poor / sub-optimized quality analysis, root cause analysis and location, quality optimization

solution development, quality optimization decision, and quality optimization and verification) for the Access and
Residential Network optimization.

Table 9: Autonomous Network level classification for the Access and Residential Network
optimization

Operational
e G LO L1 L2 L3 L4 L5
1. Manually
input the 1. Manually
monitoring configure the . .
requirements | monitoring rules in 1. Manually determine |Full-scenario
Manually based on the  |the svstem the network areas and|and full-
Manually translate the fi hy : services that need to |lifecycle
T determine network pre-de meql 2. The s_ystem be monitored automation
Optimization templates in the |automatically ’ )
[ the network |assurance . 2. The system The system
T areas and requirements system. performs different automaticall automaticall
(Tt services that int% specific 2. The system | network enerates th{a erforms g
translation) ) SPEC automatically  |monitoring generat periorms
need to be |optimization ; . monitoring rules, and |optimization
. - translates the |operations in . . ) .
monitored. |operation monitorin different automatically applies |intent, quality
methods. . 9 L the monitoring rules to|monitoring and
requirements |situations, based the network analvsis
into the on the configured ’ ote)rlltialv oor/
monitoring rules. P 1P
rules. subi_optlmlzed
1. The system 1. The Access NEs in | U@ ity root
) cause
automatically PON collect analvsis
collects quality performance data qu ali{y '
1. The system performance data |(including optical layer optimization
1. The system [from the Access |performance data) per .
1. Bach collects the automaticall NEs in PON every [seconds or per solution
Access NE in |Access NE's y - y|sec p development,
collects quality |15 minutes or milliseconds. o
PON collects [performance decision,
. performance  |every 24 hours.  |2. The NEs perform .
q its data on- . execution and
Quality data from the |2. The system data pre-processing, e
L2 performance |demand. . ) verification.
monitoring d o M I Access NEs in |automatically and upload the results S tth
(Awareness) ata. -Manualy 1poN every 15 |analyses the to the system per uppor the
2. Manually —|use tools to minutes or erformance data, |minutes automatic
process the |analyse and P ! : online learning
every 24 hours. |based on 3. The system
collected process the o f' e rul ¢ lati and
data performance 2. Same criteria|con igurable rules. [per orms correlation optimization
' as step 2 in L1. |[EXAMPLE 1: data |analysis on the
data. for Al model
sets to be performance data iteration
collected, or collected from the ’
dynamic NEs, based on Al
threshold. models.

ETSI




42 ETSI GR F5G 019 V1.1.1 (2025-04)
ClperEens. Lo L1 L2 L3 L4 L5
sub-tasks
1. Based on
configurable rules
(EXAMPLE 3:
1. Based on dynamic
fixed rules, the [threshold), the 1. The system
system system automatically
analyses the  |automatically generates the rules
historical identifies the based on Al models,
arualy anualy e (US|l problems fand ferites e
REtelReRl Perform tools to data EXAMPLE 4: link |any, based on the
sub- network perform . :
s . (EXAMPLE 2: |quality problems [rules.
optimized quality network - : .
. . . bit error such as optical EXAMPLE 6:
quality analysis and |quality S L .
. ’ . threshold) and |path deterioration |application quality
analysis service analysis and . Py
; ; A evaluates the |and instability, or |problems and
(Analysis) impact service impact . - : .
. - quality energy efficiency |bandwidth quality
analysis. analysis. .
problems if any. |problems. problems.
2. The system |2. The system 2. The system
assists with automatically automatically
manual service |analyses the analyses the impact
impact impact scope. scope.
analysis. EXAMPLE 5: the
services impacted
by the quality
problems.
Based on
configurable rules
1. Manually The svstem (EXAMPLE 8:
use tools to sy dynamic threshold
provides
Manually use export the related rules), the system
y current or ; automatically The system uses Al
tools to C functions to . .
historical S locates the quality [models, which replace
access each | assist with bl I fi d
Access NE in |2&mMS. manual poor / probiems manually contigure
- performance S (EXAMPLE 9: rules, to automatically
Root cause PON on site, sub-optimized . .
q data, and . optical path locate the quality
analysis and |to query quality LT
- logs. . deterioration or problems based on
OEHIEN: related 2. Manuall demarcation instability problem, |different scenarios
(Analysis) information ) ¢ Y land location. \X/PF@ ’ EXAMPLE 10 )
and locate  |P€rormM EXAMPLE 7;  |°f PoOrWI-H 0:to
. correlation . " |network quality locate the occasional
the quality . showing the o .
.. |analysis and problem), and application freezing
problems if alarms and logs - :
an locate the associated with assist with manual |problem.
v quality . confirmation on
. the service path
problems if raphicall the poor / sub-
any. grap y optimized quality

demarcation and
location.
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ClperEens. Lo L1 L2 L3 L4 L5
sub-tasks
Based on
configurable rules,
the system
automatically
Manually deve_lops the
operate the quality
spstem to optimization
divelo ’ the solutions. Based on Al models,
Celit P EXAMPLE 12:  |the system
gptim?/zation optical layer automatically
g Manually use . performance develops quality
oQut?rl:i);ation g/lei/neLllc?”%he tools to cs)ﬂll:tglgnsugl}atsed optimization, optimization solutions.
Sglution ot P develop the roblerﬂ Y |Dynamic EXAMPLE 13:
quality quality probl Bandwidth dynamic DBA/HQoS
development |optimization A location result. ASSi t (DBA imization. d .
(Analysis) solution optimization |-y o) E 17, |ASSignmen ( ) optimization, dynamic
) solution. software " |/ Hierarchical Wi-Fi® optimization,
arameter Quiality of Service |and specific
Fnodiﬁcation or (HQoS) application
ol optimization, assurance.
\évﬁa?nisésl network-level
adiustment energy efficiency
| : configuration, and
PON and Wi-Fi®
poor-quality
rectification
suggestions.
Manually
evaluate the
quality The system
Quality 'c\i/leatgtlrililr)l/e optimization assists with the ;St%;y;ttiig;l
optimization h i Same criteria |solution, based |manual evaluation | yd
decision the quality as LO on the of the quality evaluates an .
(Decision) optimization . optimization optimization determines the quality
solution. P . piim optimization solution.
suggestions solution.
output by the
system.
1. Based on 1. The system
configurable rules, |automatically
the system performs the quality
automatically optimization solution.
1. Manuall performs the EXAMPLE 15:

: y quality dynamic DBA/HQo0S
use tools 1. Manually optimization optimization, dynamic
ﬁxétgphial g'%?;rnt?; solution, or the Wi-Fi® optimization,

1. Manually Usér Int%rface aﬁtomaticall system and specific
g perform the y automatically application
Quality - (GUI) and execute the
Ao quality - : generates and assurance.
optimization A scripts) to quality o .
optimization. A distributes the Alternatively, the
and perform the |optimization . -
e 2. Manually : . quality system automatically
verification . quality solution. P
- verify the A optimization work |generates and
(Execution) A optimization. |2. Manually S .
optimization : orders. distributes the quality
2. Manually |trigger the Lo
results. use tools to  |system to verify 2. The system optimization work
verify the tﬁ/e optimization automatically tests |orders, and robots are
o tin):ization resuItF')s the optimization |used to assist with the
r(fsults ) results. solution

3. Manually trigger
the system to
verify and confirm
the optimization
results.

implementation.

2. The system
automatically verifies
the optimization
results.
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8 Fixed network Autonomous Network level evaluation

8.1 Overview of fixed network Autonomous Network evaluation

The present document provides the general method of how to measure the fixed network Autonomous network levels,
based on the Autonomous Network level classification specified in clause 7 of the present document.

The evaluation result not only provides the comprehensive score of the Autonomous Network level (L0 to L5), but also
provides the individual score of each operational sub-task and scenario.

By measuring the network operation Autonomous Network level, the network operator can understand the weaknesses
inintelligent network operation. Thisis an important input for the network operators to plan the network upgrade in
order to improve the network operation intelligence.

8.2 Fixed network Autonomous Network evaluation
methodology

8.2.1 Overview of evaluation steps
The Autonomous Network level evaluation includes the following five steps:
. Step 1: Determine the evaluation objects.
. Step 2: Select the evaluation scenarios.
. Step 3: Map to standard operational sub-tasks.
e  Step 4: Score the evaluation object.
. Step 5: Output the evaluation conclusion.

Figure 11 below shows an example of how the Autonomous Network level of an evaluation object is evaluated. The
detailed description of each evaluation step is specified in the following clauses.
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Figure 11: The five evaluation steps to measure an example evaluation object

8.2.2 Step 1: Determine the evaluation objects

An evaluation object is determined by both the operation object and the operation workflow, where the operation object
includes the network type and the service type, and the operation workflow includes the planning, deployment,
fulfilment, maintenance and optimization.

Figure 12 below provides an evaluation object example, in which the Autonomous Network Level of the Residential
broadband service fulfilment in the PON Access Network is to be evaluated.

Network
A

Transport -
PON Access

Networkr,tvv'b’e -AR

bOQ Networi( type - B
> f

*

& é’ :
Q 1 _ck
OQ 1S Networ!(type €

L L | L . »Operation workflow

i & & & @ &
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Residential broadband A S + ® @6\0 OQQ
Private line
Service - X,
Service -y
Service

Figure 12: Example evaluation object
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8.2.3  Step 2: Select the evaluation scenarios

The Autonomous Network level evaluation is scenario-based. To improve the accuracy and objectivity of the
evaluation, the Network Operators may select several typical scenarios of the evaluation object for evaluation.
8.2.4 Step 3: Map to standard operational sub-tasks

Each evaluation scenario of the evaluation objectsis further divided into a set of operational sub-tasks, based on the
Autonomous Network general task types (i.e. intent, awareness, analysis, decision and execution).

In this way, each operational sub-task of the evaluation scenariosis mapped to one standard fixed network operational
sub-task defined in clause 7 of the present document.

8.2.5  Step 4: Score the evaluation object

Based on the fixed network Autonomous Network level classification defined in clause 7 of the present document, the
Autonomous Network levels of each operational sub-task are determined. Different methods may be used to evaluate
the comprehensive score of the evaluation object, based on the levels of each operational sub-tasks.

The weighted average method is provided as an example in the present document.
1) Scoreeach operationa sub-task of the evaluation scenarios:

The autonomous capability of each operational sub-task (labelled as"C_t") in each evaluation scenario is
determined based on a comparison with the Autonomous Network level classification criteria (LO to L5)
described in clause 7 of the present document. Then the score of the operational sub-task (labelled as”S t") is
calculated as below:

- IfLO<=C t<L1,thenSt=0
- IfL1<=C t<L2thenSt=1
- IfL2<=C t<L3,thenSt=2
- IfL3<=C t<L4,thenS t=3
- IfLA<=C t<L5,thenSt=4
- IfCt=L5thenSt=5
2)  Score the evaluation scenarios of the evaluation object:

The weight of each operational sub-task in the evaluation scenariosis set by the network operator, which may
be based on different factors such as the importance or the difficulty of the tasks. The sum of all the
operational sub-tasks weights in one evaluation scenario is 1.

An evaluation scenario score is calculated using the wel ghted average method. Assume that there aren
operational sub-tasksin an evaluation scenario, then the score of the evaluation scenario (S _sc) is:

S.sc= Z?zl(S_ti X W_ti)
Where S _ti isthe score of the it operational sub-task, and W_ti is the weight of the i operational sub-task.
3)  Score the evaluation object:

Similarly, the weight of each evaluation scenario is also set by the network operator, which may be based on
different factors such as the importance or the difficulty of the scenario. The sum of al the weights of the
evaluation scenarios in one evaluation object is 1.

An evaluation object score may be calculated using the weighted average method. Assume there arem
evaluation scenariosin an eval uation object, then the score of the evaluation object (S_eo) is:

S_eo = Z;.n:l(S_scj x W_scj)
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Where S_sgj isthe score of the j evaluation scenario, and W_sgj is the weight of the j" operational scenario.

Figure 13 shows an example of how the score of an evaluation object is calculated.

Evaluation scenario 1 Evaluation scenario 2 [l Evaluation scenario 3 [l Evaluation scenario 4

General task types Operational sub-tasks | Task score |Task weight
Intent Sub-task 1 S_t1 W_t1
Sub-task 2.1 S t2.1 W_t2.1
Awareness
Sub-task 2.2 S_t2.2 W_t2.2
. Sub-task 3.1 S_t3.1 W_t3.1
Analysis
Sub-task 3.2 S_t3.2 W_t3.2
Decision Sub-task 4 S t4 W_t4
Execution Sub-task 5 S 15 W_t5
The score of evaluation scenario 1:
S_scl=(S_t1*W_t1) + (S_t2.1*W_t2.1) +... + (S_t5*W_t5)

S_sc2

S_sc3

S_sc4

W tl+W t2.1+W t2.2+W 3.1+ W t3.2+W t4 +W t5=1

Evaluation scenario
Evaluation scenario 1

Evaluation scenario 2

Evaluation scenario 3

Evaluation scenario 4

Evaluation scenario score

Scenario weight

S_scl W_scl
S_sc2 W_sc2
S_sc3 W_sc3
S_sc4 W_sc4

4

W_scl+W_sc2+W_sc3+W_sc4=1

| Evaluation object score S_o = (S_sc1* W_scl) + (S_sc2* W_sc2) + (S_sc3* W_sc3) + (S_sc4* W_sc4)

8.2.6

The evaluation conclusion includes the Autonomous Network level of the evaluation object, as well as the evaluation

Figure 13: Example of evaluation object score calculation

data generated in each evaluation step.

In the evaluation conclusion, the operational sub-tasks or evaluation scenarios with weak intelligence may be identified.
Network upgrade suggestions may also be provided to guide the network operators how to improve the intelligence of

their network operation.

ETSI
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