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Intellectual Property Rights

IPRs essential or potentially essential to the present document may have been declared to ETSI. The information
pertaining to these essential IPRs, if any, is publicly availablET& members and non-membersand can be found

in SR 000 314’Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETSI in respect
of ETSI standards'which is availabldéree of chargefrom the ETSI Secretariat. Latest updates are available on the
ETSI Web server (http://www.etsi.org/ipr).

Pursuant to the ETSI IPR Policy, no investigation, including IPR searches, has been carried out by ETSI. No guarantee
can be given as to the existence of other IPRs not referenced in SR 000 314 (or the updates on the ETSI Web server)
which are, or may be, or may become, essential to the present document.

Foreword

This European Standard (Telecommunications series) has been produced by ETSI Technical Committee Special Mobile
Group (SMG), and is now submitted for the ETSI standards One-step Approval Procedure.

The present document describes the detailed mapping from input blocks of 160 speech samples in 13-bit uniform PCM
format to encoded blocks of 95, 103, 118, 134, 148, 159, 204, and 244 bits and from encoded blocks of 95, 103, 118,
134, 148, 159, 204, and 244 hits to output blocks of 160 reconstructed speech samples within the digital cellular
telecommunications system.

The contents of the present document is subject to continuing work within SMG and may change following formal SMG
approval. Should SMG modify the contents of the present document it will be re-released with an identifying change of
release date and an increase in version number as follows:

Version 7.x.y
where:
7 indicates Release 1998 of GSM Phase 2+

x the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates,
etc.

y the third digit is incremented when editorial only changes have been incorporated in the specification.

Proposed national transposition dates

Date of latest announcement of this EN (doa): 3 months after ETSI publicatign
Date of latest publication of new National Standard

or endorsement of this EN (dop/e): 6 months after doa

Date of withdrawal of any conflicting National Standard (dow): 6 months after doa
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1 Scope

The present document describes the detailed mapping from input blocks of 160 speech samples in 13-bit uniform PCM
format to encoded blocks of 95, 103, 118, 134, 148, 159, 204, and 244 bits and from encoded blocks of 95, 103, 118,
134, 148, 159, 204, and 244 bits to output blocks of 160 reconstructed speech samples. The sampling rate is

8 000 samples/s leading to a bit rate for the encoded bit stream of 4.75, 5.15, 5.90, 6.70, 7.40, 7.95, 10.2 or 12.2 kbit/s.
The coding scheme for the multi-rate coding modes is the so-called Algebraic Code Excited Linear Prediction Coder,
hereafter referred to as ACELP. The multi-rate ACELP coder is referred to as MR-ACELP.

In the case of discrepancy between the requirements described in the present document and the fixed point
computational description (ANSI-C code) of these requirements contained in GSM 06.73 [6], the description in
GSM 06.73 [6] will prevail. The ANSI-C code is not described in the present document, see GSM 06.73 [6] for a
description of the ANSI-C code.

The transcoding procedure specified in the present document is applicable for the adaptive multi-rate full rate and half
rate speech traffic channels (TCH) in the GSM system.

In GSM 06.71 [5], a reference configuration for the speech transmission chain of the GSM adaptive multi-rate (AMR)
system is shown. According to this reference configuration, the speech encoder takes its input as a 13-bit uniform PCM
signal either from the audio part of the Mobile Station or on the network side, from the PSTN via an 8-bit Adlaw or

law to 13-bit uniform PCM conversion. The encoded speech at the output of the speech encoder is delivered to a
channel encoder unit which is specified in GSM 05.03 [3]. In the receive direction, the inverse operations take place.

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present
document.

» References are either specific (identified by date of publication, edition number, version humber, etc.) or
non-specific.

» For a specific reference, subsequent revisions do not apply.
» For a non-specific reference, the latest version applies.

» A non-specific reference to an ETS shall also be taken to refer to later versions published as an EN with the same
number.

» For this Release 1998 document, references to GSM documents are for Release 1998 versions (version 7.x.y).

[1] GSM 01.04: "Digital cellular telecommunications system (Phase 2+); Abbreviations and
acronyms".
[2] GSM 03.50: "Digital cellular telecommunications system (Phase 2+); Transmission planning

aspects of the speech service in the GSM Public Land Mobile Network (PLMN) system".
[3] GSM 05.03: "Digital cellular telecommunications system (Phase 2+); Channel coding".

[4] GSM 06.94: "Digital cellular telecommunications system (Phase 2+); Voice Activity Detection
(VAD) for Adaptive Multi-Rate speech traffic channels".

[5] GSM 06.71: "Digital cellular telecommunications system (Phase 2+); Adaptive Multi-Rate speech
processing functions; General description".

[6] GSM 06.73: "Digital cellular telecommunications system (Phase 2+); ANSI-C code for the
Adaptive Multi-Rate speech codec".
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[7] GSM 06.74: "Digital cellular telecommunications system (Phase 2+); Test sequences for the GSM
Adaptive Multi-Rate speech codec".

[8] ITU-T Recommendation G.711 (1988): "Coding of analogue signals by pulse code modulation
Pulse code modulation (PCM) of voice frequencies".

[9] ITU-T Recommendation G.726: "40, 32, 24, 16 kbit/s adaptive differential pulse code modulation
(ADPCM)".
3 Definitions, symbols and abbreviations

3.1 Definitions

For the purposes of the present document, the following definitions apply:

adaptive codebookThe adaptive codebook contains excitation vectors that are adapted for every subframe. The
adaptive codebook is derived from the long-term filter state. The lag value can be viewed as an
index into the adaptive codebook.

adaptive postfilter: This filter is applied to the output of the short-term synthesis filter to enhance the perceptual
quality of the reconstructed speech. In the adaptive multi-rate codec, the adaptive postfilter is a
cascade of two filters: a formant postfilter and a tilt compensation filter.

Adaptive Multi-Rate (AMR) codec: Speech and channel codec capable of operating at gross bit-rates of 11.4 kbit/s
(“half-rate”) and 22.8 kbit/s (“full-rate™). In addition, the codec may operate at various
combinations of speech and channel coding (codec mode) bit-rates for each channel mode.

algebraic codebook: A fixed codebookvhere algebraic code is used to populate the excitation vectors
(innovation vectors). The excitation contains a small number of nonzero pulses with predefined
interlaced sets of positions.

AMR handover: Handover between the FR and HR channel modes to optimise AMR operation.

anti-sparseness processing: An adaptive post-processing procedure applied to the fixed codebook vector in order
to reduce perceptual artifacts from a sparse fixed codebook vector.

channel mode: Half-rate or full-rate operation.
channel mode adaptation:The control and selection of the (FR or HR) channel mode.

channel repacking: Repacking of HR (and FR) radio channels of a given radio cell to achieve higher capacity
within the cell.

closed-loop pitch analysisThis is the adaptive codebook search, i.e., a process of estimating the pitch (lag) value
from the weighted input speech and the long term filter state. In the closed-loop search, the lag is
searched using error minimization loop (analysis-by-synthesis). In the adaptive multi-rate codec,
closed-loop pitch search is performed for every subframe.

codec mode: For a given channel mode, the bit partitioning between the speech and channel codecs.

codec mode adaptationThe control and selection of the codec mode bit-rates. Normally, implies no change to the
channel mode.

direct form coefficients: One of the formats for storing the short term filter parameters. In the adaptive multi-rate
codec, all filters which are used to modify speech samples use direct form coefficients.

fixed codebook: The fixed codebook contains excitation vectors for speech synthesis filters. The contents of the
codebook are non-adaptive (i.e., fixed). In the adaptive multi-rate codec, the fixed codebook is
implemented using an algebraic codebook.
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fractional lags: A set of lag values having sub-sample resolution. In the adaptive multi-rate codec a sub-sample
resolution of 1/6th or 1/3rd of a sample is used.
full-rate (FR): Full-rate channel or channel mode.
frame: A time interval equal to 20 ms (160 samples at an 8 kHz sampling rate).
gross bit-rate: The bit-rate of the channel mode selected (22.8 kbs or 11.4 kbs).
half-rate (HR): Half-rate channel or channel mode.

in-band signalling: Signalling for DTX, Link Control, Channel and codec mode modification, etc. carried within
the traffic channel.

integer lags: A set of lag values having whole sample resolution.

interpolating filter: An FIR filter used to produce an estimate of subsample resolution samples, given an input
sampled with integer sample resolution.

inverse filter:  This filter removes the short term correlation from the speech signal. The filter models an inverse
frequency response of the vocal tract.

lag: The long term filter delay. This is typically the true pitch period, or its multiple or sub-multiple.
Line Spectral Frequenciesy(see Line Spectral Pair)

Line Spectral Pair: Transformation of LPC parameters. Line Spectral Pairs are obtained by decomposing the
inverse filter transfer function A(z) to a set of two transfer functions, one having even symmetry
and the other having odd symmetry. The Line Spectral Pairs (also called as Line Spectral
Frequencies) are the roots of these polynomials on the z-unit circle.

LP analysis window: For each frame, the short term filter coefficients are computed using the high pass filtered
speech samples within the analysis window. In the adaptive multi-rate codec, the length of the
analysis window is always 240 samples. For each frame, two asymmetric windows are used to
generate two sets of LP coefficient in the 12.2 kbit/s mode. For the other modes, only a single
asymmetric window is used to generate a single set of LP coefficients. In the 12.2 kbit/s mode, no
samples of the future frames are used (no lookahead). The other modes use a 5 ms lookahead.

LP coefficients: Linear Prediction (LP) coefficients (also referred as Linear Predictive Coding (LPC) coefficients)
is a generic descriptive term for the short term filter coefficients.

mode: When used alone, refers to the source codec mode, i.e., to one of the source codecs employed in
the AMR codec. (See also codec mode and channel mode.)

open-loop pitch search: A process of estimating the near optimal lag directly from the weighted speech input.
This is done to simplify the pitch analysis and confine the closed-loop pitch search to a small
number of lags around the open-loop estimated lags. In the adaptive multi-rate codec, an open-loop
pitch search is performed in every other subframe.

out-of-band signalling: Signalling on the GSM control channels to support link control.
residual: The output signal resulting from an inverse filtering operation.

short term synthesis filter: This filter introduces, into the excitation signal, short term correlation which models the
impulse response of the vocal tract.

perceptual weighting filter: This filter is employed in the analysis-by-synthesis search of the codebooks. The filter
exploits the noise masking properties of the formants (vocal tract resonances) by weighting the
error less in regions near the formant frequencies and more in regions away from them.

subframe: A time interval equal to 5 ms (40 samples at 8 kHz sampling rate).

vector quantization: A method of grouping several parameters into a vector and quantizing them simultaneously.
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zero input response: The output of a filter due to past inputs, i.e. due to the present state of the filter, given that
an input of zeros is applied.

zero state responsethe output of a filter due to the present input, given that no past inputs have been applied, i.e.,
given that the state information in the filter is all zeroes.

3.2 Symbols

For the purposes of the present document, the following symbols apply:

A(Z) The inverse filter with unquantized coefficients
A(Z) The inverse filter with quantized coefficients
1 . : . -
H(2) = — The speech synthesis filter with quantized coefficients
A(2)
g; The unquantized linear prediction parameters (direct form coefficients)
a} The quantified linear prediction parameters
m The order of the LP model
1
— The long-term synthesis filter
B(2)
W(Z) The perceptual weighting filter (unquantized coefficients)
Y, Vo The perceptual weighting factors
F(2 Adaptive pre-filter
T The integer pitch lag nearest to the closed-loop fractional pitch lag of the subframe
B The adaptive pre-filter coefficient (the quantified pitch gain)

Hf (Z) - 'f‘(Z/ yn)

The formant postfilter

A(zlyq)
Yn Control coefficient for the amount of the formant post-filtering
Y4 Control coefficient for the amount of the formant post-filtering
H, (2) Tilt compensation filter
Y, Control coefficient for the amount of the tilt compensation filtering
H=yk' A tilt factor, with k;" being the first reflection coefficient
hf (n) The truncated impulse response of the formant postfilter
Ly, The length ofh¢ (n)
(i) The auto-correlations df (n)
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A(d yn) The inverse filter (numerator) part of the formant postfilter

]/ A(z/ Y4 ) The synthesis filter (denominator) part of the formant postfilter

f(n) The residual signal of the inverse fiItéA\t(d yn)

h[ (n) Impulse response of the tilt compensation filter

Bsc(n) The AGC-controlled gain scaling factor of the adaptive postfilter
a The AGC factor of the adaptive postfilter

H hl(z) Pre-processing high-pass filter

w; (n), wy; (n)  LP analysis windows

I
I-l( ) Length of the first part of the LP analysis winddW (n)
I

I-2( ) Length of the second part of the LP analysis Wind’(\‘V\( n)
L, , - (n)

1 Length of the first part of the LP analysis winddWi
L, is windlw (M

2 Length of the second part of the LP analysis wind8w
rac(K) The auto-correlations of the windowed spe&tin)
Wiag (I) Lag window for the auto-correlations (60 Hz bandwidth expansion)
1;0 The bandwidth expansion in Hz
fS The sampling frequency in Hz
Mac (K) The modified (bandwidth expanded) auto-correlations
ELD(i) The prediction error in thih iteration of the Levinson algorithm
ki Theith reflection coefficient
al(i) Thejth direct form coefficient in thith iteration of the Levinson algorithm
Fl'(z) Symmetric LSF polynomial
F '(Z) Antisymmetric LSF polynomial
Fl(Z) Polynomial Fl’(z) with root Z = —1 eliminated
FZ(Z) Polynomial FZ'(Z) with root Z =1 eliminated
G The line spectral pairs (LSPs) in the cosine domain
q An LSP vector in the cosine domain
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0 i(n) The quantified LSP vector at tith subframe of the frame
w; The line spectral frequencies (LSFs)
T.(¥ A mth order Chebyshev polynomial

f1(i), f2()  The coefficients of the polynomials; () and F,(2)

fl' (), f26 )  The coefficients of the polynomiaIEl'(Z) and F2'(Z)

f(i) The coefficients of eitheFl(Z) or FZ(Z)

C( X) Sum polynomial of the Chebyshev polynomials

X Cosine of angular frequenay

A K Recursion coefficients for the Chebyshev polynomial evaluation
fi The line spectral frequencies (LSFs) in Hz

ft :[ fy fo... flo] The vector representation of the LSFs in Hz

z® (n) , z? (n) The mean-removed LSF vectors at frae

r & (n) T (2) (n) The LSF prediction residual vectors at frafhe

p(n) The predicted LSF vector at frame

f(z) (n - 1) The quantified second residual vector at the past frame
fk The quantified LSF vector at quantization indtex

Elsp The LSP quantization error

w;,i =1,... 10, LSP-quantization weighting factors

d; The distance between the line spectral frequentigs and f;_;
h( n) The impulse response of the weighted synthesis filter
O The correlation maximum of open-loop pitch analysis at délay

O, ,i=1,...,3 The correlation maxima at delagisi =1,...,3

(Mi . ), i=1,...,3 The normalized correlation maxinl; and the corresponding delaysi =1,...,3

A(z/
H(z2IWM 2= A(—yl) The weighted synthesis filter
A2 KZys,)
A(Zyl) The numerator of the perceptual weighting filter

]/A(Zyz) The denominator of the perceptual weighting filter
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The integer nearest to the fractional pitch lag of the previous (1st or 3rd) subframe

The windowed speech signal

The weighted speech signal
Reconstructed speech signal

The gain-scaled post-filtered signal
Post-filtered speech signal (before scaling)

The target signal for adaptive codebook search

The target signal for algebraic codebook search
The LP residual signal
The fixed codebook vector

The adaptive codebook vector

y(n)= v nNOK ) The filtered adaptive codebook vector

yi(n)
u(n)
a(n)
a'(n)
Top
tmin
tmax
R(K)
b24
R(K),

b60

The past filtered excitation

The excitation signal

The emphasized adaptive codebook vector
The gain-scaled emphasized excitation signal

The best open-loop lag

Minimum lag search value

Maximum lag search value

Correlation term to be maximized in the adaptive codebook search

The FIR filter for interpolating the normalized correlation teR(k)

The interpolated value oR( k) for the integer delal¢ and fractiort

The FIR filter for interpolating the past excitation sigmﬁh) to yield the adaptive codebook

vector v(n)

Correlation term to be maximized in the algebraic codebook search akindex

The correlation in the numerator # at indexk

The energy in the denominator £§ at indexk
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) The correlation between the target sigb(gl( n) and the impulse responsh(n), i.e., backward
filtered target

H The lower triangular Toepliz convolution matrix with diagovln(D) and lower diagonals

h(2),...,h(39

®=HH The matrix of correlations oln( n)

d(n) The elements of the vectdr

@i, j) The elements of the symmetric matfX

Ck The innovation vector

C The correlation in the numerator #%

m The position of théth pulse

3, The amplitude of théth pulse

N p The number of pulses in the fixed codebook excitation
Ep The energy in the denominator é§

I’eSLTp( n) The normalized long-term prediction residual

b( n) The signal used for presetting the signs in algebraic codebook search
So( n) The sign signal for the algebraic codebook search

d’(n) Sign extended backward filtered target

() The modified elements of the matfR , including sign information

z', 7(n) The fixed codebook vector convolved wit )

E(n) The mean-removed innovation energy (in dB)

E The mean of the innovation energy

E( n) The predicted energy

[bl b, by b4] The MA prediction coefficients

R(K) The quantified prediction error at subfrake

E The mean innovation energy

R(n) The prediction error of the fixed-codebook gain quantization
EQ The quantization error of the fixed-codebook gain quantization
e(n) The states of the synthesis filti% A(2)
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eW( n) The perceptually weighted error of the analysis-by-synthesis search
n The gain scaling factor for the emphasized excitation

Oc The fixed-codebook gain

O¢ The predicted fixed-codebook gain

@C The quantified fixed codebook gain

9p The adaptive codebook gain

dp The quantified adaptive codebook gain

Ygc = d./d: A correction factor between the gall, and the estimated or@
Y gc The optimum value fo g¢

Ysc Gain scaling factor

3.3 Abbreviations

For the purposes of the present document, the following abbreviations apply. Further GSM related abbreviations may be
found in GSM 01.04 [1].

ACELP Algebraic Code Excited Linear Prediction
AGC Adaptive Gain Control
AMR Adaptive Multi-Rate
CELP Code Excited Linear Prediction
EFR Enhanced Full Rate
FIR Finite Impulse Response
FR Full Rate
HR Half Rate
ISPP Interleaved Single-Pulse Permutation
LP Linear Prediction
LPC Linear Predictive Coding
LSF Line Spectral Frequency
LSP Line Spectral Pair
LTP Long Term Predictor (or Long Term Prediction)
MA Moving Average
4 Outline description

The present document is structured as follows:

Section 4.1 contains a functional description of the audio parts including the A/D and D/A functions. Section 4.2
describes the conversion between 13-bit uniform and 8-bit A-lajy éaw samples. Sections 4.3 and 4.4 present a

simplified description of the principles of the AMR codec encoding and decoding process respectively. In subclause 4.5,
the sequence and subjective importance of encoded parameters are given.

Section 5 presents the functional description of the AMR codec encoding, whereas clause 6 describes the decoding
procedures. In section 7, the detailed bit allocation of the AMR codec is tabulated.

ETSI
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4.1 Functional description of audio parts
The analogue-to-digital and digital-to-analogue conversion will in principle comprise the following elements:
1) Analogue to uniform digital PCM

— microphone;

input level adjustment device;

input anti-aliasing filter;

sample-hold device sampling at 8 kHz;
— analogueto—uniform digital conversion to Idit representation.
The uniform format shall be represented in two's complement.
2) Uniform digital PCM to analogue

— conversion from 13bit/8 kHz uniform PCM to analogue;

a hold device;

reconstruction filter including x/sin( x ) correction;

output level adjustment device;

— earphone or loudspeaker.
In the terminal equipment, the A/D function may be achieved either
— by direct conversion to 13-bit uniform PCM format;

— or by conversion to 8-bit A-law of! -law compounded format, based on a standard A-laju daw codec/filter

according to ITU-T Recommendations G.711 [8] and G.714, followed by the 8-bit to 13-bit conversion as
specified in subclause 4.2.1.

For the D/A operation, the inverse operations take place.

In the latter case it should be noted that the specifications in ITU-T G.714 (superseded by G.712) are concerned with
PCM equipment located in the central parts of the network. When used in the terminal equipment, the present document
does not on its own ensure sufficient out-of-band attenuation. The specification of out-of-band signals is defined in

GSM 03.50 [2] in clause 2.

4.2 Preparation of speech samples

The encoder is fed with data comprising of samples with a resolution of 13 bits left justified in a 16-bit word. The three
least significant bits are set to '0'. The decoder outputs data in the same format. Outside the speech codec further
processing must be applied if the traffic data occurs in a different representation.

421 PCM format conversion

The conversion between 8-bit A-Law ¢f -law compressed data and linear data with 13-bit resolution at the speech
encoder input shall be as defined in ITU-T Rec. G.711 [8].

ITU-T Rec. G.711 [8] specifies the A-Law ¢ -law to linear conversion and vice versa by providing table entries.

Examples on how to perform the conversion by fixed-point arithmetic can be found in ITU-T Rec. G.726 [9]. Section
4.2.1 of G.726 [9] describes A-Law ¢ -law to linear expansion and subclause 4.2.8 of G.726 [9] provides a solution

for linear to A-Law or U -law compression.
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4.3 Principles of the GSM adaptive multi-rate speech encoder
The AMR codec uses eight source codecs with bit-rates of 12.2, 10.2, 7.95, 7.40, 6.70, 5.90, 5.15 and 4.75 kbit/s.

The codec is based on the code-excited linear predictive (CELP) coding model. A 10th order linear prediction (LP), or
short-term, synthesis filter is used which is given by:

H(z) = L _ L (1)
A(2) 1+ Ziriléiz_i'

where §, 1 =1,...,m, are the (quantified) linear prediction (LP) parameters, @ 10 is the predictor order. The
long-term, or pitch, synthesis filter is given by:

11
B(2) 1—g|[,z_T

: (2)

where T is the pitch delay anayp is the pitch gain. The pitch synthesis filter is implemented using the so-called
adaptive codebook approach.

The CELP speech synthesis model is shown in figure 2. In this model, the excitation signal at the input of the short-term
LP synthesis filter is constructed by adding two excitation vectors from adaptive and fixed (innovative) codebooks. The
speech is synthesized by feeding the two properly chosen vectors from these codeboghkgtiershort-term synthesis

filter. The optimum excitation sequence in a codebook is chosen using an analysis-by-synthesis search procedure in
which the error between the original and synthesized speech is minimized according to a perceptually weighted
distortion measure.

The perceptual weighting filter used in the analysis-by-synthesis search technique is given by:

_Azn)
W(2 = A(Z/Vz), 3)

where A(Z) is the unquantized LP filter afd <y, <y < 1 are the perceptual weighting factors. The values

Y, = 0.9 (for the 12.2 and 10.2 kbit/s mode) py = 0.94 (for all other modes) any, = 0.6 are used. The
weighting filter uses the unquantized LP parameters.

The coder operates on speech frames of 20 ms corresponding to 160 samples at the sampling frequency of 8 000
sample/s. At each 160 speech samples, the speech signal is analysed to extract the parameters of the CELP model (LP
filter coefficients, adaptive and fixed codebooks' indices and gains). These parameters are encoded and transmitted. At
the decoder, these parameters are decoded and speech is synthesized by filtering the reconstructed excitation signal
through the LP synthesis filter.

The signal flow at the encoder is shown in figure 3. LP analysis is performed twice per frame for the 12.2 kbit/s mode
and once for the other modes. For the 12.2 kbit/s mode, the two sets of LP parameters are converted to line spectrum
pairs (LSP) and jointly quantized using split matrix quantization (SMQ) with 38 bits. For the other modes, the single set
of LP parameters is converted to line spectrum pairs (LSP) and vector quantized using split vector quantization (SVQ).
The speech frame is divided into 4 subframes of 5 ms each (40 samples). The adaptive and fixed codebook parameters
are transmitted every subframe. The quantized and unquantized LP parameters or their interpolated versions are used
depending on the subframe. An open-loop pitch lag is estimated in every other subframe (except for the 5.15 and 4.75
kbit/s modes for which it is done once per frame) based on the perceptually weighted speech signal.

Then the following operations are repeated for each subframe:

The target signab(( n) is computed by filtering the LP residual through the weighted synthesis filter

W( Z) I-( j with the initial states of the filters having been updated by filtering the error between LP residual

and excitation (this is equivalent to the common approach of subtracting the zero input response of the weighted
synthesis filter from the weighted speech signal).
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The impulse responsdﬂ( n) of the weighted synthesis filter is computed.

Closed-loop pitch analysis is then performed (to find the pitch lag and gain), using the((enb@md impulse

responseh( n) , by searching around the open-loop pitch lag. Fractional pitch with 1/6th or 1/3rd of a sample
resolution (depending on the mode) is used.

The target signab(( n) is updated by removing the adaptive codebook contribution (filtered adaptive

codevector), and this new targe¢2(n) , is used in the fixed algebraic codebook search (to find the optimum
innovation).

The gains of the adaptive and fixed codebook are scalar quantified with 4 and 5 bits respectively or vector
quantified with 6-7 bits (with moving average (MA) prediction applied to the fixed codebook gain).

Finally, the filter memories are updated (using the determined excitation signal) for finding the target signal in
the next subframe.

The bit allocation of the AMR codec modes is shown in table 1. In each 20 ms speech frame, 95, 103, 118, 134, 148,
159, 204 or 244 bits are produced, corresponding to a bit-rate of 4.75, 5.15, 5.90, 6.70, 7.40, 7.95, 10.2 or 12.2 kbit/s.
More detailed bit allocation among the codec parameters is given in tables 9a-9h. Note that the most significant bits
(MSB) are always sent first.
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Table 1: Bit allocation of the AMR coding algorithm for 20 ms frame

Mode Parameter 1st 2nd 3rd 4th total per frame
subframe subframe subframe subframe

2 LSP sets 38

12.2 kbit/s Pitch delay 9 6 9 6 30
(GSM EFR) Pitch gain 4 4 4 4 16
Algebraic code 35 35 35 35 140

Codebook gain 5 5 5 5 20

Total 244

LSP set 26

10.2 kbit/s Pitch delay 8 5 8 5 26
Algebraic code 31 31 31 31 124

Gains 7 7 7 7 28

Total 204

LSP sets 27

7.95 kbit/s Pitch delay 8 6 8 6 28
Pitch gain 4 4 4 4 16

Algebraic code 17 17 17 17 68

Codebook gain 5 5 5 5 20

Total 159

LSP set 26

7.40 kbit/s Pitch delay 8 5 8 5 26
(DAMPS EFR) Algebraic code 17 17 17 17 68
Gains 7 7 7 7 28

Total 148

LSP set 26

6.70 kbit/s Pitch delay 8 4 8 4 24
Algebraic code 14 14 14 14 56

Gains 7 7 7 7 28

Total 134

LSP set 26

5.90 kbit/s Pitch delay 8 4 8 4 24
Algebraic code 11 11 11 11 44

Gains 6 6 6 6 24

Total 118

LSP set 23

5.15 kbit/s Pitch delay 8 4 4 4 20
Algebraic code 9 9 9 9 36

Gains 6 6 6 6 24

Total 103

LSP set 23

4.75 kbit/s Pitch delay 8 4 4 4 20
Algebraic code 9 9 9 9 36

Gains 8 8 16

Total 95

4.4 Principles of the GSM adaptive multi-rate speech decoder

The signal flow at the decoder is shown in figure 4. At the decoder, based on the chosen mode, the transmitted indices
are extracted from the received bitstream. The indices are decoded to obtain the coder parameters at each transmission
frame. These parameters are the LSP vectors, the fractional pitch lags, the innovative codevectors, and the pitch and
innovative gains. The LSP vectors are converted to the LP filter coefficients and interpolated to obtain LP filters at each
subframe. Then, at each 40-sample subframe:

- the excitation is constructed by adding the adaptive and innovative codevectors scaled by their respective gains;

- the speech is reconstructed by filtering the excitation through the LP synthesis filter.
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Finally, the reconstructed speech signal is passed through an adaptive postfilter.

4.5 Sequence and subjective importance of encoded
parameters

The encoder will produce the output information in a unique sequence and format, and the decoder must receive the
same information in the same way. In table 9a-9h, the sequence of output bits and the bit allocation for each parameter is
shown.

The different parameters of the encoded speech and their individual bits have unequal importance with respect to
subjective quality. Before being submitted to the channel encoding function the bits have to be rearranged in the
sequence of importance as given in 05.03 [3].

5 Functional description of the encoder

In this clause, the different functions of the encoder represented in figure 3 are described.

5.1 Pre-processing (all modes)

Two pre-processing functions are applied prior to the encoding process: high-pass filtering and signal down-scaling.

Down-scaling consists of dividing the input by a factor of 2 to reduce the possibility of overflows in the fixed-point
implementation.

The high-pass filter serves as a precaution against undesired low frequency components. A filter with a cut off frequency
of 80 Hz is used, and it is given by:

0.927246093-1.854494% " +0.927246903™

H.(2) =
(2 1-1.906005859 +0.911376953 2

(4)

Down-scaling and high-pass filtering are combined by dividing the coefficients at the numer’atgf(cz‘) by 2.

5.2 Linear prediction analysis and quantization

12.2 kbit/s mode

Short-term prediction, or linear prediction (LP), analysis is performed twice per speech frame using the auto-correlation
approach with 30 ms asymmetric windows. No lookahead is used in the auto-correlation computation.

The auto-correlations of windowed speech are converted to the LP coefficients using the Levinson-Durbin algorithm.
Then the LP coefficients are transformed to the Line Spectral Pair (LSP) domain for quantization and interpolation
purposes. The interpolated quantified and unquantized filter coefficients are converted back to the LP filter coefficients
(to construct the synthesis and weighting filters at each subframe).

10.2, 7.95, 7.40, 6.70, 5.90, 5.15, 4.75 kbit/s modes

Short-term prediction, or linear prediction (LP), analysis is performed once per speech frame using the auto-correlation
approach with 30 ms asymmetric windows. A lookahead of 40 samples (5 ms) is used in the auto-correlation
computation.

The auto-correlations of windowed speech are converted to the LP coefficients using the Levinson-Durbin algorithm.
Then the LP coefficients are transformed to the Line Spectral Pair (LSP) domain for quantization and interpolation
purposes. The interpolated quantified and unquantized filter coefficients are converted back to the LP filter coefficients
(to construct the synthesis and weighting filters at each subframe).
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5.2.1 Windowing and auto-correlation computation

12.2 kbit/s mode

LP analysis is performed twice per frame using two different asymmetric windows. The first window has its weight
concentrated at the second subframe and it consists of two halves of Hamming windows with different sizes. The
window is given by:

H [l
0.54- 046005 ik A n=0,. .40 -1,
w,(n) =0 Dn(n—li('))D (5)
éb,54+ 046(:0%%’ n=L®M,..., L0+ L,0 -1,
ROy

The valuesl;(!) =160 and L,{") =80 are used. The second window has its weight concentrated at the fourth

subframe and it consists of two parts: the first part is half a Hamming window and the second part is a quarter of a
cosine function cycle. The window is given by:

U 2m O
0.54- Q46cos}——>~—1[, n=0,..,," -1,

w, (N =01 (6)

[2r(n- ("0

=L, () (L
EOD4L2(")—1 H: n=L""", ..., 1"+ L 1

where the valued (") = 232 and L,("") = 8 are used.
Note that both LP analyses are performed on the same set of speech samples. The windows are applied to 80 samples

from past speech frame in addition to the 160 samples of the present speech frame. No samples from future frames are
used (no lookahead). A diagram of the two LP analysis windows is depicted below.

w(n) w, ()

frame n-1 frame n
5ms
20 ms

~

N

sub frame

frame (160 samples) (40 samples)
S S

Figure 1: LP analysis windows

The auto-correlations of the windowed spe&n), n=0,...239, are computed by:
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239

oK)=y s(Ns(n- B, k0,..10, @)
n=k
and a 60 Hz bandwidth expansion is used by lag windowing the auto-correlations using the window:
0 1o
Wiag () = exp3 0 0 i=1,..10, (8)
E 20 fg O H

where f, = 60 Hz is the bandwidth expansion arfd = 8000 Hz is the sampling frequency. Furthég, (0) is
multiplied by the white noise correction factor 1.0001 which is equivalent to adding a noise floor at -40 dB.

10.2, 7.95, 7.40, 6.70, 5.90, 5.15, 4.75 kbit/s modes

LP analysis is performed once per frame using an asymmetric window. The window has its weight concentrated at the
fourth subframe and it consists of two parts: the first part is half a Hamming window and the second part is a quarter of a

cosine function cycle. The window is given by equation (6) where the vhlues200 and L, = 40 are used.

The auto-correlations of the windowed spe&thn), n=0,...239, are computed by equation (7) and a 60 Hz
bandwidth expansion is used by lag windowing the auto-correlations using the window of equation (8). IEu{@jer,
is multiplied by the white noise correction factor 1.0001 which is equivalent to adding a noise floor at -40 dB.

5.2.2 Levinson-Durbin algorithm (all modes)
The modified auto-correlatiors .. (0) = 10001, ( Q andr', (K) =r (K)W(K), k=1,...10, are used to
obtain the direct form LP filter coefficien®, ,k =1,... 10, by solving the set of equations.

10

Zakr'ac(|i—k|):—r'aca), i =1,...10. 9)

k=1

The set of equations in (9) is solved using the Levinson-Durbin algorithm. This algorithm uses the following recursion:

ELp(0) =1y (0)
for i=1 to 10 do

=1
=3l P (- D] Bl -2
al) =k

forj=1 toi—-1 do
() = (-1 i-1)
al’ =& ™ + k4]
end

Ep() =@A-K)Ep(i-1)

end
The final solution is given a&; = a}lo), j=1...10.
The LP filter coefficients are converted to the line spectral pair (LSP) representation for quantization and interpolation

purposes. The conversions to the LSP domain and back to the LP filter coefficient domain are described in the next
clause.
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5.2.3 LP to LSP conversion (all modes)

The LP filter coefficientsa, , k=1,... 10, are converted to the line spectral pair (LSP) representation for quantization

and interpolation purposes. For a 10th order LP filter, the LSPs are defined as the roots of the sum and difference
polynomials:

Fi(z) = A9+ 2 4 7)) (10
and
F(2= A3- 28 A 23, a1

respectively. The polynomidFl'(Z) and F2'(Z) are symmetric and anti-symmetric, respectively. It can be proven that
all roots of these polynomials are on the unit circle and they alternate eachl-_q’t(ﬁr.has arooz=-1(w=1)
and FZ’(Z) has arootz =1 (@ = 0). To eliminate these two roots, we define the new polynomials:

F(2) = R/ (L+ 7Y (12)

and
Fa(2) = F3(2/(1- 7) (13)

Each polynomial has 5 conjugate roots on the unit c(refé‘*’i) , therefore, the polynomials can be written as

RE= ] (1— 2q 71+ z‘z) (14)
i=1,3...,9
and
R@= [l(-2q2%+ %), (15)
i=2,4,..,10

whereQ, = cos(coi) with ; being the line spectral frequencies (LSF) and they satisfy the ordering property
0<w, <w, <...<W,;, < TI. We refer tog; as the LSPs in the cosine domain.

Since both ponnomiaIsFl(Z) and FZ(Z) are symmetric only the first 5 coefficients of each polynomial need to be
computed. The coefficients of these polynomials are found by the recursive relations @io 4):
fo(i +1) =2, +an — f(i)
_ : (16)
fo(i +10) =aj,q —ap + f,li)

where m=10 is the predictor order.

The LSPs are found by evaluating the polynomléfﬁz) and FZ(Z) at 60 points equally spaced between 0 and and
checking for sign changes. A sign change signifies the existence of a root and the sign change interval is then divided 4
times to better track the root. The Chebyshev polynomials are used to e\EJ[(JZ)eand FZ(Z) . In this method the

roots are found directly in the cosine dom{q'(m} . The ponnomiaIsFl(Z) or F2(Z) evaluated aZ = ejw can be
written as:

F(w) =2¢7% (¥,
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with:
Cx) =T+ QT+ 2 B x+ €3 T x+ €4 L k+ 9/2 (17)

where Tm(x) = cod ) is the mth order Chebyshev polynomial, arfdi),i =1.... 5 are the coefficients of
either Fl(z) or F2(Z), computed using the equations in (16). The polyno@(’ﬂ() is evaluated at a certain value of

X= CO&{&)) using the recursive relation:

for k = 4 down tol

Ak = 2XAk+1_A k+2+ f(5_ k)
end
C(X)=xA1—A,+ f(5)/2

with initial values)\5 =1 and )\6 = 0. The details of the Chebyshev polynomial evaluation method are found in P.
Kabal and R.P. Ramachandran [6].

5.2.4 LSP to LP conversion (all modes)

Once the LSPs are quantified and interpolated, they are converted back to the LP coeﬁicien{aQ%aTme
conversion to the LP domain is done as follows. The coefficienEiél) or F2(Z) are found by expanding equations
(14) and (15) knowing the quantified and interpolated LqF;si = 1,... 10. The following recursive relation is used
to computefl(i) :

fori=1to5
f(i) ==2q5_1f4(i-D+2f (i -2
forj =i =1 down tol
fl(j): fl(j)_2q2i—1f 1(] _])+f 1(j - 2)
end
end

with initial values fl(O)Il and fl(—l): 0. The coefficientsf, (I) are computed similarly by replacir@p;j_1 by
Qi -

Once the coeﬁicientél(i) and f2(i) are found,Fl(Z) and FZ(Z) are multiplied byl+ z™* and1-z",
respectively, to obtairFl'(Z) and FZ'(Z) : that is:
(i

fi)="7.0)+f,(4-2, i =1...,5
£30) = f,60)-f,0 -0, i =1..5 (18)
Finally the LP coefficients are found by:
O 05f(i)+ a5 4(), i=1..,5
% = Hosf,(11-1) - 0F3(11i), i = &.., 10 (19)

This is directly derived from the reIatioA(Z) = ( Fl'( Z) + '3( ﬁ)/Z , and considering the fact thE(l'(Z) and

F2'(Z) are symmetric and anti-symmetric polynomials, respectively.
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5.2.5 Quantization of the LSP coefficients

12.2 kbit/s mode

The two sets of LP filter coefficients per frame are quantified using the LSP representation in the frequency domain; that
is:

f .
f :ESTarccos(qi) ., i=1,..10, (20)

where f; are the line spectral frequencies (LSF) in Hz [0,4000] &g& 8000 is the sampling frequency. The LSF
vector is given byf ! =[ fp fo... flO] , with t denoting transpose.

A 1st order MA prediction is applied, and the two residual LSF vectors are jointly quantified using split matrix

guantization (SMQ). The prediction and quantization are performed as followzgllzén) and 2(2)(n) denote the

mean-removed LSF vectors at frafie The prediction residual vectol’s(l)(n) andr (2)(n) are given by:

r®(n)=z®(n) -p(n), and
r®(n) =z®(n)-p(n), (21)

where p(n) is the predicted LSF vector at frane First order moving-average (MA) prediction is used where:
p(n) =065 @ (n-1, (22)
Wheref(z) (n - 1) is the quantified second residual vector at the past frame.

The two LSF residual vectorfs(l) andr 2) are jointly quantified using split matrix quantization (SMQ). The matrix

(r @ r (2)) is split into 5 submatrices of dimension 2 x 2 (two elements from each vector). For example, the first
H 2 (2)

submatrix consists of the elemeniigsl) , r2( , 1 7, andr, ". The 5 submatrices are quantified with 7, 8, 8+1, 8, and
6 bits, respectively. The third submatrix uses a 256-entry signed codebook (8-bit index plus 1-bit sign).

A weighted LSP distortion measure is used in the quantization process. In general, for an input LSP aedtar

quantified vector at indeX , fk , the quantization is performed by finding the indeéxwhich minimizes:
10 R 2
— k
ELSP_Z[fiWi_ fi W] : (23)
1=1

The weighting factors ,i=1,... 10, are given by

w =3347-22%4  for 4 <450
450

= 1.8-ﬂ(di -450) otherwise,
1050

(24)

where d; = fi 41— f _1 with fg=0 and f;1=4000. Here, two sets of weighting coefficients are computed for the

two LSF vectors. In the quantization of each submatrix, two weighting coefficients from each set are used with their
corresponding LSFs.
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10.2, 7.95, 7.40, 6.70, 5.90, 5.15, 4.75 kbit/s modes

The set of LP filter coefficients per frame is quantified using the LSP representation in the frequency domain using
equation (20).

A 1st order MA prediction is applied, and the residual LSF vector is quantified using split vector quantization. The
prediction and quantization are performed as follows.Z(¢1) denote the mean-removed LSF vectors at fréim@he

prediction residual vectors(N) is given by:

r(n)=z(n)-p(n) o5
5

where p(n) is the predicted LSF vector at frane First order moving-average (MA) prediction is used where:
p,(m=a,f (1) j=1..10, (26)
wheref (n=1) is the quantified residual vector at the past framecgnib the prediction factor for thjeh LSF.

The LSF residual vectons is quantified using split vector quantization. The vedtas split into 3 subvectors of
dimension 3, 3, and 4. The 3 subvectors are quantified with 7-9 bits according to table 2.

Table 2: Bit allocation split vector quantization of LSF residual vector

Mode Subvector 1 Subvector 2 Subvector 3
10.2 kbit/s 8 9 9
7.95 kbit/s 9 9 9
7.40 kbit/s 8 9 9
6.70 kbit/s 8 9 9
5.90 kbit/s 8 9 9
5.15 kbit/s 8 8 7
4.75 kbit/s 8 8 7

The weighted LSP distortion measure of equation (23) with the weighting of equation (24) is used in the quantization
process.

5.2.6 Interpolation of the LSPs

12.2 kbit/s mode

The two sets of quantified (and unquantized) LP parameters are used for the second and fourth subframes whereas the
first and third subframes use a linear interpolation of the parameters in the adjacent subframes. The interpolation is

performed on the LSPs in thg domain. Letqgn) be the LSP vector at the 4th subframe of the present franﬁp(zn)

be the LSP vector at the 2nd subframe of the present franaad qﬁ{“l) the LSP vector at the 4th subframe of the
past framen—1. The interpolated LSP vectors at the 1st and 3rd subframes are given by:

(27)

The interpolated LSP vectors are used to compute a different LP filter at each subframe (both quantified and
unquantized coefficients) using the LSP to LP conversion method described in subclause 5.2.4.
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10.2, 7.95, 7.40, 6.70, 5.90, 5.15, 4.75 kbit/s modes

The set of quantified (and unquantized) LP parameters is used for the fourth subframe whereas the first, second, and
third subframes use a linear interpolation of the parameters in the adjacent subframes. The interpolation is performed on
the LSPs in the domain. The interpolated LSP vectors at the 1st, 2nd, and 3rd subframes are given by:

a” =0755™ + 0289,
a5 =055 + am, (28)

a3” = 0254 + 078"

The interpolated LSP vectors are used to compute a different LP filter at each subframe (both quantified and
unquantized coefficients) using the LSP to LP conversion method described in subclause 5.2.4.

5.2.7 Monitoring resonance in the LPC spectrum (all modes)

Resonances in the LPC filter are monitored to detect possible problem areas where divergence between the adaptive
codebook memories in the encoder and the decoder could cause unstable filters in areas with highly correlated continuos
signals. Typically, this divergence is due to channel errors.

The monitoring of resonance signals is performed using unquantizedd,$Ps 1,...,10. The LSPs are available
after the LP to LSP conversion in section 5.2.3. The algorithm utilises the fact that LSPs are closely located at a peak in
the spectrum. First, two distancedist, and dist,, are calculated in two different regions, defined as

dist,;= min(gq—q,,), i=4,...8, anddist,= min(g—q,,), i=2,3.

Either of these two minimum distance conditions must be fulfilled to classify the frame as a resonance frame and
increase the resonance counter.

if (dist,< TH,) OR if(dist< TH,)
counter= counter1

else
counter=0

TH,= 0.046s a fixed threshold while the second one is depending.paccording to:

(0.018 q,> 098
TH,= ED.024, 093<q,< 098
Eb.034, otherwise

12 consecutive resonance frames are needed to indicate possible problem conditions, otherwise the LSP_flag is cleared.

if (counter>12)
counter=12
LSP_ flag=1
else
LSP_ flag=0
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5.3 Open-loop pitch analysis

Open-loop pitch analysis is performed in order to simplify the pitch analysis and confine the closed-loop pitch search to
a small number of lags around the open-loop estimated lags.

Open-loop pitch estimation is based on the weighted speech S}g(\ﬁi which is obtained by filtering the input

speech signal through the weighting filtél( Z) = ﬁ( ¢y1)/ /(\ kyz) That is, in a subframe of side, the weighted
speech is given by:

10 10
sM=40+Y ayib6m )i-Y A el m)i ®O.., k1 (29)
i=1 i=1

12.2 kbit/s mode
Open-loop pitch analysis is performed twice per frame (each 10 ms) to find two estimates of the pitch lag in each frame.

Open-loop pitch analysis is performed as follows. In the first step, 3 maxima of the correlation:

79
0= su(Ds(mr i (30)
n=0
are found in the three ranges:
i=3 18...,35
i=2  36...,7]
i=L 72...,143

The retained maximé)ti ,1=1,...,3, are normalized by dividing b;{/ zﬁ%(”‘ t), i=1,...,3, respectively. The

normalized maxima and corresponding delays are denotéMpyti ), i=1,...,3.The winner,TOp , among the three

normalized correlations is selected by favouring the delays with the values in the lower range. This is performed by
weighting the normalized correlations corresponding to the longer delays. The best open—lod'%}ge'ﬁaujetermined

as follows:

Top=t

M(Top): M,

it M, >0.85M (T,
M(Top): M,
Top=t

end

if M3 >0.85M (T,,)
M(Top)z Ms
Top=ts

end

This procedure of dividing the delay range into 3 clauses and favouring the lower clauses is used to avoid choosing pitch
multiples.
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10.2 kbit/s mode

Open-loop pitch analysis is performed twice per frame (every 10 ms) to find two estimates of the pitch lag in each
frame.

The open-loop pitch analysis is performed as follows. First, the correlation of weighted speech is determined for each
pitch lag valued by:

79

Cld)=> s(ns(m d Wy ¢20..,143 (31)

n=0

where W(d) is a weighting function. The estimated pitch-lag is the delay that maximises the weighted correlation
function C(d) . The weighting emphasises lower pitch lag values reducing the likelihood of selecting a multiple of the
correct delay. The weighting function consists of two parts: a low pitch lag emphasis fuwit(cﬂ‘),, and a previous

frame lag neighbouring emphasis functi(m,,,(d):

w(d) = w(d) w(d. (32)
The low pitch lag emphasis function is a given by:

wi(d) = ew( d (33)

where CW( d) is defined by a table in the fixed point computational computational description (ANSI-C code) in GSM
06.73 [6]. The previous frame lag neighbouring emphasis function depends on the pitch lag of previous speech frames:

w (d) = BT -d+d) w03 )
: 10, otherwise,

WheredL =20, T4 is the median filtered pitch lag of 5 previous voiced speech half-frame¥,israth adaptive
parameter. If the frame is classified as voiced by having the open-looggaid.4, thev-value is set to 1.0 for the
next frame. Otherwise, thevalue is updated by = 0.9v. The open loop gain is given by:

7ZgosN(n) sl M Ghax)

9= 79
Zosi(n)

(35)

where d 4 is the pitch delay that maximiz@( d) . The median filter is updated only during voiced speech frames.
The weighting depends on the reliability of the old pitch lags. If previous frames have contained unvoiced speech or
silence, the weighting is attenuated through the parameter

7.95, 7.40, 6.70, 5.90 kbit/s modes

Open-loop pitch analysis is performed twice per frame (each 10 ms) to find two estimates of the pitch lag in each frame.

Open-loop pitch analysis is performed as follows. In the first step, 3 maxima of the correlation in equation (30) are
found in the three ranges:

=3 20,...,39
1=2:  40,..,79,
i=1 80,...143
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The retained maxim@ti ,1=1,...,3, are normalized by dividing b;{/ zﬁ%(”‘ t), i=1,...,3, respectively. The

normalized maxima and corresponding delays are denotéMpyti ), i=1,...,3.The winner,TOp , among the three

normalized correlations is selected by favouring the delays with the values in the lower range. This is performed by
weighting the normalized correlations corresponding to the longer delays. The best open—lod'%}gﬁamjetermined

as follows:

Top=t

M(Top) = My

if M >0.85M (T,
M(Top): M,
Top=t

end

it M3 >0.85M (T,)
M(Top): M
Top=1s

end

This procedure of dividing the delay range into 3 clauses and favouring the lower clauses is used to avoid choosing pitch
multiples.

5.15, 4.75 kbit/s modes
Open-loop pitch analysis is performed once per frame (each 20 ms) to find an estimate of the pitch lag in each frame.

Open-loop pitch analysis is performed as follows. In the first step, 3 maxima of the correlation in equation (30) are
found in the three ranges:

=3 20...,39,
i=2.  40,...,79
=1 79...143

The retained maximé)ti ,1=1,...,3, are normalized by dividing b;{/ zns\%(n— t), i=1,...,3, respectively. The

normalized maxima and corresponding delays are denotéMpyti ), i=1,...,3.The winner,TOp , among the three

normalized correlations is selected by favouring the delays with the values in the lower range. This is performed by
weighting the normalized correlations corresponding to the longer delays. The best open—lod'%}gﬁamjetermined

as follows:
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Top=1

M(Top)z My

if M >0.85M(Top )
M(Top)z M,
Top=t

end

if M3>0.85M (T,
M(Top): M,
Top=ts

end

This procedure of dividing the delay range into 3 clauses and favouring the lower clauses is used to avoid choosing pitch
multiples.

54 Impulse response computation (all modes)

The impulse responsdﬂ( n) , of the weighted synthesis fiItérI(Z)V\( 3 = X( Zyl)/[ AA)Z (0«/22)] is computed
each subframe. This impulse response is needed for the search of adaptive and fixed codebooks. The impulse response

h( n) is computed by filtering the vector of coefficients of the filﬁ(d yl) extended by zeros through the two filters

1/ A(2) and]/A(z/yz).

5.5 Target signal computation (all modes)

The target signal for adaptive codebook search is usually computed by subtracting the zero input response of the

weighted synthesis filteH(z) W( 2 = X( Zyl)/[ Ay (0«/22)] from the weighted speech sigr@,(n) . This is

performed on a subframe basis.

An equivalent procedure for computing the target signal, which is used in this standard, is the filtering of the LP residual

signal res; p( ) through the combination of synthesis filﬂ;/rA(Z) and the weighting fiIterA(z/yl)/ A( Zyz).

After determining the excitation for the subframe, the initial states of these filters are updated by filtering the difference
between the LP residual and excitation. The memory update of these filters is explained in subclause 5.9.

The residual signaltesl_p( N which is needed for finding the target vector is also used in the adaptive codebook search

to extend the past excitation buffer. This simplifies the adaptive codebook search procedure for delays less than the
subframe size of 40 as will be explained in the next clause. The LP residual is given by:

10
resp(N=g¢nN+) a6 m) (36)
i=1

5.6 Adaptive codebook
5.6.1  Adaptive codebook search

Adaptive codebook search is performed on a subframe basis. It consists of performing closed-loop pitch search, and then
computing the adaptive codevector by interpolating the past excitation at the selected fractional pitch lag.
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The adaptive codebook parameters (or pitch parameters) are the delay and gain of the pitch filter. In the adaptive
codebook approach for implementing the pitch filter, the excitation is repeated for delays less than the subframe length.
In the search stage, the excitation is extended by the LP residual to simplify the closed-loop search.

12.2 kbit/s mode

In the first and third subframes, a fractional pitch delay is used with resolutions: 1/6 in thz{ﬂ:ﬁﬁgﬁ@,943/6] and

integers only in the range [95, 143]. For the second and fourth subframes, a pitch resolution of 1/6 is always used in the
range[T1—5 3/6,T,+43/ 6], where T is nearest integer to the fractional pitch lag of the previous (1st or 3rd)

subframe, bounded by 18...143.

Closed-loop pitch analysis is performed around the open-loop pitch estimates on a subframe basis. In the first (and third)
subframe the rang$0p13, bounded by 18...143, is searched. For the other subframes, closed-loop pitch analysis is

performed around the integer pitch selected in the previous subframe, as described above. The pitch delay is encoded
with 9 bits in the first and third subframes and the relative delay of the other subframes is encoded with 6 bits.

The closed-loop pitch search is performed by minimizing the mean-square weighted error between the original and
synthesized speech. This is achieved by maximizing the term:

- 3 32 XM y(1
U320 vy

37)

where X( n) is the target signal anyk(n) is the past filtered excitation at del&y (past excitation convolved with

h( n) ). Note that the search range is limited around the open-loop pitch as explained earlier.

The convolutionyk(n) is computed for the first deldly,,;, in the searched range, and for the other delays in the
search rang&K = tiin +1...,tnax it is updated using the recursive relation:

Yi(n) =y (n=2) + U= K K », (38)

whereu(n), n= —(143+ 1),..., 39 is the excitation buffer. Note that in search stage, the
sample:u( n), n=20,...,39, are not known, and they are needed for pitch delays less than 40. To simplify the search,
the LP residual is copied m( n) in order to make the relation in equation (38) valid for all delays.

Once the optimum integer pitch delay is determined, the fractions from —3/6 to 3/6 with a step of 1/6 around that integer
are tested. The fractional pitch search is performed by interpolating the normalized correlation in equation (37) and

searching for its maximum. The interpolation is performed using an FIRtﬁit@Ibased on a Hamming windowed
sin(x)/x function truncated at 23 and padded with zerosap4 (b24 (24) = 0). The filter has its cut-off frequency

(-3 dB) at 3 600 Hz in the over-sampled domain. The interpolated vallﬁék)f for the fractions —3/6 to 3/6 are
obtained using the interpolation formula:

R(k)tzi Rk-) ba(t iE6)+i Rkl+ )b, (6- &0, t0..5 (39)

wheret=0,..., 5corresponds to the fractions 0, 1/6, 2/6, 3/6, -2/6, and —1/6, respectively. Note that it is necessary to
compute the correlation terms in equation (37) using a ripge— 4, tmax + 4 to allow for the proper interpolation.

Once the fractional pitch lag is determined, the adaptive codebook \u(dfl))ris computed by interpolating the past
excitation signalu( n) at the given integer deldy and phase (fraction)) :
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v(n)=§t(n— k=1 o (t+ i[6)+§ (n krl+ ) Bo(6- & B, m=0Q...,39 t Q..,5 (40)
i=0 i=0

The interpolation filterbgg is based on a Hamming Windowsdh(x)/x function truncated at 59 and padded with
zeros at- 60 (b60 (60) = 0). The filter has a cut-off frequency (-3 dB) at 3 600 Hz in the over-sampled domain.

The adaptive codebook gain is then found by:

D YLGIS
RO

where y( n) = \,( I‘DDH ﬁ is the filtered adaptive codebook vector (zero state resporlsk(?))f\/\( j to V( n) ).

, bounded by 0<g, <12 (41)

The computed adaptive codebook gain is quantified using 4-bit non-uniform scalar quantization in the range [0.0,1.2].

7.95 kbit/s mode

In the first and third subframes, a fractional pitch delay is used with resolutions: 1/3 in th{l@ﬂ}/gﬁz,84 2/3] and

integers only in the range [85, 143]. For the second and fourth subframes, a pitch resolution of 1/3 is always used in the
range[T1 -102/3T,+ 92 13 where Ty is nearest integer to the fractional pitch lag of the previous (1st or 3rd)
subframe, bounded by 20...143.

Closed-loop pitch analysis is performed around the open-loop pitch estimates on a subframe basis. In the first (and third)
subframe the rangﬂ?op + 3, bounded by 20...143, is searched. For the other subframes, closed-loop pitch analysis is
performed around the integer pitch selected in the previous subframe, as described above. The pitch delay is encoded
with 8 bits in the first and third subframes and the relative delay of the other subframes is encoded with 6 bits.

The closed-loop pitch search is performed by minimizing the mean-square weighted error between the original and
synthesized speech. This is achieved by maximizing the term of equation (37). Note that the search range is limited
around the open-loop pitch as explained earlier.

The Convolutionyk(n) is computed for the first deldly,,;, in the searched range, and for the other delays in the
search rang&K =ty +1...,tnax it is updated using the recursive relation of equation (38).

Once the optimum integer pitch delay is determined, the fractions from —2/3 to 2/3 with a step of 1/3 around that integer
are tested. The fractional pitch search is performed by interpolatingthe normalized correlation in equation (37) and

searching for its maximum. Once the fractional pitch lag is determined, the adaptive codebook(\m)cisrcomputed

by interpolating the past excitation sigm(ln) at the given integer delay and phase (fraction). The interpolation is
performed using two FIR filters (Hamming windowed sinc functions); one for interpolating the term in equation (37)
with the sinc truncated at11 and the other for interpolating the past excitation with the sinc truncaté&9athe

filters have their cut-off frequency (-3 dB) at 3 600 Hz in the over-sampled domain.

The adaptive codebook gain is then found as in equation (41).

The computed adaptive codebook gain is quantified using 4-bit non-uniform scalar quantization as described in
section 5.8.

10.2, 7.40 kbit/s mode

In the first and third subframes, a fractional pitch delay is used with resolutions: 1/3 in th%]rﬁrfbé%, 8472 13and
integers only in the range [85, 143]. For the second and fourth subframes, a pitch resolution of 1/3 is always used in the

range[Tl -5 Z 3T, +4 Z :} where Ty is nearest integer to the fractional pitch lag of the previous (1st or 3rd)
subframe, bounded by 20...143.
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Closed-loop pitch analysis is performed around the open-loop pitch estimates on a subframe basis. In the first (and third)
subframe the rangé’op + 3, bounded by 20...143, is searched. For the other subframes, closed-loop pitch analysis is
performed around the integer pitch selected in the previous subframe, as described above. The pitch delay is encoded
with 8 bits in the first and third subframes and the relative delay of the other subframes is encoded with 5 bits.

The closed-loop pitch search is performed by minimizing the mean-square weighted error between the original and
synthesized speech. This is achieved by maximizing the term of equation (37). Note that the search range is limited
around the open-loop pitch as explained earlier.

The convolutionyk(n) is computed for the first deldly,,;, in the searched range, and for the other delays in the
search rang&K =ty +1...,tnax it is updated using the recursive relation of equation (38).

Once the optimum integer pitch delay is determined, the fractions from —2/3 to 2/3 with a step of 1/3 around that integer
are tested. The fractional pitch search is performed by interpolatingthe normalized correlation in equation (37) and

searching for its maximum. Once the fractional pitch lag is determined, the adaptive codebook(\n)cisrcomputed

by interpolating the past excitation sigru(ln) at the given integer delay and phase (fraction). The interpolation is
performed using two FIR filters (Hamming windowed sinc functions); one for interpolating the term in equation (37)
with the sinc truncated at11 and the other for interpolating the past excitation with the sinc truncaté&9athe

filters have their cut-off frequency (-3 dB) at 3 600 Hz in the over-sampled domain.

The adaptive codebook gain is then found as in equation (41).

The computed adaptive codebook gain (and the fixed codebook gain) is quantified using 7-bit non-uniform vector
guantization as described in section 5.8.

6.70, 5.90 kbit/s modes

In the first and third subframes, a fractional pitch delay is used with resolutions: 1/3 in th«E]rﬁriéé%, 8472 13and
integers only in the range [85, 143]. For the second and fourth subframes, integer pitch resolution is used in the range

[Tl -5T + 4] , where Ty is nearest integer to the fractional pitch lag of the previous (1st or 3rd) subframe, bounded

by 20...143. Additionally, a fractional resolution of 1/3 is used in the rEﬁﬁge— 12/3 T, + 2 C}

Closed-loop pitch analysis is performed around the open-loop pitch estimates on a subframe basis. In the first (and third)
subframe the rangé’op + 3, bounded by 20...143, is searched. For the other subframes, closed-loop pitch analysis is
performed around the integer pitch selected in the previous subframe, as described above. The pitch delay is encoded
with 8 bits in the first and third subframes and the relative delay of the other subframes is encoded with 4 bits.

The closed-loop pitch search is performed by minimizing the mean-square weighted error between the original and
synthesized speech. This is achieved by maximizing the term of equation (37). Note that the search range is limited
around the open-loop pitch as explained earlier.

The convolutionyk(n) is computed for the first deldly,,;, in the searched range, and for the other delays in the
search rang&K =ty +1...,tnax it is updated using the recursive relation of equation (38).

Once the optimum integer pitch delay is determined, the fractions from —2/3 to 2/3 with a step of 1/3 around that integer
are tested. The fractional pitch search is performed by interpolatingthe normalized correlation in equation (37) and

searching for its maximum. Once the fractional pitch lag is determined, the adaptive codebook(\n)cisrcomputed
by interpolating the past excitation sigru(ln) at the given integer delay and phase (fraction). The interpolation is
performed using two FIR filters (Hamming windowed sinc functions); one for interpolating the term in equation (37)

with the sinc truncated at11 and the other for interpolating the past excitation with the sinc truncaté&9athe
filters have their cut-off frequency (-3 dB) at 3 600 Hz in the over-sampled domain.

The adaptive codebook gain is then found as in equation (41).

The computed adaptive codebook gain (and the fixed codebook gain) is quantified using vector quantization as
described in section 5.8.
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5.15, 4.75 kbit/s modes

In the first subframe, a fractional pitch delay is used with resolutions: 1/3 in the[ﬂs@déa 84 Z 13and integers
only in the range [85, 143]. For the second, third, and fourth subframes, integer pitch resolution is used in the range

[T1 -5T + 4] , where Ty is nearest integer to the fractional pitch lag of the previous subframe, bounded by 20...143.

Additionally, a fractional resolution of 1/3 is used in the ra[ﬂjp— 12/3 T, +2 C}

Closed-loop pitch analysis is performed around the open-loop pitch estimates on a subframe basis. In the first subframe

the rangel,, = 5, bounded by 20...143, is searched. For the other subframes, closed-loop pitch analysis is performed
around the integer pitch selected in the previous subframe, as described above. The pitch delay is encoded with 8 bits in
the first subframe and the relative delay of the other subframes is encoded with 4 bits.

The closed-loop pitch search is performed by minimizing the mean-square weighted error between the original and
synthesized speech. This is achieved by maximizing the term of equation (37). Note that the search range is limited
around the open-loop pitch as explained earlier.

The convolutionyk(n) is computed for the first deldly,,;, in the searched range, and for the other delays in the
search rang&K = tmin T1-... thax it is updated using the recursive relation of equation (38).

Once the optimum integer pitch delay is determined, the fractions from —2/3 to 2/3 with a step of 1/3 around that integer
are tested. The fractional pitch search is performed by interpolatingthe normalized correlation in equation (37) and

searching for its maximum. Once the fractional pitch lag is determined, the adaptive codebook(\n)cisrcomputed

by interpolating the past excitation sigru(ln) at the given integer delay and phase (fraction). The interpolation is
performed using two FIR filters (Hamming windowed sinc functions); one for interpolating the term in equation (37)
with the sinc truncated at11 and the other for interpolating the past excitation with the sinc truncaté@9athe

filters have their cut-off frequency (-3 dB) at 3 600 Hz in the over-sampled domain.

The adaptive codebook gain is then found as in equation (41).
The computed adaptive codebook gain (and the fixed codebook gain) is quantified using vector quantization as
described in section 5.8.

5.6.2  Adaptive codebook gain control (all modes)

The average adaptive codebook gain is calculated S flagis set and the unquantized adaptive codebook gain
exceeds the gain threshodP,, = 0.95.

The average gain is calculated from the present unquantized gain and the quantized gains of the seven previous
subframes. That isGP, .= mealﬁ g hg( rD, " RD,....” d A 7)} , wheren is the current subframe.

If the average adaptive codebook gain exceed§€3R%, , the unquantized gain is limited to the threshold value and the
GpC_flagis set to indicate the limitation.

if (GP > GPy)

g9,= GP,,

GpC_ flag=1
else

GpC_ flag=0

TheGpC-_flagis used in the gain quantization in section 5.8.
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5.7 Algebraic codebook

5.7.1  Algebraic codebook structure

The algebraic codebook structure is based on interleaved single-pulse permutation (ISPP) design.

12.2 kbit/s mode

In this codebook, the innovation vector contains 10 non-zero pulses. All pulses can have the amplitudes +1 or -1. The 40
positions in a subframe are divided into 5 tracks, where each track contains two pulses, as shown in table 3.

Table 3: Potential positions of individual pulses in the algebraic codebook, 12.2 kbit/s

Track Pulse Positions
1 i, i5 0,5, 10, 15, 20, 25, 30, 35
2 i1, g 1, 6,11, 16, 21, 26, 31, 36
3 i, i7 2,7,12,17, 22, 27, 32, 37
4 i3, ig 3,8, 13, 18, 23, 28, 33, 38
5 ig, i9 4,9, 14, 19, 24, 29, 34, 39

Each two pulse positions in one track are encoded with 6 bits (total of 30 bits, 3 bits for the position of every pulse), and
the sign of the first pulse in the track is encoded with 1 bit (total of 5 bits).

For two pulses located in the same track, only one sign bit is needed. This sign bit indicates the sign of the first pulse.
The sign of the second pulse depends on its position relative to the first pulse. If the position of the second pulse is
smaller, then it has opposite sign, otherwise it has the same sign than in the first pulse.

All the 3-bit pulse positions are Gray coded in order to improve robustness against channel errors. This gives a total of
35 hits for the algebraic code.

10.2 kbit/s mode

In this codebook, the innovation vector contains 8 non-zero pulses. All pulses can have the amplitudes +1 or -1. The 40
positions in a subframe are divided into 4 tracks, where each track contains two pulses, as shown in table 4.

Table 4: Potential positions of individual pulses in the algebraic codebook, 10.2 kbit/s

Track Pulse Positions
1 i, i4 0, 4,8, 12, 16, 20, 24, 28, 32, 36
2 i1, i5 1,5,9, 13,17, 21, 25, 29, 33, 37
3 i, ig 2,6, 10, 14, 18, 22, 26, 30, 34, 38
4 i3, i7 3,7,11, 15, 19, 23, 27, 31, 35, 39

The pulses are grouped into 3, 3, and 2 pulses and their positions are encoded with 10, 10, and 7 bits, respectively (total
of 27 bits). The sign of the first pulse in each track is encoded with 1 bit (total of 4 bits).

For two pulses located in the same track, only one sign bit is needed. This sign bit indicates the sign of the first pulse.
The sign of the second pulse depends on its position relative to the first pulse. If the position of the second pulse is
smaller, then it has opposite sign, otherwise it has the same sign than in the first pulse.

This gives a total of 31 bits for the algebraic code.

7.95, 7.40 kbit/s modes

In this codebook, the innovation vector contains 4 non-zero pulses. All pulses can have the amplitudes +1 or -1. The 40
positions in a subframe are divided into 4 tracks, where each track contains one pulse, as shown in table 5.
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Track Pulse Positions
1 i0 0, 5, 10, 15, 20, 25, 30, 35
2 i1 1, 6,11, 16, 21, 26, 31, 36
3 i2 2,7,12,17, 22, 27, 32, 37
4 i3 3, 8,13, 18, 23, 28, 33, 38,
4,9,14,19, 24, 29, 34, 39

The pulse positions are encoded with 3, 3, 3, and 4 bits (total of 13 bits), and the sign of the each pulse is encoded with
1 bit (total of 4 bits). This gives a total of 17 bits for the algebraic code.

6.70 kbit/s mode

In this codebook, the innovation vector contains 3 non-zero pulses. All pulses can have the amplitudes +1 or -1. The 40
positions in a subframe are divided into 3 tracks, where each track contains one pulse, as shown in table 6.

Table 6: Potential positions of individual pulses in the algebraic codebook, 6.70 kbit/s

Track Pulse Positions
1 i0 0, 5, 10, 15, 20, 25, 30, 35
2 i1 1, 6,11, 16, 21, 26, 31, 36,
3,8,13,18, 23, 28, 33, 38
3 i2 2,7,12,17, 22, 27, 32, 37,

4,9, 14,19, 24, 29, 34, 39

The pulse positions are encoded with 3, 4, and 4 bits (total of 11 bits), and the sign of the each pulse is encoded with
1 bit (total of 3 bits). This gives a total of 14 bits for the algebraic code.

5.90 kbit/s mode

In this codebook, the innovation vector contains 2 non-zero pulses. All pulses can have the amplitudes +1 or -1. The 40
positions in a subframe are divided into 2 tracks, where each track contains one pulse, as shown in table 7.

Table 7: Potential positions of individual pulses in the algebraic codebook, 5.90 kbit/s

Track Pulse Positions
1 i0 1, 6, 11, 16, 21, 26, 31, 36,
3, 8, 13, 18, 23, 28, 33, 38
2 i1 0, 5, 10, 15, 20, 25, 30, 35,
1, 6,11, 16, 21, 26, 31, 36,
2,7,12,17, 22, 27, 32, 37,

4,9, 14,19, 24, 29, 34, 39

The pulse positions are encoded with 4 and 5 bits (total of 9 bits), and the sign of the each pulse is encoded with 1 bit
(total of 2 bits). This gives a total of 11 bits for the algebraic code.

5.15, 4.75 kbit/s modes

In this codebook, the innovation vector contains 2 non-zero pulses. All pulses can have the amplitudes +1 or -1. The 40
positions in a subframe are divided into 5 tracks. Two subsets of 2 tracks each are used for each subframe with one pulse
in each track. Different subsets of tracks are used for each subframe. The pulse positions used in each subframe are
shown in table 8.
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Table 8: Potential positions of individual pulses in the algebraic codebook, 5.15, 4.75 kbit/s

Subframe Subset Pulse Positions

1 i0 0, 5, 10, 15, 20, 25, 30, 35

1 i1 2,7,12,17, 22, 27, 32, 37
2 i0 1, 6,11, 16, 21, 26, 31, 36

i1 3, 8,13, 18, 23, 28, 33, 38

1 i0 0, 5, 10, 15, 20, 25, 30, 35

2 i1 3, 8,13, 18, 23, 28, 33, 38
2 i0 2,7,12,17, 22, 27, 32, 37

i1 4,9, 14,19, 24, 29, 34, 39

1 i0 0, 5, 10, 15, 20, 25, 30, 35

3 i1 2,7,12,17, 22, 27, 32, 37
2 i0 1, 6,11, 16, 21, 26, 31, 36

i1 4,9, 14,19, 24, 29, 34, 39

1 i0 0, 5, 10, 15, 20, 25, 30, 35

4 i1 3, 8,13, 18, 23, 28, 33, 38
2 i0 1, 6,11, 16, 21, 26, 31, 36

i1 4,9, 14,19, 24, 29, 34, 39

One hit is needed to encoded the subset used. The two pulse positions are encoded with 3 bits each (total of 6 bits), and
the sign of the each pulse is encoded with 1 bit (total of 2 bits). This gives a total of 9 bits for the algebraic code.
5.7.2  Algebraic codebook search

The algebraic codebook is searched by minimizing the mean square error between the weighted input speech and the
weighted synthesized speech. The target signal used in the closed-loop pitch search is updated by subtracting the
adaptive codebook contribution. That is:

XN =xnN-g¥n no0,..39 (42)

where y( n) = \/( r)D l( r) is the filtered adaptive codebook vector 8@9 is the quantified adaptive codebook gain.

If Cy is the algebraic codevector at indkx then the algebraic codebook is searched by maximizing the term:

A (G)° = (Olt Ck)2 (43)

Epx  CiPc

whered = HtX2 is the correlation between the target sign;(n) and the impulse respon:h(n), H is a the lower

triangular Toepliz convolution matrix with diagonb(O) and lower diagonalh(l),. .. ,f‘(39), and® = H'H is
the matrix of correlations oln( n). The vectord (backward filtered target) and the matfiX are computed prior to

the codebook search. The elements of the vedttare computed by

d(n) = f %(nNHi-n, n=0,..,39, (44)

and the elements of the symmetric matix are computed by:

3

cp(i,j):zg_h(n—i)h(n—j), (j=i). (45)

n=]
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The algebraic structure of the codebooks allows for very fast search procedures since the innovatiGp \eestins
only a few nonzero pulses. The correlation in the numerator of Equation (43) is given by:

Np-1
C= 3 9;d(m), (46)
i=0

where I} is the position of the th pulse,; is its amplitude, andN p is the number of pulsedN, =10). The

energy in the denominator of equation (43) is given by:

Np-1 Np-2 N,-1
Ep = Z @(m, m)+2 Z 219 9 o m, m). (47)
i=0 j=i+1

To simplify the search procedure, the pulse amplitudes are preset by the mere quantization of an appropriate signal
b( n) . This is simply done by setting the amplitude of a pulse at a certain position equal to thebﬁig)“u aff that
position. The simplification proceeds as follows (prior to the codebook search). First, the sign signal

Sp(N) =sigr] K ] and the signatl (N)=d(n g( N are computed. Second, the matéx is modified by
including the sign information: that i€) (i, )=Sp(1)s,(J)¢(i,j ). The correlation in equation (46) is now given by:

Np-1
c= Y d(m) (48)
i=0
and the energy in equation (47) is given by:
Np—-2 Np-1
Zco(m m)+22 Zco(m m). (49)

=0 j=i+l

12.2 kbit/s mode

In this case the signdﬂ( n) , used for presetting the amplitudes, is a sum of the normdﬂé)ﬁ vector and normalized
long-term prediction residuerlesl_Tp( n) :

b(n) = res tp( N d(n)
\/ Z, oreSI_TP( res rp( ) \/ z

is used. Having preset the pulse amplitudes, as explained above, the optimal pulse positions are determined using an
efficient non-exhaustive analysis-by-synthesis search technique. In this technique, the term in equation (43) is tested for
a small percentage of position combinations.

, n=0,...,39, (50)

First, for each of the five tracks the pulse positions with maximum absolute valbéﬂ)oare searched. From these the

global maximum value for all the pulse positions is selected. The first pidsahivays set into the position
corresponding to the global maximum value.

Next, four iterations are carried out. During each iteration the position of pisdseet to the local maximum of one

track. The rest of the pulses are searched in pairs by sequentially searching each of the pulse}p8itgdi, {i 6,17}

and {ig,ig} in nested loops. Every pulse has 8 possible positions, i.e., there are four 8x8-loops, resulting in 256 different
combinations of pulse positions for each iteration.

In each iteration all the 9 pulse starting positions are cyclically shifted, so that the pulse pairs are changed and the pulse
i1 is placed in a local maximum of a different track. The rest of the pulses are searched also for the other positions in the
tracks. At least one pulse is located in a position corresponding to the global maximum and one pulse is located in a
position corresponding to one of the 4 local maxima.
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A special feature incorporated in the codebook is that the selected codevector is filtergld &imadaptive pre-filter
FE(Z) which enhances special spectral components in order to improve the synthesized speech quality. Here the filter

F.(2)=1/(1-BZT) is used, wherd is the nearest integer pitch lag to the closed-loop fractional pitch lag of the
subframe, and3 is a pitch gain. In this standar@, is given by the quantified pitch gain bounded by [0.0,1.0]. Note that
prior to the codebook search, the impulse resp(hﬁﬁ) must include the pre-filteFE(Z) . That is,

h(n=Hn-BHn T, r= T..39.

The fixed codebook gain is then found by:
gC = t (51)
where X5 is the target vector for fixed codebook search @nd the fixed codebook vector convolved Wlt(un) ,

d)Hn1) nr=0,...39 (52)

Mo

A=

10.2 kbit/s mode

In this case the signeb( n) , used for presetting the amplitudes, is given by eq. (50). Having preset the pulse amplitudes,

as explained above, the optimal pulse positions are determined using an efficient non-exhaustive analysis-by-synthesis
search technique. In this technique, the term in equation (43) is tested for a small percentage of position combinations.

A special feature incorporated in the codebook is that the selected codevector is filtergld dmradaptive pre-filter

FE(Z) which enhances special spectral components in order to improve the synthesized speech quality. Here the filter
F.(2)=1/(1-BZT") is used, wherd is the nearest integer pitch lag to the closed-loop fractional pitch lag of the
subframe, and3 is a pitch gain. In this standarf, is given by the quantified pitch gain bounded by [0.0,0.8]. Note that
prior to the codebook search, the impulse respdﬂﬁﬂ} must include the pre-filteFE(Z) . That is,

h(n=Hn-BHn T, ™= T..39.

The fixed codebook gain is then found by equation (51).

7.95, 7.40 kbit/s modes

In this case the signb( n) , used for presetting the amplitudes, is equal to the s@(*la) . Having preset the pulse

amplitudes, as explained above, the optimal pulse positions are determined using an efficient non-exhaustive
analysis-by-synthesis search technique. In this technique, the term in equation (43) is tested for a small percentage of
position combinations.

A special feature incorporated in the codebook is that the selected codevector is filtergld dmradaptive pre-filter
FE(Z) which enhances special spectral components in order to improve the synthesized speech quality. Here the filter

F.(2)=1/(1-BZT") is used, wherd is the nearest integer pitch lag to the closed-loop fractional pitch lag of the
subframe, and3 is a pitch gain. In this standarf3, is given by the quantified pitch gain bounded by [0.0,0.8]. Note that
prior to the codebook search, the impulse respdﬂﬁﬂ} must include the pre-filteFE(Z) . That is,

h(n=Hn-BHn T, ™= T..39.

The fixed codebook gain is then found by equation (51).
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6.70 kbit/s mode

In this case the signdﬂ( n) , used for presetting the amplitudes, is equal to the s@(’la) . Having preset the pulse

amplitudes, as explained above, the optimal pulse positions are determined using an efficient non-exhaustive
analysis-by-synthesis search technique. In this technique, the term in equation (43) is tested for a small percentage of
position combinations.

A special feature incorporated in the codebook is that the selected codevector is filtergld &imadaptive pre-filter
FE(Z) which enhances special spectral components in order to improve the synthesized speech quality. Here the filter

F.(20=1/(1-BZT") is used, wherd is the nearest integer pitch lag to the closed-loop fractional pitch lag of the
subframe, and3 is a pitch gain. In this standarf, is given by the quantified pitch gain bounded by [0.0,0.8]. Note that
prior to the codebook search, the impulse resp(hﬁft) must include the pre-filteFE(Z) . That is,

h(n=Hn-BHn T, = T..39.

The fixed codebook gain is then found by equation (51).

5.90 kbit/s mode

In this case the signdﬂ( n) , used for presetting the amplitudes, is equal to the s@(’la) . Having preset the pulse

amplitudes, as explained above, the optimal pulse positions are determined using an exhaustive analysis-by-synthesis
search technique.

A special feature incorporated in the codebook is that the selected codevector is filtergld &imadaptive pre-filter
FE(Z) which enhances special spectral components in order to improve the synthesized speech quality. Here the filter

F.(2)=1/(1- BZT) is used, wherd is the nearest integer pitch lag to the closed-loop fractional pitch lag of the
subframe, and3 is a pitch gain. In this standarf, is given by the quantified pitch gain bounded by [0.0,0.8]. Note that
prior to the codebook search, the impulse resp(hﬁft) must include the pre-filteFE(Z) . That is,

h(n=Hn-BHn T, = T..39.

The fixed codebook gain is then found by equation (51).

5.15, 4.75 kbit/s modes

In this case the signdﬂ( n) , used for presetting the amplitudes, is equal to the s@(’la) . Having preset the pulse

amplitudes, as explained above, the optimal pulse positions are determined using an exhaustive analysis-by-synthesis
search technique. Note that both subsets are searched.

A special feature incorporated in the codebook is that the selected codevector is filtergld &imadaptive pre-filter
FE(Z) which enhances special spectral components in order to improve the synthesized speech quality. Here the filter

F.(2)=1/(1- BZT) is used, wherd is the nearest integer pitch lag to the closed-loop fractional pitch lag of the
subframe, and3 is a pitch gain. In this standarf, is given by the quantified pitch gain bounded by [0.0,0.8]. Note that
prior to the codebook search, the impulse resp(hﬁft) must include the pre-filteFE(Z) . That is,

h(n=Hn-BHn T, = T..39.

The fixed codebook gain is then found by equation (51).
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5.8 Quantization of the adaptive and fixed codebook gains

5.8.1  Adaptive codebook gain limitation in quantization

If the GpC_flagis set, the limited adaptive codebook gain is used in the gain quantization in section 5.8.2. The
quantization codebook search range is limited to only include adaptive codebook gain values led3 tharis is
performed in the quantization search for all modes.

5.8.2 Quantization of codebook gains

Prediction of the fixed codebook gain (all modes)

The fixed codebook gain quantization is performed using MA prediction with fixed coefficients. The 4th order MA
prediction is performed on the innovation energy as foIIows.I:T_@‘n) be the mean-removed innovation energy (in dB)
at subframen, and given by:

01 O
E 10logt— c“(i)0- E, 53
(n) = Yy QCZO - (53)

where N =40 is the subframe size(;(i) is the fixed codebook excitation, arkd (in dB) is the mean of the innovation
energy. The predicted energy is given by:

E(n)=__§1bﬁ<w, 50

Where[b_l_ b, bs b4] =[O.68 058034 01]9are the MA prediction coefficients, arfa( k) is the quantified prediction
error at subframé . The predicted energy is used to compute a predicted fixed-codebooggais in equation (53)

(by substituting E( n) by E( n) and g, by g¢). This is done as follows. First, the mean innovation energy is found
by:

Dl N-1 5. O
E, =10Iog§» > c (j)@ (55)
N &
j=0
and then the predicted ga@y. is found by:
g, = 10PO4E(ME-5) (56)
A correction factor between the gafly. and the estimated ong is given by:

¢ =0¢/0k. (57)

Note that the prediction error is given by:
R(N=E 1~ E §=20log(y ). (58)

12.2 kbit/s mode

The correction factonygc is computed using a mean energy valle= 36 dB. The correction facto)'/gc is
quantified using a 5-bit codebook. The quantization table search is performed by minimizing the error:
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2
EQ = (gc - ygcglc) . (59)
Once the optimum valugf'gC is chosen, the quantified fixed codebook gain is givetfjpy= Vgcg'c.

10.2 kbit/s mode

The correction faCtOIng is computed using a mean energy valke= 33 dB. The adaptive codebook gagb and

the correction factoygc are jointly vector quantized using a 7-bit codebook. The gain codebook search is performed
by minimizing equation (63).

7.95 kbit/s mode

The correction factonygC is computed using a mean energy valke= 36 dB. The same scalar codebooks as for the

12.2 kbit/s mode is used for quantization of the adaptive codeboolgg)aialnd the correction factqrgc. The search

of the codebooks starts with finding 3 candidates for the adaptive codebook gain. These candidates are the best
codebook value in scalar quantization and the two adjacent codebook values. These 3 candidates are searched together
with the correction factor codebook minimizing the term of equation (63).

An adaptor based on the coding gain in the adaptive codebook decides if the coding gain is low. If this is the case, the
correction factor codebook is searched once more minimizing a modified criterion in order to find a new quantized fixed
codebook gain. The modified criterion is given by:

Emoa = (1~ ) 02 (e ~ Ve () +0 {y Eros= Eox) (©0)

where E,o5 and Eg, . are the energy (the squared norm) of the LP residual and the total exictation, respectively. The
criterion is searched with the already quantized adaptive codebook gain and the correctiq?btvad’nant minimizes

(60) is selected. The balance fact¥rdecides the amount of energy matching in the modified criterion. This factor is
adaptively decided based on the coding gain in the adaptive codebook as computed by:

||resLP||2
lresie - °

If the coding gairagis less than 1 dB, the modified criterion is employed, except when an onset is detected. An onset is
said to be detected if the fixed codebook gain in the current subframe is more than twice the value of the fixed codebook
gain in the previous subframe. A hangover of 8 subframes is used in the onset detection so that the modified criterion is
not used for the next 7 subframes either if an onset is detected. The balancé fastwsmputed from the median

filtered adaptive coding gain. The current andaljevalues for the previous 4 subframes are median filtered to get

a0, . The a -factor is computed by:

ag =100og, (61)

0 0 agy > 2
a= %.5[(1— Oﬂﬁgm) O<ag, <?2. (62)
E 0.5 agy <0

7.40 kbit/s mode

The correction facto;/gc is computed using a mean energy valke= 30 dB. The adaptive codebook gag'b and
the correction facto;/gC are jointly vector quantized using a 7-bit codebook. The gain codebook search is performed
by minimizing the square of the weighted error between original and reconstructed speech which is given by

ETSI



(GSM 06.90 version 7.1.0 Release 1998) 43 Draft ETSI EN 301 704 V7.1.0 (1999-07)

E:Hx—gpy— gczﬂzxtx+ GY'y+ 7 z-2gXy-2gxXz+2¢g gy z (63)

where X is the target vectory is the filtered adaptive codebook vector, ahds the filtered fixed codebook vector.

6.70 kbit/s mode

The correction factoy/ . is computed using a mean energy vale= 28 75dB. The adaptive codebook gain

gp and the correction factdyy. are jointly vector quantized using a 7-bit codebook. The gain codebook search is
performed by minimizing equation (63).

5.90, 5.15 kbit/s modes

The correction faCtOIng is computed using a mean energy valke= 33 dB. The adaptive codebook gagb and

the correction factOIygC are jointly vector quantized using a 6-bit codebook. The gain codebook search is performed
by minimizing equation (63).

4.75 kbit/s mode

The correction factor:*,/gc are computed using a mean energy valies 33 dB. The adaptive codebook gains

9p and the correction factorﬁgc are jointly vector quantized every 10 ms. This is done by minimizing a weighted sum

of the error criterion (63) for each of the two subframes. The default values on the weighing factors are 1. If the energy
of the second subframe is more than two times the energy of the first subframe, the weight of the first subrame is set to
2. If the energy of the first subframe is more than four times the energy of the first subframe, the weight of the second
subrame is set to 2.

5.8.3 Update past quantized adaptive codebook gain buffer (all modes)

After the gain quantization, the buffer with past adaptive codebook gains is updated, regardless of the value of the
GpC_flag.Thatis,§ ,(n—i) =g, (n—i+1, i=7,..1

5.9 Memory update (all modes)

An update of the states of the synthesis and weighting filters is needed in order to compute the target signal in the next
subframe.

After the two gains are quantified, the excitation signﬁn) , in the present subframe is found by:
uin)=g,knN+gé€n nr0,...39 (64)

where § P and QC are the quantified adaptive and fixed codebook gains, respecNA(ﬂ)/,the adaptive codebook

vector (interpolated past excitation), ao(h) is the fixed codebook vector (algebraic code including pitch sharpening).
The states of the filters can be updated by filtering the skg®lp () — U 1) (difference between residual and

excitation) through the filter§/ A( 2) and A(z/yl)/ A( Zyz) for the 40-sample subframe and saving the states of the
filters. This would require 3 filterings. A simpler approach which requires only one filtering is as follows. The local
synthesized speeclﬁ( n) , is computed by filtering the excitation signal thro@(h&( Z) . The output of the filter due to
the inputres p (N — U 1) is equivalent toe{n) = € )= "§ M. So the states of the synthesis fiI]IérA( 2) are

given bye(n), n=30,...,39. Updating the states of the filtekn) = € ) - "§ M can be done by filtering the error

signal e( n) through this filter to find the perceptually weighted erﬂy( n) . However, the signaew( n) can be
equivalently found by:
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ew(N=Xn-g¥n-"gkh (65)

Since the signaIS(( n) , y( n) , and Z( n) are available, the states of the weighting filter are updated by computing
eW( n) as in equation (65) fon = 30,...,39. This saves two filterings.

4.75 kbit/s mode

The memory update in the first and third subframes use the unquantized gains in equation (64). After the second and
fourth subframes respectively, when the gains are quantized, the state is recalculated using the quantized gains.

6 Functional description of the decoder

The function of the decoder consists of decoding the transmitted parameters (LP parameters, adaptive codebook vector,
adaptive codebook gain, fixed codebook vector, fixed codebook gain) and performing synthesis to obtain the
reconstructed speech. The reconstructed speech is then post-filtered and upscaled. The signal flow at the decoder is
shown in figure 4.

6.1 Decoding and speech synthesis

The decoding process is performed in the following order:

Decoding of LP filter parameters: The received indices of LSP quantization are used to reconstruct the quantified LSP
vectors. The interpolation described in subclause 5.2.6 is performed to obtain 4 interpolated LSP vectors (corresponding

to 4 subframes). For each subframe, the interpolated LSP vector is converted to LP filter coefficientegamsiich
is used for synthesizing the reconstructed speech in the subframe.

The following steps are repeated for each subframe:

1) Decoding of the adaptive codebook vectoithe received pitch index (adaptive codebook index) is used to find
the integer and fractional parts of the pitch lag. The adaptive codebook Véﬂ)ors found by interpolating the

past excitatioru( n) (at the pitch delay) using the FIR filter described in subclause 5.6.

2) Decoding of the innovative codebook vectorThe received algebraic codebook index is used to extract the
positions and amplitudes (signs) of the excitation pulses and to find the algebraic cod@@l@):tdf the integer
part of the pitch lag], is less than the subframe size 40, the pitch sharpening procedure is applied which
translates into modifyingc(n) by c(n) = c(r)+B<£ n- 'D where 3 is the decoded pitch gairljp,
bounded by [0.0,1.0] or [0.0,0.8], depending on mode.

3) Decoding of the adaptive and fixed codebook gainfn case of scalar quantization of the gains (12.2 kbit/s and
7.95 kbit/s modes) the received indices are used to readily find the quantified adaptive codebo@h gaimg

the quantified fixed codebook gain correction faclf)éc, from the corresponding quantization tables. In case of

vector quantization of the gains (all other modes), the received index gives both the quantified adaptive codebook
gain, @p, and the quantified fixed codebook gain correction facﬁac. The estimated fixed codebook gain

¢ is found as described in subclause 5.7. First, the predicted energy is found by:

4
E(=5%hRn) (66)
i=1

and then the mean innovation energy is found by:
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4)

5)

0q N-1
E, =10logH~ (J)D. (67)

EN j=0 E

The predicted gairg. is found by:
g, = 10004 E(n+E-E) | (68)
The quantified fixed codebook gain is given by:
dc = Vgee (69)

Smoothing of the fixed codebook gain (10.2, 6.70, 5.90, 5.15, 4.75 kbit/s mod&s)adaptive smoothing of
the fixed codebook gain is performed to avaithatural fluctuations in the energy contour. The smoothing is

based on a measure of the stationarity of the short-term spectrum@ndibain. The smoothing strength is
computed from this measure. An avera@edalue is computed for each framfdy:

q(n) = 0.84(n- 2+ 0160,(n). (70)

For each subfram®, a difference measure between the averaged vector and the quantized and interpolated
vector is computed by:

(1
g (n) - P ()
diff , = - : (71)
" Z % q(n)
wherej runs over the 10 LSPs. Furthermore, a smoothing fd¢toris computed by:
ke = min( Ky, max{0 diffy — Ky))/Ks ., 72)

where the constants are setfg = 0.4 and K, = 0.25. A hangover period of 40 subframes is used where the

K, -value is set 1.0 if theiff ;, has been above 0.65 for 10 consecutive frames. A value of 1.0 corresponds to
no smoothing. An averaged fixed codebook gain value is computed for each subframe by:

1 4
75, Z G(m-). (73)
The fixed codebook gain used for synthesis is now replaced by a smoothed value given by:

0c = 0. [k + gctﬁl— kn). (74)

Anti-sparseness processing (7.95, 6.70, 5.90, 5.15, 4.75 kbit/s modas):adaptive anti-sparseness post-

processing procedure is applied to the fixed codebook v@ém)rin order to reduce perceptual artifacts arising

from the sparseness of the algebraic fixed codebook vectors with only a few non-zero samples per subframe. The
anti-sparseness processing consists of circular convolution of the fixed codebook vector with an impulse
response. Three pre-stored impulse responses are used and a hHmpbér=0,1,2 is set to select one of

them. A value of 2 corresponds to no modification, a value of 1 corresponds to medium modification, while a
value of 0 corresponds to strong modification. The selection of the impulse response is performed adaptively
from the adaptive and fixed codebook gains. The following procedure is employed:
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6)

a(n)

if §, <0.6then

impNr=0;

else ifg, <0.9 then
impNr=1;

else
impNr =2

Detect onset by comparing the fixed codebook gain to the previous fixed codebook gain. If the current value is
more than twice the previous value an onset is detected.

If not onset andmMpPNr = 0, the median filtered value of the current and the previous 4 adaptive codebook
gains are computed. If this value is less than ENr = 0.

If not onset, thdmPNTr -value is restricted to increase by one step from the previous subframe.

If an onset is declared, thMNPNTr -value is increased by one if it is less than 2.

Computing the reconstructed speechThe excitation at the input of the synthesis filter is given by:
u(n) = g, N+ g €n. (75)

Before the speech synthesis, a post-processing of excitation elements is performed. This means that the total
excitation is modified by emphasizing the contribution of the adaptive codebook vector:

Lu(n) +0.25B3 ,v(n), @, > 0.5, 12.2kbit/'smode

= Eu(n) +0.563,v(n), §, >0.5, all othermodes (76)

% u(n) gp <05

Adaptive gain control (AGC) is used to compensate for the gain difference between the non-emphasized
excitation u(n) and emphasized excitatidﬁ(n) The gain scaling facton for the emphasized excitation is
computed by:

oS

n= <39 .o/’ gp > 05, (77)
0 Zn:Ou (n)
- 0, gp <05

The gain-scaled emphasized excitation sig?h’&ln) is given by:

0'(n) = &(nn. (78)

The reconstructed speech for the subframe of size 40 is given by:
10
sN=u(n-> 2%¢m ) nr0..39 (79)
i=1

where § are the interpolated LP filter coefficients.

7) Additional instability protection : An additional instability protection is implemented in the speech decoder which
is monitoring overflows in the synthesis filter. If an overflow has occurred in the synthesis part, the whole adaptive
codebook memoryy(n), n=—(143+ 11,...,39is scaled down by a factor of 4, and the synthesis filtering is

repeated using this down-scaled memory. l.e. in this case step 6) is repeated, except that the post-processing in (76) -
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(78) of the excitation signal is by-passed.The synthesized s;ﬁ(é\)hs then passed through an adaptive postfilter
which is described in the following clause.

6.2 Post-processing

6.2.1  Adaptive post-filtering (all modes)

The adaptive postfilter is the cascade of two filters: a formant postfilter, and a tilt compensation filter. The postfilter is
updated every subframe of 5 ms.

The formant postfilter is given by:

@)= A2

o\ (80)

- Azyq)

where A(Z) is the received quantified (and interpolated) LP inverse filter (LP analysis is not performed at the decoder),
and the factorg/, andyq control the amount of the formant post-filtering.

Finally, the filter H; (Z) compensates for the tilt in the formant postfiltdr; (Z) and is given by:

H,(2) =1- uz*? (81)

where U = . K is atilt factor, withk{ being the first reflection coefficient calculated on the truncateg € 22)
impulse responsdy; (n), of the filter A(dyn)/ :0( ;/yd). ki is given by:

(1) -t

=0 i) = jZohf(J)hf(J +). (82)

=

The post-filtering process is performed as follows. First, the synthesized ﬁ(e@cts inverse filtered through
A(dyn) to produce the residual signﬁ(n). The signalf(n) is filtered by the synthesis filték/ A(dyd ) . Finally,

the signal at the output of the synthesis fiﬂén&(z/yd) is passed to the tilt compensation filtlel; (Z) resulting in
the post-filtered speech signﬁ} (n) .

Adaptive gain control (AGC) is used to compensate for the gain difference between the synthesized speééhl)signal
and the post-filtered signzﬁf (n) . The gain scaling factoy ¢ for the present subframe is computed by:

(83)

The gain-scaled post-filtered sigrﬁ’l( n) is given by:
§'(n =Bs(nN5(1 (84)

where Bsc(n) is updated in sample-by-sample basis and given by:

ETSI



(GSM 06.90 version 7.1.0 Release 1998) 48 Draft ETSI EN 301 704 V7.1.0 (1999-07)

Bsc(M) =aB{n-1)+(1-0a)y s (85)

whered is a AGC factor with value of 0.9.

12.2, 10.2 kbit/s modes

The adaptive post-filtering factors are given fyg = 0.7, yq = 0.75 and

08, k{>0
Yy =0

0, otherwise. (68)

7.95, 7.40, 6.70, 5.90, 5.15, 4.75 kbit/s modes

The adaptive post-filtering factors are given by: = 0.55, y, = 0.7 and y, = 0.8.

6.2.2 High-pass filtering and up-scaling (all modes)

The high-pass filter serves as a precaution against undesired low frequency components. A filter cut-off frequency of 60
Hz is used, and the filter is given by

0.939819335 1879638622 + . 0939819335
1-1933105469" + 0935913083

H.(2 = (87)

Up-scaling consists of multiplying the post-filtered speech by a factor of 2 to compensate for the down-scaling by 2
which is applied to the input signal.

7 Detailed bit allocation of the adaptive multi-rate
codec

The detailed allocation of the bits in the adaptive multi-rate speech encoder is shown for each mode in table 9a-9h.
These tables show the order of the bits produced by the speech encoder. Note that the most significant bit (MSB) of each
codec parameter is always sent first
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Table 9a: Source encoder output parameters in order of occurrence and bit allocation within the
speech frame of 244 bits/20 ms, 12.2 kbit/s mode

Bits (MSB-LSB) Description
sl-s7 index of 1st LSF submatrix
s8 - s15 index of 2nd LSF submatrix
s16 - s23 index of 3rd LSF submatrix
s24 sign of 3rd LSF submatrix
s25 - 532 index of 4th LSF submatrix
s33 - s38 index of 5th LSF submatrix
subframe 1
s39 - s47 adaptive codebook index
s48 - s51 adaptive codebook gain
s52 sign information for 1st and 6th pulses
s53 - sb5 position of 1st pulse
s56 sign information for 2nd and 7th pulses
s57 - s59 position of 2nd pulse
s60 sign information for 3rd and 8th pulses
s61 - s63 position of 3rd pulse
s64 sign information for 4th and 9th pulses
s65 - s67 position of 4th pulse
s68 sign information for 5th and 10th pulses
s69 - s71 position of 5th pulse
s72 -s74 position of 6th pulse
s75 - s77 position of 7th pulse
s78 - s80 position of 8th pulse
s81 - s83 position of 9th pulse
s84 - s86 position of 10th pulse
s87 - s91 fixed codebook gain
subframe 2
s92 - s97 adaptive codebook index (relative)
s98 - s141 same description as s48 - s91
subframe 3
s142 - s194 [ same description as s39 - s91
subframe 4
5195 - s244 [ same description as s92 - s141
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Table 9b: Source encoder output parameters in order of occurrence and bit allocation within the
speech frame of 204 bits/20 ms, 10.2 kbit/s mode

Bits (MSB-LSB) Description
sl —s8 index of 1st LSF subvector
s9 - s17 index of 2nd LSF subvector
518 — 526 index of 3rd LSF subvector
subframe 1
s27 — s34 adaptive codebook index
s35 sign information for 1st and 5th pulses
s36 sign information for 2nd and 6th pulses
s37 sign information for 5th and 7th pulses
s38 sign information for 4th and 8th pulses
$39-s48 position for 1st, 2nd, and 5th pulses
s49-s58 position for 3rd, 6th, and 7th pulses
s$59-s65 position for 4th and 7th pulses
s66 —s72 codebook gains
subframe 2
s73—-s77 adaptive codebook index (relative)
s78 —s115 same description as s35 — s72
subframe 3
116 —s161 [ same description as s27 — s72
subframe 4
s162 — s204 [ same description as s73 —s115

Table 9c: Source encoder output parameters in order of occurrence and bit allocation within the
speech frame of 159 bits/20 ms, 7.95 kbit/s mode

Bits (MSB-LSB) Description
sl —s9 index of 1st LSF subvector
s10 - s18 index of 2nd LSF subvector
s19 — s27 index of 3rd LSF subvector
subframe 1
s28 — s35 adaptive codebook index
s36 —s38 position of 1st pulse
s39 —s41 position of 2nd pulse
s42 —s44 position of 3rd pulse
s45 — s48 position of 4th pulse
s49 sign information for 1st pulse
s50 sign information for 2nd pulse
s51 sign information for 3rd pulse
s52 sign information for 4th pulse
s53 — s56 adaptive codebook gain
s57 —s61 fixed codebook gain
subframe 2
s62 — s67 adaptive codebook index (relative)
s68 — s93 same description as s36 — s61
subframe 3
s94 — 5127 | same description as s28 — s61
subframe 4
5128 — s159 | same description as s62 — s93
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Table 9d: Source encoder output parameters in order of occurrence and bit allocation within the
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speech frame of 148 bits/20 ms, 7.40 kbit/s mode

Bits (MSB-LSB)

Description

sl —s8

index of 1st LSF subvector

s9 -s17

index of 2nd LSF subvector

s18 — s26

index of 3rd LSF subvector

subframe 1

s27 —s34

adaptive codebook index

s35 —s37

position of 1st pulse

s38 — s40

position of 2nd pulse

s41 - s43

position of 3rd pulse

s44 — s47

position of 4th pulse

s48

sign information for 1st pulse

s49

sign information for 2nd pulse

s50

sign information for 3rd pulse

sb1

sign information for 4th pulse

s52 — s58

codebook gains

subframe 2

s59 — s63

adaptive codebook index (relative)

s64 — s87

same description as s35 — s58

subframe 3

s88 —s119

same description as s27 — s58

subframe 4

s$120 — s148

same description as s59 — s87

Table 9e: Source encoder output parameters in order of occurrence and bit allocation within the

speech frame of 134 bits/20 ms, 6.70 kbit/s mode

Bits (MSB-LSB)

Description

sl —s8

index of 1st LSF subvector

s9 -s17

index of 2nd LSF subvector

s18 — s26

index of 3rd LSF subvector

subframe 1

s27 — s34

adaptive codebook index

s35 —s37

position of 1st pulse

s38 —s41

position of 2nd pulse

s42 — s45

position of 3rd pulse

s46

sign information for 1st pulse

s47

sign information for 2nd pulse

s48

sign information for 3rd pulse

s49 — sb5

codebook gains

subframe 2

s56 — s59

adaptive codebook index (relative)

s60 — s80

same description as s35 — s55

subframe 3

s81 — s109

same description as s27 — s55

subframe 4

s110 —s134

same description as s56 — s80
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Table 9f: Source encoder output parameters in order of occurrence and bit allocation within the
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speech frame of 118 bits/20 ms, 5.90 kbit/s mode

Bits (MSB-LSB)

Description

sl —s8

index of 1st LSF subvector

s9 -s17

index of 2nd LSF subvector

s18 — s26

index of 3rd LSF subvector

subframe 1

s27 —s34

adaptive codebook index

s35 — s38

position of 1st pulse

s39 —s43

position of 2nd pulse

s44

sign information for 1st pulse

s45

sign information for 2nd pulse

s46 — s51

codebook gains

subframe 2

s52 — sb5

adaptive codebook index (relative)

sb6 —s72

same description as s35 — s51

subframe 3

s73 —s97

same description as s27 — s51

subframe 4

s98 —s118

same description as s52 — s72

Table 99: Source encoder output parameters in order of occurrence and bit allocation within the

speech frame of 103 bits/20 ms, 5.15 kbit/s mode

Bits (MSB-LSB)

Description

sl —s8

index of 1st LSF subvector

s9 - s16

index of 2nd LSF subvector

s17 —s23

index of 3rd LSF subvector

subframe 1

s24 —s31

adaptive codebook index

s32

position subset

s33 -s35

position of 1st pulse

s36 — s38

position of 2nd pulse

s39

sign information for 1st pulse

s40

sign information for 2nd pulse

s41 — s46

codebook gains

subframe 2

s47 — s50

adaptive codebook index (relative)

sb1 — s65

same description as s32 — s46

subframe 3

s66 — s84

same description as s47 — s65

subframe 4

s85 —s103

same description as s47 — s65
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Table 9h: Source encoder output parameters in order of occurrence and bit allocation within the
speech frame of 95 hits/20 ms, 4.75 kbit/s mode

Bits (MSB-LSB) Description
sl —s8 index of 1st LSF subvector
s9 -sl16 index of 2nd LSF subvector
s17 —s23 index of 3rd LSF subvector
subframe 1
s24 —s31 adaptive codebook index
s32 position subset
s33 —s35 position of 1st pulse
s36 —s38 position of 2nd pulse
s39 sign information for 1st pulse
s40 sign information for 2nd pulse
s41 — s48 codebook gains
subframe 2
s49 — s52 adaptive codebook index (relative)
s53 —s61 same description as s32 — s40
subframe 3
s62 - s65 same description as s49 — s52
s66 — s82 same description as s32— s48
subframe 4
s83 — s95 | same description as s49 — s61
8 Homing sequences
8.1 Functional description

The adaptive multi-rate speech codec is described in a bit-exact arithmetic to allow for easy type approval as well as
general testing purposes of the adaptive multi-rate speech codec.

The response of the codec to a predefined input sequence can only be foreseen if the internal state variables of the codec
are in a predefined state at the beginning of the experiment. Therefore, the codec has to be put in a so called home state
before a bit-exact test can be performed. This is usually done by a reset (a procedure in which the internal state variables
of the codec are set to their defined initial values). The codec mode of the speech encoder and speech decoder shall be
set to the tested codec mode by external means at reset.

To allow a reset of the codec in remote locations, special homing frames have been defined for the encoder and the
decoder, thus enabling a codec homing by inband signalling.

The codec homing procedure is defined in such a way, that in either direction (encoder or decoder) the homing functions
are called after processing the homing frame that is input. The output corresponding to the first homing frame is
therefore dependent on the used codec mode and the codec state when receiving that frame and hence usually not
known. The response of the encoder to any further homing frame is by definition the corresponding decoder homing
frame for the used codec mode. The response of the decoder to any further homing frame is by definition the encoder
homing frame. This procedure allows homing of both, the encoder and decoder from either side, if a loop back
configuration is implemented, taking proper framing into account.

8.2 Definitions

Encoder homing frame: The encoder homing frame consists of 160 identical samples, each 13 bits long, with the least
significant bit set to "one" and all other bits set to "zero". When written to 16-bit words with left justification, the

samples have a value of 0008 hex. The speech decoder has to produce this frame as a response to the second and any
further decoder homing frame if at least two decoder homing frames were input to the decoder consecutively. The
encoder homing frame is identical for all codec modes.
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Decoder homing frame:There exist eight different decoder homing frames, which correspond to the eight AMR codec
modes. Using one of these codec modes, the corresponding decoder homing frame is the natural response of the speech
encoder to the second and any further encoder homing frame if at least two encoder homing frames were input to the
encoder consecutively. In GSM 06.73[6], for each decoder homing frame the parameter values are given.

8.3 Encoder homing

Whenever the adaptive multi-rate speech encoder receives at its input an encoder homing frame exactly aligned with its
internal speech frame segmentation, the following events take place:

Step 1: The speech encoder performs its normal operation including VAD and DTX and produces in
accordance with the used codec mode a speech parameter frame at its output which is in general
unknown. But if the speech encoder was in its home state at the beginning of that frame, then the
resulting speech parameter frame is identical to that decoder homing frame, which corresponds to
the used codec mode (this is the way how the decoder homing frames were constructed).

Step 2: After successful termination of that operation the speech encoder provokes the homing functions
for all sub-modules including VAD and DTX and sets all state variables into their home state. On
the reception of the next input frame, the speech encoder will start from its home state.

NOTE: Applying a sequence of N encoder homing frames will cause at least N-1 decoder homing frames at the
output of the speech encoder.

8.4 Decoder homing

Whenever the speech decoder receives at its input a decoder homing frame, which corresponds to the used codec mode,
then the following events take place:

Step 1: The speech decoder performs its normal operation and produces a speech frame at its output which
is in general unknown. But if the speech decoder was in its home state at the beginning of that
frame, then the resulting speech frame is replaced by the encoder homing frame. This would not
naturally be the case but is forced by this definition here.

Step 2: After successful termination of that operation the speech decoder provokes the homing functions
for all sub-modules including the comfort noise generator and sets all state variables into their
home state. On the reception of the next input frame, the speech decoder will start from its home
state.

NOTE 1: Applying a sequence of N decoder homing frames will cause at least N-1 encoder homing frames at the
output of the speech decoder.

NOTE 2: By definition (!) the first frame of each decoder test sequence must differ from the decoder homing frame
at least in one bit position within the parameters for LPC and first subframe. Therefore, if the decoder is in
its home state, it is sufficient to check only these parameters to detect a subsequent decoder homing frame.
This definition is made to support a delay-optimized implementation in the TRAU uplink direction.
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Figure 2: Simplified block diagram of the CELP synthesis model
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Figure 3: Simplified block diagram of the GSM adaptive multi-rate encoder
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Figure 4: Simplified block diagram of the GSM adaptive multi-rate decoder

ETSI



(GSM 06.90 version 7.1.0 Release 1998) 58 Draft ETSI EN 301 704 V7.1.0 (1999-07)

9

1)

2)
3)

4)
5)
6)
7
8)

9)

Bibliography

M.R. Schroeder and B.S. Atal, "Code-Excited Linear Prediction (CELP): High quality speech at very low bit
rates," in ProclCASSP'85pp. 937-940, 1985.

L.R. Rabiner and R.W. SchaefBigital processing of speech signaRrentice-Hall Int., 1978.

F. Itakura, "Line spectral representation of linear predictive coefficients of speech siginatnlist. Soc. Amer.
vol. 57, Supplement no. 1, S35, 1975.

F.K. Soong and B.H. Juang, "Line spectrum pair (LSP) and speech data compresBi@t., I6ASSP'84pp.
1.10.1-1.10.4.

K.K Paliwal and B.S. Atal, "Efficient vector quantization of LPC parameters at 24 bits/fridta&" , Trans.
Speech and Audio Processimpl. 1, no 1, pp. 3-14, 1993.

P. Kabal and R.P. Ramachandran, "The computation of line spectral frequencies using Chebyshev polynomials”,
IEEE Trans. on ASSRol. 34, no. 6, pp. 1419-1426, Dec. 1986.

K. Jarvinen, J. Vainio, P. Kapanen, T. Honkanen, P. Haavisto, R. Salami, C. Laflamme, and J.-P. Adoul, “GSM
enhanced full rate speech codec”Pioc. ICASSP’'9/pp. 771-774.

T. Honkanen, J. Vainio, K. Jarvinen, P. Haavisto, R. Salami, C. Laflamme, and J.-P. Adoul, “Enhanced full rate
speech codec for 1S-136 digital cellular systemRinc. ICASSP’9/pp. 731-734.

R. Hagen, E. Ekudden, B. Johansson, and W.B. Kleijn, “Removal of sparse-excitation artifacts in CELP”, in
Proc. ICASSP’98pp. I-145-1-148.

ETSI



(GSM 06.90 version 7.1.0 Release 1998) 59 Draft ETSI EN 301 704 V7.1.0 (1999-07)

Annex A (informative):
Document change history

[SMG | sPEC| CR [PH |[VERS|NEW_VE | SUBJECT
29 06.90 A00O1 R98 7.0.0 7.1.0 Introduction of codec homing procedure
29 06.90 'A002 R98 7.0.0 7.1.0 Description of instability protection in AMR

ETSI



(GSM 06.90 version 7.1.0 Release 1998) 60

Draft ETSI EN 301 704 V7.1.0 (1999-07)

History

Document history

V7.1.0

July 1999

One-step Approval Procedure

OAP 9952:

1999-07-28 to 1999-1

1-26

ETSI



	Intellectual Property Rights
	Foreword
	1 Scope
	2 References
	3 Definitions, symbols and abbreviations
	3.1 Definitions
	3.2 Symbols
	3.3 Abbreviations

	4 Outline description
	4.1 Functional description of audio parts
	4.2 Preparation of speech samples
	4.2.1 PCM format conversion

	4.3 Principles of the GSM adaptive multi-rate speech encoder
	4.4 Principles of the GSM adaptive multi-rate speech decoder
	4.5 Sequence and subjective importance of encoded parameters

	5 Functional description of the encoder
	5.1 Pre-processing (all modes)
	5.2 Linear prediction analysis and quantization
	5.2.1 Windowing and auto-correlation computation
	5.2.2 Levinson-Durbin algorithm (all modes)
	5.2.3 LP to LSP conversion (all modes)
	5.2.4 LSP to LP conversion (all modes)
	5.2.5 Quantization of the LSP coefficients
	5.2.6 Interpolation of the LSPs
	5.2.7 Monitoring resonance in the LPC spectrum (all modes)

	5.3 Open-loop pitch analysis
	5.4 Impulse response computation (all modes)
	5.5 Target signal computation (all modes)
	5.6 Adaptive codebook
	5.6.1 Adaptive codebook search
	5.6.2 Adaptive codebook gain control (all modes)

	5.7 Algebraic codebook
	5.7.1 Algebraic codebook structure
	5.7.2 Algebraic codebook search

	5.8 Quantization of the adaptive and fixed codebook gains
	5.8.1 Adaptive codebook gain limitation in quantization
	5.8.2 Quantization of codebook gains
	5.8.3 Update past quantized adaptive codebook gain buffer (all modes)

	5.9 Memory update (all modes)

	6 Functional description of the decoder
	6.1 Decoding and speech synthesis
	6.2 Post-processing
	6.2.1 Adaptive post-filtering (all modes)
	6.2.2 High-pass filtering and up-scaling (all modes)


	7 Detailed bit allocation of the adaptive multi-rate codec
	8 Homing sequences
	8.1 Functional description
	8.2 Definitions
	8.3 Encoder homing
	8.4 Decoder homing

	9 Bibliography
	Annex A (informative): Document change history
	History

