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Intellectual Property Rights

IPRs essential or potentially essential to the present document may have been declared to ETSI. The information
pertaining to these essential IPRs, if any, ispublicly available for ETSI member s and non-member s, and can be found
in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, |PRs notified to ETS in
respect of ETS standards’, which is available from the ETSI Secretariat. Latest updates are available on the ETS| Web
server (http://www.etsi.org/ipr).

Pursuant to the ETSI IPR Policy, no investigation, including IPR searches, has been carried out by ETSI. No guarantee
can be given asto the existence of other IPRs not referenced in ETSI SR 000 314 (or the updates on the ETSI Web
server) which are, or may be, or may become, essential to the present document.

Foreword

This European Standard (Telecommunications series) has been produced by ETSI Technical Committee
Telecommunications Management Network (TMN), and is now submitted for the Voting phase of the ETS| standards
Two-step Approval Procedure.

The present document is part 1 of a multi-part deliverable covering the management information model for the X-type
interface between Operations Systems (OSs) of a Virtual Path (VP)/Virtual Channel (V C) cross connected network, as
identified below:

Part 1: " Configuration management" ;
Part2:  "Alarm management”;
Part3:  "VP Performance management".

(V C Performance Management aspects are for further study).

Proposed national transposition dates

Date of latest announcement of this EN (doa): 3 months after ETSI publication
Date of latest publication of new National Standard

or endorsement of this EN (dop/e): 6 months after doa

Date of withdrawal of any conflicting National Standard (dow): 6 months after doa
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1 Scope

The present document addresses the requirements of network and service providers of Asynchronous Transfer Mode
(ATM) cross connected networks for establishing, maintaining and releasing Virtual Path (VP) and / or Virtual Channel
(VC) connections (generally denoted as 'V P/V C connections' in the present document), which span several
administrative ATM domains. These requirements are satisfied by the use of a standardized interface (the "X-interface")
between Operation Systems belonging to different network operators.

Readers of the present document should be made aware that the abbreviation 'PNO' is taken to mean Providing Network
Operator. In the previous version of the present document (and related documents), PNO was defined as Public
Network Operator. The change in definition has been provided to reflect the change in market conditions for provision
of interconnected telecommunications services. However, it is considered necessary to retain the abbreviation 'PNO'
becauseit is found in many of the managed object definitions used to specify the X-interface. It would be
disadvantageous to introduce major changes in these managed object definitions, which serve purely technical purposes
for management of interconnections only.

The present document contains a general overview describing the different management areas that will be covered in
the different X-interface ENs - configuration, alarm and performance - as well as the relationships between them.

The present document describes the configuration management area covering the following aspects:
- amanagement architecture that shows how the X-interface isto be used between service or network providers;

- the management services and functions needed to manage ATM connections, which span several administrative
domains. These management services and functions cover the requirements for the X- interface;

- the management information crossing the X-interface. This management information specification uses the
Guidelines for the Definition of Managed Objects GDMO formalism, described in ITU-T Recommendation
X.722 [4].

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present
document.

* References are either specific (identified by date of publication, edition number, version number, etc.) or
non-specific.

e For aspecific reference, subsequent revisions do not apply.
« For anon-specific reference, the latest version applies.

« A non-specific reference to an ETS shall also be taken to refer to later versions published as an EN with the same

number.

[1] ITU-T Recommendation M.3100: " Generic network information model”.

2] ITU-T Recommendation M.1400: "Designations for international networks".

[3] ITU-T Recommendation 1.751 (1996): "Asyncronous Transfer Mode Management Of The
Network Element View".

[4] ITU-T Recommendation X.722: "Guidelines for the definition of managed objects for ITU-T
applications'.

[5] ETSI EN 300 820-2: "Telecommunications Management Network (TMN); Asynchronous Transfer

Mode (ATM) management information model for the X interface between Operation Systems
(OSs) of aVirtual Path (VP)/Virtual Channel (VC) cross connected networks; Part 2: Alarm
management".
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[6] ITU-T Recommendation 1.630 (1999): "Integrated Services Digital Network, Maintenance
Principles: ATM Protection Switching" (Prepublished Recommendation).

[7] ITU-T Recommendation M.3010 (1996): "Principles for a Telecommuni cations management
network".

[8] ETSI EN 300 820-3: "Telecommunications Management Network (TMN); Asynchronous Transfer

Mode (ATM) management information model for the X interface between Operation Systems
(OSs) of aVirtual Path (VP)/Virtual Channel (VC) cross connected networks; Part 3: VP
Performance management”.

[9] ETSI ES 200 653 (V1.2.1): "Telecommunications Management Network (TMN); Network level
generic classlibrary”.

[10] ITU-T Recommendation X.721: "Information technology - Open Systems I nterconnection -
Structure of management information: Definition of management information".

[11] I SO/IEC 10165-2: "Information technology - Open Systems I nterconnection - Structure
of management information: Definition of management information ".

[12] ETSI ETS 300 469 (1997): "Broadband Integrated Services Digital Network (B-1SDN);
Asynchronous Transfer Mode (ATM); Management of the network element view [ITU-T
Recommendation |.751 (1996)]".

[13] ETSI EN 300 820-1 (V1.1.1): "Telecommunications Management Network (TMN); Management
information model for the X-type interface between Operation Systems (OSs) of a Virtual Path
(VP)/Virtual Channel (VC) cross connected network; Part 1: Configuration management aspects’.

[14] ITU-T Recommendation 1.356: "B-ISDN ATM Layer Cell Transfer Performance".

3 Definitions and abbreviations

3.1 Definitions

(Some definitions depend on the future acceptance of the " cascaded/mixed mode" as described in annex D. This
dependence is aready taken into account in these definitions).

For the purposes of the present document, the following terms and definitions apply:
A PNO: PNO where the Initiator starts reserving the end-to-end VP or VC connection

NOTE 1: If the termination point of the connection is at a User access point, thisis considered to be the A User
Access point. The A PNO can be the Initiating PNO, but thisis not always the case. It is the Consumer of
other PNO's parts of the VP/V C connection.

ATM Accesspoint: means by which a subnetwork offers external interfacesto other subnetworks
NOTE 2: It isassociated with an end point of an | PPL.

ATM Interconnection Gateway: ATM access point in one subnetwork, which is associated with an ATM access point
in another subnetwork for the purpose of topological interconnection

connection: "transport entity" which is capable of transferring information transparently between " connection points
(CP)II

NOTE 3: A "connection" defines the association between the " connection points* and the " connection points’
delimit the "connection".

ETSI



10 Final draft ETSI EN 300 820-1 V1.1.4 (2000-09)

consumer and provider roles of a PNO: with respect to a particular End-to-end connection, a Consumer PNO isa
PNO that has del egated the management of a subnetwork connection plus the outgoing link connection to another PNO
(being a Provider PNO)

NOTE 4: If, in future, the " cascaded/mixed" mode should be accepted (annex D) a PNO can have both roles at the
sametime, if it is providing part of the End-to-end connection (being a Provider), and at the same time
asks another PNO to provide a part of the End-to-end connection (being a Consumer).

end: point where a connection terminates and which is associated with an address
NOTE 5: The address should be specified in accordance with ITU-T Recommendation M.1400 [2].

end-to-end Connection: overall Connection which can be one of the following types: User-to-user VPC/ VCC,
Network-to-user VPC, User-to-network VPC or Network-to-network VPC)

NOTE 6: These types are defined in the remainder of this subclause.

NOTE 7: For agiven end-to-end connection, any PNO may act in any of thel, A, T or Z PNO roles according to
the interconnection requirements to provide the service.

EXAMPLE 1. Figures 2 and 3 provide some examples of end-to-end connections.

Inter PNO Physical Link (IPPL): represents a physical link that offers bidirectional transmission capabilities and
connects two subnetworks. Each InterPNOPhysicalLink is terminated by two ATM Access Points which are in charge
of emitting failures related to the link or to the access point itself. An IPPL can be realized by any transmission
capability (SDH, PDH etc.)

| PNO: initiating PNO. It isthe PNO requesting for a particular ATM end-to-end connection. It starts requesting in the
subnetwork of the A PNO and ends in the subnetwork of the Z PNO. It controls the end-to-end connection

link: "topological component” which describes the fixed relationship between a " sub-network" and another
"sub-network™ or "access group". It is defined by an access point on one sub-network, which is associated with an
access point on another subnetwork

link connection: link connection is supported by atrail in the server layer network. It is capable of transferring
information transparently across a link between two connection points or between a termination connection point and a
connection point in the case of alink connection at the boundary of alayer network

NOTE 8: Figures2 and 3 show how alink connection is a part of an end-to-end connection.

networ k-to-network VPC: VP "transport entity" formed by the series of "connections" between "termination CPs',
starting at an ATM Interconnection Gateway and ending at an ATM Interconnection Gateway. This involvesthe ATM
resources of more than one PNO. The Network-to-network connections that are relevant to the X Interface are of the VP

type
(Figure 2 shows how a Network-to-network connection is build up by a series of other connections)

networ k-to-user VPC: VP "transport entity" formed by the series of "connections" between "termination CPs', starting
at an ATM Interconnection Gateway and ending at the Z User Accesspoint in the network of the Z PNO. Thisinvolves
the ATM resources of more than one PNO. The Network-to-user connections that are relevant to the X Interface are of
the VP type

PNO: providing Network Operator. An operator able to provide network resources to customers

pnoVcSubnetwork: topological component used to effect routing and management of ATM cells. It describes the
potential for setting up "ATM-V C connections" across the subnetwork. The pnoV cSubnetworks are delineated by ATM
AccessPoints and interconnected by "inter-PNO Physical links'

NOTE 9: A pnoVcSubnetwork can be partitioned into interconnected " sub-networks" and "links', but this
partitioning is not shown over X Interface. In the context of the present document, one pnoV cSubnetwork
represents an ATM network belonging to one PNO.

pnoVpSubnetwork: topological component used to effect routing and management of ATM cells. It describes the
potential for setting up "ATM-VP connections' across the subnetwork. The pnoV pSubnetworks are delineated by ATM
AccessPoints and interconnected by "inter-PNO Physical links'
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NOTE 10: A pnoV pSubnetwork can be partitioned into interconnected " sub-networks" and "links", but this
partitioning is not shown over Xinterface. In the context of the present document, one pnoV pSubnetwork
represents an ATM network belonging to one PNO.

sub-network: "topological component" used to effect routing and management. It describes the potential for
"sub-network connections” across the "sub-network". It can be partitioned into interconnected " sub-networks" and
"links". Each "sub-network" in turn can be partitioned into smaller "sub-networks' and "links" and so on. A
"sub-network" may be contained within one physical node. In the present document this partition is not used

sub-networ k connection: subnetwork connection is capable of transferring information transparently across a
subnetwork. It is delimited by connection termination points at the boundary of the subnetwork and represents the
associ ation between these connection points. It can be a VP or aVC connection

subnetwork view: subtree of the X-interface tree. A subnetwork view belongs to a particular PNO: The PNO at the
root of the subtree.

T PNO: transit PNO. ThisisaPNO using its own subnetwork to perform its required transit part of VP connection. It
has a provider role and corresponds to aleaf in the X-interface tree, not being the Z side. In the " cascaded/mixed
approach" case it can be both a Provider (where it acts as a Transit operator) and a Consumer (whereiit virtually acts as
an Initiating operator)

trail: defined in ES 200 653 [9]
user: consumer of the ATM interconnection, provided by the end-to-end connection

user-to-network VPC: "transport entity" formed by the series of "connections' between "termination CPs", starting at
the A User Accesspoint in the network of the A PNO and ending at an ATM Interconnection Gateway. Thisinvolves
the ATM resources of more than one PNO. The User-to-network connections that are relevant to the X Interface are of
the VP type

NOTE 11:Figure 2 shows how a User-to-network connection is build up by a series of other connections.

User-to-user VPC / VCC: "transport entity" formed by the series of "connections' between "termination CPs", starting
at the A User Accesspoint in the network of the A PNO and ending at the Z User Accesspoint in the network of the Z
PNO. Thisinvolvesthe ATM resources of more than one PNO. The User-to-user connections that are relevant to the

X Interface can be of the VP type or the VVC type

EXAMPLE 2:  Figures 2 and 3 show examples of User-to-user connections.

X-interface tree: with respect to a particular VPC, X-interface relations exist between each Provider PNO and their
Consumer PNO. Because each Provider has exactly one Consumer, the X -interface relations between all PNOs involved
in the management of a particular VPC form atree, the X-interface relation tree

NOTE 12:For the cascaded/mixed mode there can be several possible X-interface relation trees; the actual treeis
formed at VPC setup. The root of the tree isthe Initiating PNO; it uses (via X-interface controls) the
PNOs (often Transit PNOs), to which it is connected in the tree via its branches. The most right leaf of the
tree isthe Z PNO. Figure 2 shows an example of an X-interface tree for the star mode with the A PNO
being the Initiator.

Z

Figure 1: Example of a X-interface tree with the Initiating PNO being the A PNO

Z PNO: PNO where the Initiator ends reserving the end-to-end connection

NOTE 13:1f the termination point of the connectionis at a User accesspoint, thisis considered to be the Z User
Accesspoint. In this case, thel PNO viewsthe Z PNO as a PNO whose subnet is connected to the Z User.
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(Note that for User-to-user Connections the VP Link connections that are part of it are not visible across the
X-Interface. The Link Connections that terminate the "network side" of an end-to-end Connection are visible over the
X-Interface)

EXAMPLE 3:  Thefollowing figures 2 and 3 show examples of possible end-to-end connections.
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VPUUC
< >
VPLC VPLC
&0 SJOo—C1< oSl
PNO#1 PNO#2
(VPSC) (VPSC) (VPSC)

VPUUC: VP User to user Connection

VPUNC

PNO#1 PNO#2 PNO#3

(VPSC) (VPSC) (VPLC)

VPUNC: VP User to network Connection

VPNNC

PNO#1 PNO#2 PNO#3

(VPLC) (VPSC) (VPLC)
VPNNC: VP Network to network Connection

VPSC: VP Sub Network Connection UD: User Domain
(not visible across the X-Interface)

VPLC: VP Link Connection . .
©—0 : Connection points

------------------ . Not visible across the X-Interface

——: Visible across the X-Interface

Figure 2: Examples of Functional architectures of VPCs provided by three PNOs
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VCUUC
< >
VPLC
PNO#1 PNO#2
(VCSC) (VCSC)
VCUUC: VC User to user Connection

VCSC: VC Sub Network Connection UD: User Domain
(not visible across the X-Interface)

VPLC: VP Link Connection
G—0 : Connection points

------------------ . Not visible across the X-Interface
——: Visible across the X-Interface

Figure 3: Examples of Functional architectures of a VCC provided by three PNOs

3.2 Abbreviations

For the purposes of the present document, the following abbreviations apply:

ASN.1 Abstract Syntax Notation One

ATM Asynchronous Transfer Mode

ATM CP ATM Connectivity Provider

BM Business Management

CMIP Common Management Information Protocol
CMISE Common Management Information Service Element
CP Connection Point

CTP Connection Termination Point

EM Element Management

GCL Generic Classes Library

GDMO Guidelines for the Definition of Managed Objects
| PPL Inter PNO Physical Link

MF Management Function

MS Management Service

MSC Management Service Component

NE Network Element

NEF Network Element Function

NGC Network Generic Class Library

NM Network Management

NMC Network Management Centre

NMS Network Management System

oS Operations System

OSF Operations System Function

0SS Operations Support System

PNO Providing Network Operator

QoS Quiality of Service

SM Service Management

T PNO Transit PNO

TMN Telecommuni cations Management Network
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TP Termination Point
VvVC Virtua Channel
VCC Virtua Channel Connection
VCUUC Virtual Channel User-to-user Connection
VP Virtual Path
VPC Virtual Path Connection
VPLC Virtual Path Link Connection
VPNC Virtual Path Network Connection
VPNNC Virtua Path Network to network Connection
VPNUC Virtua Path Network to user Connection
VPSC Virtua Path Subnetwork Connection
VPUNC Virtua Path User to network Connection
VPUUC Virtual Path User to user connection

4 Management architecture

This clause describes the functional architecture for the X-interface for ATM cross connected networks. It provides an
informative overview of the use of the X-interface and is therefore not normative. (Some definitions partially depend on
the future acceptance of the " cascaded/mixed mode" as described in annex D. This dependence is already taken into
account.)

Three concepts underpin the functional architecture for the X-interface:

- the X-interface connects two management systems, for the purpose of exchanging service level and/or network
level requests with each other;

- consumer/Provider roles (also reflected by Manager / Agent);

- thefuture use of Star or Cascaded organizational models for communication, or a mixture of both. The choice of
the organizational model will be determined by agreements between the PNOs involved in the X-interface.

These concepts are elaborated in the following subclauses.

4.1 X-interface at the Service Management level

In order to clarify the position of the X-interface within the layered management architecture outlined in ITU-T
Recommendation M.3010 [7], the following definitions are adopted within the present document:

- the Network Management (NM) level is concerned with connections within the network. This means the control
of topological information (subnetworks and the links between subnetworks), and subnetwork connections;

- the Service Management (SM) level is concerned with the overall connection and its associated Quality of
Service (Q0S).

Since PNOs can request other network operators to deliver a connection with a certain QoS, over the X-interface,
without having view of and control over the topology within the individual subnetworks, this interface can be
considered at the SM level. However, some functionalities described in the present document are allocated to the NM
level, such as the management of topological information of the physical links between the subnetworks.
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4.2 Consumer/Provider

The functional architecture for the X-interface for ATM Cross Connected networks is characterized by
Consumer/Provider roles: each PNO in a VP Network connection is a Provider of a part of that connection. However, if
the " cascaded/mixed mode" will be accepted, some PNOs might also have a Consumer role, since they use parts of
other PNO's networks to provide their part of the connection. Thisisillustrated in figure 4.

PNO#1
Initiating
PNO
X X
PNO#2 PNO#4
Role Role
TRANSIT 7
PNO PNO
onsumnme onsume
X X
PNO#3
Provi der
PNO

pno#LN (7 PNO#2 N/ PNO#3 N\, PNO#A ™/ PNO#SY

N

uuc uuc

PNO = Network Operator
UUC = VP / VC User-to-user Connection

Figure 4: Consumer/provider roles over an X-interface for a specific connection
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4.3 Organizational model

This subclause describes the organizational model, which will be used in establishing X-interface relationships between
PNOs. It isshown in figure 5.

Act ual connection X-interface relation tree
PNO#1
AN
#2 #3 #4

star

O net work of one PNO

""""""""""" Actual VP/VC User to user connection
O border of responsibility
according to the X-interface tree

Figure 5: Organizational model

In the Star organization as exemplified in the figure above, PNO#1 uses the X-interface relation with all the PNOs
involved. This means that PNO#1 has full responsibility for the entire connection and al the other PNOs are only
responsible for their own network towards PNO#1.

The Consumer/Provider roles, introduced in subclause 4.2, are reflected by the X-interface tree: in the Star example
above, PNO#1 has a Consumer role, whereas PNO#2, #3 and #4 have a Provider role.

4.4 Responsibility of PNOs regarding a VP connection

4.4.1 Basic VP connection responsibility rules

This subclause denotes which responsibility is required from each PNO involved in the management of a particular
VP/VC connection. The following rules apply:

Rulel A PNO isresponsible for the management of a particular VPC within its own PNO Subnetwork (if
not being the I nitiating PNO, who is responsible towards the connection customer).

Rule2 Besides the responsibility in rule 1, a PNO is also responsible for the ATM Connection over the
physical connection from its PNO Subnetwork to the next PNO Subnetwork on the route of aVPC
(seen from the #1 network towards the #2 network).

Subclause 4.4.2 provides examples of the application of the responsibility rules with respect to the management of
connection failures
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4.4.2 Examples of application of the responsibility rules

The responsibility rules described in subclause 4.4.1 areillustrated by the following scenario description. The scenario
starts with the existence of a particular end-to-end V PC between PNOs #1 and #3 via#2 and a particular X-interface
relation tree. The scenario describes the occurrence of two cases of failures that need management action; each of them
is described as one case of the scenario description. The two cases are an example of part of the life cycle of this
particular VPC and take place in sequence. The scenario descriptionisillustrated in figures 6 through 7.

PNO#1

PNO#2 PNO#3

Figure 6: Case 1 of example scenario

Casel

A fault has occurred in the VPC within the PNO subnetwork of PNO#2. PNO#2 reports to its Consumer PNO (PNO#1)
about the failure and indicates that the failure is recoverable. PNO#2 startsitsinternal reconfiguration process. After
reconfiguration has been successfully completed, PNO#2 reports this to its Consumer.

PNO#1

PNO#1 PNO#2 @D/\/ PNO#3 PNO#2 PNO#3

Figure 7: Case 2 of example scenario
Case?2

A fault has occurred in the inter-PNO VP link between PNO#2 and PNO#3. Since this is the outgoing inter-PNO VP
link of the PNO subnetwork of PNO#2, PNO#2 is responsible for reporting this failure to its Consumer PNO (PNO#1).
PNO#2 reports the failure to PNO#1 and indicates that it can recover the failure. PNO#2 performs recovery actions on
the faulty inter-PNO VP link and notifiesits Consumer about this and about the Id of the new physical link in the
connection.

Detailed use of VP/V C protection for the management of VP/VC failuresis provided in annex C.
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5

Void

6

Configuration Management and Resilience
Requirements

(Theterm 'VP/VC'isto beread as'Virtual Path (VP) or Virtual Channel (V C) connection' in the present document).

Thefoll

owing requirements apply for the configuration management functionality and VP/V C resilience in association

with use of the X-interface for management of ATM cross-connected networks:

1

10.

11.

It should be possible to set up the following types of Connections:
User-to-user VPC and VCC;
User-to-network VPC;
Network-to-user VPC,;
Network-to-network VPC.
The network side of an end-to-end connection should terminate at an ATM Interconnection Gateway.

All transactions should be subject to bi-laterally agreed security processes. A minimum requirement is for
'Access Control', - Refer to annex B for further information.

In order to achieve unambiguous identification of entities that are manageable, it is necessary to assign unique
names.

The X-interface is concerned with the management of the VP and VC Bearer Services.

The X-interface for a given PNO may assume either the provider or the consumer role, dependent on the
connection.

Message transfer should be accomplished in near real time.

"Real time" is taken to mean "fast enough to be able to control the process'. Over the X interface, the delays
are often expected to be too large to really be able to control the process. But "Near real time'Seemsto be a
satisfactory expression if it means "as fast as possible in order to achieve as much process control as
possible".

Management of X-interface alarms should be undertaken in accordance with the specification defined in [5].
Operators are responsible for ensuring that deadlock situations across the X -interface are avoided.

The request for aVP/V C Connection which involves athird party PNO that is not providing any of the
resources associated with the network connection should be possible. However, a PNO may choose to decline
to provide resources for such a connection if no service level agreement has been established between it and the
requesting PNO.

It should be possible to include in the VP/V C setup requests:
Quiality of Service;

Interconnection Service (A PNO Originating connection, T PNO Transit Connection, Z PNO Terminating
Connection);

Traffic description;
Group ldentification (i.e. grouping connections according to initiator-defined criteria);
Connection Reference;

ATM VPC/ VCC resilience type;
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Performance monitoring reporting.
It should be possible to set up the end-to-end connection via a preferred route.

It should be possible to verify whether the delivered path conforms to the setup request. This also provides
tracing of aroute of a connection.

Data representing the physical and logica resources comprising the subnetwork connection points will need to
be maintained. An example of aphysical resource is the physical link. Part of the data representing it isthe
physical link identifier and the allowed bandwidth. An example of alogical resourceisa VP and the data
representing it isthe VPI.

Both on-request and scheduled path configuration processes (reservation, cancellation, activation, deactivation)
should be supported by the X-interface. Scheduled connection state changes will be required in cases when
multiple connections have to be brought into service in a predetermined sequence.

Schedule modification (including activation/deactivation schedules) should be supported.

Cell rate modification on an active connection should be supported: It should be possible to modify the datarate
on an established active connection without the need to deactivate the connection.

Grouping of subnetwork connections and link connections in accordance with user defined criteria. end-to-end
Connections may need to be grouped according to criteria other than their end points (A/Z user access points or
I nterconnection Gateways). For example, initiators may want to refer to a mixed group of VP connectionsas a
single unit.

It should be possible to set up anew connection that takes the same route as an existing connection group or
connection.

Cancellation, activation and deactivation operations may be performed on groups of VP or VC connections.

ATM VP resilience requirements

A PNO playing the Initiator role should be able to choose between 4 different ways of protecting a User to user VP/VC
connection, depending on the way the protection is performed. These are:

Intra-Subnetwork Protection Switching;
Intra Subnetwork Recovery;
A-to-Z Fast Re-routing;

VP Reconfiguration.

It should be possible to apply these four methods of VP/V C protection independently or in combination.

Detailed descriptions of these processes are provided in annex C.
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7 Management services

7.1 Management services

For the Configuration Management area, the following Management Service (MS) isidentified:
- VP/IVC Service Provisioning - Consists of the provisioning of end-to-end VP/V C Connections.
The VP/VC Service Provisioning MSis decomposed into six Management Service Components (MSCs):
- Establish MSC - It allows the reservation and activation of aVPC/VCC.
- Release MSC - It allows the cancellation of areservation or the deactivation of a VPC/VCC.

- Madification MSC - It allows the modification of the characteristics of a VPC/V CC, during reservation time,
e.g. the cell rate.

- Reconfiguration MSC - It allows the reconfiguration of the whole or a part of a VPC/VCC, when an
unrecoverable failure is detected.

- Continuity Check MSC - It allows a Continuity Check over aVVPC/VCC.

- Resilience MSC - It allows the protection of the User-to-user VP/VC connection, or of apart (VPSC: VP
Subnetwork connection, VCSC: VC Subnetwork connection) of it.

7.2 Management Service Components (MSC)

7.2.1 Establish MSC
Summary Description

Establishing a User-to-user VP/VC (VPUUC/VCUUC): PNO, having received arequest for aVP/V C Connection,
shall perform a check (Destination User Checking-request) with the Z PNO to ensure that the Z side wishesto accept
the requested connection. If the response to this check (Destination User Checking-response) is positive, then another
check is made with the Z sideto seeif there is sufficient cell rate available on at least one incoming link to the Z PNO
(Check Available Cell Rate request). If the response to the check (Check Available Cell Rate -response) is positive,
then possible paths will be found between the A and Z subnetworks, using the topology information. Both of these
procedures are optional, in the sense that the Initiating PNO is not obliged to perform them in order to establisha VP
Connection.

(A Check Available Cell Rate request may also be made with atransit PNO).

The topology information that describes the inter-PNO links has been made available by the other PNOs, either because
they sent it (Topology Info Changes) or because it was read from their MIBs.

Once a path has been selected, each PNO involved in the connection is serially requested to perform areservation
(Reserve VP/VC Subnetwork Connection-regquest) between a specified input link and a specified adjacent subnetwork.
The PNO responds (Reserve VP/V C Subnetwork Connection-response) with the result of this reservation request.

If all PNOsinvolved in the connection return positive results then the connection can be activated in accordance with
the scheduled time specified in the reservation.

If for any reason, a given PNO Subnetwork does not activate the VP/V C Connection in accordance with the schedule,
the Initiating PNO shall issue an activation request (Activate VP/V C Subnetwork Connection-reguest) to this PNO.
This one shall then respond (Activate VP/V C Subnetwork Connection-response) with the result of the activation.
However, this does not guarantee that the connection is operational.

If areservation or activation request fails, then each PNO which has already reserved or activated the connection needs
to be told to release their resource allocation for this VP/VV C Connection (Release VP/V C Subnetwork
Connection-request).
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As abackground task the topology of the network is being tracked, and any changes to either PNO Subnetworks or
inter-PNO physical links are sent out to all PNOs (Topology Info Changes).

Performance Monitoring and network-resilience for VPs and V Cs can be included as options in the reservation-request.
(Reserve Vp Enhanced Subnetwork Connection resp. Reserve V¢ Subnetwork Connection). Resilience and performance
are described in the Resilience MSC and EN 300 820-3 [8] (Performance Management) respectively. The function
Reserve VP Subnetwork Connection is maintained for compatibility purposes.

Establishing a Network-to-user VP (VPNUC): The end-to-end connection setup is simular to the VPUUC setup,
apart from the first part of the connection. The "network side" of this end-to-end connection originates at an ATM
Interconnection Gateway and is reserved with alink connection (reserve VP Link Connection-request). The responsible
PNO responds (Reserve VP Link Connection-response) with the result of this reservation request. It is not possible to
include the Performance and Resilience options in the this request. The rest of the end-to-end connection is reserved by
using Reserve VP Subnetwork Connection requests.

Establishing a User-to-network VP (VPUNC): The end-to-end connection setup is simular to the VPUUC setup,
apart from the last part of the connection. The "network side" of this end-to-end connection terminates at an ATM
Interconnection Gateway and is reserved with alink connection (reserve VP Link Connection-request). The responsible
PNO responds (Reserve VP Link Connection-response) with the result of this reservation request. It is not possible to
include the Performance and Resilience options in the this request. Contrary to the VPUUC-case, a Destination User
Checking is not possible.

The other parts of the end-to-end connection are reserved by using Reserve VP Subnetwork Connection requests.

Establishing a Network-to-network VP (VPNNC): The end-to-end connection setup is simular to the VPUUC setup,
apart from the first and last part of the connection. They terminate at ATM Interconnection Gateways and are reserved
with VP link connections (reserve VP Link Connection-request). The responsible PNO responds (Reserve VP Link
Connection-response) with the result of this reservation request. It is not possible to include the Performance and
Resilience optionsin the request. Contrary to the VPUUC-case, a Destination User Checking is not possible.

The remaining parts of this type of end-to-end connection are reserved by using Reserve VP Subnetwork Connection
requests.

Simular to the Subnetwork Connection case, a VP Link Connection Reservation can be terminated with a Release VP
Link Connection-request. It can be activated with a Activate VP Link Connection-request which has an Activate VP
Link Connection-response. However, this does not guarantee that the connection is operational.

List of Functions:
- Desdtination User Checking (Optional);
- Check Available Cell Rate (Optional);
- Reserve VC Subnetwork Connection;
- Reserve VP Subnetwork Connection;

- Reserve Enhanced Vp Subnetwork Connection (The VP Subnetwork Connection function with Performance and
Resilience optionsincluded);

- Reserve VP Link Connection;

- Activate VC Subnetwork Connection;
- Activate VP Subnetwork Connection;
- Activate VP Link Connection;

- Release VC Subnetwork Connection;
- Release VP Subnetwork Connection;
- Release VP Link Connection;

- Topology Info Changes (Thisis abackground function that will provide network topology and status
information to be used during the establishment process).
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7.2.2 Release MSC

Summary Description

A VP/VC connection can be released for several reasons including expiry of the duration, a service layer request or due
to reconfiguration.

There are two parts to the release of a VP/V C connection: deactivation of the VP/V C connection without ending the
reservation, e.g. for a scheduled release of a connection (Deactivate VP/V C Subnetwork Connection/Deactivate VP
Link Connection), and an unscheduled termination of a reservation with release of the resources (Release VP/VC
Subnetwork Connection/ Release VP Link Connection).

Normally, the deactivation is made automatically in accordance with the schedule of the reservation. An explicit
deactivation of the VP/V C Connection by the Initiating PNO has to be made in the following circumstances:

- failure of a PNO Subnetwork to deactivate a VP/VC Subnetwork Connection;
- rerouting of a VP/V C end-to-end connection.

The release of the reservation is made by the Initiating PNO by means of issuing a request - Release VP/VC Subnetwork
Connection-request / Release VP Link Connection-request - to the other PNOs involved in the connection to release
their portion of the appropriate connection and the PNOs will each respond (Release VP/VC Subnetwor
Connection-response/ Release VP Link Connection-response) indicating the result of the requested release. Thisrelease
of the reservation isrequired if, in setting up a End-to-end connection,a reservation or activation fails at a certain PNO.

A release request can also be received while a connection is active; it should then be released using established and
agreed processes.

When aZ PNO hasto release a subnetwork connection within its subnetwork the Initiating PNO will be notified (cancel
VP/\V/C Subnetwork Connection Notification). The Initiating PNO then can rel ease the connection or reconfigure it.

The same appliesto a Link Connection (cancel VP Link Connection Notification)

If theinitiating PNO does not release the connection the Z PNO can take responsibility for releasing it and send a delete
Notification to the initiating PNO.

List of Functions:
- Deactivate VC Subnetwork Connection;
- Deactivate VP Subnetwork Connection;
- Deactivate VP Link Connection;
- Cancel VC Subnetwork Connection (Notification);
- Cancel VP Subnetwork Connection (Notification);
- Cancel VP Link Connection (Notification);
- Release VC Subnetwork Connection;
- Release VP Subnetwork Connection;

- Release VP Link Connection.

7.2.3 Modification MSC

Summary Description

Modification is alowed during the reservation time (interval between the VP/V C Connection Reservation creation and
deletion) of aVP/VC connection. Changes are possible for the scheduling and for the cell rate of a connection. The path
may not be changed while altering the connection.
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To perform the Modification of a VPC/VCC, the Initiating PNO requests each PNO involved in providing the End-to-
end connection to perform a change reservation (Change Reservation-request), by reserving the new values of the
parameters, without cancelling the old ones for its own subnetwork connection. Each PNO responds with the result of
this change reservation request (Change Reservation-response). During this time, the reservation is still determined by
the old parameter-values.

If any change reservation request fails, then each PNO which has already reserved the changes needs to betold to
cancel the altered resource allocation for this VP/V C connection, and to keep the existing one (Cancel Change-request).

If all PNOsinvolved in the connection return positive results, then the modified connection can be activated by sending
an Activate Change-request to each PNO, each of which will then respond with the result of the activation (Activate
Change-response).

If any activate change request fails, then the reservation has to be terminated at each involved PNO by the Initiating
PNO (Release VP Subnetwork Connection-request for a'VpSubnetwork connection, Release V C Subnetwork
Connection-request for a VVcSubnetwork Connection and Release VP Link Connection-request for a

V pLinkConnection).

List of Functions:

- Change Reservation;

Cancel Change;

- Activate Change;

- Release VC Subnetwork Connection;
- Release VP Subnetwork Connection;

- Release VP Link Connection.

7.2.4 Reconfiguration MSC

Summary Description

Reconfiguration viathe X-interface shall be done by the Initiating PNO (I-PNO), after an unrecoverable failurein a
VP/VC subnetwork which is supporting part of aVP/VC End-to-end connection.

Reconfiguration in this case means Rerouting, which is the establishment of areplacement connection by the NMS
function.

For reconfiguring a VVP/V C connection, it will be necessary to find a route around the faulty subnetwork or link
supporting the current VP/V C End-to-end connection.

Reconfiguration at the Intiating PNO level consists of Cancelling the Reservation and making a new Establishment
using the old parameters. The reconfiguration process can occur at any time.

If theinter PNO management of the VP/V C connection is organized using the star approach, reconfiguration of a
VP/VC connection boils down to deactivating and cancelling the appropriate VP/V C subnetwork connections
(Deactivate VP/V C Subnetwork Connection and Release VP/V C Subnetwork Connection) and/or VP Link Connections
(Deactivate VP Link Connection and Release VP Link Connection), followed by reserving and activating new ones
(Reserve Enhanced VP Subnetwork Connection, Reserve V C Subnetwork Connection and Activate VP/V C Subnetwork
Connection) resp. (Reserve VP Link Connection and Activate VP Link Connection). The reconfiguration processis
controlled by the I-PNO. Further details can be found in the Establish and Release M SC description.

List of Functions:

- The Establish and Release MSC functions.

7.2.5 Continuity Check MSC

Implementation of theContinuity Check is optional: the initiating PNO can only use the Continuity Check functions
with PNOs that are able to support it and allow its usage.
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Asdescribed in ITU-T Recommendation 1.751 [3], the | PNO can delimit part of an End-to-end Connection by applying
monitoring objects. Such adelimited part is called segment. A segment istypically in the domain of one PNO; however,
it could be extended beyond the control of one PNO by mutual agreement.

NOTE 1: If aPNO does not support Continuity Check functionality, but the PNO's at the extremity of the segment
support it, the initiating PNO can use CC functions with the PNO's at the extremity of the segment.

Summary Description

Theinitiating PNO of a vpConnection (vcConnection) can initiate (and stop) a Continuity Check over a vpConnection
(vcConnection) segment.

The Continuity Check may involve one or more PNOs, if all PNOs involved support this by mutual agreement.

The Initiating PNO requests to all the PNOsinvolved in the vpConnection segment to stop the use of the F4 flow over
their managed VP Subnetwork Connection (stopF4Flow-request).

(For aVVC Connection, the Initiating PNO requeststo all the PNOs involved in the vcConnection segment to stop the
use of the F5 flow over their managed VC Subnetwork Connection) (stopF5Fow-request).

Then the Initiating PNO reguests the creation of the pnoBidirectional ContinuityMonitor for the Continuity Check to the
extremity PNOs of the segment (Create bidirectional ContinuityMonitor for Continuity Check-request). The addressed
PNOs respond with positive or negative acknowledgement.

In case of positive response, the Initiating PNO requests the activation of the Source function to the extremity PNOs of
the segment (Activate bidirectional ContinuityMonitor Source for Continuity Check-request).

NOTE 2: The Sink function is activated at the bidirectional ContinuityMonitor creation.
When both extremities Sink and Source are activated, the Continuity Check is performed.

When the Continuity Check has to be stopped, the Initiating PNO first asks for the Source deactivation to the extremity
PNO of the segment (Deactivate bidirectional ContinuityMonitor Source for Continuity Check-request). Then it asks for
the bidirectional ContinuityMonitor deletion to the extremity PNOs of the segment (Delete

bidirectional ContinuityMonitor-request).

At the end of the Continuity Check, the Initiating PNO allows the use of the F4 flow (allowF4Flow-request) over their
managed VP Subnetwork Connection for all the PNOs involved in the vpConnection segment.

For a vcConnection segment, the Initiating PNO allows the use of the F5 flow (allowF5FIow-request) over their
managed V C Subnetwork Connection for all the PNOs involved in the vcConnection segment.

During the Continuity Check, if the extremity Sink detects alossOfContinuity, the concerned PNO sends an indication
to the Initiating PNO (Report of Continuity Check).

Operational State Changes on Bidirectional Continuity Monitor are notified to the Initiating PNO to inform it that the
Continuity Check can't be performed.

List of Functions:
- Create Bidirectiona Continuity Monitor for Continuity Check;
- Activate Bidirectional Continuity Monitor Source for Continuity Check;
- Deactivate Bidirectional Continuity Monitor Source for Continuity Check;
- Delete Bidirectional Continuity Monitor;
- Notification of Bidirectional Continuity Monitor Operational State change;
- Stop F4 flow;
- Allow F4 flow;
- Stop F5 flow;
- Allow F5 flow;
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- Report of Continuity Check.

7.2.6 Resilience MSC

Summary Description

Implementation of the resilience MSC is optional; it can only be requested by the initiating PNO with PNOs that are
ableto support it. It is not valid for Vp Link Connections.

To make VP/VC connections (working connections) resilient, a PNO playing the initiator role will reserve its
connections with a protection entity added. On detection of an error on the working connection there will be a
change-over to the protection connection. The connection reservation is described in the Establish MSC.

The Initiator can choose among 3 different kinds of resilience mechanisms:
- Intra-Subnetwork Protection Switching;
- Intra Subnetwork Recovery;
- A-to-Z Fast re-routing.

It is possible to combine these three optionsin any combination.

It is presumed that the Agent will attempt to recover the working VP/V C, whether or not resilience has been requested.
This recovering of the working VP or VC is considered to be Intra Subnetwork Recovery without the use o
pre-assigned resources, and is not considered further here.

Intra-Subnetwork Protection Switching: thisis performed within a Subnetwork. The working connection and the
protection connection have the same end points, and the detection of an error and the following change-over to the
protection traffic occur automatically, without any network-management action. The protection connection uses
dedicated and pre-assigned capacity.

The network elements at the endpoints shall be able to switch to the protection connection.

Two types of pre-assignment are known from ITU-T Recommendation 1.630 [6]. These are the (1:1) configuration,
where the protection connection does not convey working traffic until the working connection experiences errors, and
the (1+1) configuration, where the working and protection connection convey the working traffic ssmultaneously.

The request for thiskind of resilienceis performed by sending an optional parameter in the reservation regquest for the
working VP (Reserve Enhanced VP Qubnetwork Connection) or VC (Reserve VC SQubnetwork Connection).

If this reservation is accepted, the response (Reserve Enhanced VP Subnetwork Connection-response) / (Reserve VC
Subnetwork Connection-response) will also indicate if the Agent is able to provide protection switching. If it is not
provided, the | PNO can decide whether to use the reservation anyway or to end it (See Establish MSC).

A change over to protecting traffic is reported to the | PNO. Thisis described in the VP/V C alarm reporting M S of
EN 300 820-2 [5]: Alarm Management.

Intra Subnetwork Recovery: thisis performed within a Subnetwork. The working VP/V C Subnetwork connection and
the protection connection have their endpoints in common. In response to an error on the working VP Subnetwork
connection the PNO with the network-error needs to trigger the recovery mechanism internally.

A recovery action may follow afailed attempt to overcome a fault by protection switching or it could be the only
strategy implemented to protect a circuit.

The reguest for this kind of resilience mechanism is performed by sending an optional parameter in the reservation
request for the working VP (Reserve Enhanced VP Subnetwork Connection) or VC (Reserve VC Subnetwork
Connection).

If this reservation is accepted, the response (Reserve Enhanced VP Subnetwork Connection-response / Reserve VC
Subnetwork Connection-response) will also indicate if the Agent is able to provide the recovery mechanism. If it is not
provided, the | PNO can decide whether to use the reservation anyway or to end it. (See Establish MSC).

An attempt of the Agent to establish recovery will be reported to the | PNO. The result of this attempt is also reported.
(VP alarm reporting MS of EN 300 820-2 [9]).
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A-to-Z Fast re-routing: this provides agloba (A-User to Z-User) resilience mechanism, that covers both intra-PNO
and inter-PNO failures. The VP/VC is duplicated on a completely different route, notably using different inter-PNO
links. The working VP/V C connection and the protection VP/V C connection only have the A user accesspoint and the Z
user accesspoint in common. In a Transit network, they do not have any accesspoint in common. They convey the same
traffic simultaneously. In case of an error the change-over to protecting resources is performed by the A-PNO and the
Z-PNO, following a management request of the | PNO. (Switch To Subnetwork Connection)

Fast re-routing may follow failed attempts to overcome afault by protection switching and/or recovery, or it could be
the only strategy implemented to protect a circuit.

In general, the protection VP/V C is reserved after the working VP/V C has been reserved, by making a reservation
request with two optional parameters indicating the fast-re-routing case and a reference to the working connection
respectively (Reserve Enhanced VP Subnetwork Connection / Reserve VC Subnetwork Connection). The response
(Reserve Enhanced VP Subnetwork Connection-response / Reserve VC Subnetwork Connection-response) will indicate
if the working connection exists or if the Agent is able to provide fast re-routing. If at least one of these conditions do
not apply the working connection can not be protected with Fast re-routing mechanism.

The working VP/VC shall have been reserved before, with an optional parameter in the reservation request requesting
that the working VP/V C is to be protected by fast-re-routing.

If the working reservation is accepted, the response (Reserve Enhanced VP Result-response / Reserve VC Subnetwork
Connection-response) will also indicate if the Agent is able to provide fast re-routing. If it is not provided, the | PNO
can decide whether to use the reservation anyway or to end it (See Establish MSC).

If protection- and working connections use different T-networks they can be reserved, in those T-networks, without the
fast-rerouting option. (Reserve Enhanced VP Subnetwork Connection / Reserve VC Subnetwork Connection).

After having received an X interface alarm message that indicates a fault on the working connection, the | PNO can
request the A and the Z PNO to change over, at their User Access Points, to the traffic arriving over the protection
circuit. (Switch To SubnetworkConnection-request)

The A- and the Z Agents respond with the result of this request. (Switch To SubnetworkConnection-result)

If the request is unsuccessful the | PNO can consider reconfiguration of the overall VP/VC connection.
(Reconfiguration MSC)

Using the function (Switch To SubnetworkConnection) it is possible to change back to the original working connection
when it has recovered.
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Figure 8 and the associated text contain an additional explanation of the processes that are associated with the different
kinds of Network Resilience for aT PNO.

start of resilience
process

intra
SN

protection
switching
availabl

Yes

protection
switched
OK

unrecoverable
to1-PNO

under
recovel
to I-PN

Intra
SN

recovery -
protection
OK switched
to I-PNO

under recovery

I
end of resilience ]

| process ]

Figure 8: Resilience Process

If afault occurs on areserved connection in the PNO domain, different situations can occur, as represented in figure 8.
The following text does not cover al possibilities, but can help to understand the diagram itself.

For theroleof A/T and Z-PNO

a) The Subnetwork connection was requested with "Intra-Subnetwork Protection Switching”. In This case the

PNO will restore the Subnetwork connection automatically and will inform the I-PNO with a " Protection
Switching Notification".

b) If @) failsand/ or Protection Switching is not requested and/ or Recovery was requested for the Subnetwork
connection. In this case the recovery process at the PNO will be started as quickly as possible to restore the
failed part of the Subnetwork connection and an "Under Recovery" Notification [5] will be sent to the I-PNO.

c) If b) recovers correctly a"Under Recovery, Cleared" Notification [5] is sent to the I-PNO.
If b) failsto recover, an "Unrecoverable" Notification [5] is sent to the I-PNO.

Only for therole of A and Z-PNO
If the connection has been requested to support Fast Re-routing, the following cases may happen:

a) Atany pointintime an action can be received from the I-PNO, requesting to switch from the working
connection to the protection connection.

b) If d) happens while arecovery processis occurring, thiswill not be stopped; the recovery process will continue
asexplained in &) to ).
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Only for theroleof I-PNO

If, as a consequence of receiving an alarm from the A/Z-PNO, the I-PNO has requested to A- and Z-PNO Fast Re-
routing, the following situations may happen (please not that the following are not Normative behaviours, but rather
guidelines):

a) Botha and Z-PNO switch successfully to the protection connection. If the PNO who experienced the fault
eventually recovers, the I-PNO can, in future switch again to the original connection, using the same action on
A-and Z-PNO.

b) If the A- or Z-PNO can't perform Fast Re-routing; e.g. A-PNO:

- thel-PNO can send a Fast Re-routing action to the successful PNO (switch To Snc) (in this example the Z-
PNO), to return to the previous situation;

- thel-PNO can try to re-send the Fast Re-routing request to the unsuccessful PNO (switch To Snc) (in this
example the A-PNO) and see if it works.

¢) If nothing works and the failure is unrecoverable, the I-PNO may:
- release the whole end-to-end connection;
- usethe Reconfiguration processin order to re-create a VP from scratch.
Note that IPPL failures have to be sent to all PNOs.
List of Functions:
Reserve Enhanced VP Subnetwork Connection
Reserve VC Subnetwork Connection

- Switch To Subnetwork Connection

7.3 Management Functions (MF)

For a mapping between the Management Functions and the actual CM | SE functions, refer to annex D.

7.3.1  Activate Bidirectional Continuity Monitor Source for Continuity Check

This function reguests to the extremity PNOs of the segment involved in a segment Continuity Check to activate the
Source mechanism for OAM flow.

NOTE: The Sink mechanism is activated at bidirectional ContinuityMonitor Creation.

The message associated with this function will be sent by the Initiating PNO to the extremity PNOs of the segment. The
extremity PNOs of the segment respond with the result of the activation.

It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function.

Request -  Bidirectional continuity monitor Id Identity of the bidirectional continuity monitor
to activate
ControlContinuity CheckInformation Activate Source
Response Activation result Result of the activation attempt
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7.3.2  Activate Change
This function requests a PNO to activate a reserved connection of which the parameters have been modified.
The PNO should respond with the result of the activation.

It is aconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function.

Request- VP/VC Connection id Identity assigned to the connection
Response- Activate Change result  Result of the activate change attempt

7.3.3 Activate VC Subnetwork Connection

This function reguests a PNO to activate areserved VV C Subnetwork connection between the specified input and output
ports of its subnetwork. (Between the user and the output port for the A subnetwork or between the input port and the
user for the Z subnetwork). The PNO should respond with the result of the activation.

ThisMF is applied only if if the connection is not activated automatically in accordance with the reserved schedule.

It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VC Connection id | dentity assigned to the connection

Response- Activation result Result of the activation attempt

7.3.4 Activate VP Link Connection

This function requests a PNO to activate areserved VP Link connection. The PNO should respond with the result of the
activation.

ThisMF isapplied only if if the connection is not activated automatically in accordance with the reserved schedule.

It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VP Connection id | dentity assigned to the connection

Response- Activation result Result of the activation attempt

7.3.5 Activate VP Subnetwork Connection

This function requests a PNO to activate areserved VP Subnetwork connection between the specified input and output
ports of its subnetwork. (Between the user and the output port for the A subnetwork or between the input port and the
user for the Z subnetwork). The PNO should respond with the result of the activation.

ThisMF isapplied only if if the connection is not activated automatically in accordance with the reserved schedule.

It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VP Connection id | dentity assigned to the connection

Response-  Activation result Result of the activation attempt

7.3.6 Allow F4 flow

This function allows a PNO to use the F4 flow over a Subnetwork Connection or over an inter-PNO link.

The message associated with this function is sent by the Initiating PNO to all the PNOsinvolved in a segment
Continuity Check when this check is ended.
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It is confirmed type of operation. The following parameters are associated with the Request and Response primitives of
the function:

Request - PNO VP Subnetwork Connection Id | dentity assigned to the concerned PNO
Subnetwork Connection
Allow test
Response Activation result Result of the activation attempt

7.3.7 Allow F5 flow
This function allows a PNO to use the F5 flow over a Subnetwork Connection or over an inter-PNO link.

The message associated with this function is sent by the Initiating PNO to all the PNOsinvolved in a segment
Continuity Check when this check is ended.

It is confirmed type of operation. The following parameters are associated with the Request and Response primitives of
the function:

Request - PNO VC Subnetwork Connection Id | dentity assigned to the concerned PNO
Subnetwork Connection
Allow test
Response Activation result Result of the activation attempt

7.3.8 Cancel Change
This function requests a PNO to cancel the previoudly requested changes to the parameters of a VVP/V C connection.

It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VP/VC Connection Id | dentity assigned to the connection

Response- Cancel Change Result Result of the cancel change attempt

7.3.9 Cancel VC Subnetwork Connection

Thisfunction allows aZ PNO to notify the initiating PNO that it wants the initiator to release, for a particular reason, a
subnetwork connection in the Z PNO's net.

It is a non-confirmed type of operation. The following parameters are associated with the Request and Respons
primitives of the function:

Request VC Connection Id | dentity assigned to the connection

disconnect Cause The Z PNO'sreason for his request

Response None

7.3.10 Cancel VP Link Connection

This function allows a PNO to notify the initiating PNO that it wants the initiator to release, for a particular reason, a
Link connection in its domain.
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It is anon-confirmed type of operation. The following parameters are associated with the Request and Respons
primitives of the function:

Request VP Connection Id Identity assigned to the connection

disconnect Cause The PNOs reason for his request

Response None

7.3.11 Cancel VP Subnetwork Connection

This function allows a Z PNO to notify theinitiating PNO that it wants the initiator to release, for a particular reason, a
subnetwork connection in the Z PNO's net.

It is a non-confirmed type of operation. The following parameters are associated with the Request and Respons
primitives of the function:

Request VP Connection Id | dentity assigned to the connection

disconnect Cause The Z PNO'sreason for his request

Response None

7.3.12 Change Reservation

This function reguests a PNO to check if it has resources available to support the altered parameters for an existing
subnetwork connection which is specified by the connection identifier.

Upon reception of thisrequest atransit PNO should check the availability of the new scheduler between the linked input
and output ports of its subnetwork; if itisan A or aZ PNO the check has to be done between the input/output port of
the subnetwork and the user.

The PNOs respond with the new scheduling parameters for the already established connection if the check has been
successful, or with an error message if the check has shown no possiblity to change the scheduler. The connection
reservation will be unchanged for either of the situations.

It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VP/VC Connection Id | dentity assigned to the connection
Forward traffic descriptor (new) Altered peak cell rate from A to Z
Backward traffic descriptor (new) Altered peak cell rate from Z to A
Schedule (new) Changed Schedule

Response- Change reservation result Result of the change reservation attempt

7.3.13 Check Available Cell Rate

This function checks that the Z PNO has a particular cell rate available on at least one of itsincoming inter-PNO links.
It is only acheck that the Z PNO hasthe cell rate available and not for the total amount of available cell rate.

The request can also be sent to atransit PNO. In this case the Agent-PNO will always consider itself asthe Z side of the
link with regard to the direction of the bandwidth in the request.

ETSI



33 Final draft ETSI EN 300 820-1 V1.1.4 (2000-09)

The message will include the peak cell rate required in both directions for a planned VVP/V C connection. The receiving
PNO (Z PNO or Transit-PNO in the I nitiating PNO's view) will then check on which of itsinter-PNO linksthis cell rate
is available and respond to the Initiating PNO with the corresponding list of neighbouring PNOs.

It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VP/VC Connection Id | dentity assigned to the connection

Forward traffic descriptor Peak cell ratefrom A to Z

Backward traffic descriptor Peak cell ratefromZ to A

PNO Subnetwork Id I dentity of Initiating PNO

Schedule List of activation times, dates and durations
Response- Check Available Cell Rate Response List of inter-PNO links which can

accommodate the requested cell rate

7.3.14 Create Bidirectional Continuity Monitor for Continuity Check

A continuity check OAM flow is used in a vpConnection/vcConnection in order to monitor the continuity of this
vpConnection/vcConnection.

The Initiating PNO creates a bidirectional ContinuityMonitor for Continuity Check at the entry edge or exit edge of the
extremity PNOs of the segment.

For that creation, the Initiating PNO sends a Create bidirectiona ContinuityMonitor message to the extremity PNOs of
the segment.

It is aconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request - Bidirectional continuity monitor Id I dentity assigned to the created bidirectional
continuity monitor
FlowDirection Direction in/from which the OAM flow is
generated/received
Response Creation result Result of the create

The bidirectional ContinuityMonitor Sink mechanism represents the sink of a segment OAM flow. The
bidirectional ContinuityMonitor Sink mechanism is activated at object creation.

7.3.15 Deactivate Bidirectional Continuity Monitor Source for Continuity
Check

This function requests the extremity PNOs of the segment involved in a segment Continuity Check to deactivate the
Source/Sink mechanism for OAM flow.

The function is used first to deactivate the Source mechanism at each extremity. The Sink mechanism will be deleted at
object deletion.

The message associated with this function will be sent by the Initiating PNO to the extremity PNOs of the segment. The
extremity PNOs of the segment respond with the result of the deactivation.

It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:
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Request - Bidirectional continuity monitor Id | dentity of the bidirectional continuity
monitor to deactivate
Control Continuity Checklnformation Deactivate Source
Response Deactivation result Result of the deactivation attempt

7.3.16 Deactivate VC Subnetwork Connection

This function requests a PNO to deactivate the Subnetwork connection between the specified input and output ports of
its subnetwork. (Between the user and the output port for the A subnetwork or between the input port and the user for
the Z subnetwork). ThePNO should respond with the result of the deactivation.

It is aconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VC Connection Id Identity assigned to the connection

Response- Deactivation Result Result of the deactivation attempt

7.3.17 Deactivate VP Link Connection

This function reguests a PNO to deactivate the specified Link Connection. ThePNO should respond with the result of
the deactivation.

It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VP Connection Id | dentity assigned to the connection

Response- Deactivation Result Result of the deactivation attempt

7.3.18 Deactivate VP Subnetwork Connection

This function requests a PNO to deactivate the Subnetwork connection between the specified input and output ports of
its subnetwork. (Between the user and the output port for the A subnetwork or between the input port and the user for
the Z subnetwork). ThePNO should respond with the result of the deactivation.

It is aconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VP Connection Id | dentity assigned to the connection

Response- Deactivation Result Result of the deactivation attempt
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7.3.19 Delete Bidirectional Continuity Monitor

The Initiating PNO del etes bidirectional ContinuityMonitor objects created for Continuity Check at the entry edge or
exit edge of the extremity PNOs of the segment.

For that deletion, the Initiating PNO sends a Del ete bidirectional ContinuityMonitor message to the extremity PNO of
the checked segment of the connection after the end of the check.

It is aconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request - Bidirectional continuity monitor Id I dentity assigned to the deleted bidirectional
continuity monitor

Response Deletion result Result of the delete

7.3.20 Destination User Checking

When anew VP/VC connection establish request is received from the Service Layer, it is reasonable to verify that the Z
user is able or wants to support the requested connection before expending network resourcesin establishing the
connection. From a PNO's point of view only a check that the Z PNO can accept the connection is performed.

On receiving a VP/V C connection establish request from the Service Layer, the Initiating PNO will send out a
Destination User Checking-request message to the Z PNO, and will include the peak cell rate (in both directions), and
the A and Z addresses for the requested VP Connection. The Z PNO will then perform the Z user checking and respond
with the result to the Initiating PNO.

In case the Z user is under the Z PNO domain (star approach), the Z PNO will perform the Z user checking and respond
with the result to the Initiating PNO.

It is aconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VP/VC Connection Id | dentity assigned to the connection
A Address E.164 address of the A user
Z Address E.164 address of Z user
Forward Traffic Descriptor Peak cell ratefrom A to Z
Backward Traffic Descriptor Peak cell ratefromZ to A
Schedule List of activation times, dates and durations
PNO Subnetwork Id | dentity of the Initiating PNO
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Response- Check Response Result of Z user check
Check Reason Reason for failure of check
PNO Subnetwork Id | dentity of the reporting PNO

7.3.21 Notification of Bidirectional Continuity Monitor Operational State
Change

When an Operational State change occurs on a pnoBidirectional ContinuityMonitor, the Initiating PNO of the
vpConnection (vcConnection) shall be informed that the Continuity Check can't be performed or shall be stopped if itis
already started.

This Operational State change will be sent using the normal stateChange Notification.

7.3.22 Release VC Subnetwork Connection
This function requests a PNO to release an already confirmed reservation and to free the resources.

It is aconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VC Connection Id Identity assigned to the connection

Response- Release Result Result of the cancel reservation attempt

7.3.23 Release VP Link Connection

This function regquests a PNO to release an aready confirmed reservation and to free the resources.

It is aconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VP Connection Id | dentity assigned to the connection

Response- Release Resullt Result of the cancel reservation attempt

7.3.24 Release VP Subnetwork Connection
This function requests a PNO to release an aready confirmed reservation and to free the resources.

It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VP Connection Id | dentity assigned to the connection

Response- Release Resullt Result of the cancel reservation attempt
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7.3.25 Report of Continuity Check

The bidirectional continuity monitor receives a continuity check OAM flow in a vpConnection (vcConnection).

When the bidirectional continuity monitor Sink part detects a disruption on the received flow, a Report of Continuity
Check Notification is sent to the Initiating PNO.

It is anon-confirmed type of operation. The following parameters are associated with the Request primitives of the
function:

Request - Bidirectional continuity monitor Id | dentity assigned to the bidirectional
continuity monitor which has detected the
connection disruption

Probable Cause Set to LOC: loss of continuity (17)

7.3.26 Reserve Enhanced VP Subnetwork Connection

This function reguests the involved PNO to reserve a path across its subnetwork: between a specified input point and an
adjacent subnetwork if performsthe T subnetwork role, between the A User and an adjacent subnetwork if it performs
A subnetwork role or between a specified input port and the Z user, if it performsthe Z subnetwork role.The PNO
responds with the result of the reservation.

The reguest for Performance can be included as an option. The response will indicate if the request for performance
measurements was successful. Also, the kind of resilience can be requested as an option. In this case the response
indicates whether the resilience has been provided in addition to the successful result response.
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It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives

of the function:

Request- VP Connection Id

Subnetwork Connection Id (nearend)

AccesPoint Id (nearend)

VP Id (nearend)
PNO Subnetwork Id (far-end)

A Address
Z Address
Z VP (optional)

Forward traffic descriptor
Backward traffic descriptor
Forward QoS class

Backward QoS class

Schedule

Performance Monitoring (optional)

Resilience Kind (optional)

Related Subnetwork Connection

(optional)

Response- Subnetwork Connection Id (far-end)

Reservation result

7.3.27 Reserve VC Subnetwork Connection

| dentity assigned to the connection

I dentification of the nearend
Subnetwork connection

I dentification of the nearend
Accesspoint

I dentification of the nearend VPI

Identification of the adjacent PNO
Subnetwork

E.164 address of A user
E.164 address of Z user

VPI to be used by the Z PNO only to
allow user transparency of
reconfiguration

Peak cell ratefrom A to Z
Peak cell rate from Z to A
Anindication of the class of QoS

Anindication of the class of QoS

List of activation times, dates and
durations

Indication if Performance Monitoring
has been requested

Kind of Network Resilience

Pointer at Subnetwork connection that is
to be protected by Fast re-routing

Identification of the far-end Subnetwork
Connection

Result of the reservation attempt,
including the result of the request
performance and for resilience

This function reguests the involved PNO to reserve a path across its subnetwork: between a specified input point and an
adjacent subnetwork if performsthe T subnetwork role, between the A User and an adjacent subnetwork if it performs
A subnetwork role or between a specified input port and the Z user, if it performsthe Z subnetwork role. The PNO

responds with the result of the reservation.
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It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives

of the function:

Request-

Response-

VC Connection Id

AccesPoint Id (nearend)

VP Id (nearend)

VC Id (nearend)

PNO Subnetwork Id (far-end)

A Address
Z Address
Z VVPI (optiona)

Z V/CI (optiona)

Forward traffic descriptor
Backward traffic descriptor
Forward QoS class
Backward QoS class

Schedule

Subnetwork Connection Id (far-end)

Reservation result

Subnetwork Connection Id (nearend)

ETSI

| dentity assigned to the connection

I dentification of the nearend
Subnetwork connection

I dentification of the nearend
Accesspoint

I dentification of the nearend VPI

Identification of the nearend VCI

Identification of the adjacent PNO
Subnetwork

E.164 address of A user
E.164 address of Z user

VPI to be used by the Z PNO only to
alow user transparency of
reconfiguration

VCI to be used by the Z PNO only to
alow user transparency of
reconfiguration

Peak cell ratefrom A to Z
Peak cell ratefrom Z to A
Anindication of the class of QoS
Anindication of the class of QoS

List of activation times, dates and
durations

Identification of the far-end Subnetwork
Connection

Result of the reservation attempt.
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7.3.28 Reserve VP Link Connection

This function requests the involved PNO to reserve a Vp connection across an inter-Pno Link with an adjacent
subnetwork. The PNO responds with the result of the reservation.

It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VP Connection Id Identity assigned to the connection
PNO Subnetwork Id I dentification of the adjacent PNO
Subnetwork
nearEndAccesspointld Identification of the accesspoint that is to be
used for the Link Connection
VP Id (nearend) Identification of the VP Id
Forward traffic descriptor Peak cell ratefrom A to Z
Backward traffic descriptor Peak cell ratefromZ to A
Forward QoS class Anindication of the class of QoS
Backward QoS class An indication of the class of QoS
Schedule List of activation times, dates and
durations
Response- Reservation result Result of the reservation attempt.
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7.3.29 Reserve VP Subnetwork Connection

This function requests the involved PNO to reserve a path across its subnetwork: between a specified input point and an
adjacent subnetwork if performsthe T subnetwork role, between the A User and an adjacent subnetwork if it performs
A subnetwork role or between a specified input port and the Z user, if it performs the Z subnetwork role. The PNO
responds with the result of the reservation.

It is aconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- VP Connection Id Identity assigned to the connection

Subnetwork Connection Id (nearend) | dentification of the nearend
Subnetwork connection

AccesPoint Id (nearend) | dentification of the nearend
Accesspoint

VP Id (nearend) Identification of the nearend VPI

PNO Subnetwork Id (far-end) Identification of the adjacent PNO
Subnetwork

A Address E.164 address of A user

Z Address E.164 address of Z user

Z VPI (optional) VPI to be used by the Z PNO only to

alow user transparency of
reconfiguration

Forward traffic descriptor Peak cell ratefrom A to Z

Backward traffic descriptor Peak cell ratefromZ to A

Forward QoS class Anindication of the class of QoS

Backward QoS class Anindication of the class of QoS

Schedule List of activation times, dates and
durations

Response- Subnetwork Connection Id (far-end) | dentification of the far-end Subnetwork

Connection

Reservation result Result of the reservation attempt.

7.3.30 Stop F4 flow

This function inhibits a PNO from using the F4 flow over a Subnetwork Connection or over an inter-PNO link.

The message associated with this function is sent by the Initiating PNO to all the PNOsinvolved in a segment
Continuity Check when before this check is performed.

It isaconfirmed type of operation. The following parameters are associated with the Request and response primitives of
the function:

Request - PNO VP Subnetwork Connection Id | dentity assigned to the concerned PNO
Subnetwork Connection
Inhibit test
Response Deactivation result Result of the deactivation attempt
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7.3.31 Stop F5 flow

This function inhibits a PNO from using the F5 flow over a Subnetwork Connection or over an inter-PNO link.

The message associated with this function is sent by the Initiating PNO to all the PNOs involved in a segment
Continuity Check when before this check is performed.

It isaconfirmed type of operation. The following parameters are associated with the Request and response primitives of
the function:

Request - PNO VC Subnetwork Connection Id | dentity assigned to the concerned PNO
Subnetwork Connection
Inhibit test
Response Deactivation result Result of the deactivation attempt

7.3.32 Switch To Subnetwork Connection

This function requests the involved (A and Z) PNO's to change over, at the endpoint that represents the user-connection,
to the traffic arriving over an alternative VP/V C Subnetwork connection. The VP/V C Subnetwork connection that is
addressed shall contain a pointer to the alternative connection.

The A- and the Z Agents respond with the result of this request (Switch To SubnetworkConnection-result).

Request: VP/VC Connection Id I dentity assigned to the
addressed VP/V C Subnetwork
connection

Response: Switch To SubnetworkConnection Result Result of the Change-over

7.3.33 Topology Info Changes

In order that each PNO is able to determine appropriate routes for VP/V C connections (both when establishing or
reconfiguring VP/V C connections) it is essential that each PNO keeps an up to date map of the topology of the network.
Using the co-operative management approach, it is only necessary for the PNOs to know the topology of the inter-PNO
connections, not the topology of each PNO's own network. These inter-PNO connections may be international links or
they may be links between multiple PNOs located within a single country.

To be able to keep the local inter-PNO topology map up to date, each PNO shall send an indication of any changes that
it makesto itsinter-PNO transmission links to all the other PNOs. A similar message can be sent by a new PNO when
joining the network. The details that should be sent shall include the installed capacity of the transmission link, the
identity of the PNOs at each end and the status of the transmission links.

When two PNOs contract to connect together a new transmission link, an agreement is required as to which one of the
PNOs will send out the topology change and assign an identity to the link.

This function has two elements that require a different set of parameters, one for handling the addition or removal of
PNOs and one for handling the addition, modification and removal of inter PNO links.

For PNO addition/removal

It is aconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- PNO Subnetwork Id | dentity assigned to the PNO
Message Status Addition or removal of PNO
Response- PNO Subnetwork Id I dentity of PNO sending confirmation
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For Inter PNO link addition/modification/removal

It isaconfirmed type of operation. The following parameters are associated with the Request and Response primitives
of the function:

Request- ATM Path Cell Rate Capacity of the Inter-PNO link
PNO Subnetwork Id owning the link Identity of the PNO owning the link
Interconnected PNO Subnetwork Id | dentity of the interconected PNO
Message Type Add, modify or remove inter-PNO link
Link Status Link active or faulty
Inter PNO ATM Path QoS QoS of physical link
Inter PNO ATM Path Id Identity of the link
Response- PNO Subnetwork Id I dentity of PNO sending confirmation
Inter PNO ATM Path Id Identity of the link
8 Management information model
8.1 Introduction

NOTE 1: Thevisibility across the X-interface of object classes and their attributes, as well as access control
information are a subject for agreements between Operators.

NOTE 2: The present model is restricted to the VP Bearer Service.

Theinformation model described in this subclause isinherited from the ones contained in the ES 200 653 [9] and from
ITU-T Recommendation 1.751 [3].

For the specialization of the X Managed Object Classes the concept of Profile, as defined in the ES 200 653 [9)], is used.
According to this definition, to profile a managed object is to add additional normative text which restricts
conditionality (e.g. specifiesthat a conditional packageisor isnot present) and adds behaviour to it.

Using this concept, the description of the Managed Object Classes is done in two steps (see figure 12):

1. A profile of the object classes of ES 200 653 [9] and ITU-T Recommendation 1.751 [3] adapted for the X is
defined;

2. The X Managed Object Classes are inherited from the profile defined in step 1.

ES 200 653/ Profile ES 200653 /
ITU-T 1.751/ X.721 ITU-T I.751/ X.721
Inheritance
X Object Class

Figure 9: Methodology for the X Object Classes specialization
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8.2 Inheritance tree
Top (X.721)
connectivity
(GCLIX) networkTp
(GCL/X)
1
. i [ I .
CSUbNe?:ttwork linkConnection | | networkCTP networkCTP networkTTP networkTTP
onnection Sink Source Sink
(GCL/X) Source
i (GCL/X) (GCL/X) (GCL/X) (GCL/X) (GCL/X)
pnoV pSubnetwork \ / /
Connection
i networkCTP nggtﬂ;
Bidirectional GCL/X
pnoV pSubnetwork| pnoVpLink (IGCL/X) ( )
ConnectionR2 Connection / \
[pnoV cSubnetwork
pnoVPCTP pnoVCCTP pnoVPTTP
Connection
Top (X.721)
SubNetwork o
Bidirectional adminDomain
(GCL/X) Continuitymonitor
| (1.751) (GCL/X)
pnoVp pnove PPONWAM Bidirection SubnetworkPair
Subnetwork Subnetwork . pnoBidirection
AccessPoint Continuitymonitor (GCL/X)
pnoVp . )
S bnetworkR2 pnoNWAtm interPnoTopological
AccessPointR2 .
SubnetworkPair
X.721: ITU-T Recommendation X.721 [2] - Definition of mnagement Information.

GCL: ES 200 653 [3] - Network level Generic Classes Library.
GCL/X: Profiled object classes from ES 200 653 [3].

NOTE:  For reason of simplicity, only the objects defined in this specification are shown in the Inheritance tree.

Figure 10: Inheritance tree
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Figure 11: Entity Relationship Diagram (superclasses not shown)
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8.4 ES 200 653, ITU-T Recommendations |1.751 and X.721
Object Classes adapted for XIF

Subclause 8.4 specifies which conditional packages are actually used in the superclasses of the X Interface moddl. It is
not aformal GDM O description.
8.4.1 Connectivity
PROFILE NOTE:
The attribute signalid will not be used in the X Managed Object Class. Its value should be set to NULL.
The conditional packages:
- assignmentStatePackage;
- availabilityStatusPackage;
- lifecycleStatePackage;
- alarmSeverityAssignmentPointerPackage;
- supportedByPackage;
- userLabelPackage; and
- qualityOf ConnectivityServicePackage;
are not required for the X Managed Object Classes.
The conditional packages:
- createDeleteNotificationsPackage;
- attributeV alueChangeNotificationPackage;
- stateChangeNotificationPackage;
- adminigtrativeStatePackage;
- operational StatePackage;
- tmnCommunicationAlarml nformationPackage; and
- ZEndNWTPListPackage;

are mandatory for the X Managed Object Classes.
connectivity MANAGED OBJECT CLASS.

DERI VED FROM "I TU-T Recommendation X. 721 [10]/1SO | EC 10165-2 [11]: 92":top;
CHARACTERI ZED BY

connecti vityPackage PACKAGE

BEHAVI QUR

connecti vi t yBehavi our BEHAVI OUR

DEFI NED AS

"See ES 200 653 [9]"

ATTRI BUTES

signalid CET,

mode GET,

aEndNWI'PLi st GET,

"I TG T Recommendation M 3100 [1]:92":directionality CET;

CONDI TI ONAL PACKAGES

"I TU-T Recomrendation M 3100 [1]:92":createDel eteNotificati onsPackage PRESENT | F " See

ES 200 653 [9]",

"I TG T Recommendation M 3100 [1]:92":attri buteVal ueChangeNoti ficati onPackage PRESENT | F " See
ES 200 653 [9]",

ETSI



a7 Final draft ETSI EN 300 820-1 V1.1.4 (2000-09)

"I TU-T Recomrendati on M 3100 [1]:92":stateChangeNotificati onPackage PRESENT | F "See ES 200 653 [9]",
adm ni strativeStat ePackage PRESENT | F "See ES 200 653 [9]",

assi gnment St at ePackage PRESENT | F "See ES 200 653 [9]",

"I TU-T Recommendation X 721 [10]": availabilityStatusPackage PRESENT |F "See ES 200 653 [9]",
i fecycl eSt at ePackage PRESENT | F "See ES 200 653 [9]",

"I T T Recomrendati on M 3100 [1]:92": operati onal St at ePackage PRESENT | F "See ES 200 653 [9]",
"I TG T Recommendati on M 3100 [1]:92":tmConmuni cati onsAl arm nf or mati onPackage PRESENT | F " See
ES 200 653 [9]",

"I TU-T Recomendati on M 3100 [1]:92":al arnfSeverit yAssi gnnent Poi nt er Package PRESENT | F " See

ES 200 653 [9]",

support edByPackage PRESENT | F "See ES 200 653 [9]",

"I T T Recommendati on M 3100 [1]:92": userLabel Package PRESENT |F "See ES 200 653 [9]",

qual i t yOf Connecti vi tyServi cePackage PRESENT | F "See ES 200 653 [9]",

zZEndNWI'PLi st Package PRESENT | F "See ES 200 653 [9]";

REG STERED AS { es200653Mbj ect O ass 6} ;
8.4.2 Link Connection
PROFILE NOTE:

The conditional packages:

- serverTrailPackage;

CompositePointerPackage;
- layerTrailPackage;
- ZEndNWTPListPackage (Inherited from OC "connectivity").

are not required for the X Managed Object Class

i nkConnecti on MANAGED OBJECT CLASS
DERI VED FROM connecti vity;
CHARACTERI ZED BY

i nkConnect i onPackage PACKAGE
BEHAVI OUR

I i nkConnecti onBehavi our BEHAVI OUR
DEFI NED AS "

. SeeES 200 653"

ATTRI BUTES

"I TU-T Recommendati on M 3100[ 1] 92": connectionld CET;;;

CONDI TI ONAL PACKAGES

server Trai | Package

PRESENT | F "an i nstance supports it",

conposi t ePoi nt er Package

PRESENT | F "required to indicate a relationship froma |link connection to a sub-network
connection where the link connection is a conponent of that subnetwork
connection",

| ayer Tr ai | Package

PRESENT | F "an instance supports it";

REG STERED AS {es 200653MMbj ect O ass 13};

8.4.3 Subnetwork Connection
PROFILE NOTE:

The conditional packages:

composi tePointerPackage;

- componentPointerPackage;

- userLabel Package;

- durationSchedulingPackage;

- dailyBasisSchedulingPackage;

- weeklyBasisSchedulingPackage;
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- monthlyBasi sSchedulingPackage;
- occasiona SchedulingPackage;
are not required for the X Managed Object Classes.

subNet wor kConnecti on MANAGED OBJECT CLASS
DERI VED FROM connectivity;

CHARACTERI ZED BY

subNet wor kConnect i onPackage PACKAGE
BEHAVI OUR

subNet wor kConnect i onBehavi our BEHAVI OUR
DEFI NED AS

"See ES 200 653 [9]"

ATTRI BUTES

subnet wor kConnecti onl d GET;

CONDI TI ONAL PACKAGES

conposi t ePoi nt er Package PRESENT | F "See ES 200 653 [9]",
conponent Poi nt er Package PRESENT | F "See ES 200 653 [9]",

"I TU-T Recomrendati on M 3100 [1]:92":userLabel Package PRESENT | F "See ES 200 653 [9]",
dur ati onSchedul i ngPackage PRESENT | F "See ES 200 653 [9]",

dai | yBasi sSchedul i ngPackage PRESENT |F "See ES 200 653 [9]",
weekl yBasi sSchedul i ngPackage PRESENT | F "See ES 200 653 [9]",
mont hl yBasi sSchedul i ngPackage PRESENT | F "See ES 200 653 [9]",
occasi onal Schedul i ngPackage PRESENT | F "See ES 200 653 [9]";
REG STERED AS {es200653MMbj ect Gl ass 24};

8.4.4  Network TP

PROFILE NOTE:

The attribute signalid will not be used in the X Managed Object Class. Its value should be set to NULL.
The attribute "mode" is currently not used but will be kept. It's value will always be pointToPoint(0).

The conditional packages connectivityPointerPackage, neAssignmentPackage,

tmnCommuni cati onsAlarml nformationPackage, sncPointerPackage, networkT PPointerPackage, userL abel Package,
gnmentStatePackage, availabilityStatusPackage, lifecycleStatePackage, supportedByPackage,

attributeV alueChangeNotificationPackage, administrativeStatePackage, operational StatePackage and
stateChangeNotificationPackage are not required for the X Managed Object Class.

net wor kTP MANAGED OBJECT CLASS

DERI VED FROM "1 TU-T Recomendati on X. 721 [10]/1SQ | EC 10165-2 [11]: 92":top;
CHARACTERI ZED BY

"I TG T Recommendati on M 3100 [1]:92":createDel eteNotificati onsPackage,

net wor kTPPackage PACKAGE

BEHAVI OUR

net wor kTPBehavi our BEHAVI QUR

DEFI NED AS

"See ES 200 653 [9]"

ATTRI BUTES

signalid GET,

mode GCET;

CONDI TI ONAL PACKAGES

connecti vi t yPoi nt er Package PRESENT | F "See ES 200 653 [9]",

neAssi gnment Package PRESENT | F "See ES 200 653 [9]",

"I TU-T Recomrendati on M 3100 [1]:92":tmConmuni cati onsAl arml nf or mat i onPackage PRESENT | F " See
ES 200 653 [9]",

sncPoi nt er Package PRESENT | F "See ES 200 653 [9]",

net wor kTPPoi nt er Package PRESENT | F "See ES 200 653 [9]",

"I TU-T Recomrendation M 3100 [1]:92":attri buteVal ueChangeNoti ficati onPackage PRESENT | F " See
ES 200 653 [9]",

"I TG T Recommendati on M 3100 [1]:92":userLabel Package PRESENT | F "See ES 200 653 [9]",

admi ni strativeStat ePackage PRESENT | F "See ES 200 653 [9]",

assi gnment St at ePackage PRESENT | F "See ES 200 653 [9]",

"I TU-T Recomrendation X 721 [10]":avail abilityStatusPackage PRESENT | F "See ES 200 653 [9]",
i fecycl eSt at ePackage PRESENT | F "See ES 200 653 [9]",

"I TUT Recommendati on M 3100 [1]:92": operational StatePackage PRESENT | F "See ES 200 653 [9]",
"I TU-T Recommendati on M 3100 [1]:92":stateChangeNotificati onPackage PRESENT | F "See ES 200 653 [9]",
support edByPackage PRESENT | F "See ES 200 653 [9]";

REQ STERED AS { es200653Mbj ect O ass 18} :
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8.4.5 Network CTP Sink
PROFILE NOTE:

The conditional packages channel NumberPackage, ctpl nstancePackage, network CT PPackage and
server TTPPointerPackage, are not required for the X Managed Object Class.

net wor KCTPSi nk MANAGED OBJECT CLASS
DERI VED FROM net wor kTP;

CHARACTERI ZED BY

net wor kCTPSi nkPackage PACKAGE
BEHAVI OUR

net wor KCTPSi nkBehavi our BEHAVI OUR
DEFI NED AS

"See ES 200 653 [9]"

CONDI TI ONAL PACKAGES

"I TU-T Recomendati on M 3100 [1]:92":channel Number Package PRESENT | F "See ES 200 653 [9]",
"I T T Recommendati on M 3100 [1]:92": ctpl nstancePackage PRESENT |F "See ES 200 653 [9]",
net wor kCTPPackage PRESENT | F "See ES 200 653 [9]",

server TTPPoi nt er Package PRESENT | F "See ES 200 653 [9]";

REG STERED AS {es200653Mbj ect O ass 15} ;
8.4.6 Network CTP Source
PROFILE NOTE:

The conditional packages channel NumberPackage, ctpl nstancePackage, network CTPPackage and
server TTPPointerPackage, are not required for the X Managed Object Class.

net wor KCTPSour ce MANAGED OBJECT CLASS
DERI VED FROM net wor kTP;

CHARACTERI ZED BY

net wor kCTPSour cePackage PACKAGE
BEHAVI QUR

net wor kCTPSour ceBehavi our BEHAVI QUR
DEFI NED AS

"See ES 200 653 [9]"

CONDI TI ONAL PACKAGES

"I T T Recommendati on M 3100 [1]:92": channel Nunber Package PRESENT | F "See ES 200 653 [9]",
"I TU-T Recomendati on M 3100 [1]:92":ctplnstancePackage PRESENT | F "See ES 200 653 [9]",
net wor kCTPPackage PRESENT | F "See ES 200 653 [9]",

server TTPPoi nt er Package PRESENT | F "See ES 200 653 [9]";

iQiEGI STERED AS {es200653MMj ect Cl ass 16} ;
8.4.7 Network TTP sink
PROFILE NOTE:

The conditional packages supportableClientListPackage, ttplnstancePackage, clientCTPListPackage
are not required for the X Managed Object Class.

net wor KTTPSi nk MANAGED OBJECT CLASS
DERI VED FROM net wor KTP;

CHARACTERI ZED BY

net wor KTTPSi nkPackage PACKAGE
BEHAVI OUR

net wor KTTPSi nkBehavi our BEHAVI OUR
DEFI NED AS

"See ES 200 653 [9]"

CONDI TI ONAL PACKAGES

"Recomrendati on M 3100 [1]: 1992":supportabl ed i entLi st Package
PRESENT | F "an i nstance supports it",

"Recommendati on M 3100 [1]: 1992":ttpl nstancePackage

PRESENT | F "an instance supports it",

cl i ent CTPLi st Package

PRESENT | F "an i nstance supports it";

REG STERED AS {es200653MXj ect O ass 20};
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8.4.8 Network TTP source
PROFILE NOTE:

The conditional packages supportableClientListPackage, clientCTPListPackage
are not required for the X Managed Object Class.

The conditional package, ttpl nstancePackage is required for the X Managed Object Class.

net wor kTTPSour ce MANAGED OBJECT CLASS
DERI VED FROM net wor kTP;

CHARACTERI ZED BY

net wor KTTPSour cePackage PACKAGE
BEHAVI OUR

net wor KTTPSour ceBehavi our BEHAVI QUR
DEFI NED AS

"See ES 200 653 [9]"

CONDI TI ONAL PACKAGES

"I TU-T Recomrendati on M 3100 [1]: 1992": supportabl el i entLi st Package
PRESENT | F "an i nstance supports it",

"Recomrendati on M 3100 [1]: 1992":ttpl nstancePackage

PRESENT | F "an instance supports it",

cli ent CTPLi st Package

PRESENT | F "an instance supports it";

REG STERED AS {es200653MXbj ect O ass 21};

8.4.9 Network CTP Bi-directional

net wor KCTPBi di recti onal MANAGED OBJECT CLASS
DERI VED FROM

net wor kCTPSi nk,

net wor kCTPSour ce;

REG STERED AS {es200653MXbj ect O ass 14};

8.4.10 Network TTP bi-directional

net wor KTTPBi di recti onal MANAGED OBJECT CLASS
DERI VED FROM net wor KTTPSi nk,

net wor KTTPSour ce;

REG STERED AS {es200653MXbj ect O ass 19};

8.4.11 Admin Domain
PROFILE NOTE:

The conditional packages adminDomainldPackage, systemTitlePackage and userL abel Package, are not required for the
X Managed Object Class.

admi nDomai n MANAGED OBJECT CLASS

DERI VED FROM "I TU-T Recommendation X. 721 [10]/1SO | EC 10165-2 [11]: 92":top;
CHARACTERI ZED BY

adnmi nDomai nPackage PACKAGE

BEHAVI QUR

adnmi nDomai nBehavi our BEHAVI QUR

DEFI NED AS

"See ES 200 653 [9]"

CONDI TI ONAL PACKAGES

admi nDomai nl dPackage PRESENT | F "See ES 200 653 [9]",

systenili t| ePackage PRESENT | F "See ES 200 653 [9]",

"I TU-T Recomrendati on M 3100 [1]:92":userLabel Package PRESENT | F "See ES 200 653 [9]";

REQ STERED AS { es200653Mbj ect O ass 2} ;
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8.4.12 Subnetwork Pair
PROFILE NOTE:

The attributes trailList and signalid will not be used in the X-interface Managed Object Class. The attribute trailList
will always empty. The attribute signalid will be set to NULL.

subnet wor kPai r MANAGED OBJECT CLASS
DERI VED FROM admi nDomai n;

CHARACTERI ZED BY

subnet wor kPai r Package PACKAGE
BEHAVI OUR

net wor kTPBehavi our BEHAVI QUR

DEFI NED AS

"See ES 200 653 [9]"

ATTRI BUTES

aEndPoi nt GET,
zEndPoi nt GET,
trailList CET,
subNet wor kPai rl1d GET,
signalid GET;

REG STERED AS { es200653Mbj ect O ass 25} :
8.4.13 Sub-Network
PROFILE NOTE:

The conditional packages attributeV alueChangeNotificationPackage, signalidPackage, userlL abel Package,
gnmentStatePackage, availabilityStatusPackage, lifecycleStatePackage, supportedByPackage,

containedNWCT PListPackage, containedNWT T PListPackage, containedLinkListPackage,

containedSubNetworkL istPackage, containedlnSubNetworkL istPackage and linkPointerListPackage are not required
for the X Managed Object Class.

The conditional packages stateChangeNotificationPackage,, subNetworkldPackage, administrativeStatePackage and
operational StatePackage, are mandatory for the X Managed Class.

subNet wor k MANAGED OBJECT CLASS

DERI VED FROM "I TU-T Recommendation X 721 [10]/1SQO | EC 10165-2 [11]: 92":top;;
CHARACTERI ZED BY

"I TU-T Recomrendati on M 3100 [1]:92":createDel eteNotificati onsPackage,

subNet wor kPackage PACKAGE

BEHAVI QUR

subNet wor kBehavi our BEHAVI CUR

DEFI NED AS

"See ES 200 653 [9]"

CONDI TI ONAL PACKAGES

"I TU-T Recomrendati on M 3100 [1]:92":stateChangeNotificati onPackage PRESENT | F "See ES 200 653 [9]",
"I TG T Recommendation M 3100 [1]:92":attri buteVal ueChangeNoti ficati onPackage PRESENT | F " See
ES 200 653 [9]",

si gnal i dPackage PRESENT | F "See ES 200 653 [9]",

"I TU-T Recomrendati on M 3100 [1]:92":userLabel Package PRESENT | F "See ES 200 653 [9]",
subNet wor kI dPackage PRESENT | F "See ES 200 653 [9]",

admi ni strativeStatePackage PRESENT | F "See ES 200 653 [9]",

assi gnment St at ePackage PRESENT | F "See ES 200 653 [9]",

"I TU-T Recomrendation X 721 [10]":avail abilityStatusPackage PRESENT | F "See ES 200 653 [9]",
i fecycl eSt at ePackage PRESENT | F "See ES 200 653 [9]",

"I TUT Recommendation M 3100 [1]:92":operational StatePackage PRESENT | F "See ES 200 653 [9]",
support edByPackage PRESENT | F "See ES 200 653 [9]",

cont ai nedNWCTPLi st Package PRESENT | F "See ES 200 653 [9]",

cont ai nedNWI'TPLi st Package PRESENT | F "See ES 200 653 [9]",

cont ai nedLi nkLi st Package PRESENT |F "See ES 200 653 [9]",

cont ai nedSubNet wor kLi st Package PRESENT | F "See ES 200 653 [9]",

cont ai nedl nSubNet wor kLi st Package PRESENT | F "See ES 200 653 [9]",

I'i nkPoi nt er Li st Package PRESENT | F "See ES 200 653 [9]";

REG STERED AS {es200653MXj ect O ass 23};
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8.4.14 bidirectionalContinuityMonitor
PROFILE NOTE:
The conditional package flowDirectionPackage is mandatory in the X Managed Object Class.

The managing system shall request the creation of the bidirectional ContinuityMonitor object instance (or its subclasses)
and the activation of the Continuity Check function at the same time in the CREATE request by setting the
sinkCCM echanismActive attribute to TRUE.

bi di recti onal Conti nui tyMnitor MANAGED OBJECT CLASS
DERI VED FROM "Rec. X. 721 [10] |I1SQ | EC 10165-2": top;
CHARACTERI ZED BY
"I TU-T Recomrendati on M 3100 [1]:92":tmConmuni cati onsAl arm nf or mat i onPackage,
"I TG T Recomendati on M 3100 [1]:92": stateChangeNoti ficati onPackage,
bi di recti onal Conti nui t yMoni t or Package PACKAGE
BEHAVI OUR bi di recti onal Conti nui t yMoni t or Beh;
ATTRI BUTES
continuityhMnitorld CGET,
si nkCCMechani smAct i ve GET,
sour ceCCMechani smAct i ve GET,
"I TU-T Recomrendation X 721 [10] | 1SQO | EC 10165-2": operational State CET;
ACTI ONS
control CC, ;;
CONDI TI ONAL PACKAGES
flowDi recti onPackage
PRESENT | F "the nonitor object instance is contained in CTP";
REG STERED AS {i 751Cbj ectd ass 7};
bi di recti onal Conti nui t yMoni t or Beh BEHAVI OUR
DEFI NED AS "See |.751 [3]";;

8.4.15 system

PROFILE NOTE:

The conditional packages administrativeStatePackage, supportedFeaturesPackage are not required
for the X managed object classes. Attribute operational State always has the value "enabled".
Attribute usageState always has the value "active".

Attribute systemTitle always has the value NULL.

system MANAGED OBJECT CLASS

DERI VED FROM top;

CHARACTERI ZED BY

syst enPackage PACKAGE

ATTRI BUTES

system d CET,

systeniitle GCET,

operational State CET,

usageState GCET;;;

CONDI Tl ONAL PACKAGES

admi ni strativeSt at ePackage PACKAGE

ATTRI BUTES

adm ni strativeState GET- REPLACE;

REG STERED AS  {smi 2Package 14}; PRESENT | F "an instance supports it.",
suppor t edFeat ur esPackage PACKAGE

ATTRI BUTES

support edFeat ures CET- REPLACE ADD- REMOVE;

REG STERED AS  {sm 2Package 15}; PRESENT |F "an instance supports it.";
REG STERED AS  {smi 2MMbj ect Cl ass 13};
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8.5 ATM X VP/VC Object Classes

85.1 Introduction

The Information Model described represents the view of the Initiating PNO on the Transit and Z PNOs.

The Initiating PNO takes the role of Manager for the establishment and control of a User-to-user VP Connection. The
created instances of the Objects are only managed by the I nitiating PNO.

The following figuresillustrate the management view from the I nitiating PNO. Figure 12 represents the management
view on the topological objects. Figure 13 represents the view after a User-to-user VP Connection has been setup.
Figure 14 represents the view after aVp User-to-network Connection has been setup and figure 15 the view after aVc
User-to-user connection has been setup.

In these examples the Initiating PNO and the A PNO are not the same.
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Legend:
1 pnoNW AtmAccessPoint for user access (no association with (2)).
1: pnoNW AtmAccessPoint.
2: InterPno TopologicalSubnetworkPair.
3: pno VpSubnetwork.
NM: Network Management.

Figure 12: Topological Management View on the X-Interface
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Legend:

1" pnoNW AtmAccessPoint for user access (no association with (2)).

1 pnoNW AtmAccessPoint.

2: interPnoTopologicalSubnetworkPair.

4: pno VpSubnetworkConnection.

5: pno VPCTP (VP Connection Termination Point.

Figure 13: Management View after a User-to-user VP Connection has been setup
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Figure 14: Management View after a User-to-network VP Connection has been setup
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8: pno VpTTP (VP Trail Termination Point)
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Figure 15: Management View after a User-to-user VC Connection has been setup

For describing the topology in the Information Model, the A and Z Subnetworks and Access Points correspond to the
name of the PNOs taken in the alphabetical order, according to what is specified in the ITU-T

Recommendation M.1400 [2]. In the context of aVP/VC Connection, this notation is used independently for naming
the Origin (A) and Destination (Z).

The VP Connection Id that is used for identifying uniquely the end-to-end VP Connection, is composed in the
Information Model of two attributes:

- InitiatingPnoSubnetwork - Which identifies the Initiating Subnetwork;
- InitiatingVpConnectionld - Which is an identifier of the VP Connection allocated by the I nitiating Subnetwork.

The same appliesto a VP link Connection Id (InitiatingPnoSubnetwork, InitiatingV pConnectionld) and aVC
Connection Id (InitiatingPnoSubnetwork, I nitiatingV cConnectionld)

8.5.2 Connection Fragment

PNO VC Subnetwork Connection

pnoVcSubnet wor kConnecti on MANAGED OBJECT CLASS

DERI VED FROM "ES 200 653 [9] ":subNetworkConnecti on;

CHARACTERI ZED BY

pnoVcSubnet wor kConnect i onPackage PACKAGE

BEHAVI QUR

pnoVcSubnet wor kConnect i onBehavi our BEHAVI CUR

DEFI NED AS

"It represents a VC connection across a PNO subnetwork. The Initiating PNO only views this
connection as a whole, with no details regarding the identification of VCCs which conpose this
connection inside the PNO domain.

In order to guarantee a unique nane for a pnoVcSubnetworkConnection object created as a result of
the Reserve Request, the value for its naming Attribute (SubnetworkConnectionld attribute, inherited
fromthe SubnetworkConnection MOXC) shall be set to the concatenation of the values of the
initiatingPnold and initiatingVcConnectionld.

The attributes initiatingPnoSubnetworkld and initiatingVcConnectionld are used by the Initiating PNO
to assign an identity to the VC Connecti on.
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The procedure Change Reservation is perforned by setting the value of the attribute
changeReservationl nformati on to the new val ue.

The procedure Cancel Change is done by replacing the value of this attribute with the default val ue,
which is null.

The operational State has two possible values: Disabled or Enabl ed. Disabled neans that a failure has
occurred in the PNO VC Subnetwork Connection. Enabled nmeans that the VC Subnetwork Connection is in
servi ce.

The admi nistrativeState has two possi bl e val ues: Locked and unl ocked. When an instance of this
object is created, the adm nistrativeState shall be set to | ocked.

A stateChangeNotification (old value = | ocked, new value = unlocked) will be sent by each T/Z PNO to
the initiating PNO at the beginning of an activation slot.
A stateChangeNotification (old value = unlocked, new value = locked) will be sent to the initiating

PNO at the end of an activation slot.

The procedure Activate VC Subnetwork Connection is performed by setting the adm nistrative state to
unl ocked. The procedure Deactivate VC Subnetwork Connection is performed by setting the

adm nistrative state to | ocked. The activation procedure is only used if the connection is not

unl ocked automatically according to the schedule, and it can al so be used to allow testing outside
of the schedul ed tinmeslots. Wenever the operational State has the value D sabled, the activation
procedures wi |l not succeed, and the value of the administrativeState remains |ocked. If the
activation procedures are used outside of the scheduled tinmeslots, it may be refused, for whatever
reason, in which case the value of the adnministrativeState al so remains | ocked.

When an instance of pnoVcSubnetwor kConnection is created this either leads to the creation of one or
two instances of pnoVCCTP, or to the usage of instances of pnoVCCTP that are already used by other
pnoVcSubnet wor kConnections. In the |ast case there may not be overlap with the ti me schedul e of

t hese Connecti ons.

The aEndNWIPLi st and the zEndNWIPLi st point to the pnoVCCTP instances associated with the
pnoVcSubnet wor kConnect i on.

The notifications issued by this object are sent to the Initiating PNO

The obj ect Creation Notification should be sent after the Succesful Reserve Result.

The notification cancel VcNet wor kConnecti onNotification is sent by the Z PNOto the initiating PNO
Resilience functionality is included in the Conditional Packages ki ndOf ResiliencePackage,

rel at edSncPackage and

Swi t chToSncPackage. "

ATTRI BUTES
initiatingPnoSubnetworkld GET,
initiatingvcConnectionld GET,
f orwar dQoSCl ass GET,
backwar dQSd ass CET,
vcSchedul ers CET,
changeReser vati onl nf or mati on REPLACE- W TH- DEFAULT
DEFAULT VALUE ASN1Xat mvbdul e. def aul t ChangeReser vat i onl nf o
GET- REPLACE;
ACTI ONS
acti vat eChange;; ;
CONDI TI ONAL PACKAGES
cancel VcNet wor kConnect i onNot i fi cati onPkg
PRESENT IF "it is a Z PNO Subnetwork for the correspondi ng VcConnection",
vcTest St at ePackage
PRESENT | F "the T/Z PNO wants to know when he can nmake an internal CC',
ki ndOf Resi | i encePackage
PRESENT | F "The Subnetworkconnection is protected by sone kind of resilience nechanism",
r el at edSncPackage
PRESENT I F "If there shall be a reference to an other Subnetworkconnection.",
swi t chToSncPackage
PRESENT IF "If it is an A- or Z connection, and the PNO wants to offer the possibility to change-
over to the traffic of an other connection that has the same End Point.";
REG STERED AS {xat mtbj ect d ass 7};
PNO VP Li nk Connection
pnoVpLi nkConnecti on MANAGED OBJECT CLASS
DERI VED FROM "ES 200 653 [9]": |inkConnecti on;
CHARACTERI ZED BY
pnoVpLi nkConnect i onPackage PACKAGE
BEHAVI QUR
pnoVpLi nkConnect i onBehavi our BEHAVI OUR
DEFI NED AS
"It represents a VP connection across an Inter Pno Link. The Initiating PNOonly views this
connection as a whole, with no details regarding the identification of trails which serve this
connecti on.
The attributes initiatingPnoSubnetworkld and initiatingVpConnectionld are used by the Initiating PNO
to assign an identity to the VP Connecti on.
In order to guarantee a unique nane for a pnoVpLi nkConnection object created as a result of the
Reserve Request, the value for its naming Attribute (connectionld attribute, inherited fromthe
I'i nkConnection MOXC) shall be set to the concatenation of the values of the initiatingPnold and
initiatingVpConnectionld in the ASN.1 syntax of the reservePnoVpLi nkConnection Action received from
t he Manager.
The procedure Change Reservation is perforned by setting the value of the attribute
changeReservationl nformati on to the new val ue.
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The procedure Cancel Change is done by replacing the value of this attribute with the default val ue,
which is null.

The operational State has two possible values: D sabled or Enabl ed. D sabled neans that a failure has
occurred in the PNO VP Link Connection. Enabled neans that the VP Link Connection is in service.

The administrativeState has two possible values: Locked and unl ocked. When an instance of this
object is created, the adm nistrativeState shall be set to | ocked.

A stateChangeNotification (old value = | ocked, new value = unlocked) will be sent by the Agent PNO
to the initiating PNO at the beginning of an activation slot.
A stateChangeNotification (old value = unl ocked, new value = |l ocked) will be sent to the initiating

PNO at the end of an activation slot.

The procedure Activate VP Link Connection is performed by setting the adm nistrative state to

unl ocked. The procedure Deactivate VP Link Connection is performed by setting the administrative
state to | ocked. The activation procedure is only used if the connection is not unlocked
automatically according to the schedule, and it can also be used to allow testing outside of the
schedul ed tinmeslots. Whenever the operational State has the value D sabled, the activation procedures
wi |l not succeed, and the value of the adm nistrativeState remains |ocked. If the activation
procedures are used outside of the scheduled tinmeslots, it may be refused, for whatever reason, in
whi ch case the value of the administrativeState also renains |ocked.

Wien an instance of pnoVpLi nkConnection is created, this either leads to the creation of one

i nstance of pnoVPCTP, or to the usage of an instance of pnoVPCTP that is already used by ot her
pnoVpLi nkConnections. In the |ast case there may not be overlap with the tine schedul e of these
Connecti ons.

The aEndNWIPLi st points to the pnoVPCTP instance associated with the pnoVpLi nkConnecti on.

The notifications issued by this object are sent to the Initiating PNO

The obj ect Creation Notification should be sent after the Succesful Reserve Result.

The notification cancel VpLi nkConnectionNotification is sent to the initiating PNO'

ATTRI BUTES
initiatingPnoSubnetworkld GET,
initiatingVvpConnectionld GET,
f orwar dQoSCd ass GET,
backwar dQoSd ass CET,
vpSchedul ers CET,
changeReser vati onl nf or mati on REPLACE- W TH- DEFAULT
DEFAULT VALUE ASN1Xat mvbdul e. def aul t ChangeReser vat i onl nf o
GET- REPLACE;
ACTI ONS
acti vat eChange; ; ;
CONDI TI ONAL PACKAGES
cancel VpLi nkConnecti onNoti fi cati onPkg
PRESENT IF "if a PNOwants to use it";
REG STERED AS {xat mCbj ect Gl ass 8};
PNO VP Subnet wor k Connecti on
pnoVpSubnet wor kConnecti on MANAGED OBJECT CLASS
DERI VED FROM "ES 200 653 [9] ":subNetwor kConnecti on;
CHARACTERI ZED BY
pnoVpSubnet wor kConnect i onPackage PACKAGE
BEHAVI QUR
pnoVpSubnet wor kConnect i onBehavi our BEHAVI CUR
DEFI NED AS
"It represents a VP connection across a PNO subnetwork. The Initiating PNO only views this
connection as a whole, with no details regarding the identification of VPCs which conpose this
connection inside the PNO donain.
The attributes initiatingPnoSubnetworkld and initiatingVpConnectionld are used by the Initiating PNO
to assign an identity to the VP Connecti on.
The procedure Change Reservation is perforned by setting the value of the attribute
changeReservationl nformati on to the new val ue.
The procedure Cancel Change is done by replacing the value of this attribute with the default val ue,
which is null.
The operational State has two possible val ues: Disabled or Enabl ed. Disabled means that a failure has
occurred in the PNO VP Subnetwork Connection. Enabl ed neans that the VP Subnetwork Connection is in
servi ce.
The admi nistrativeState has two possi bl e val ues: Locked and unl ocked. When an instance of this
object is created, the adm nistrativeState shall be set to | ocked.

A stateChangeNotification (old value = | ocked, new value = unlocked) will be sent by each T/Z PNO to
the initiating PNO at the begi nning of an activation slot.
A stateChangeNotification (old value = unl ocked, new value = |l ocked) will be sent to the initiating

PNO at the end of an activation slot.

The procedure Activate VP Subnetwork Connection is performed by setting the adm nistrative state to
unl ocked. The procedure Deactivate VP Subnetwork Connection is perforned by setting the
administrative state to |ocked. The activation procedure is only used if the connection is not

unl ocked automatically according to the schedule, and it can also be used to allow testing outside
of the schedul ed tineslots. Wenever the operational State has the value D sabled, the activation
procedures will not succeed, and the value of the administrativeState remains |ocked. If the
activation procedures are used outside of the scheduled tinmeslots, it may be refused, for whatever
reason, in which case the value of the admi nistrativeState al so remai ns | ocked.

When an instance of pnoVpSubnetworkConnection is created this either leads to the creation of one or
two instances of pnoVPCTP, or to the usage of instances of pnoVPCTP that are already used by other
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pnoVpSubnet wor kConnections. In the |ast case there may not be overlap with the time schedul e of
these Connecti ons.

The aEndNWIPLi st and the zEndNWIPLi st point to the pnoVPCTP instances associated with the
pnoVpSubnet wor kConnect i on.

The notifications issued by this object are sent to the Initiating PNO

The object Creation Notification should be sent after the Succesful Reserve Result.

The notification cancel VpNet wor kConnectionNotification is sent by the Z PNOto the initiating PNO'

ATTRI BUTES

initiatingPnoSubnetworkld GET,

initiatingVpConnectionld GET,

f orwar dQSCd ass CET,

backwar dQSCd ass CET,

vpSchedul ers CET,

changeReservati onl nf ormati on REPLACE- W TH DEFAULT
DEFAULT VALUE ASN1Xat mvbdul e. def aul t ChangeReser vati onl nfo
GET- REPLACE;

ACTI ONS

activat eChange;; ;

CONDI TI ONAL PACKAGES

cancel VpNet wor kConnect i onNoti fi cati onPkg

PRESENT I F "it is a Z PNO Subnetwork for the correspondi ng VpConnection",

vpTest St at ePackage

PRESENT I F "the T/Z PNO wants to know when he can make an internal CC';

REG STERED AS {xat mtbj ect O ass 1};

PNO VP Subnet wor k Connection R2

pnoVpSubnet wor kConnect i onR2 MANAGED OBJECT CLASS

DERI VED FROM pnoVpSubnet wor kConnect i on;

CHARACTERI ZED BY

pnoVpSubnet wor kConnect i onR2Package PACKAGE

BEHAVI QUR

pnoVpSubnet wor kConnect i onR2Behavi our BEHAVI OUR

DEFI NED AS

"Thi s managed object represents a VP connection across a PNO subnetwork with resilience

functionality included. This object class should be used instead of pnoVpSubnetwor kConneci on.

In order to guarantee a unique nane for a pnoVpSubnetwor kConnecti onR2 object created as a result of

the Reserve Request, the value for its naming Attribute (SubnetworkConnectionld attribute, inherited

from the SubnetworkConnection MOXC) shall be set to the concatenation of the values of the

initiatingPnold and initiatingVpConnectionld."

CONDI TI ONAL PACKAGES

ki ndOf Resi | i encePackage

PRESENT | F "The Subnetworkconnection is protected by some kind of resilience nechanism?",

r el at edSncPackage

PRESENT IF "If there shall be a reference to an other Subnetworkconnection.",

swi t chToSncPackage

PRESENT IF "If it is an A- or Z connection, and the PNO wants to offer the possibility to change-

over to the traffic of an other connection that has the sane End Point.";

REG STERED AS {xat mtbj ect d ass 9};

8.5.3 Connection Termination Point Fragment

PnoVC CTP

pnoVCCTP MANAGED OBJECT CLASS

DERI VED FROM "ES 200 653 [9] ":networkCTPBi directional;

CHARACTERI ZED BY

pnoVCCTPPackage PACKAGE

BEHAVI QUR

pnoVCCTPBehavi our BEHAVI OUR

DEFI NED AS

" Thi s managed object class represents the endpoint of a PNO VC Subnetwork Connecti on.
Two i nstances of the pnoVCCTP object are assigned to a pnoVcSubnetwor kConnecti on instance.
The assignnent of the VCl associated with this connection is done by the Near End NVS5.
Contention for a particular VCI may be a problemi.e. the attenpt to simultaneously allocate the

sane VCI by two adjacent PNOs on the sanme Virtual Path going over a physical link. To avoid this, a
scheme shoul d be adopted whereby one PNO starts selecting VCI's frombottomend of the VC range, and
the other starts fromthe top. This will be effected by agreenment between PNGs for each particul ar

Virtual Path. The Create/Delete Notifications are not used."

ATTRI BUTES
"I TU-T Recomrendation |.751 [3] (1996)":vcCTPId GET;

i?iEG STERED AS {xat mObj ect d ass 10};
Pno VPCTP

pnoVPCTP MANAGED OBJECT CLASS
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DERI VED FROM "ES 200 653 [9] ": networ KCTPBi directional;
CHARACTERI ZED BY
pnoVPCTPPackage PACKAGE
BEHAVI QUR
pnoVPCTPBehavi our BEHAVI OUR
DEFI NED AS
Thi s managed obj ect class represents the endpoint of a PNO VP Subnetwork Connecti on.
Two i nstances of the pnoVPCTP object are assigned to a pnoVpSubnetwor kConnecti on instance.
The assignnent of the VPl associated with this connection is done by the Near End NVS.
Contention for a particular VPI may be a problemi.e. the attenpt to sinultaneously allocate the

same VPl by two adjacent PNCs on the same physical link. To avoid this, a schenme shoul d be adopted
wher eby one PNO starts selecting VPIs frombottomend of the VPI range, and the other starts from
the top. This will be effected by agreenent between PNGs for each particular physical link. The

Create/ Del ete Notifications are not used.

ATTRI BUTES
"I TU-T Recomrendation |.751 [3] (1996)":vpCTPld GET;

REG STERED AS { xat nbj ect O ass 2} ;
Pno VP TTP

pnoVPTTP MANAGED OBJECT CLASS

DERI VED FROM "ES 200 653 [9] ":networkTTPBi directional;

CHARACTERI ZED BY

pnoVPTTPackage PACKAGE

BEHAVI QUR

pnoVPTTPBehavi our BEHAVI QUR

DEFI NED AS

"Thi s managed object class gives the VPl-value of a Virtual Path that is, or can be used as, a -
server- for a -client VG over an inter-PNO |ink.

The Virtual Path that provides this capability needs not necessarily to be visible over the X-
interface.

The val ue of nanming attribute tTPId, inherited from OC networ KTTPSource should be the sane as the
VPI -val ue of the Virtual Path."

REG STERED AS {xat mObj ect d ass 11};
8.5.4  Topology Fragment

Inter PNO Topological Subnetwork Pair

i nt er PnoTopol ogi cal Subnet wor kPai r MANAGED OBJECT CLASS

DERI VED FROM "ES 200 653 [9] ":subNetworkPair;

CHARACTERI ZED BY

"I TU-T Recomrendati on M 3100 [1] (1995)":createDel eteNotificationsPackage,

"I TU-T Recomrendati on M 3100 [1] (1995)": stateChangeNotifi cati onPackage,

"I T T Recommendati on M 3100 [1] (1995)":attributeVal ueChangeNotifi cati onPackage,
i nt er PnoTopol ogi cal Subnet wor kPai r Package PACKAGE

BEHAVI OUR i nt er PnoTopol ogi cal Subnet wor kPai r Defi ni ti on BEHAVI QUR

DEFI NED AS
"An interPnoTopol ogi cal Subnet workPair represents a bundle of physical |inks between two PNGCs at the
cell level. It gives information about the maxi mum capacity of these physical links. This is used by

the path searching algorithm

The i nt er PnoTopol ogi cal Subnet workPair is bidirectional.

The inherited attributes aEndPoi nt and zEndPoi nt contain the two subnetwork object instances
associated to the SubnetworkPair. As it was stressed in subclause 9.5.1 the aEnd and zEnd correspond
to the PNGs taken in the al phabetical order.

The trailList attribute inherited fromsubNetworkPair will always be empty.

The Notifications fromthis object shall be broadcasted to every PNOs in the Network.

The nanme type of the attribute subNetworkPairld, inherited fromsubnetworkPair, is a pString.
Any change in the attribute |istCOf At mAccessPoi nt Pai rResources shall be reported.

Qperational State Di sabled means that a failure has occurred in the conplete bundle of Inter-PNO
Physi cal Links. Enabled means that this bundle is in service."

ATTRI BUTES
"Rec. X.721 [10] | ISOIEC 10165-2 [11] ": operational State CET,
i st OF At mMAccessPoi nt Pai r Resour ces GET;

i?iEG STERED AS {xat mtbj ect d ass 3};
PNO NW ATM Access Point

pnoNWAt mAccessPoi nt  MANAGED OBJECT CLASS

DERI VED FROM "Rec. X.721 [10] | ISOIEC 10165-2 [11] ": top;

CHARACTERI ZED BY

"I TU-T Recomrendati on M 3100 [1] (1995)":tmComruni cati onsAl ar mi nf or nat i onPackage,
"I TU-T Recommendation M 3100 [1] (1995)": stateChangeNotifi cati onPackage,
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"I TU-T Recommendati on M 3100 [1] (1995)":attributeVal ueChangeNotifi cati onPackage,

pnoNWAt mAccessPoi nt Package PACKAGE

BEHAVI OUR pnoNWAt mAccessPoi nt Def i ni ti on BEHAVI QUR

DEFI NED AS

" A pnoNWAt mAccessPoi nt obj ect represents either an endpoint of a physical link at the cell |evel
between two PNGs or a User Network Interface (UN).

For UNI's the value of attribute associ atedSubnetworkPairld is always “UN ".

When a failure is detected on this Access Point or on the associated Physical Link a failure
notification indication is given across the Xcoop.

The Notifications fromthis object shall be sent to every PNO Subnet work.

Changes in attribute maxNunVPI Bi t sSupported are reported by an attributeVal ueChangeNotification."
ATTRI BUTES

pnoNWAccessPoi nt I d GET,

associ at edSubNet wor kPai r1 d GET,

"Rec. X. 721 [10] | ISOIEC 10165-2 [11] ": operational State GCET,

"I TU-T Recomendation |.751 [3] (1996)": maxNunVPI Bi t sSupported GET;

REG STERED AS { xat mObj ect Ol ass 5} ;
PNO NW ATM Access Point R2

pnoNWAt mAccessPoi nt R2 MANAGED OBJECT CLASS

DERI VED FROM pnoNWAt mAccessPoi nt ;

CHARACTERI ZED BY

pnoNWAt mAccessPoi nt R2Package PACKAGE

BEHAVI OUR pnoNWAt mAccessPoi nt R2Def i ni ti on BEHAVI OUR

DEFI NED AS

"This object class is to be used instead of pnoNWAt mAccessPoi nt .

Changes in attribute maxNumVCl Bi t sSupported are reported by an attri buteVal ueChangeNotification."

ATTRI BUTES
"I T T Recommendation |.751 [3] (1996)": maxNunVCl Bi t sSupported GCET;

REQ STERED AS { xat mObj ect Ol ass 12}
PNO VC Subnetwork

pnoVcSubnet wor k MANAGED OBJECT CLASS

DERI VED FROM "ES 200 653 [9] ":subNetwork;

CHARACTERI ZED BY

pnoVcSubnet wor kPackage PACKAGE

BEHAVI OUR pnoVcSubnet wor kDef i ni ti on BEHAVI QUR

DEFI NED AS

"A pnoVcSubnetwork Ohject represents the conplete Subnetwork of a certain Operator, froma

topol ogi cal point of view, at the VC |ayer.

A PNO VC Subnetwork offers external interfaces to other PNO VC Subnetworks through PNO NW ATM Access
Poi nt s.

From a Connectivity point of view, pnoVcSubnetworks are crossed by Subnetwork Connections.

The pnoVcSubnet wor k manages the establishnent (reservation) and rel ease of Subnetwork Connections.
So pnoVcSubnet wor kConnecti on object instances are created when connections are requested.

The establishment of a subnetwork connection is perforned by the action

reser vePnoVcSubnet wor kConnection. In the case of a positive result the Successful Reserve information
has to provide the far-endVPCTPId, the far-end VCCTPId, the far-endAPId and the far-

endAssoci atedAPId if it comes froman A- or a Transit Subnetwork. In the case of a successful
reservation in a Z Subnetwork the first part of the CHO CE in Successful Reserve may be returned,
instead of the zAddress. In this case, the far-endassoci atedAPld could be filled with a “NULL"
pString.

The Actions inherited from subNetwork:

addToSubNet wor kConnect i on,

del et eFr onSubNet wor kConnect i on,

set upSubNet wor kConnect i on,

r el easeSubNet wor kConnecti on

are not used.

The Notifications of this object shall be broadcasted to every PNO participating in the X Interface
system

The Action reservePnoVcSubnet wor kConnection is performed by the Initiating PNOwi th the Transit and
Z PNGs.

The Action giveAvail abl eLi nks can be perforned by the initiating PNOwith the Transit Pno's and the
Z PNO.

The Action checkUser is perforned by the initiating PNOw th the Z PNO

The operational State has two possible val ues: Disabled or Enabl ed. Disabled nmeans that a failure has
occurred in the PNO VC Subnetwork. Enabled means that the Subnetwork is in service.

ACTI ONS

gi veAvai | abl eLi nks,

checkUser,

reser vePnoVcSubnet wor kConnect i on,
r el easePnoVcSubnet wor kConnect i on;
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REG STERED AS { xat mObj ect Ol ass 13};
PNO VP Subnetwork

pnoVpSubnet wor k MANAGED OBJECT CLASS

DERI VED FROM "ES 200 653 [9] ":subNetwork;

CHARACTERI ZED BY

pnoVpSubnet wor kPackage PACKAGE

BEHAVI OUR pnoVpSubnet wor kDef i ni ti on BEHAVI OUR

DEFI NED AS

"A pnoVpSubnetwork Ohject represents the conplete Subnetwork of a certain Operator, froma

topol ogi cal point of view, at the VP |ayer.

A PNO VP Subnetwork offers external interfaces to other PNO VP Subnetworks through PNO NW ATM Access
Poi nts.

From a Connectivity point of view, pnoVpSubnetworks are crossed by Subnetwork Connecti ons.

The pnoVpSubnet wor k manages the establishnent (reservation) and rel ease of Subnetwork Connections
and of Link Connections. So pnoVpSubnetwor kConnecti on and pnoVpLi nkConnection object instances are
created when connections are requested.

The establishment of a subnetwork connection is performed by the action
reservePnoVpSubnet wor kConnection. In the case of a positive result the Successful Reserve information
has to provide the far-endVPCTPId, the far-endAPld and the far-endAssociatedAPId if it comes froma
Transit Subnetwork. In the case of a successful reservation in a Z Subnetwork the first part of the
CHO CE in Successful Reserve nay be returned, instead of the zAddress. In this case the far-
endassoci at edAPl d could be filled with a “"NULL" pString.

The Actions inherited from subNetwork:

addToSubNet wor kConnect i on,

del et eFr onSubNet wor kConnect i on,

set upSubNet wor kConnect i on,

r el easeSubNet wor kConnect i on

are not used.

The Notifications of this object shall be broadcast to every PNO participating in the X Interface
system

The Action reservePnoVpSubnet wor kConnection is performed by the Initiating PNOwi th the Transit and
Z PNGCs.

The Action giveAvail abl eLi nks can be perforned by the initiating PNOwith the Transit Pno's and the
Z PNO.

The Action checkUser is performed by the initiating PNOw th the Z PNO

The operational State has two possible val ues: Disabled or Enabl ed. Disabled means that a failure has
occurred in the PNO VP Subnetwork. Enabl ed neans that the Subnetwork is in service.

ACTI ONS

gi veAvai | abl eLi nks,

checkUser,

reser vePnoVpSubnet wor kConnect i on,
r el easePnoVpSubnet wor kConnect i on;

REG STERED AS { xat n0bj ect Ol ass 4}
PNO VP SubnetworkR2

pnoVpSubnet wor kR2 MANAGED OBJECT CLASS

DERI VED FROM pnoVpSubnet wor k;

CHARACTERI ZED BY

pnoVpSubnet wor kR2Package PACKAGE

BEHAVI OUR pnoVpSubnet wor kR2Def i ni ti on BEHAVI CUR

DEFI NED AS

"This object class is to be used instead of PnoVpSubnetwork.

Next to the establishment (reservation) and rel ease of Subnetwork Connections it manages the sane
for Link Connections. So pnoVpSubnetwor kConnection and / or pnoVpLi nkConnecti on obj ect instances are
created when connections are requested.

The establishment of a Link Connection is perforned by the action reservePnoVpLi nkConnection. In
case of a positive result the Succesful ReserveVpLi nk Result provides the Accesspointld of the Iink
and the VPCTPId of the Link connection.”

ACTI ONS

reservePnoVpLi nkConnecti on,

r el easePnoVpLi nkConnecti on;

CONDI TI ONAL PACKAGES

vpPer f or MAndResi | i encePackage

PRESENT | F "Performance Mnitoring and/or Network resilience is supported. If applications fromthe
initiating PNO

and the A/ T/ Z- PNO support this package the included action will be used for reserving a
vpConnection, instead of the action reservePnoVpSubnetwor kConnection.";

REG STERED AS {xat mCbj ect Ol ass 14};
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8.5.5  Continuity Check Fragment

pnoBi di recti onal Conti nui t yMni tor MANAGED OBJECT CLASS
DERI VED FROM "I TU-T Reconmendation |.751 [3] (1996)": bidirectional Conti nuityMonitor;
REG STERED AS {xat mtbj ect O ass 6};

8.6 Package Definitions

8.6.1 Attribute Value Change Notification
This package is defined in ITU-T Recommendation M.3100 [1].

8.6.2 cancelVcNetworkConnectionNotification

cancel VcNet wor kConnect i onNot i fi cati onPkg PACKAGE

BEHAVI QUR

cancel VcNet wor kConnecti onNoti fi cati onPkgBehavi our BEHAVI OUR

DEFI NED AS

"This package allows the Z PNOto notify the Initiating PNOto rel ease the VC Network Connection."

NOTI FI CATI ONS
cancel VcNet wor kConnect i onNoti fi cati on;
REG STERED AS { xat nPackage 3};

8.6.3 cancelVpLinkConnectionNotification

cancel VpLi nkConnectionNoti ficati onPkg PACKAGE

BEHAVI OUR

cancel VpLi nkConnecti onNot i fi cati onPkgBehavi our BEHAVI CUR

DEFI NED AS

"This package allows a PNOto notify the Initiating PNOto release the VP Link Connection."

NOTI FI CATI ONS
cancel VpNet wor kConnecti onNoti ficati on;
REG STERED AS {xat nPackage 4};

8.6.4 cancelVpNetworkConnectionNotification

cancel VpNet wor kConnecti onNoti fi cati onPkg PACKAGE

BEHAVI QUR

cancel VpNet wor kConnecti onNoti fi cati onPkgBehavi our BEHAVI OUR

DEFI NED AS

"This package allows the Z PNOto notify the Initiating PNOto release the VP Network Connection."

NOTI FI CATI ONS
cancel VpNet wor kConnect i onNoti fi cati on;
REG STERED AS {xat nPackage 1};

8.6.5 Create Delete Notification
This package is defined in ITU-T Recommendation M.3100 [1].

8.6.6 flowDirection

This package is defined in ITU-T Recommendation .751 [3].

8.6.7 KindOfResilience

ki ndOF Resi | i encePackage PACKAGE

BEHAVI QUR

ki ndOf Resi | i encePackageBehavi our BEHAVI OUR

DEFI NED AS

"Thi s package indicates that the concerned Subnetworkconnection instance (the working connection)
has been provided with a resilience nmechanismby assigning a protection entity to it. On detection
of an error on the working entity there will be a change-over to the traffic fromthe protection
entity.

Three kinds of protection can be provided:
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- Protection switching: Were, within the Subnetwork, the working connection and the protection
entity have the same end points, and the detection of an error and the foll owi ng change-over to the
protection traffic occur automatically, w thout any network-managenent action.

Wthin protection switching the next cases are identified:

1+1 configuration: where the protection entity and the working connection convey the sane traffic

si mul t aneousl y.

1:1 configuration: where the protection entity does not convey the working connection's traffic
until the change over has occurred.

Recovery with Pre-assigned Resources: Wthin the Subnetwork, the working connection and the
protection entity (connection) have the sane end points. It is presuned that protecting resources of
some kind will be pre-assigned by the Agent. Wen the change-over to protected traffic has to occur,
the Agent's network managenent needs to take action to establish and activate the protection
connecti on.

Fast Rerouting: This includes nmore than one Subnetwork. The protection connection and the working
connection only have the A user accesspoint and the Z user accesspoint in comon. In a T network
they do not have any accesspoint in common. They convey the sane traffic sinultaneously, and the
change-over to protection resources is performed by managemnent.

The information held in the kindOXResilience attribute emanates fromthe pnoVpSubnetwork
(pnoVcSubnet wor k) managed object as a result of the behaviour of the pnoVpSubnetwork
(pnoVcSubnet wor k) nanaged object. "

ATTRI BUTES
Ki ndO Resi |l i ence CET;
REG STERED AS { xat nPackage 5} :

8.6.8 relatedSnc

rel at edSncPackage PACKAGE

ATTRI BUTES

rel at edSNC DEFAULT VALUE ASNlXat mvbdul e. enptyString GET;
REG STERED AS { xat nPackage 6};

8.6.9 State Change Notification

This package is defined in ITU-T Recommendation M.3100 [1].

8.6.10 switchToSnc

swi t chToSncPackage PACKAGE

BEHAVI OUR

swi t chToSncPackageBehavi our BEHAVI OQUR

DEFI NED AS

"At the end-point of the instance of Subnetworkconnection that contains this package the possibility
is offered to change-over to the traffic of an other connection. Both connections should refer to
each ot her.

The information held in the relatedSNC attri bute emanates fromthe pnoVpSubnetwork (pnoVcSubnet wor k)
managed object as a result of the behaviour of the pnoVpSubnetwork (pnoVcSubnetwork) managed

obj ect.”

ACTI ONS

swi t chToSnc;

REG STERED AS { xat nPackage 7};

8.6.11 TMN Communication Alarm Information

This package is defined in ITU-T Recommendation M.3100 [1].

8.6.12 vcTestState

vcTest St at ePackage PACKAGE

BEHAVI OUR

vcTest St at ePkgBehavi our BEHAVI OUR

DEFI NED AS

"Thi s package gives an indication if it is allowed or not to performtests on the PNO VC
Connection."

’ALI'TRI BUTES

vcTest St at e GET- REPLACE;
REG STERED AS { xat nPackage 8};

8.6.13 vpPerformAndResilience

vpPer f or MndResi | i encePackage PACKAGE

ETSI



65 Final draft ETSI EN 300 820-1 V1.1.4 (2000-09)

BEHAVI QUR

vpPer f or MndResi | i enceBehavi our BEHAVI CUR

DEFI NED AS

"The establishment of a Subnetwork connection is performed by the action

reser vePnoEnhancedVpSubnet wor kConnection. In case of a positive result the

Reser vePnoEnhancedVPResul t infornation has to provide the farEndVPCTPId, the farEndAPId and the
farEndAssoci atedAPId if it comes froma Transit Subnetwork. In the case of a successful reservation
in a Z Subnetwork the first part of the CHO CE in Successful PerfornResilience may be returned,
instead of the zAddress. In this case the far-endassociatedAPld could be filled with a ' NULL'
pString.

The Action reservePnoEnhancedVpSubnet wor kConnection is performed by the Initiating PNOw th the
Transit(s) and Z PNGCs."

" ACTI ONS
reser vePnoEnhancedVpSubnet wor kConnect i on;
REG STERED AS {xat nPackage 9};

8.6.14 vpTestState

vpTest St at ePackage PACKAGE

BEHAVI QUR

vpTest St at ePkgBehavi our BEHAVI OUR

DEFI NED AS

"Thi s package gives an indication if it is allowed or not to performtests on the PNO VP
Connection."

ATTRI BUTES
vpTest St at e GET- REPLACE;
REG STERED AS { xat nPackage 2} :

8.7 Attribute Definitions

8.7.1 Associated SubNetwork Pair Id

associ at edSubNet wor kPai r1 d ATTRI BUTE
W TH ATTRI BUTE SYNTAX  ASNlXat mvbdul e. NameType;
MATCHES FOR EQUALI TY;
BEHAVI OUR
associ at edSubnet wor kPai r | dBehavi our BEHAVI OUR
DEFI NED AS "This attribute contains a pointer to the SubNetworkPair to whomthe PNO NW ATM Access
Poi nt belongs to.";;
REG STERED AS {xatmAttribute 1};

8.7.2 Backward QoS Class

backwar dQoSC ass ATTRI BUTE
W TH ATTRI BUTE SYNTAX  ASN1Xat mivbdul e. VpQoSd ass;
MATCHES FOR EQUALI TY;
BEHAVI QUR
backwar dQSd assBehavi our BEHAVI OUR
DEFINED AS "This attribute contains an indication of the QS class in the backward direction of the
VPC/ VCC. The class corresponds to specified values of delay, error rate and protection |evel
val ues";;
REG STERED AS {xatmAttribute 2};

8.7.3 Change Reservation Information

changeReservati onl nf ormati on ATTRI BUTE

W TH ATTRI BUTE SYNTAX  ASNl1Xat mivbdul e. ChangeReser vati onl nf o;

MATCHES FOR EQUALI TY;

BEHAVI QUR

changeReser vati onl nf or mat i onBehavi our BEHAVI QUR
DEFI NED AS "This attribute contains the new paraneters for nodification of the PNO VP/VC Subnet wor k
Connection or the pnoVpLi nkConnection. These paraneters are kept while the nodification is not
activated by the Initiating PNO using the activateChange acti on.
Before the change is actually perforned by this action, the new paraneters are stored by neans of
REPLACE operation on this attribute.
The cancel of the nodification is done through the operation REPLACE- BY- DEFAULT on this
attribute.";;
REG STERED AS {xatmAttribute 3};

8.7.4  continuityMonitorld

Defined in ITU-T Recommendation 1.751 [3]
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8.7.5 Forward QoS Class

f orwar dQoSC ass ATTRI BUTE
W TH ATTRI BUTE SYNTAX  ASN1Xat mvbdul e. VpQoSd ass;
MATCHES FOR EQUALI TY;
BEHAVI OUR
f or war dQoSC assBehavi our BEHAVI CUR
DEFI NED AS "This attribute contains an indication of the QS class in the forward direction of the
VPC/ VCC. The class corresponds to specified values of delay, error rate and protection |evel
val ues"; ;
REG STERED AS {xatmAttribute 4};

8.7.6 Initiating Pno Subnetwork Id

i nitiatingPnoSubnetworkld ATTRI BUTE

W TH ATTRI BUTE SYNTAX  ASNlXat mivbdul e. | ni ti ati ngPnoSubnet wor ki d;

MATCHES FOR EQUALI TY;

BEHAVI OUR

i nitiatingPnoSubnetworkl dBehavi our BEHAVI CUR
DEFI NED AS "This attribute identifies the Initiating PNO Subnetwork, and together with the
initiatingVpConnectionld (VcConnectionld), identifies the end-to-end VP Connection (VC Connection).
The use of pString for this attribute is preferred"

REG STERED AS {xatmAttribute 5};

8.7.7 Initiating Vc Connection Id

initiatingVcConnectionld ATTRI BUTE

W TH ATTRI BUTE SYNTAX  ASNlXat mivbdul e. I ni ti ati ngVcConnecti onl d;

MATCHES FOR EQUALI TY, SUBSTRI NGS;

BEHAVI QUR

i nitiatingVcConnectionl dBehavi our BEHAVI OUR
DEFI NED AS "This attribute contains the identifier that the Initiating PNO Subnetwork assigns to the
VC Connection, and together with the initiatingPnoSubnetworkld, identifies the end-to-end VC
Connection."

REQ STERED AS {xatmAttribute 11}:

8.7.8 Initiating Vp Connection Id

initiatingVpConnectionld ATTRI BUTE

W TH ATTRI BUTE SYNTAX  ASNlXat mivbdul e. I niti ati ngVpConnecti onl d;

MATCHES FOR EQUALI TY, SUBSTRI NGS;

BEHAVI QUR

initiatingVpConnectionldBehavi our BEHAVI OUR
DEFI NED AS "This attribute contains the identifier that the Initiating PNO Subnetwork assigns to the
VP Connection, and together with the initiatingPnoSubnetworkld, identifies the end-to-end VP
Connection."

REQ STERED AS {xatmAttribute 6};

8.7.9 kindOfResilience

ki ndOf Resi | i ence ATTRI BUTE

W TH ATTRI BUTE SYNTAX ASNl1Xat mivbdul e. Resi | i enceKi nd;

BEHAVI OUR

ki ndOf Resi | i enceBehavi our BEHAVI OUR

DEFI NED AS

"This attribute indicates the kind(s) of resilience-mechanisn(s) that are used on the working
connecti on.

The meaning of the different values is as foll ows:

prot Swi tchlpl usl, --Protection Switching 1+1 (T)

prot Swi t chltol, --Protection Switching 1:1 (T)
recovPreAssRes, --Recovery with Pre-Assigned Resources (T)
f ast ReRout i ng" --Fast Re-routing (T)

REG STERED AS {xatmAttribute 12};
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8.7.10 List of ATM Access Point Pair Resources

|'i st OF At mMAccessPoi nt Pai r Resour ces ATTRI BUTE
W TH ATTRI BUTE SYNTAX  ASNl1Xat mvbdul e. Li st Of At mAccessPoi nt Pai r Resour ces;
MATCHES FOR EQUALI TY;
BEHAVI OUR
|'i st OF At mMAccessPoi nt Pai r Resour cesBehavi our BEHAVI CUR
DEFI NED AS "This attribute contains the Iist of the NWATM Access Points contained within the Inter
PNO Topol ogi cal Subnetwork Pair, with their associated Cell Rate and QoS C ass.
The aPnoAt mAccessPointld contains the Id of the access point that belongs to the network in
aEndPoi nt. The sane applies to zPnoAt mAccessPoi ntld and zEndPoi nt.
The maxAtoZ bandwith refers to the direction fromthe aPnoAt mAccessPoint to the zPnoAt mAccessPoi nt.
The maxZt oA bandwith refers to the other direction";;
REG STERED AS {xatmAttribute 7};

8.7.11 Max Num VCI Bits Supported

It isdefined in the ITU-T Recommendation 1.751 [3].

8.7.12 Max Num VPI Bits Supported

It isdefined in the ITU-T Recommendation 1.751 [3].

8.7.13 Operational State

Itisdefined in the ITU-T Recommendation X.721 [10].

8.7.14 PNO NW Access Point Id

pnoNWAccessPoi nt I d ATTRI BUTE

W TH ATTRI BUTE SYNTAX  ASN1Xat mvbdul e. NaneType;

MATCHES FOR EQUALI TY;

BEHAVI QUR

pnoNWAccessPoi nt | dBehavi our BEHAVI OUR
DEFI NED AS "This attribute is used for nam ng pnoNWAt mMAccessPoi nt objects.";;
REG STERED AS {xatmAttribute 8};

8.7.15 relatedSNC

rel at edSNC ATTRI BUTE

W TH ATTRI BUTE SYNTAX ASNl1Xat mvbdul e. I nitiatingVpConnecti onld;

MATCHES FOR EQUALI TY, SUBSTRI NGS;

BEHAVI CUR

rel at edSncBehavi our BEHAVI OUR

DEFI NED AS

"This attribute points at an ot her Subnetworkconnection, which is either a protection connection of
the fast re-routing kind, or a working connection."

REQ STERED AS {xatmAttribute 13}:

8.7.16 sinkCCMecanismActive

Defined in ITU-T Recommendation 1.751 [3].

8.7.17 sourceCCMechanismActive

Defined in ITU-T Recommendation 1.751 [3]

8.7.18 Trail Termination Point Id

This package is defined in ITU-T Recommendation M.3100 [1].

8.7.19 VCCTP Id

It is defined in the ITU-T Recommendation 1.751 [3].
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8.7.20 VC Schedulers

vcSchedul ers ATTRI BUTE

W TH ATTRI BUTE SYNTAX  ASN1Xat mvbdul e. VcSchedul ers;

MATCHES FOR EQUALI TY;

BEHAVI OUR;

vcSchedul er sBehavi our BEHAVI OUR.

DEFI NED AS "This attribute includes a schedul er specifying a nunber of tine intervals on 24 hour
time-of -day clock, pertaining to selected days of the week for each nmonth. The traffic descriptor is
associated with this schedul er allowi ng the change of the bandwith on a schedul e basis.";;

REG STERED AS {xatmAttribute 14};

8.7.21 vcTestState

vcTest State ATTRI BUTE

W TH ATTRI BUTE SYNTAX  ASN1Xat mvbdul e. VcTest St at e;

MATCHES FOR EQUALI TY;

BEHAVI OUR

vcTest St at eBehavi our BEHAVI OUR

DEFI NED AS "This attribute gives an indication if it is allowed or not to performtests on the PNO
VC Connection."

REQ STERED AS {xatmAttribute 15}:

8.7.22 VPCTP Id

Itis defined in the ITU-T Recommendation 1.751 [3].

8.7.23 VP Schedulers

vpSchedul ers ATTRI BUTE

W TH ATTRI BUTE SYNTAX  ASNlXat mivbdul e. VpSchedul ers;

MATCHES FOR EQUALI TY;

BEHAVI QUR

vpSchedul er sBehavi our BEHAVI OCUR
DEFI NED AS "This attribute includes a schedul er specifying a nunmber of time intervals on 24 hour
time-of -day clock, pertaining to selected days of the week for each nmonth. The traffic descriptor is
associated with this schedul er allow ng the change of the bandwith on a schedule basis.";;
REG STERED AS {xatmAttribute 9};

8.7.24 vpTestState

vpTest State ATTRI BUTE

W TH ATTRI BUTE SYNTAX  ASNl1Xat mvbdul e. VpTest St at e;

MATCHES FOR EQUALI TY;

BEHAVI OUR

vpTest St at eBehavi our BEHAVI OUR

DEFI NED AS "This attribute gives an indication if it is allowed or not to performtests on the PNO
VP Connection."

REQ STERED AS {xatmAttribute 10}:

8.8 Attribute Group Definitions

No attribute groups were identified.

8.9 Parameter Definitions

No parameters were identified.
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8.10 Notification Definitions

8.10.1 Cancel VC Network Connection Notification

cancel VcNet wor kConnect i onNoti fi cati on NOTI FI CATI ON

BEHAVI OUR

cancel VcNet wor kConnecti onNoti fi cati onBehavi our BEHAVI OUR

DEFI NED AS "This notification is issued by the Z PNOto ask the initiating PNOto rel ease the VC
Net wor k Connection. "

WTH I NFORMVATI ON SYNTAX ASN1Xat mvbdul e. Cancel VcNet wor kConnecti onNoti fi cation;
REG STERED AS {xatmNotification 2};

8.10.2 Cancel VP Link Connection Notification

cancel VpLi nkConnecti onNoti ficati on NOTI Fl CATI ON

BEHAVI OUR

cancel VpLi nkConnecti onNoti fi cati onBehavi our BEHAVI OUR

DEFI NED AS "This notification is issued by a PNOto ask the initiating PNOto rel ease the VP Link
Connection."

WTH I NFORVATI ON SYNTAX ASN1Xat mvbdul e. Cancel VpNet wor kConnecti onNoti fi cati on;
REG STERED AS {xat mNotification 3};

8.10.3 Cancel VP Network Connection Notification

cancel VpNet wor kConnecti onNoti fi cati on NOTI FI CATI ON

BEHAVI QUR

cancel VpNet wor kConnecti onNoti fi cati onBehavi our BEHAVI OUR

DEFI NED AS "This notification is issued by the Z PNOto ask the initiating PNOto rel ease the VP
Net wor k Connection. "

WTH | NFORMATI ON SYNTAX ASN1Xat mvbdul e. Cancel VpNet wor kConnect i onNoti fi cati on;
REG STERED AS {xatmNotification 1};

8.11  Action Definitions

8.11.1 Activate Change

acti vat eChange ACTI ON
BEHAVI QUR
act i vat eChangeBehavi our BEHAVI OUR
DEFI NED AS "This action is requested by the Initiating PNO when it wants to activate a change
reservation already confirmed by all the PNO Subnetworks in the path.
The activat eChange action consists of changing the paraneters of the current activation, in
accordance with the previ ous changeReservation procedure.
This action entails to replace the vpSchedul ers attribute with the proper conponent of the
changeReservationlnformation attri bute. Then, the changeReservationlnformation attribute will be
replaced with its default value. Al these operations are internal to the concerned PNO so these
changes of the attribute values should be notified by using the attributeVal ueChangeNotification."
MODE CONFI RVED;
W TH REPLY SYNTAX  ASN1Xat mvbdul e. Acti vat eChangeResul t;
REG STERED AS{xat mAction 1};

8.11.2 Check User

checkUser ACTI ON
BEHAVI QUR
checkUser Behavi our BEHAVI OUR
DEFI NED AS "The objective of this action is to check if the Z User is willing to and is able to
accept the proposed VP or VC Connecti on.
The meaning of the different check user causes is as follows:
bandwi dt hNot Avai | abl e: the destination user is not able to support the band width(s) required in the
schedul er.
user Not Avai | able: it includes the follow ng cases:
non- exi stent user;
user availability status with the val ue notAvail abl e;
user operational state with the val ue disabl ed;
user administrative state with the val ue | ocked.
Al of this cases are internal to each PNO (not visible fromthe X-Interface).
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user Not Conpatible: it includes the follow ng case:
with regard to a list of origin users which the user at the destination does not want to have a
connection wth.

MODE CONFI RVED;
W TH | NFORMATI ON SYNTAX ASN1Xat mvbdul e. CheckUser | nf or mati on;
W TH REPLY SYNTAX ASN1Xat mvbdul e. CheckUser Resul t ;

REG STERED AS{xat mAction 2};

8.11.3 controlCC

Defined in ITU-T Recommendation 1.751 [3].

8.11.4 Give Available Links

gi veAvai | abl eLi nks ACTI ON

BEHAVI QUR
gi veAvai | abl eLi nksBehavi our BEHAVI CUR
DEFI NED AS "The result of this Action is a list of PNGs that are adjacent to the PNO that receives
this request and have sufficient cell rate available on their links with the receiving PNO to
support the proposed VP- or VC Connection."

MODE CONFI RVED;
W TH | NFORMATI ON SYNTAX ASN1Xat mvbdul e. G veAvai | abl eLi nksl nf or mati on;
W TH REPLY SYNTAX ASN1Xat mvbdul e. G veAvai | abl eLi nksResul t;

REG STERED AS{xat mAction 3};

8.11.5 Release PNO VC Subnetwork Connection

r el easePnoVcSubnet wor kConnect i on ACTI ON

BEHAVI QUR
r el easePnoVcSubnet wor kConnect i onBehavi our BEHAVI CUR
DEFI NED AS "This action is perforned by the Initiating PNO requesting the clearing down of the VC
subnetwork connection. This will delete the pnoVcSubnet wor kConnecti on obj ect instance that makes up
the connection. The rel ated pnoVCCTP object instance(s) that are not in use by other VC subnetwork
connections are deleted too."

MODE CONFI RVED,

W TH | NFORMATI ON SYNTAX ASN1Xat mvbdul e. Rel easeSubNet wor kConnect i onl nf or mati on;

W TH REPLY SYNTAX ASN1Xat mvbdul e. Rel easeSubNet wor kConnect i onResul t ;
REG STERED AS{xat mActi on 6};

8.11.6 Release PNO VP Link Connection

r el easePnoVpLi nkConnecti on ACTI ON

BEHAVI QUR
r el easePnoVpLi nkConnect i onBehavi our BEHAVI OUR
DEFI NED AS "This action is perforned by the Initiating PNO requesting the clearing down of the VP
link connection. This will delete the pnoVpLink Connecti on object instance that nmakes up the
connection. The related pnoVPCTP object instance that is not in use by other VP link connections are
del eted too."

MODE CONFI RMED;

W TH | NFORVATI ON SYNTAX ASN1Xat mvbdul e. Rel easeSubNet wor kConnect i onl nf or nati on;

W TH REPLY SYNTAX ASN1Xat mvbdul e. Rel easeSubNet wor kConnect i onResul t;
REG STERED AS{ xat mAction 7};

8.11.7 Release PNO VP Subnetwork Connection

r el easePnoVpSubnet wor kConnecti on ACTI ON

BEHAVI QUR
r el easePnoVpSubnet wor kConnect i onBehavi our BEHAVI OUR
DEFI NED AS "This action is perforned by the Initiating PNO requesting the clearing down of the VP
subnet wor k connection. This will delete the pnoVpSubnetworkConnecti on object instance that makes up
the connection. The rel ated pnoVPCTP object instance(s) that are not in use by other VP subnetwork
connections are deleted too."

MODE CONFI RMVED;

W TH | NFORVATI ON SYNTAX ASN1Xat mvbdul e. Rel easeSubNet wor kConnect i onl nf or mat i on;

W TH REPLY SYNTAX ASN1Xat mvbdul e. Rel easeSubNet wor kConnect i onResul t;
REQ STERED AS{ xat mAction 4};
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8.11.8 Reserve PNO Enhanced VpSubnetworkConnection

reser vePnoEnhancedVpSubnet wor kConnect i on ACTI ON

BEHAVI QUR
reser vePnoEnhancedVpSubnet wor kConnect i on- Beh BEHAVI OUR
DEFI NED AS
"This action requests the involved PNOto reserve a path across its subnetwork: between a specified
i nput point and an adjacent subnetwork if perforns the T subnetwork role, between the A User and an
adj acent subnetwork if it performs A subnetwork role or between a specified input port and the Z
user, if it perforns the Z subnetwork role. It has the sane behaviour as Action
reser vePnoVpSubnet wor kConnection, but with the additional capability to request for performance
nonitoring and network resilience. The acceptance or rejection of a reservation is independent of
the request for performance nonitoring and resilience.
The response to a rejected reservation is identical to the response for Action
reser vePnoVpSubnet wor kConnect i on.
The response to an accepted reservation has the result for performance nonitoring and resilience
added.
If performance nmonitoring is requested and the reservation is accepted, the successful response will
also indicate if performance nonitoring is accepted (pmX (2)), or rejected (pniNotPossible (0)).
I f perfornmance nonitoring is accepted one or two other objects (i.e.
pnoLCBi di rect i onal PerformanceMni tor & pnoSNCBi di recti onal PerformanceMnitor)are created, together
with the creation of a pnoVpSubnetworkConnecti on object.
The request for resilience can be included as an option. It is possible to ask for one type of
resilience, or for a conbination of types.
If resilience is requested and the reservation is accepted, the successful response will also
indicate if and what types of resilience are accepted:

Protection Switching Avail abl e: protection switching capability is available for this VP
connection (T) or not available (F).

Recovery Resources Assigned: whether (T) or not (F) the resources for recovery have been
assi gned.

fast ReroutingResul t: a fast re-routing is possible(T) for this VP connection, or

not possible (F).

If a working Subnetwork connection has been assigned a fast re-routing protection Subnetwork
connection, its attribute relatedSNC should refer to this protection connection and vice versa.

In future this action should be used instead of the reservePnoVpSubnetworkConnection action if the
initiating and A/ T/ Z-PNO have both inplenented it. The 'old" action

reser vePnoVpSubnet wor kConnection is only inplenmented for backward conpatibility reasons. In order to
guarantee a uni que nane for a pnoVpSubnetwor kConnecti on object created as a result of the Reserve
Request, the value for its nam ng Attribute (SubnetworkConnectionld attribute inherited fromthe
Subnet wor kConnecti on MOC) shall be set to the concatenation of the values of the initiatingPnold and
initiatingVpConnectionld in the ASN. 1 syntax of the reservePnoEnhancedVpSubnetwor kConnection Action
received fromthe Manager.";;

MODE CONFI RVED;

W TH | NFORMATI ON SYNTAX ASN1Xat mvbdul e. Reser vePnoEnhancedVp;

W TH REPLY SYNTAX ASN1Xat mvbdul e. Reser vePnoEnhancedVpResul t;

REG STERED AS {xat mAction 8};

8.11.9 Reserve Pno Vc Subnetwork Connection

reser vePnoVcSubnet wor kConnect i on ACTI ON

BEHAVI QUR

reser vePnoVcSubnet wor kConnect i onBehavi our BEHAVI CUR

DEFI NED AS "Thi s action requests the involved PNOto reserve a virtual channel across its
subnet wor k: bet ween a specified i nput point and an adj acent subnetwork if performs the T subnetwork
role, between the A User and an adj acent subnetwork if it perforns A subnetwork role or between a
specified input port and the Z user, if it perfornms the Z subnetwork role.

The result of this action is the acceptance or reject of the connection reservation request
(regarding the start tine, the stop tine and eventually the periodicity requested).

If the connection reservation is rejected, the reason is returned. The neanings of the different
causes for rejection are as follows:

near EndQosNot Avai | abl e(1): Wth the near EndPnoSubnetworkld the Agent will find the correspondi ng

i nt er PnoTopol ogi cal Subnet wor kPai r Cbject Instance. Wthin this instance, the Agent will |ook for the
el enent containing the nearEndApld in its IistCO At mAccessPoi nt Pai r Resources attri bute.

Once the Agent has found the proper element in the list, it shall check whether the forwardQSC ass
and Backwar dQoSC ass fields in the reserveVclnfornmati on can be provided according to the atnPathQsS
field in the |istO At mAccessPoi nt Pai r Resources attribute by the virtual path near EndVPCTPI d,

term nating at the near EndAPI d.

schedul eNot Avai | abl e(2): the agent can NOT provide the vcConnection with the specified vcSchedul er.
As described in the previous cause, once the Agent has found the proper element in the

i st OF At mMAccessPoi nt Pai r Resources attribute, it shall check the follow ng:

At the nearEnd side (CASE 1):

Whet her the requested AtoZTrafficDescriptor of each slot of the VcScheduler fits in the current

avai |l abl e i ncom ng bandwi dth of virtual path nearEndVPCTPId term nating at near EndAPId. Note that
the current available inconming bandwidth is internal to the agent (not visible fromthe X Interface)
and shall be obtained by neans of the max. incom ng bandwi dth and the previous reservations
performed on this near EndAPI d.
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Whet her the requested Zt oATrafficDescriptor of each slot of the VcScheduler fits in the current
avai | abl e outgoi ng bandwi dth of virtual path nearEndVPCTPId terminating at near EndAPId. Note that
the current avail abl e outgoing bandwidth is internal to the agent (not visible fromthe Xinterface)
and shall be obtained by nmeans of the max. outgoing bandwi dth and the previous reservations
performed on this near EndAPI d.
If the virtual path near EndVPCTPId, terminating at near EndAPId does not fulfil the two above
condi tions, the Reservation Action Response will contain an unsuccessful response with the
schedul eNot Avai | abl e reserve cause.
At the far End side (case 2: TRANSIT and A), the conditions to be checked are:
The requested AtoZTrafficDescriptor of each slot of the VcScheduler fits in the current available
out goi ng bandwi dth of some virtual path terminating at the farEndAPId which is being checked. Note
that the current avail able outgoing bandwidth is internal to the agent (not visible fromthe X
Interface) and shall be obtai ned by nmeans of the max. outgoing bandwi dth and the previous
reservations performed on this farEndAPlId which is being checked.
The requested ZtoATrafficDescriptor of each slot of the VcScheduler fits in the current available
i ncom ng bandwi dth of sone virtual path terminating at the FarEndAPId which is being checked. Note
that the current avail able incom ng bandwidth is internal to the agent (not visible fromthe Xcoop
interface) and shall be obtained by neans of the max. incomi ng bandw dth and the previous
reservations perfornmed on this farEndAPId which is being checked.
If there is no elenent (link) in the ListO At mAccessPoi nt PairResources attribute where a virtual
path exists or internally can be created to fulfil the two above conditions, the Reservation Action
Response will contain an unsuccessful response with the Schedul eNot Avai |l abl e reserve cause.
At the far End side (case 3: DESTINATION Z net), the conditions to be checked are:
The requested AtoZTrafficDescriptor of each slot of the VcScheduler fits in the current avail able
out goi ng bandwi dth of some virtual path terminating at the UNl resource. Note that the current
avai |l abl e outgoing bandwi dth on this resource is internal to the agent (not visible fromthe Xcoop
interface) and can be obtained by neans of the max. outgoing bandwi dth on this UNl resource on the
@B level and the previous reservations performed on this UNl associated to the destinati onAddress.
The requested ZtoATrafficDescriptor of each slot of the VcScheduler fits in the current available
incom ng bandwi dth of sone virtual path terminating at the UNI. Note that the current avail able
incom ng bandwidth is internal to the agent (not visible fromthe X Interface) and can be obtained
by neans of the max. incoming bandwi dth on this UNI resource on the B |evel and the previous
reservations performed on this UNl associated to the Destinati on Address.
If at the UNI, associated to the Destination Address, no virtual path exists or can internally be
created to fulfil the two above conditions, the Reservation Action Response will contain a negative
response with the Schedul eNot Avai | abl e reserve cause.

zVpi Busy(4): the zVPi of the Vp that term nates at nearEndAPId and which is used to carry the Vc
(see Reservelnformation ASN. 1 definition) is already used during the specified slot tines.

near EndVpi Qut Of Range(5): Thi s happens when the maxi mumrange of subnetwork connections that can be
used to on the pnoNWAccessPoi nt Object |nstance (designed by near EndAPI d) have previously been
al | ocat ed.

zVpi Qut O Range (6): This happens when the nmaxi mumrange of subnetwork connections on the
pnoNWAccessPoi nt Cbj ect Instance at USER side have previously been all ocated.

near EndSNUnknown (7): the near EndPnoSubnetworkl d (see Reservelnformation ASN. 1 definition) is
unknown.

far EndSNUnknown (8): the farEndPnoSubnetworkld (see Reservelnformation ASN. 1 definition) is
unknown.

user Not Avai l able (9): it includes the follow ng cases:
none- exi stent user,
user availability status with the val ue notAvail abl e,
user operational state with the val ue disabl ed,
user administrative state with the val ue | ocked.

user Not Conpati bl e(10): it includes the follow ng case:
with regard to a list of Origin users which the destination user does not want to have a connection
wi t h.

near EndAPi sUnknown(11): the near EndAPId (see Reservel nformati on ASN. 1

definition) is unknown.

nmodeNot Avai | abl e(12): the npbde (see Reservelnformation ASN. 1 definition) is not pointToPoint(0).

initiati ngPnoSNUnknown(13): the PNO indicated by initiatingPnoSubnetworkld (see Reservel nformation
ASN. 1 definition) is unknown.

f ar EndQosNot Avai | abl e(14):
At the far End side (case 1: TRANSIT and A), the conditions to be checked are:
Whet her the forwardQSC ass and Backwar dQSC ass fields in the Reservelnformation can be provided by
sone virtual path terminating at the pnoNWAt mAccess Point Object Instance identified in the el enent
bei ng checked according to the atnPathQsS field in the ListO At mMAccessPoi nt Pai r Resources attribute.
If there are no elenents in the ListO At mAccessPoi nt PairResources attribute that fulfil the above
condition, then the Agent will respond with an unsuccessful response with the far EndQoSNot Avai |l abl e
reserve cause.
At the far End side (case 2: DESTINATION Z net), the conditions to be checked are:
Whet her the forwardQSC ass and Backwar dQSC ass fields in the Reservelnformation can be provided by
sone virtual path terminating at the UNI resource according to its Quality of Service at the B
network |evel.

refused(15): Used when an agent PNO refuses the reservation for whatever reason

near EndVci Busy(16): the near EndVCCTPI d (see Reservelnformation ASN. 1 definition) is already used
by an anot her vcConnection during the specified slot tines.

zVci Busy(17): the zVG (see Reservelnformation ASN. 1 definition) is already used during the
specified slot tines.
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near EndVci Qut O Range(18): Thi s happens when the maxi mum range of Vc subnetwork connections on the
pnoNWAccessPoi nt Obj ect |nstance (designed by near EndAPI d) have previously been all ocat ed.

zVeci Qut O Range(19): This happens when the maxi mum range of subnetwork connections on the
pnoNWAccessPoi nt Obj ect | nstance at
USER si de have previously been allocated.
In case of a Z PNOit is possible to define the zVPi and zVC within the reservelnfornation. If this
requested zVPi or
zVG cannot be provided, the reserveCause zVpi Busy or zVciBusy is also to be responded.
If the connection reservation is accepted, a pnoVcSubnetwor kConnection object is created.”

MODE CONFI RVED,

W TH | NFORMATI ON SYNTAX ASN1Xat mvbdul e. Reser veVcl nf or mati on;
W TH REPLY SYNTAX ASN1Xat mvbdul e. ReserveVcResul t.

REG STERED AS {xat mAction 9}.

8.11.10 Reserve PNO VP Link Connection

reservePnoVpLi nkConnecti on ACTI ON
BEHAVI QUR

reser vePnoVpLi nkConnect i onBehavi our BEHAVI OUR
DEFI NED AS "This action reqests a PNO to nake a VP Link Connection reservation across an 'Inter-Pno
link' with an adjacent PNO
It is requested by the Initiating PNO The result of this action is the acceptance or reject of the
connection reservation request (regarding the start time, the stop tinme and eventually the
periodicity requested).
I f the adjacent PnoSubnetworkld (see ASN. 1 definition) is specified in the request, the Agent will
look if there is a correspondi ng i nterPnoTopol ogi cal Subnetwor kPair Object Instance and if this
instance contains a suitable |link. As seen fromthe Agent here the direction 'aToZ' in the request
is in the direction of the adjacent subnetwork.
I f the SEQUENCE ' near EndAPI d, near EndVPCTPI d, near EndPnoSubnet workld' (see ASN.1 definition) is
specified in the request, the Iink has already been chosen by the I PNO and the Agent will check if
it can provide the connection. As seen fromthe Agent, here the direction 'aToZ' in the request is
in the direction of the Agents' own subnetwork.
If the connection reservation is rejected, the reason is returned. The neanings of the different
causes for rejection are as follows:
| i nkQosNot Avai | abl e(1): The requested aToZQoSC ass and zToAQSC ass in the reservelinkl nformation
can NOT be provided by the Link (atnPathQS field in the |istCOf At mAccessPoi nt Pai r Resour ces
attribute).
| i nkSchedul eNot Avai | abl e(2): the agent can NOT provide the requested vpLi nkConnection with the
speci fi ed vpSchedul er.
The Agent shall check the foll ow ng:
(If the SEQUENCE ' near EndAPI d, near EndVPCTPI d, near EndPnoSubnetworkld' is specified in the request):
("incom ng' and 'outgoing' are with regard to the Agents' subnetwork)
Whet her the requested AtoZTrafficDescriptor of each slot of the VpScheduler fits in the current
avai |l abl e i ncom ng bandwi dth. Note that the current avail able incom ng bandwidth is internal to the
agent (not visible fromthe X Interface) and shall be obtained by means of the max. incom ng
bandwi dt h and the previous reservations performed on the near EndAPI d.
Whet her the requested ZtoATrafficDescriptor of each slot of the VpScheduler fits in the current
avai | abl e outgoi ng bandwi dth. Note that the current avail abl e outgoing bandwidth is internal to the
agent (not visible fromthe Xinterface) and shall be obtained by nmeans of the max. outgoing
bandwi dt h and the previous reservations performed on this near EndAPI d.
If the near EndAPlI d does not fulfil the two above conditions, the Reservation Action Response w ||
contai n an unsuccessful response with the schedul eNot Avai | abl e reserve cause.
(I f adjacent PnoSubnetworkld is specified in the request):
("incomng' and 'outgoing’ are with regard to the Agents' subnetwork)
The requested AtoZTrafficDescriptor of each slot of the VpScheduler fits in the current available
out goi ng bandwi dth for the link which is being checked. Note that the current avail abl e outgoi ng
bandwi dth is internal to the agent (not visible fromthe X Interface) and shall be obtai ned by neans
of the max. outgoi ng bandwi dth and the previous reservations perforned on this link which is being
checked.
The requested ZtoATrafficDescriptor of each slot of the VpScheduler fits in the current avail able
incom ng bandwi dth for the link which is being checked. Note that the current avail able incom ng
bandwidth is internal to the agent (not visible fromthe Xcoop interface) and shall be obtained by
means of the max. incoming bandwi dth and the previous reservations performed on this farrEndAPId
whi ch is being checked.
If there is no elenent (link) in the ListO At mAccessPoi nt PairResources attribute to fulfil the two
above conditions, the Reservation Action Response will contain an unsuccessful response with the
Schedul eNot Avai | abl e reserve cause.

near EndVpi Busy(3): requested near EndVPCTPId in the reservelLinklnformation (see ASN. 1 definition)
is already used by an anot her vpConnection during the specified slot tines.

near EndVpi Qut O Range(4): requested near EndVPCTPId in the reserveLi nklnformation (see ASN. 1
definition) is outside of the VPlI-range as deternined by the involved pnoNWAccessPoi nt Cbj ect
I nst ance.

near EndSNUnknown(5) : near EndPnoSubnet wor kl d (see Reservelinklnformation ASN. 1 definition) is
unknown.

near EndAPi sUnknown(6): near EndAPI d (see Reservelinklnfornmation ASN. 1 definition) is unknown.

nmodeNot Avai | abl e(7): node (see ReserveLinklnformation ASN.1 definition) is not pointToPoint(0).
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initiati ngPnoSNUnknown(8): PNO indicated by initiatingPnoSubnetworkld (see Reservelinklnformation
ASN. 1 definition) is unknown.
refused(9): used when an agent PNO refuses the reservation for whatever reason
If the connection reservation is accepted, a pnoVpLi nkConnection object is created."
MODE CONFI RVED;
W TH | NFORMATI ON SYNTAX ASN1Xat mvbdul e. Reser veVpLi nkl nf or nat i on;
W TH REPLY SYNTAX ASN1Xat mvbdul e. Reser veVpLi nkResul t;
REG STERED AS {xat mActi on 10};

8.11.11 Reserve PNO VP Subnetwork Connection

reser vePnoVpSubnet wor kConnecti on ACTI ON
BEHAVI QUR
reservePnoVpSubnet wor kConnect i onBehavi our BEHAVI CUR
DEFI NED AS "This action requests the involved PNOto reserve a path across its subnetwork: between a
specified input point and an adjacent subnetwork if perfornms the T subnetwork role, between the A
User and an adj acent subnetwork if it perforns A subnetwork role or between a specified input port
and the Z user, if it perforns the Z subnetwork role. The result of this action is the acceptance or
reject of the connection reservation request (regarding the start tinme, the stop tinme and eventual ly
the periodicity requested).
If the connection reservation is rejected, the reason is returned. The neanings of the different
causes for rejection are as foll ows:

near EndQosNot Avai | abl e(1): Wth the near EndPnoSubnetworkld the Agent will find the correspondi ng
i nt er PnoTopol ogi cal Subnet wor kPair Cbject Instance. Wthin this instance, the Agent will |ook for the
el ement containing the nearEndApld in its |istO At mAccessPoi nt Pai r Resources attribute.
Once the Agent has found the proper element in the list, it shall check whether the forwardQSC ass
and Backwar dQoSC ass fields in the reservelnformati on can be provi ded by the near EndAPI d accordi ng
to the atnPathQsS field in the |istO At mAccessPoi nt Pai r Resources attri bute.

schedul eNot Avai | abl e(2): the agent can NOT provide the vpConnection with the specified
vpSchedul er.
As described in the previous cause, once the Agent has found the proper element in the
i st OF At mMAccessPoi nt Pai r Resources attribute, it shall check the follow ng:
At the nearEnd side (CASE 1):
Whet her the requested AtoZTrafficDescriptor of each slot of the VpScheduler fits in the current
avail abl e i ncomi ng bandwi dth. Note that the current avail able incom ng bandwidth is internal to the
agent (not visible fromthe X Interface) and shall be obtained by nmeans of the max. incom ng
bandwi dth and the previous reservations perfornmed on this near EndAPI d.
Whet her the requested Zt oATrafficDescriptor of each slot of the VpScheduler fits in the current
avai | abl e outgoi ng bandwi dth. Note that the current avail abl e outgoing bandwidth is internal to the
agent (not visible fromthe Xinterface) and shall be obtained by neans of the max. outgoing
bandwi dth and the previous reservations perfornmed on this near EndAPI d.
If the near EndAPlI d does not fulfil the two above conditions, the Reservation Action Response w ||
contai n an unsuccessful response with the schedul eNot Avai | abl e reserve cause.
At the far End side (case 2: TRANSIT and A), the conditions to be checked are:
The requested AtoZTrafficDescriptor of each slot of the VpScheduler fits in the current avail able
out goi ng bandwi dth on the FarEndAPId which is being checked. Note that the current avail able
out goi ng bandwidth is internal to the agent (not visible fromthe X Interface) and shall be obtained
by means of the max. outgoi ng bandw dth and the previous reservations perforned on this farEndAPId
whi ch is being checked.
The requested Zt oATrafficDescriptor of each slot of the VpScheduler fits in the current avail able
i ncom ng bandwi dth on the Far EndAPlI d which is being checked. Note that the current avail able
incomng bandwi dth is internal to the agent (not visible fromthe Xcoop interface) and shall be
obt ai ned by neans of the max. incom ng bandwi dth and the previous reservations performed on this
farrEndAPI d which is being checked.
If there is no element (link) in the ListOf At mAccessPoi nt PairResources attribute to fulfil the two
above conditions, the Reservation Action Response will contain an unsuccessful response with the
Schedul eNot Avai | abl e reserve cause.
At the far End side (case 3: DESTINATION Z net), the conditions to be checked are:
The requested AtoZTrafficDescriptor of each slot of the VpScheduler fits in the current avail able
out goi ng bandwi dth on the UNI resource. Note that the current avail abl e outgoing bandwi dth on this
resource is internal to the agent (not visible fromthe Xcoop interface) and can be obtained by
nmeans of the max. outgoing bandwi dth on this UNI resource on the B |evel and the previous
reservations performed on this UNl associated to the destinati onAddress.
The requested Zt oATrafficDescriptor of each slot of the VpScheduler fits in the current available
i ncom ng bandwi dth on the UNI. Note that the current available incomng bandwidth is internal to the
agent (not visible fromthe X Interface) and can be obtai ned by neans of the max. incom ng bandw dth
on this UNI resource on the (B level and the previous reservations performed on this UNI associ ated
to the Destination Address.
If the UNI associated to the Destination Address does not fulfil the two above conditions, the
Reservation Action Response will contain a negative response with the Schedul eNot Avai | abl e reserve
cause.

near EndVpi Busy(3): the near EndVPCTPI d (see Reservelnformation ASN. 1 definition) is already used by
an anot her vpConnection during the specified slot tines.

zVpi Busy(4): the zVPi (see Reservelnformation ASN. 1 definition) is already used during the
specified slot tines.

near EndVpi Qut Of Range(5): Thi s happens when the maxi mum range of subnetwork connections on the
pnoNWAccessPoi nt Cbj ect I nstance (designed by near EndAPI d) have previously been all ocated.
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zVpi Qut OF Range(6): This happens when the maxi mrumrange of subnetwork connections on the
pnoNWAccessPoi nt Obj ect | nstance at
USER si de have previously been allocat ed.
near EndSNUnknown( 7) : the near EndPnoSubnetworkld (see Reservelnformation ASN. 1 definition) is
unknown.
f ar EndSNUnknown(8): the far EndPnoSubnetworkld (see Reservelnformation ASN. 1 definition) is
unknown.
user Not Avai l abl e(9): it includes the follow ng cases:
none- exi stant user,
user availability status with the val ue notAvail abl e,
user operational state with the val ue di sabl ed,
user administrative state with the val ue | ocked.
user Not Conpati bl e(10): it includes the follow ng case:
with regard to a list of Origin users which the destination user does not want to have any
connection wth.
near EndAPi sUnknown(11): the near EndAPId (see Reservelnformation ASN.1 definition) is unknown.
modeNot Avai | abl e(12): the nmode (see Reservelnformation ASN. 1 definition) is not pointToPoint(0).
initiati ngPnoSNUnknown(13): the PNO indicated by initiatingPnoSubnetworkld (see Reservel nformation
ASN. 1 definition) is unknown.
f ar EndQosNot Avai | abl e( 14):
At the far End side (case 1: TRANSIT and A), the conditions to be checked are:
Whet her the forwardQSC ass and Backwar dQSC ass fields in the Reservelnformation can be provided by
the pnoNWAt mAccess Point Cbject Instance identified in the el enent being checked according to the
atnPat hQoS field in the ListOf At mMAccessPoi nt Pai r Resources attri bute.
If there are no elenents in the ListO At mMAccessPoi nt Pai rResources attribute that fulfil the above
condition, then the Agent will respond with an unsuccessful response with the far EndQoSNot Avai | abl e
reserve cause.
At the far End side (case 2: DESTINATION Z net), the conditions to be checked are:
Whet her the forwardQSC ass and Backwar dQSC ass fields in the Reservelnformation can be provided by
the UNI resource according to its Quality of Service at the @B network |evel.
refused(15): Used when an agent PNO refuses the reservation for whatever reason
In case of a Z PNOit is possible to define the zVPi within the reservelnfornation. If this
requested zVPi can not be provided, the reserveCause zVpi Busy is also to be responded.
If the connection reservation is accepted, a pnoVpSubnetwor kConnection object is created.”

MODE CONFI RVED,

W TH | NFORMATI ON SYNTAX ASN1Xat mvbdul e. Reser vel nf or mati on;

W TH REPLY SYNTAX ASN1Xat mvbdul e. ReserveResul t;
REG STERED AS {xat mAction 5};

8.11.12 switchToSnc

swi tchToSnc ACTI ON
BEHAVI QUR
swi t chToSncBehavi our BEHAVI QUR
DEFI NED AS
"This action requests the Agent involved to change over, at the user end point, to the traffic
arriving froman alternative route which is referred to in the attribute related SNC.
The responses are:
switch_OK (0), when the change-over was successful.
. switch_NotK (1), when the change over failed."

MODE CONFI RMVED;

W TH | NFORMATI ON SYNTAX ASN1Xat mvbdul e. Swi t chToSncl nf or mati on;
W TH REPLY SYNTAX ASN1Xat mvbdul e. Swi t chToSncResul t ;

REG STERED AS {xat mAction 11};

8.12 Name Binding Definitions

8.12.1 interPnoTopologicalSubnetworkPair-pnoVcSubnetwork

i nt er PnoTopol ogi cal Subnet wor kPai r - pnoVcSubnet wor k NAVE BI NDI NG
SUBORDI NATE OBJECT CLASS i nt er PnoTopol ogi cal Subnet wor kPai r;
NAMED BY
SUPERI OR OBJECT CLASS pnoVcSubnet wor k;

W TH ATTRI BUTE "ES 200 653 [9] ": subNetworkPairld;

BEHAVI QUR

i nt er PnoTopol ogi cal Subnet wor kPai r - pnoVcSubnet wor kBehavi our BEHAVI OUR

DEFI NED AS

"The interPnoTopol ogi cal Subnet wor kPai r object is not created or del eted by system managenent
protocol. An instance of the object is created when a bundl e of physical |inks between one PNO and

anot her, comes into existence.
The object is deleted when the underlying resource ceases to exist."

REG STERED AS { xat nNaneBi ndi ng 6} ;
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8.12.2 interPnoTopologicalSubnetworkPair-pnoVpSubnetwork

i nt er PnoTopol ogi cal Subnet wor kPai r - pnoVpSubnet wor k NAVE BI NDI NG
SUBORDI NATE OBJECT CLASS i nt er PnoTopol ogi cal Subnet wor kPai r ;
NAMVED BY
SUPERI OR OBJECT CLASS pnoVpSubnet wor k;

W TH ATTRI BUTE "ES 200 653 [9] ": subNetworkPairld;

BEHAVI OUR

i nt er PnoTopol ogi cal Subnet wor kPai r - pnoVpSubnet wor kBehavi our BEHAVI OUR

DEFI NED AS

"The interPnoTopol ogi cal Subnet workPair object is not created or deleted by system managenent
protocol. An instance of the object is created when a bundl e of physical |inks between one PNO and

anot her, comes into existence.
The object is deleted when the underlying resource ceases to exist."

REG STERED AS { xat nNaneBi ndi ng 1} ;
8.12.3 interPnoTopologicalSubnetworkPair-pnoVpSubnetworkR2

i nt er PnoTopol ogi cal Subnet wor kPai r - pnoVpSubnet wor kR2 NAMVE BI NDI NG
SUBORDI NATE OBJECT CLASS i nt er PnoTopol ogi cal Subnet wor kPai r ;

NAMED BY

SUPERI OR OBJECT CLASS pnoVpSubnet wor kR2;

W TH ATTRI BUTE "ES 200 653 [9] ": subNetworkPairld;
BEHAVI QUR
i nt er PnoTopol ogi cal Subnet wor kPai r - pnoVpSubnet wor kR2Behavi our BEHAVI OUR
DEFI NED AS

" (Thi s nanebi nding shoul d be used instead of interPnoTopol ogi cal Subnetwor kPai r - pnoVpSubnet wor k
which is maintained for conpatibility purposes). The interPnoTopol ogi cal Subnet wor kPai r object is not
created or deleted by system managenent protocol. An instance of the object is created when a bundle
of physical |inks between one PNO and anot her, cones into existence.

The object is deleted when the underlying resource ceases to exist.

REG STERED AS { xat nNaneBi ndi ng 7} ;

8.12.4 pnoBidirectionalContinuityMonitor-pnoVCCTP

pnoBi di recti onal Conti nui t yMni t or - pnoVCCTP NAME Bl NDI NG

SUBORDI NATE OBJECT CLASS pnoBi di recti onal Conti nuityMonitor;

NAMED BY SUPERI OR OBJECT CLASS pnoVCCTP;

W TH ATTRIBUTE "I TU- T Reconmendation |.751 [3] (1996)":continuityMnitorld;
CREATE

W TH REFERENCE- OBJECT, W TH- AUTOVATI C- | NSTANCE- NAM NG,

DELETE

DELETES- CONTAI NED- OBJECTS;

REG STERED AS {xat mNaneBi ndi ng 8};

8.12.5 pnoBidirectionalContinuityMonitor-pnoVPCTP

pnoBi di recti onal Conti nuit yMoni t or - pnoVPCTP NAVE BI NDI NG

SUBORDI NATE OBJECT CLASS pnoBi di recti onal Conti nui t yMonitor;

NAMED BY SUPERI OR OBJECT CLASS pnoVPCTP;

W TH ATTRIBUTE "I TU-T Reconmendation |.751 [3] (1996)":continuityMnitorld;
CREATE

W TH REFERENCE- OBJECT, W TH AUTOVATI C- | NSTANCE- NAM NG,

DELETE

DELETES- CONTAI NED- OBJECTS;

REG STERED AS {xat mNaneBi ndi ng 5};

8.12.6 pnoNWAtmAccessPoint-pnoVpSubnetwork

pnoNWAt mAccessPoi nt - pnoVpSubnet wor k NAMVE Bl NDI NG
SUBORDI NATE OBJECT CLASS pnoNWAt mAccessPoi nt ;
NAMED BY
SUPERI OR OBJECT CLASS pnoVpSubnet wor k;
W TH ATTRI BUTE pnoNWAccessPoi nt | d;

BEHAVI OUR

pnoNWAt mAccessPoi nt - pnoVpSubnet wor kBehavi our BEHAVI OUR

DEFI NED AS

"The pnoNWAt mAccessPoi nt object is not created or del eted by system nanagenent protocol. An instance
of the object is created when a single physical link, the end point of which this object represents,

cones into existence. This may be on the creation, or at any time during the existence of the
i nt er PnoTopol ogi cal Subnet wor kPai r obj ect instance associated with a particul ar pnoNWAt mAccessPoi nt
obj ect instance.
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A pnoNWAt mAccessPoi nt obj ect instance may be created representing the external connection to an End

User in a Z PNO, in which case there will be no associated subnetworkPairld, as such an object would
not be related to an inter pno physical Iink.
The object is deleted when the related physical |link ceases to exist, or in the case of a Z PNO

when the related connection to a User ceases to exist.

The creation and del eti on of pnoNWAt mAccessPoi nt obj ect instances are only notified to other PNGs,
if these instances are associated with interPnoTopol ogi cal Subnetwor kPair instance, via the

attri but evVal ueChangeNotification, reporting on changes to the |ist O At mAccessPoi nt Pai r Resour ces
attribute.

No reports for the creation and del eti on of pnoNWAt mMAccessPoi nt obj ect instances serving connections
to users in Z PNCs will be nade."

REQ STERED AS { xat mNaneBi ndi ng 2} :

8.12.7 PnoNWAtmAccessPointR2-pnoVcSubnetwork

pnoNWAt mAccessPoi nt R2- pnoVcSubnet wor k NAVE BI NDI NG
SUBORDI NATE OBJECT CLASS pnoNWAt mAccessPoi nt R2;
NAMED BY
SUPERI OR OBJECT CLASS pnoVcSubnet wor k;
W TH ATTRI BUTE pnoNWAccessPoi ntld;

BEHAVI QUR

poNWAt mAccessPoi nt R2- pnoVcSubnet wor kBehavi our BEHAVI OUR

DEFI NED AS

"The pnoNWAt mAccessPoi nt R2 object is not created or del eted by system managenent protocol. An
instance of the object is created when a single physical link, the end point of which this object

represents, comes into existence. This may be on the creation, or at any tinme during the existence
of the interPnoTopol ogi cal Subnetwor kPai r object instance associated with a particul ar

pnoNWAt mAccessPoi nt R2 obj ect i nstance.

A pnoNWAt mAccessPoi nt R2 obj ect instance nay be created representing the external connection to an

End User in a Z PNO, in which case there will be no associated subnetworkPairld, as such an object
woul d not be related to an inter pno physical Iink.
The object is deleted when the related physical link ceases to exist, or in the case of a Z PNO

when the rel ated connection to a User ceases to exist.

The creation and del eti on of pnoNWAt mMAccessPoi nt R2 obj ect instances are only notified to other PNGCs,
if these instances are associated with interPnoTopol ogi cal Subnet workPair instance, via the
attributeVal ueChangeNotification, reporting on changes to the |istO At mAccessPoi nt Pai r Resour ces
attribute.

No reports for the creation and del eti on of pnoNWAt mAccessPoi nt R2 obj ect instances serving
connections to users in Z PNCs will be made."

REG STERED AS { xat nNaneBi ndi ng 9} ;

8.12.8 pnoNWAtmAccessPointR2-pnoVpSubnetworkR2

pnoNWAt mAccessPoi nt R2- pnoVpSubnet wor kR2 NAMVE BI NDI NG

SUBORDI NATE OBJECT CLASS pnoNWAt mAccessPoi nt R2;

NAMED BY

SUPERI OR OBJECT CLASS pnoVpSubnet wor kR2;

W TH ATTRI BUTE pnoNWAccessPoi nt | d;
BEHAVI QUR
poNWAt mAccessPoi nt R2- pnoVpSubnet wor kR2Behavi our BEHAVI OUR
DEFI NED AS
"(Thi s nanebi nding shoul d be used instead of pnoNWAt mAccessPoi nt - pnoVpSubnet wor k, whi ch i s nai ntai ned
for conpatibility reasons).
The pnoNWAt mAccessPoi nt R2 object is not created or del eted by system nanagenent protocol. An
instance of the object is created when a single physical link, the end point of which this object
represents, comes into existence. This may be on the creation, or at any tinme during the existence
of the interPnoTopol ogi cal Subnet wor kPai r object instance associated with a particul ar
pnoNWAt mAccessPoi nt R2 obj ect instance.
A pnoNWAt mAccessPoi nt R2bj ect i nstance may be created representing the external connection to an End

User in a Z PNO in which case there will be no associ ated subnetworkPairld, as such an object would
not be related to an inter pno physical Iink.
The object is deleted when the related physical link ceases to exist, or in the case of a Z PNQ

when the related connection to a User ceases to exist.

The creation and del eti on of pnoNWAt mMAccessPoi nt R2 obj ect instances are only notified to other PNGCs,
if these instances are associated with interPnoTopol ogi cal Subnet workPair instance, via the

attri but evVal ueChangeNotification, reporting on changes to the |ist O At mAccessPoi nt Pai r Resour ces
attribute.

No reports for the creation and del eti on of pnoNWAt mMAccessPoi nt R2 obj ect instances serving
connections to users in Z PNCs will be made."

REG STERED AS { xat nNameBi ndi ng 10} ;

8.12.9 pnoVCCTP-pnoVPTTP

pnoVCCTP- pnoVPTTP NAME BI NDI NG
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SUBORDI NATE OBJECT CLASS pnoVCCTP,
NAMVED BY
SUPERI OR OBJECT CLASS pnoVPTTP;
W TH ATTRI BUTE "I TU- T Recommendation |.751 [3] (1996)": vcCTPId;
BEHAVI QUR
pnoVCCTP- pnoVPTTP- Beh BEHAVI OUR
DEFI NED AS
"A pnoVCCTP object instance is created by the reservePnoVcSubnet wor kConnection action, when a VCl is
al l ocated on a virtual path going over a link between two PNOs. The object instance is deleted by
the action rel easePnoVcSubnet wor kConnection, when it is not used by other
pnoVcSubnet wor kConnecti ons. "

REG STERED AS { xat mNaneBi ndi ng 11}
8.12.10 pnoVcSubnetwork-system
Defined by Subnetwork—system in ES 200 653 [9]

8.12.11 pnoVcSubnetworkConnection-pnoVcSubnetwork

pnoVcSubnet wor kConnect i on- pnoVcSubnet wor k NAMVE Bl NDI NG
SUBORDI NATE OBJECT CLASS pnoVcSubnet wor kConnect i on;
NAMED BY
SUPERI OR OBJECT CLASS pnoVcSubnet wor k;
W TH ATTRI BUTE "ES 200 653 [9] ":subNetworkConnectionld;
BEHAVI QUR
pnoVcSubnet wor kConnect i on- pnoVcSubnet wor kBehavi our BEHAVI OUR -- Ar PnoV. in pnoV.. geandert
DEFI NED AS
" A pnoVcSubnet wor kConnecti on object instance is created by the reservePnoVcSubnet wor kConnecti on
action, when a VCl is allocated on a physical link between two PNGs. The object instance is deleted
by the action rel easePnoVcSubnet wor kConnecti on. "

REG STERED AS { xat nNaneBi ndi ng 12} ;

8.12.12 pnoVPCTP-pnoNWAtmAccessPoint

pnoVPCTP- pnoNWAt mAccessPoi nt  NAMVE Bl NDI NG
SUBORDI NATE OBJECT CLASS pnoVPCTP;
NAMED BY
SUPERI OR OBJECT CLASS pnoNWAt mAccessPoi nt ;
W TH ATTRI BUTE "I TU-T Reconmendation |.751 [3] (1996)": vpCTPId;

BEHAVI QUR

pnoVPCTP- pnoNWAt mAccessPoi nt Behavi our BEHAVI OUR

DEFI NED AS

"A pnoVPCTP object instance is created by the reservePnoVpSubnet wor kConnection action, when a VPl is
all ocated on a physical |ink between two PNGCs. The object instance is deleted by the action

r el easePnoVpSubnet wor kConnecti on, when it is not used by other pnoVpSubnetworkConnections."

REQ STERED AS { xat mNaneBi ndi ng 3} :

8.12.13 pnoVPCTP-pnoNWAtmAccessPointR2

pnoVPCTP- pnoNWAt mAccessPoi nt R2 NAVE BI NDI NG
SUBORDI NATE OBJECT CLASS pnoVPCTP;
NAMED BY
SUPERI OR OBJECT CLASS pnoNWAt mAccessPoi nt R2;
W TH ATTRI BUTE "I TU-T Reconmendation |.751 [3] (1996)": vpCTPId;
BEHAVI QUR
pnoVPCTP- pnoNWAt mAccessPoi nt R2Behavi our BEHAVI QUR
DEFI NED AS
"(Thi s nanebi ndi ng shoul d be used instead of pnoVPCTP- pnoNWAt mAccessPoi nt, which is maintained for
conpatibility reasons).
A pnoVPCTP obj ect instance is created by the reservePnoVpSubnetwor kConnection action, when a VPl is
al | ocated on a physical |ink between two PNGCs. The object instance is deleted by the action
rel easePnoVpSubnet wor kConnecti on, when it is not used by other pnoVpSubnetworkConnections."

REG STERED AS {xat mNameBi ndi ng 13};

8.12.14 PnoVpLinkConnection - interPnoTopologicalSubnetworkPair

pnoVpLi nkConnect i on-i nt er PnoTopol ogi cal Subnet wor kPai r NAMVE Bl NDI NG
SUBORDI NATE OBJECT CLASS pnoVpLi nkConnecti on;
NAMED BY
SUPERI OR OBJECT CLASS i nt er PnoTopol ogi cal Subnet wor kPai r ;
W TH ATTRI BUTE "1 TU-T Recommendation M 3100 [1] (1995)":connectionld;
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BEHAVI QUR

pnoVpLi nkConnecti on-i nt er PnoTopol ogi cal Subnet wor kPai r - Beh BEHAVI OUR

DEFI NED AS

"A pnoVpLi nkConnecti on object instance is created by the reservePnoVpLi nkConnecti on action, when a
VPl is allocated on a physical |ink between two PNGs. The object instance is deleted by the action

r el easePnoVpLi nkConnecti on. "

i?iEG! STERED AS {xat mNaneBi ndi ng 14};

8.12.15 pnoVpSubnetworkConnection-pnoVpSubnetwork

pnoVpSubnet wor kConnect i on- pnoVpSubnet wor k NAMVE BI NDI NG
SUBORDI NATE OBJECT CLASS pnoVpSubnet wor kConnecti on;
NAMED BY
SUPERI OR OBJECT CLASS pnoVpSubnet wor k;
W TH ATTRI BUTE "ES 200 653 [9] ":subNetwor kConnecti onl d;

BEHAVI QUR

pnoVpSubnet wor kConnect i on- pnoVpSubnet wor kBehavi our BEHAVI OUR

DEFI NED AS

" A pnoVpSubnet wor kConnecti on object instance is created by the reservePnoVpSubnet wor kConnecti on
action, when a VPl is allocated on a physical |ink between two PNGCs. The object instance is del eted

by the action rel easePnoVpSubnet wor kConnecti on. "

REG STERED AS { xat mNaneBi ndi ng 4} :

8.12.16 pnoVpSubnetworkConnectionR2-pnoVpSubnetworkR2

pnoVpSubnet wor kConnect i onR2- pnoVpSubnet wor KR2 NAME BI NDI NG

SUBORDI NATE OBJECT CLASS pnoVpSubnet wor kConnect i onR2;

NAMVED BY

SUPERI OR OBJECT CLASS pnoVpSubnet wor kR2;

W TH ATTRI BUTE "ES 200 653 [9] ":subNetwor kConnecti onl d;
BEHAVI OUR
pnoVpSubnet wor kConnect i onR2- pnoVpSubnet wor kR2Behavi our BEHAVI OUR
DEFI NED AS
"(Thi s nanebi ndi ng shoul d be used instead of pnoVpSubnetworkConnecti on-pnoVpSubnetwork which is
mai ntai ned for conpatibility purposes). A pnoVpSubnetworkConnecti onR2object instance is created by
the reservePnoEnhancedVpSubnet wor kConnecti on action, when a VPl is allocated on a physical |ink
between two PNGCs. The object instance is deleted by the action rel easePnoVpSubnet wor kConnecti on. "

REQ STERED AS { xat mNaneBi ndi ng 15} ;
8.12.17 pnoVpSubnetworkR2-system
Defined by Subnetwork—system in ES 200 653 [9].

8.12.18 pnoVPTTP-pnoNWAtmAccessPointR2

pnoVPTTP- pnoNWAt mAccessPoi nt R2 NAVE BI NDI NG
SUBORDI NATE OBJECT CLASS pnoVPTTP;
NAMED BY
SUPERI OR OBJECT CLASS pnoNWAt mAccessPoi nt R2;
W TH ATTRI BUTE "I TU- T Recommendation M 3100 [1] (1995)": tTPId;
BEHAVI OUR
pnoVPTTP- pnoNWAt mAccessPoi nt R2Behavi our BEHAVI OUR
DEFI NED AS
"A pnoVPTTP object instance is created by:
The reservePnoVpLi nkConnection action, when the initiating PNO wants the VP |ink connection to serve
as a trail for User-to-user VCCs who are also to be reserved over the X-Interface.
The reservePnoVcSubnet wor kConnecti on Action when an internal VpLinkconnection is created to carry
the VCC over the physical link between two subnetworks.
The object instance is deleted by the action rel easePnoVcSubnet wor kConnecti on or
rel easePnoVpLi nkConnecti on when there are no other VCs |left that use the VP trail."

REQ STERED AS { xat mNaneBi ndi ng 16} ;
8.12.19 Subnetwork - system
This namebinding is defined in ES 200 653 [9].
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8.13  ASN.1 Module

ASN1Xat mvbdul e {ccitt(0) identified-organization (4) etsi (0) en300820-1 (820) informati onMbdel (0)
asnlModul e (2) asnlTypesMdul e (0)}
DEFINITIONS | MPLICI T TAGS: : =
BEG N
| MPORTS
NameType
FROM ASN1Def i nedTypesMbdul e {ccitt (0) recommendation (0) m (13) gnm (3100)
i nfor mati onMbdel (0) asnlMdul es (2) asnlDefi nedTypeMdul e (0)}
Vpi Val ue,
Vci Val ue,
PeakCel | Rat e,
Sust ai nabl eCel | Rat e,
CDVTol er ance,
MaxBur st Si ze
FROM At nM BMbd {itu-t(0) recommendation(0) i(9) atnmm(751) infornationhdel (0) asnlhbdul e(2)
atn(0)}
Rel easeSubNet wor kConnect i onResul t,
Mode
FROM ES 200 653 [9] {ccitt (0) identified-organization (4) etsi (0) ets (653) informationhbdel
(0) asnlMbdul e (2) es200653 (0)}
StopTi e, Tinme24
FROM Attri but e- ASNLMbdul e {joint-iso-ccitt ms(9) sm(3) part2(2) asnlhbdul e(2) 1}
bj ectl nstance FROM CM P-1 {joint-iso-ccitt ms(9) cm p(l) nmodul es(0) protocol (3)};
xat m nf oModel OBJECT | DENTIFIER : = {ccitt(0) identified-organization(4) etsi(0) en300820-1(820)
i nf or mat i onvbdel (0)}
xat nSpeci fi cExt ensi on OBJECT | DENTI FI ER: : = {xat ml nf oMbdel st andardSpeci fi cExt ensi on(0)}
xat nObj ect G ass OBJECT | DENTI FI ER: : = {xat m nf oMbdel managedChj ect G ass(3)}
xat mPackage OBJECT | DENTI FI ER: : = {xat ml nf oMbdel package(4)}
xat mNanmeBi ndi ng OBJECT | DENTI FI ER: : = {xat ml nf oMbdel naneBi ndi ng(6)}
xatmAttri bute OBJECT | DENTI FI ER : = {xat m nfoMbdel attribute(7)}
xat mActi on OBJECT | DENTI FI ER : = {xat m nf oMbdel action(9)}
xatmNot i fi cati on OBJECT | DENTI FI ER : = {xat ml nf oMbdel notification(10)}

Acti vat eChangeResul t:: = Resul t

At mPat hQoS: : = | NTEGER (0. .99)

Bi di rectional TrafficDescriptor:: = SEQUENCE {
aToZ TrafficDescriptor,
zToA TrafficDescriptor}

Cancel VcNet wor kConnect i onNoti fi cation:: = SEQUENCE {
initiatingPnoSubnetworkld I'ni tiatingPnoSubnetworkld,
initiatingVcConnectionld I nitiatingVcConnectionld,
di sconnect Cause Di sconnect Cause}

Cancel VpNet wor kConnecti onNoti fication::= SEQJENCE {
initiatingPnoSubnetworkld I ni tiatingPnoSubnetworkld,
initiatingVpConnectionld InitiatingVpConnectionld,
di sconnect Cause Di sconnect Cause}

ChangeReservati onl nfo: : = VpSchedul ers
CheckUser I nformation:: = SEQUENCE {

i nitiatingPnoSubnetworkld I ni tiatingPnoSubnetworkld,
initiatingVvpConnectionld I nitiatingVpConnectionld,
vpSchedul ers VpSchedul ers,
aAddr ess E164Addr ess, -- address of the A side
zAddr ess E164Addr ess} -- address of the Z side
CheckUser Resul t: : =CHO CE {
checki ngCk NULL,
checki ngNot ok User Cause}

Dai | ySchedul e: : = SEQUENCE OF DaySl ot
DaySl ot : : = SEQUENCE {

sl ot Begi n Ti me24,
sl ot End Ti me24,
bandwi dt h Bi di rectional TrafficDescri ptor}
def aul t ChangeReservati onl nfo ChangeReservationlnfo:: = {
start Ti me continual : NULL,
st opTi e continual : NULL,

schedul eMechani sm  durationSchedul i ng: {
aTozZ not hi ng: NULL,
zTOA not hi ng: NULL}}
Digit::= INTEGER (0..9)
Di sconnect Cause ::= ENUMERATED {normal (0), unrecoverabl eFailure(1)}
enptyString InitiatingVpConnectionld::= pString: "SPACE"
E164Address: : = SEQUENCE SIZE (1.. 15) OF Digit
Fast Rer out i ngResul t: : = ENUMERATED {
fast Rerout i ngReserved (0),
f ast Rer out i ngNot Avai | abl e( 1),
noRel at edSnc (2)}
G veAvai | abl eLi nksl nf ormati on: : = SEQUENCE {
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itiatingVpConnectionld
aPnol d [0]
vpSchedul ers

aToZQoSd ass

end

zToAQSd ass
near end
G veAvai | abl eLi nksResul t:: = CHO CE {

nul | NULL,

|'i st OF Subnet wor ks SET OF
I nitiatingPnoSubnetworkld::= NaneType
I'nitiatingVcConnectionld ;= NaneType
I'nitiatingVpConnectionld ;1= NaneType

Li st Of At mAccessPoi nt Pai r Resources: : = SET OF
aPnoAt mAccessPoi nt | d
zPnoAt mAccessPoi nt | d
maxAt oZBandwi t h
maxZt oABandwi t h
at nPat hQoS

Mont hDay: : = | NTEGER (1..31)

Mont hl ySchedul e: : = SEQUENCE OF Mont hS| ot

Mont hSl ot : : = SEQUENCE {
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I nitiatingPnoSubnet workl d,
initiatingVpConnectionld,
NanmeType OPTI ONAL,
VpSchedul ers,
VpQoSd ass, A to Z means fromthe nearend to the far-

VpQoSO ass} -- Z to A neans fromthe far-end to the

NaneType}

SEQUENCE {
NanmeType,
NaneType,

| NTEGER,
| NTEGER,
At nPat hQoS}

sl ot Begi n Ti meMont h,

sl ot End Ti meMont h,

bandwi dt h Bi di rectional Traf fi cDescri ptor}
Cccasi onal Schedul e: : = SEQUENCE OF Cccasi onal Sl ot
Qccasi onal Sl ot:: = SEQUENCE {

sl ot Begi n StartTi me,

sl ot End St opTi e,

bandwi dt h Bi di rectional TrafficDescri ptor}

Per f or manceMoni t ori ng: : = ENUMERATED{ pnNot Possi bl e (0),

pnmNot Requested (1), pnK (2)}

Rel easeSubNet wor kConnecti onl nformati on:: = CHO CE {

snc Obj ect | nst ance,
SEQUENCE {
initiatingPnoSubnetwor Kkl

initiatingVpConnectionld
insufficientCell Rate(0),

ReserveCause: : = ENUMERATED ({
schedul eNot Avai | abl e( 2),
near EndVpi Qut O Range(5),
near EndSNUnknown( 7) ,
user Not Avai | abl e(9),
near EndAPi sUnknown (11),

i nitiati ngPnoSNUnknown (13),

refused (15)}
ReserveVcCause: : = ENUVERATED {
schedul eNot Avai | abl e( 2),
near EndVpi Qut O Range(5),
near EndSNUnknown( 7) ,
user Not Avai | abl e(9),
near EndAPi sUnknown (11),

i nitiati ngPnoSNUnknown (13),
near EndVci Busy(16),
near EndVci Qut Of Range(18) ,

refused (15),
z\Vci Busy(17),
zVci Qut O Range(19) }
Resi |l i enceResul t:: = SEQUENCE {
protect Swi t chAvai | abl e
recover yResour cesAssi gned
fast ReroutingResult [1]
Reservel nformati on:: = SEQUENCE {
initiatingPnoSubnetworkld
initiatingVpConnectionld

(0]

insufficientCellRate(0),

BOOLEAN

Fast Rer outi ngResul t

d I nitiatingPnoSubnet workl d,

I nitiatingVpConnectionld}}
near EndQosNot Avai | abl e(1),
near EndVpi Busy(3), zVpi Busy(4),
zVpi Qut O Range( 6) ,

f ar EndSNUnknown( 8) ,

user Not Conpat i bl e( 10),

nmodeNot Avai | abl e (12),

f ar EndQosNot Avai | abl e(14),

near EndQosNot Avai | abl e(1),
zVpi Busy(4),
zVpi Qut O Range( 6) ,
f ar EndSNUnknown( 8) ,
user Not Conpat i bl e( 10),
modeNot Avai | abl e (12),
f ar EndQosNot Avai | abl e(14),

OPTI ONAL,
OPTI ONAL,
OPTI ONAL}

BOOLEAN

I nitiatingPnoSubnetworkld,
I nitiatingVpConnectionld,

aPnol d [1] NameType OPTI ONAL,
CHO CE {
aAddr ess [0] E164Address,
SEQUENCE {
near EndAPI d NameType,
near EndVPCTPI d Vpi Val ue,
near EndPnoSubnet wor kl d NameType}},
CHO CE {
f ar endPnoSubnet wor kil d NameType,
SEQUENCE {
aAddr ess E164Addr ess,
zAddr ess E164Addr ess}},
zVPi [0] VpiVal ue OPTI ONAL,
aToZQSd ass VpQoSd ass,
zToAQSd ass VpQoSd ass,
configurationType Mode,
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vpSchedul ers VpSchedul er s}
ReserveVcl nformati on: : = SEQUENCE {
initiatingPnoSubnetworkld I nitiatingPnoSubnetworkld,
initiatingVcConnectionld I nitiatingVcConnectionld,
aPnol d [1] NanmeType OPTI ONAL,
CHO CE {
aAddr ess [0] E164Addr ess,
SEQUENCE {
near EndAPI d NameType,
near EndVPCTPI d Vpi Val ue,
near EndVCCTPi d Vci Val ue,
near EndPnoSubnet wor kld NaneType}},
CHO CE {
f ar endPnoSubnet wor kil d NameType,
SEQUENCE {
aAddr ess E164Address,
zAddr ess E164Addr ess}},
zVPi [0] VpiVal ue OPTI ONAL,
aToZQSd ass VcQSd ass,
zToAQSd ass VcQSd ass,
confi gurationType Mode,
vcSchedul ers VpSchedul ers,
rel at edSNC I nitiatingVcConnectionld OPTI ONAL,
resilienceKind Resi | i enceKi nd OPTI ONAL,
per f or manceMoni t or Request ed [ 2] BOOLEAN}
Reser vePnoEnhancedVp: : = SEQUENCE {
initiatingPnoSubnetworkld I nitiatingPnoSubnetworkld,
initiatingVpConnectionld I nitiatingVpConnectionld,
aPnol d [1] NameType OPTI ONAL,
CHO CE {
aAddr ess [0] E164Addr ess,
SEQUENCE {
near EndAPI d NameType,
near EndVPCTPI d Vpi Val ue,
near EndPnoSubnet wor kl d NameType}},
CHO CE {
f ar endPnoSubnet wor kI d NaneType,
SEQUENCE { aAddress E164Addr ess,
zAddr ess E164Addr ess}},
zVPi [0] VpiVal ue OPTI ONAL,
aToZQSd ass VpQoSd ass,
zZToAQSd ass VpQoSd ass,
confi gurationType Mode,
vpSchedul ers VpSchedul ers,
rel at edSNC InitiatingVpConnectionld OPTI ONAL,
resilienceKind Resi | i enceKi nd OPTI ONAL,

per f or manceMbni t or Request ed [2] BOOLEAN}
Reser veVpLi nkCause: : =ENUMERATED {
| i nkQosNot Avai | abl e(1),
I'i nkSchedul eNot Avai | abl e(2),
near EndVpi Busy( 3),
near EndVpi Qut O Range(4),
near EndSNUnknown( 5) ,
near EndAPi sUnknown (6),
nmodeNot Avai | able (7),
i nitiati ngPnoSNUnknown (8),
refused (9)}
Reser veVpLi nkl nfornati on: : = SEQUENCE {

i nitiatingPnoSubnetworkld I'ni tiatingPnoSubnetworkld,
initiatingVpConnectionld InitiatingVpConnectionld,
aPnol d [1] NarmeType OPTI ONAL,
CHO CE {
adj acent PnoSubnet wor kil d NameType,
SEQUENCE {

near EndAPI d NaneType,

near EndVPCTPI d Vpi Val ue,

near EndPnoSubnet wor kl d NameType}},

aToZQSd ass VpQoSd ass,

zToAQSd ass VpQoSd ass,
configurationType Mode,
vpSchedul ers VpSchedul er s}

Reser vePnoEnhancedVpResul t:: = CHO CE {
unsuccessful Result [0] ReserveCause,
successful Resul t [1] Successful PerfornResilience}

ReserveResul t:: = CHO CE {

unsuccessful Result [0] ReserveCause,
successful Resul t [1] Successf ul Reserve}
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ReserveVcResul t::= CHO CE {

unsuccessful Result [0] ReserveVcCause,

successful Resul t [1] Successful VcReserve}
ReserveVpLi nkResul t:: = CHO CE {

unsuccessful Result [0] ReserveVpLi nkCause,

sucessful Resul t [1] Successful ReserveVpLi nkResul t}
Resi | i enceKi nd: : = SEQUENCE

{

prot Swi tchlpl usl BOCOLEAN, --Protection Switching 1+1 (T)

prot Switchltol BOOLEAN, --Protection Switching 1:1 (T)
recovPreAssRes BOOLEAN, --Recovery with Pre-Assigned Resources (T)
f ast ReRout i ng BOOLEAN - -Fast Re-routing (T)

}
Resul t:: = ENUMERATED {successful (0), unsuccessful (1)}
StartTinme::= StopTinme
Subnet wor kConnect i onl d: : =NanmeType
Successful PerfornmResilience:: = SEQUENCE {
per f or manceMni tori ng Per f or manceMni t ori ng,
resilienceResult [1] Resi | i enceResul t OPTI ONAL,
far Endl nfo CHA CE {
far Endl d SEQUENCE {
far-endVPCTPI d Vpi Val ue,
far-endAPI d NaneType,
f ar - endassoci at edAPI d NarmeType},
zAddr ess [0] E164Addr ess}}
Successful Reserve: : = CHO CE {
SEQUENCE {
f ar- endVPCTPI d Vpi Val ue,
far-endAPI d NameType,
f ar-endassoci at edAPI d NaneType},
zAddr ess [0] E164Addr ess}
Successf ul ReserveVpLi nkResul t:: = SEQUENCE {
adj acent VPCTPI d Vpi Val ue,
adj acent APl d NarmeType

}
Successful VcReserve: : = SEQUENCE {
per f or manceMbni t ori ng Per f or manceMbni t ori ng,
resilienceResult [1] ResilienceResult OPTI ONAL,
farEndinfo  CHO CE {
farEndl d SEQUENCE {

f ar- endVPCTPI d Vpi Val ue,
f ar - endVCCTPI d Vci Val ue,
far-endAPI d NarmeType,

f ar- endassoci at edAPI d NanmeType},
zAddr ess [0] E164Address}}
Swi t chToSncl nformation:: = NULL
Swi t chToSncResul t:: = ENUMERATED {swi tch- OK(0), switch-NotOK(1)}
Ti meMont h: : = SEQUENCE {
nmont hDay Mont hDay,
tinme Ti me24}
Ti meWeek: : = SEQUENCE {
weekDay WeekDay,
tinme Ti me24}
- This Typedefinition of TrafficDescriptor does not align with
- "Descriptor" as defined in |.751 [3].
- In future versions of the X-interface standard ETS|I shall
- consider migration to the Type that is used in |.751 [3].
TrafficDescriptor::= CHO CE {
not hi ng NULL,
trafficContract SEQUENCE {

peakCel | Rat e PeakCel | Rat e,

cDVTol er ancePCR CDVTol er ance,

sust ai nabl eCel | Rat e [0] Sustai nabl eCel | Rate OPTI ONAL,

cDVTol er anceSCR [1] CDVTol erance OPTI ONAL,

maxBur st Si ze MaxBur st Si ze OPTI ONAL}}
User Cause = ENUMERATED { bandw t hNot Avai | abl e(0), user Not Avai | abl e(1), userNot Conpati bl e(2)}
VpQoSd ass = | NTEGER (0..99)
VcQSd ass = | NTEGER (0..99)

VcTest State: :
VpTest State::

ENUMERATED{ i nhi bi t Test (0), all owTest (1)}
ENUMERATED({ i nhi bi t Test (0), all owTest (1)}

VpSchedul ers : 1= SEQUENCE ({
startTinme St opTi e,
st opTi e St opTi e,
schedul eMechani sm CHA CE {
dur ati onSchedul i ng [0] Bi di rectional TrafficDescri ptor,
dai | ySchedul i ng [1] Dai | ySchedul e,
weekl ySchedul i ng Weekl ySchedul e,

ETSI



84 Final draft ETSI EN 300 820-1 V1.1.4 (2000-09)

nmont hl ySchedul i ng Mont hl ySchedul e,
occasi onal Schedul i ng [2] CQccasi onal Schedul e} }
VcSchedul ers: : = VpSchedul ers
WeekDay: : = ENUMERATED {
sunday (0),
nonday (1),
tuesday (2),
wednesday (3),
thursday (4),
friday (5),
saturday (6)}
Weekl ySchedul e: : = SEQUENCE OF WeekSl ot
WeekSl ot : : = SEQUENCE {
sl ot Begi n Ti meWeek,
sl ot End Ti neWeek,
bandwi dt h Bi di rectional TrafficDescri ptor}
END
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Annex A (informative):
About the influence of timers on the X-interface
communication

Over the X-interface, the response time to areserve-request can be very long, due to the fact that some agents might
need along timeto carry out the CMISE-indication. It is obvious that a manager cannot wait forever for the result of his
request.

This annex describes how a manager can cope with this by using atimer.

As neither CMIP nor the rest of the OSI-stack have timers defined that specify the maximum responsetime, the
application (the Manager or the Agent) will have to specify it.

Most applications will automatically end an association after arelatively short time.

To watch long response-times, the Manager can apply an additional internal timer (internal = "not visible on the
X-interface").

So, the following cases can be considered. (a, b, ¢, d):
a) Theresponse-timeisrelatively short ("real time"), no communications-error:
- thisisthe normal case that is covered by the present model.

b) Theresponse-timeis usually relatively short, but a communication-error causes the association (connection) to
end, during the time that the manager is waiting for the result of his request.

- The Agent cannot use its CMI SE response to the original CMISE indication because, due to the lost
association, the invocation of the response is now meaningless. The Manager should wait (for arelatively
short time) and then there will be two possibilities:

1) The reservePnoV pSubnetworkConnection has a successful Result: The Agent uses the object-creation
Notification. The Agent isthe invoker of a new association that is used for transmitting the Notification.

2) The reservePnoV pSubnetworkConnection has an unsuccessful Result: There is no Natification for the agent
to send. The manager, however, is aware of the situation (the association has ended), so he can send the same
reserveRequest again in order to get the unsuccessful Result as a response.

- (Or, first the Manager can do a GET on pnoV pSubnetworkConnection. If it does not see the Instance it
can send the same reserveReguest again).

Case b) isalso covered by the present model.
c) Theresponse-timeislong, no communication-error. This also addresses General Requirements G.7 and G.5:

1) Theinternal "Manager-timer" watches the response-time. If the time is passed, the manager can act asif no
reguest has been made at al and bring back the system to the "pre-request” state. To notify the Agent that it
gave up waiting the Manager has to send a"releasePnoV pSubnetworkConnection” Action.

d) Theresponse-timeislong and a communications-error causes the association to end (or the manager endsit to
reduce costs). There are two possibilities:

1) The reservePnoV pSubnetworkConnection has a successful Result within the waiting-time of the manager:
The agent uses the object-creation Notification. The Agent isthe invoker of a new association that is used for
transmitting the Notification.

2) The reservePnoV pSubnetworkConnection has an unsuccessfulResult: There is no Notification for the agent
to send. The manager waits until the time has passed (remember that the waiting has to end some time), it
brings back his system in the "pre-request” state and, to be certain, sendsa
"rel easePnoV pSubnetworkConnection” Action to the Agent.
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Annex B (informative):
Security Aspects

With regard to Access Control as seen from a particular Agent's view the next table should be considered.

Table B.1

Objectclass

Access to the instances in
accordance with the GDMO
definition of the OC for:

Notifications are sent to:

PnoVcSubnetwork All other PNOs. All other PNOs
PnoVpSubnetwork All other PNOs. All other PNOs
PnoVpSubnetworkR2 All other PNOs. All other PNOs.

PnoVcSubnetworkConnection (note 1)

Only the PNO that requested the
creation of the instances involved.
(Initiating PNO)

Only the PNO that requested the
creation of the instances involved.
(Initiating PNO)

PnoVpLinkConnection (note 1)

Only the PNO that requested the
creation of the instances involved.
(Initiating PNO)

Only the PNO that requested the
creation of the instances involved.
(Initiating PNO)

PnoVpSubnetworkConnection (note 1)

Only the PNO that requested the
creation of the instances involved.
(Initiating PNO)

Only the PNO that requested the
creation of the instances involved.
(Initiating PNO)

PnoVpSubnetworkConnectionR2
(note 1)

Only the PNO that requested the
creation of the instances involved.
(Initiating PNO)

Only the PNO that requested the
creation of the instances involved.
(Initiating PNO)

PnoNWAtmAccessPoint (note 2)

All other PNOs.

All other PNOs.

PnoNWAtmAccessPointR2 (note 2)

All other PNOs.

All other PNOs

InterPnoTopologicalSubnetworkPair

All other PNOs.

All other PNOs

PnoVCCTP

Only those PNOs that requested a
pnoVcSubnetworkConnection that
points to the pnoVCCTP.

Only those PNOs that requested a
pnoVcSubnetworkConnection that
points to the pnoVCCTP.

PnoVPCTP Only those PNOs that requested a |Only those PNOs that requested a
pnoVpSubnetworkConnection pnoVpSubnetworkConnection/Link
/LinkConnection that points to the [Connection that points to the
pnoVPCTP. pnoVPCTP.

pnoVPTTP The PNOs that use it as a "Server- |The PNOs that use it as a

TTP" for VC connections.

"Server-TTP" for VC connections.

NOTE 1: A Manager, trying to read all Instances of pnoVpSubnetworkConnection shall only get the Instances in

which he is the initiating PNO. Whether his attempt to read all instances should be registered is a matter
for "Security Management".

Z nets: After a successful reserve-request has been made in its subnet, an Agent-PNO is free to decide
if it wants to create an instance of pnoNWAtmAccessPoint for the user-side of the connection.

NOTE 2:

In general, the usage of a"closed user group” is suggested; only PNOs that are in the closed user group are allowed to
set up an association with the appropriate PNO.

How this Access Control isimplemented is not within the scope of the present document.
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Annex C (informative):
ATM VP/VC Resilience

A PNO playing the Initiator role should be able to choose between 4 different ways of protecting a User to user VP/VC
connection, depending on the way the protection is performed. These are:

- Intra-Subnetwork Protection Switching;

- Intra Subnetwork Recovery;

A-to-Z Fast Re-routing;
- VP/VC Reconfiguration.
It should be possible to apply these four methods of VP/V C protection independently or in combination.

The detailed explanation of each of the four definitions listed above is achieved with the support of afigure representing
each different situation. The topology map that will be used as a basis for the examplesis provided in figure C.1, in
which no connections are depicted.

O PnoV pSubnetwork ® AtmAccess Point

&——8  |nterPnoPhysicalLink (including AtmAccessPoints)

Management System I/AIT/Z = PNOs

Figure C.1: General Topology map with User to user and VP/VC Subnetwork connections omitted

ITU-T Recommendation 1.630 [6] requires that a connection is protected by one or more other connections. Therefore
two types of connections, '‘working' and 'protection’ - were defined. The working connection is assigned to transport the
traffic, whereas the protection connection is assigned to transport the traffic when protection is active. For
Intra-Subnetwork Protection Switching, the configurations 1+1 and 1:1 were considered [6]. The (1:1) concept is also
applicable to 'Fast Re-routing'. The use of simultaneous transmission of traffic on working and protection VP/VC
connections and the availability of rapid switching to the protection connection in the event of afailure to allow Fast
Re-routing is described later in this subclause.

I ntra-Subnetwork Protection Switching

Protection switching is an event which may be activated by a PNO (within its own Subnetwork) supporting a VP/VC
Subnetwork connection in response to an alarm generated by a network entity. The requirement is for the network
elements to be able to select (i.e. switch to) dedicated and pre-assigned - capacity, which is protecting primary resources
involved in the provision of the VP/VC, on receipt of the alarm.
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The ATM Protection Switching can be a1+1 or a 1:1 configuration. The (1+1) configuration conveys the protected
traffic simultaneously on the working and protection connection. By contrast, the protection connection does not
simultaneously convey protected traffic in the (1:1) configuration, but relies on traffic being rapidly switched onto it if
the working connection fails.

Further, arequirement for protection switching isthat it can be activated without the involvement of a manual network
management function. Accordingly, it isafunction that shall be automatic and very rapid.

Intra-Subnetwork Protection Switching does not include Protection Switching of |PPL.

The I-PNO will choose the Intra-Subnetwork Protection Switching option when it is sufficient to protect a connection
against faults/performance degradations that occur within the Subnetwork of an A/T or Z-PNO.

The PNO experiencing the fault performs Protection Switching on its Subnetwork connection, keeping the endpoints
unchanged, as represented in the figure C.2.

——————— = Working Subnetwork Connection

-------------- = Protection Subnetwork Connection

For other entities, refer to the Legend in Figure C.1
Figure C.2: Intra Subnetwork protection Switching

The PNO experiencing the fault will have to notify the |-PNO that he has successfully performed the protection
switching on his part of the connection.

I ntra-Subnetwork Recovery

Recovery means a change-over to spare or back-up resources resulting from an internal network management action of
an A, T or Z-PNO, which successfully restores an existing VP or VC to an operational state in a short time (e.g. seconds
or minutes). A recovery action may follow afailed attempt to overcome a network resource failure by protection
switching, or recovery action could be the only strategy implemented to protect a connection.

In the latter case, when a PNO experiences a network resource failure, it should start the recovery process and
immediately send out the proper notification to the [-PNO.

The out-of-service time affecting the connection depends on each individual case and on how the recovery processes are
implemented. In al cases, the user will experience service failure.

A-to-Z Fast Re-routing

For highly guaranteed connections the [-PNO might require aglobal (A User to Z User) resilience mechanism, that
protects against both intra-PNO and inter-PNO failures. For this requirement, the End-to-end connection needs to be
duplicated on a completely different route, especially on different inter-PNO links and needs to be continuoudly active
during the lifetime of the protected connection, as depicted in figure C.3.
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------- = Working Connection
-------------- = Protection Connection

For other entities, refer to the Legend in Figure C.1
Figure C.3: A to Z Fast Re-routing

If afailure occurs, the traffic will need to be routed, as soon as possible, from the working to the protection connection.
This mechanism is called 'Fast Re-routing’. Some cell loss associated with the failure is to be expected however.

Figure C.4 depicts the basic mechanism where the traffic from the A-user connection is simultaneously routed over
working connection 'a and protection connection 'b' from the designated network element inside the A-PNO's
Subnetwork. Incoming traffic at the Z-PNO's Subnetwork should be taken from the 'a’ connection but may be switched
to the 'b' connection on receipt of the appropriate notification from the I-PNO.

NE with “fast re-routing” NE with “fast re-routing”
functionality functionality
~ Protection
~ Connection "
b b
—— - Working  ___________ =
ser VP /VC Connection User VPI / VCI
Transit PNOs supporting
A-PNO the VP (VC) are not shown Z.PNO

Legend:

NE: Network Element .

VP Virtud Path vC Virtud Channel

VPI Virtua Path Identifier VCl Virtua Channel I dentifier

Figure C.4: Fast Re-routing at A- or Z-Subnetwork

The processes to invoke Fast Re-routing are as follows.

If aPNO detectsafailureinits domain it will send a notification to the I-PNO. The I-PNO will request the A-PNO and
the Z-PNO to take the traffic arriving from the alternative route (i.e. to switch from working connection (&) to protection

connection (b))
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VP Reconfiguration
Here, the [-PNO does not reserve an alternative path in advance, nor asks for special protected connections.
After receiving the notification from a PNO that afailure has occurred in its Subnetwork, the I-PNO has the choice to

wait for the notification that the failure has been cleared or to start to set-up an aternative route for the affected
connection, using the reservation-procedures.
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Annex D (informative):
Mapping between Management Functions, CMISE Services
and ObjectClasses

Table D.1
FUNCTIONS CMISE SERVICES OBJECT CLASSES / Operations
Activate Bidir. Cont. Mon. Source [M-ACTION PnoBidirectionalContinuityMonitor/
for Continuity Check controlContinuity Check Action
Activate Change M-ACTION PnoVpSubnetworkConnection(+R2),
pnoVcSubnetworkConnection,
pnoVpLinkConnection /
activateChange Action
Activate VC Subnetwork M-SET PnoVcSubnetworkConnection /
Connection administrativeState Attribute
Activate VP Link Connection M-SET PnoVpLinkConnection / administrativeState
Attribute
Activate VP Subnetwork M-SET PnoVpSubnetworkConnection(+R2) /
Connection administrativeState Attribute
Allow F4 flow M-SET PnoVpSubnetworkConnection(+R2) /
vpTestState Attribute
Allow F5 flow M-SET PnoVcSubnetworkConnection / vcTestState
Attribute
Cancel Change M-SET PnoVpSubnetworkConnection(+R2),
PnoVcSubnetworkConnection,
pnoVpLinkConnection /
changeReservationinformation Attribute
Cancel VC Subnetwork M-EVENT-REPORT PnoVcSubNetworkConnection /
Connection CancelVcNetworkConnection Notification
Cancel VP Link Connection M-EVENT-REPORT PnoVpLinkConnection /
CancelVpLinkConnection Notification
Cancel VP Subnetwork M-EVENT-REPORT PnoVpSubNetworkConnection(+R2) /
Connection CancelVpNetworkConnection Notification
Change Reservation M-SET PnoVpSubnetworkConnection(+R2),
PnoVcSubnetworkConnection,
PnoVpLinkConnection /
changeReservationinformation Attribute
Check Available Cell Rate M-ACTION PnoVpSubnetwork(+R2), PnoVcSubnetwork
/
giveAvailableLinks Action
Create Bidirectional Continuity M-CREATE PnoBidirectionalContinuityMonitor / Create
Monitor for Continuity Check
Deactivate Bidir. Cont. Mon. M-ACTION PnoBidirectionalContinuityMonitor /
Source for Continuity Check controlContinuity Check Action
Deactivate VC Subnetwork M-SET PnoVcSubnetworkConnection /
Connection administrativeState Attribute
Deactivate VP Link Connection M-SET PnoVpLinkConnection /
administrativeState Attribute
Deactivate VP Subnetwork M-SET PnoVpSubnetworkConnection(+R2) /
Connection administrativeState Attribute
Delete Bidirectional Continuity M-DELETE PnoBidirectionalContinuityMonitor / Delete
Monitor
Destination User Checking M-ACTION PnoVpSubnetwork(+R2),
pnoVcSubnetwork /
checkUser Action
Notification of Bidirectional M-EVENT-REPORT PnoBidirectionalContinuityMonitor /
Continuity Monitor Operational stateChangeNotification Notification
State change
Release VC Subnetwork M-ACTION PnoVcSubnetwork /
Connection ReleasePnoVcSubnetworkConnection
Action
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FUNCTIONS CMISE SERVICES OBJECT CLASSES / Operations

Release VP Link Connection M-ACTION PnoVpSubnetworkR2 /
ReleasePnoVpLinkConnection Action

Release VP Subnetwork M-ACTION PnoVpSubnetwork(+R2) /

Connection ReleasePnoVpSubnetworkConnection
Action

Report of Continuity Check M-EVENT-REPORT PnoBidirectionalContinuityMonitor /
tmnCommunicationAlarminformation
Notification

Reroute PNO Subnetwork Not used

Connection

Reserve Enhanced Vp M-ACTION PnoVpSubnetworkR2 /

Subnetwork Connection reservePnoEnhancedVpSubnetworkCon-
-nection Action

Reserve VC Subnetwork M-ACTION PnoVcSubnetwork /

Connection reservePnoVcSubnetworkConnection Action

Reserve VP Link Connection M-ACTION PnoVpSubnetworkR2 /
reservePnoVpLinkConnection Action

Reserve VP Subnetwork M-ACTION PnoVpSubnetwork /

Connection reservePnoVpSubnetworkConnection Action

Stop F4 flow M-SET PnoVpSubnetworkConnection / vpTestState
Attribute

Stop F5 flow M-SET PnoVcSubnetworkConnection / vcTestState
Attribute

Switch To Subnetwork Connection |M-ACTION PnoVpSubnetworkConnectionR2,

PnoVcSubnetworkConnection, /
switchToSnc Action

Topology Info Changes M-EVENT-REPORT InterPnoTopologicalSubnetwork-
-Pair / createDeleteNotification /
attributeValueChangeNotification

VC Subnetwork Connection M-EVENT-REPORT PnoVcSubnetworkConnection /
Activation Notification stateChangeNotification

(the administrativeState is
automatically changed by the

agent PNO)
VP Link Connection Activation M-EVENT-REPORT PnoVpLinkConnection/
Notification stateChangeNoatification

(the administrativeState is
automatically changed by the

agent PNO)
VP Subnetwork Connection M-EVENT-REPORT PnoVpSubnetworkConnection(+R2) /
Activation Notification stateChangeNoatification

(the administrativeState is
automatically changed by the
agent PNO)
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Annex E (informative):

Mapping parameters VpQosClass and VcQosClass to ATM
QoS

In the VP/V C reserve request a certain QoS isincluded. This parameter is represented by an INTEGER value (0..99).
Since ATM QoS is described by various performance parameters (ITU-T Recommendation 1.356 [14]), a QoS

table should be agreed between the PNOs that use the X-Interface. This table should map integer values to specific
combinations of values of the several QoS performance parameters. (Also, see[8]).

For aT subnetwork, the requested val ues of the QoS performance parameters should refer to the part of the connection
that goes across the Agent's subnetwork and the "far-end" link.

For an A subnetwork, the requested values of the QoS performance parameters should refer to the part of the connection
that originates at the A user and goes across the Agent's subnetwork and the "far-end" link.

For a Z subnetwork, the requested val ues of the QoS performance parameters should refer to the part of the connection
that goes across the Agent's subnetwork and terminates at the Z user.

If possible, the requested values of the QoS performance parameters could be split into a subnetwork connection (SNC)
part and alink connection (LC) part.

Figure E1 shows an example of atable, with no valuesfilled in. It is possible that not all performance parameters have
to be used.

QoS Parameter CLR CTD CMR CDV CER SECBR

INT SNC LC SNC LC SNC LC SNC LC SNC LC SNC LC

Figure E.1: A table to map integer values to QoS performance parameter values
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Annex F (informative):
Future Organizational Models

This clause describes different organizational models, which might be used in future for establishing X-interface
relationships between PNOs. These models should be flexible enough to accommodate many different combinations of
interconnected PNOs. However, the choice of which model to use will be determined by agreements between the

participating PNOs. The implications that the future organizational models will have on the X-interface model need to
be further studied.

Since there are two extreme organizational models and a mixture of those extremes, there can be (at |east) three
different organizations for a particular VP connection (if there are more than three PNOsinvolved). These three
organizations are shown in figure F.1:

ACLUAI connecti on A-1NLEerirace reration vree
A
: i § i B C D
star
A
B
cascade L
A
B/\D
m xture l

net wor k of one PNO

_ actual VP/VC connection
border of responsibility
according to the X-interface tree

Figure F.1: Organizational models

In the Star organization as exemplified in the figure above, PNO A uses the X-interface relation with all the PNOs
involved. This means that PNO A has full responsibility for the entire connection and all the other PNOs are only
responsible for their own network towards PNO A.

ETSI



95 Final draft ETSI EN 300 820-1 V1.1.4 (2000-09)

In the Cascade organization in this example, PNO A delegates the responsibility for the VP connection outside its
network to B; onitsturn, B delegates the responsibility for the VP connection outside its network to C, etc. This means
that PNO A has responsibility for the entire connection; B, however, istowards PNO A not only responsible for its
own network but also for this particular VP connection throughout the networks of PNO C and D; onitsturn, PNO Cis
towards PNO B not only responsible for its own network but also for this particular VP connection throughout the
networks of PNO D, etc.

In the "Mixture" organization in this particular example (other examples are also possible), PNO A uses an X-interface
relationship with both PNO B and PNO D (i.e. astar organization). However, PNO B involves PNO C to reach PNO D.
Therefore PNO B is responsible towards PNO A for both its network and the connection throughout the network of
PNO C (i.e. cascade organization).

The Consumer/Provider roles, introduced in subclause 4.2, are reflected by the X-interface tree: in the Star example
above, PNO A has a Consumer role, whereas PNO B, C and D have a Provider role. In the Cascade example above,
PNO A has a Consumer role, PNO B has a Provider role towards PNO A,and a Consumer role towards PNO C, etc. In
the Mixture example PNO A has a Consumer role, whereas PNO B and D have a Provider role towards PNO A; PNO B
also has a Consumer role towards PNO C; PNO C has Provider role towards PNO B. Concluding: if a PNOx isdirectly
above a PNOy in the X-interface tree, then PNOx has a Consumer role, and PNOy has a Provider role.

F.1  Responsibility of PNOs regarding a VP/VC
connection

This clause denotes which responsibility is required from each PNO involved a particular VP/V C connection. The
following rules apply:

- Rulel: A PNO isresponsible for the management of aparticular VPC/VCC within its own PNO Subnetwork
and the part of this VPC/V CC throughout all the PNO Subnetworks below it in the X-interface tree for this
connection (i.e. it isresponsible for its subnetwork view). It is responsible for this part of the connection
towards its parent in the X-interface tree (if not being the Initiating PNO, which is responsible towards the
connection customer).

- Rule 2: Besidesthe responsibility inrule 1, a PNO is also responsible for the ATM Connection over the
physical connection from its PNO Subnetwork to the next PNO Subnetwork on the route of a VP/VCC (seen
from the A towards the Z).

- Rule 3: A PNO can delegate part of its management tasks outside its own PNO subnetwork to one or more
other PNOs (these PNOs have a Provider role). This delegation consists of maintaining a requested Quality of
Service for this particular connection and reporting about it (viathe X-interface to its parent in the X interface
tree).

F.1.1 Examples of application of the responsibility rules

The responsibility rules described in clause F.1 are illustrated by the following scenario description. The scenario starts
with the existence of a particular VPC/V CC between PNOs A and C via B and a particular X-interface relation tree. The
scenario describes the occurrence of 4 failures that need management action; each of them is described in one step of
the scenario description. The 4 steps are an example of part of the life cycle of this particular VPC/VCC and take place
in sequence. The scenario description isillustrated in figures F.2 through F.5.

N AN /'/ N 5 c
A B C

Figure F.2: Step 1 of example scenario
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Step 1: A fault has occurred in the VPSC / VCSC within the PNO subnetwork of PNO B. PNO B reportsto its
Consumer PNO (PNO A) about the failure and indicates that the failure is recoverable. PNO B starts the reconfiguration
process and ensures that alarms are suppressed. After reconfiguration has been successfully completed, PNO B reports
thisto its Consumer.

// — — — — \) A
\\// \\‘/'{5\/ \\// B/\C
A B C

Figure F.3: Step 2 of example scenario

Step 2: A fault has occurred in the inter-PNO VP / VCLC between PNO B and PNO C. Since thisis the outgoing
inter-PNO VP / VCLC of the PNO subnetwork of PNO B, PNO B isresponsible for reporting this failure to its
Consumer PNO (PNO A). PNO B reports the failure to PNO A and indicates that it can recover the failure. PNO B
performs recovery on the faulty inter-PNO VP/VC LC and notifies its Consumer about this and about the Id of the new
physical link in the connection and takes action to suppress associated alarms.

— — A
( o \ / \
\\/O/\ ,/\O/ B C
// D \\\ |
T T _— /—//O\ /o\/— T :
D

— .
/e (S SEEE
\\ \\ T \\ /

\B/&\@ _

Figure F.4: Step 3 of example scenario

N
\

Step 3: A fault has occurred in the VPSC / VCSC within the PNO subnetwork of PNO B. PNO B reports thisto PNO
A. Let us assume that protection switching and reconfiguration of the VPSC / VCSC within the PNO subnetwork of
PNO B are not possible. PNO B, however, believes that it can reroute the VPSC / VCSC via another PNO and indicates
thisto PNO A. PNO B starts a reconfiguration process, in which it reroutes the VPSC / VCSC via PNO D, and notifies
its Consumer about this (for suppressing alarms). PNO B reserves a VPSC / VCSC within the PNO subnetwork of PNO
D. After successful reservation, PNO D reports back to PNO B (its Consumer) the Id of the physical link between PNO
D and PNO C. After reconfiguration has been completed, PNO B reports successful reconfiguration to its Consumer
(PNO A) and also informs him about the Id of the new physical link between PNO D and PNO C (the physical link for
which PNO B is held responsible). PNO A asks PNO C to cancel the VPSC / VCSC within the PNO subnetwork of
PNO C without releasing the Z user and asks PNO C to reserve anew PNO VPSC / VVCSC according to the new
situation. Due to step three in the scenario the X-interface relation turns from star to a mixture of star and cascaded.
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subnetwork for which
PNO B is held responsible

byPNOA A
o /\
B c
|

Figure F.5: Step 4 of example scenario

Step 4: A fault has occurred in the physical link between PNO B and PNO D. Because this physical link is now part of
the subnetwork of PNO B, PNO B reports the failure to its Consumer (PNO A) asif it were aVPSC / VCSC failure
(instead of alink failure). PNO B indicates that the failure is recoverable. PNO B performs protection switching on the
inter-PNO VP/VC LC between PNO B and PNO D and notifies its Consumer about this. Associatd alarms should then
be suppressed.

F.2 Scenarios

This clause contains scenarios that apply if the cascaded or mixed mode is to be used.

For all scenarios, the following VP/V C connections are possible between PNO A (Initiating) and PNO E (Destination):
A-B-C-D-E, A-B-X-Y-D-E and A-B-X-Y-Z-E.

The following cases may be distinguished:
- casel (normal): A-B-C-D-E;
- case 2 (resulting from malfunctioning C): A-B-X-Y-D-E;
- case 3 (resulting from malfunctioning D): A-B-X-Y-Z-E.

The following X-interface relations apply (of course other X-interface relations may exist, but they are not used in these
particular cases; between brackets, the X-interface relations which are no longer used are mentioned):

- cael: A-B,B-C, A-D and D-E;
- case2: A-B, (B-C), B-X, X-Y, A-D and D-E;
- cae3: A-B, (B-C), B-X, X-Y, (A-D), (D-E), A-Z, Z-E.
For these cases, the following scenarios are elaborated:
- scenario 1: PNO A establishes a VP/V C connection with PNO E;

- scenario 2: in the end situation of scenario 1, something goes wrong with the connections around PNO C
(i.e. going from case 1 to case 2);

- scenario 3: in the end situation of scenario 1, something goes wrong with the connections around PNO D
(i.e. going from case 1 to case 3);

- scenario 4: inthe end situation of scenario 1, the connection parameters are modified, without changing the
route.
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Y
(connection maps) (X-interface relation trees)
O PNO, taking part in the connection
( \ PNO, not taking part in the connection
N
Q PNO, malfunctioning and no longer part of the connection
— inter-PNO link, part of the connection
— ~ inter-PNO link, not part of the connection
In the next figures (flow charts), the following legend is applicable:
> request (named after the Management Functions)
= positive answer after a request
< > request and positive answer presented together

(in fact there is a timing difference; for reasons of
simplicity combined)

Scenario 1: PNO A establishes a VP/V C connection with PNO E.
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scenario 1
Transit Transit # Initiating Z# z
C B A D E
Destination User A
Checkin Destination User
9 ) hecking ~
ihﬁCRk /[\vailable Check Available
clRake > ell Rate
Reserve VP
Reserve VP Subnetwork
Subnetw}ork Connection
Connection
Reserve VP
Subnetwork Reserve VP
Connection Subnetwork
> Connection

NOTE: Transit#and Z # act respectivly as Transit and Z from the view point of the Initiating PNO, even though

they use other Transit and Z PNOs for the establisment of the connection.

Scenario 2: in the end situation of scenario 1, something goes wrong with the connections around PNO C (i.e. going
from case 1 to case 2).

scenario 2:
starts at .
the end of Transit Transit # Initiating z# 7
scenario 1 c B A b £
Failure
Indication Failure
#| Indication
Deactivate VP >
Subnetwork Deactivate VP Deactivate VP )
Connection Subnetwork Subnetwork Deactivate VP
onnection Connection Subnetwork
Cancel VP Connection
Subnetwork N
onnection
Transit Transit #
Y x Reserve VP
Reserve VP Subnetwork
Subnetwork Connection
Connection

*: at this point the Initiating or the

z

mght decide to cancel the whole connection;

then,the rest of the scenario is no longer applicable.

NOTE: At thispoint the Initiating PNO or the Z PNOmight decide to cancel the whole connection, in which case

the rest of the scenario is no longer applicable.

Scenario 3: in the end situation of scenario 1, something goes wrong with the connections around PNO D (i.e. going
from case 1 to case 3).
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scenario 3:
starts at " . Initiating
the end of Transit Transit # Z# z
scenario 1 [} B A D E
VP Subnetwork
Connection Failure
Indication
*
. Deactivate VP Deactivate VP
gﬁgﬁ;’;’;ﬁk\/ P Subnetwork Subnetwork gsﬁﬁgxz?”y P
w Connection Connection %
Reroute
Cancel VP Subnetwork
Subnetwork Connection
onnection
Transit Transit # Z#
v Reserve VP
Reserve VP Subnetwork z
Subnetwork Connection
Connection [~ Reserve VP
Subnetwork geﬁerve Vi’
Connection ubnetwor
Connection s

*: at this point the Initiating orthe Z might decide to cancel the whole connection;
then,the rest of the scenario is no longer applicable.

** since E receives a request for an already allocated VP identifier, E will recognise this as a
request to reconnect to the existing connection to its destination user

NOTE 1: At thispoint the Initiating or the Z PNO might decide to cancel the whole connection, in which case the
rest of the scenario is no longer applicable.

NOTE 2: Since PNO E receives arequest for an already allocated VP identifier, PNO E will recognize thisasa
reguest to reconnect to the existing connection to its destination user.

Scenario 4: in the end situation of scenario 1, the connection parameters are modified, without changing the route.

scenario 4:
starts at Z
Transit Transit # Initiatin Z#
the end of o
scenario 1 c B A D E
Change Change
Change . 9 Change
. Reservation Reservation 9
Reservation Reservation

lActivate Change Activate Change

N

Activate Change Activate Change
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Annex G (informative):

Traffic Descriptor reference problems

Problemsin the Abstract Syntax Notation One (ASN.1) part of the present document.

The "Schedule" datatypes (Daily-, Weekly-, Monthly-, Occasional -Schedul€) that arein V pSchedulers and defined in
the present document are also defined in ES 200 653 [9]. The reason that they are not imported from ES 200 653 [9] is

that in ES 200 653 [9] TrafficDescriptor cannot be found.

The situation can be illustrated like this.

Typedefinitions in the old situation: (In the earlier ETSI X-interface versions. EN 300 820-1 [13]).

EN 300 820-1
(ETSI XIf old)

.VpSchedulers

.durationSch. ( = Bid.TrafficDescript.)

ES 200 653
ETSI "GCL"

(older version)

.durationSch. (=Bid.TrafficDescript.)

Daily-Sch.

Weekly-Sch.

ETS 300 469
ETS "Q3"

.TrafficDescriptor

Figure G.1: trafficDescriptor reference during the development of the X-interface
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EN 300 820-1

.VpSchedulers

.durationSch. ( =Bid.TrafficDescript.)

i

'

ES 200 653 ETS 300469 =
=ETSI "GCL" ITU-T

: Recommendation
(new version) |.751

no TrafficDescriptor defined in
.duration- (=Bid.TrafficDescript.)
ITU T Recommendation |.751 !
.Daily-

Weekly-

Figure G.2: trafficDescriptor reference problems

The problem is the endorsement of ETS 300 469 [12] with ITU Recommendation |.751 [3]: ETS 300 469 [12] now isa
copy of ITU Recommendation 1.751 [3]. There is no Type TrafficDescriptor defined in ITU Recommendation 1.751 [3],
so ES 200 653 [9] imports a non-existing Datatype.

To cope with this the Typedefinition TrafficDescriptor isincluded in the present document and all " ScheduleTypes"
(and their "subtypes') that are also in ES 200 653 [9] are defined again (copied) in the present document to prevent
"circular definitions'.

It is recommended that the typedefinition of TrafficDescriptor (the one that is defined in the present document) will be
included in ES 200 653 [9] in order to be able to remove the typedefinition of the , ScheduleTypes' from the present
document.

NOTE: Thereisatypedefinition BandwidthScheduling in ES 200 653 [9] that is the same as VpSchedulers, only
monthlySchedul e and occasional Schedul e are interchanged.

So later, it is also possible to remove the typedefinition of V pSchedulers from the present document.
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