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Foreword

This ETSI Guide (EG) has been produced by ETSI Technical Committee Speech processing, Transmission and Quality aspects (STQ), and is now submitted for the ETSI standards Membership Approval Procedure.

The present document is part 1 of a multi-part deliverable covering the specification and measurement of speech transmission quality, as identified below:

- **Part 1**: "Introduction to objective comparison measurement methods for one-way speech quality across networks";
- **Part 2**: "Mouth-to-Ear speech transmission quality including terminals";
- **Part 3**: "Objective measurement methods applicable to networks and links with classes of services".
1 Scope

The present document is part 1 of a series of documents on the specification and measurement of mouth-to-ear (also end-to-end) speech transmission quality. Its main objective is to describe objective comparison-based methods and systems for measuring mouth-to-ear speech quality in networks. Apart from this, it gives an overview on other important aspects of mouth-to-ear speech quality. As the need arises, these other aspects will be covered in more detail in subsequent parts of the present document.

The present document gives an overview of the methods available for measuring one-way speech transmission quality. Its purpose is to give information and guidance primarily for operators, users, consumer organizations and regulators who wish to measure or compare the speech transmission quality provided by different networks. The need for the present document has been increased by:

- the liberalization of voice services, which has introduced alternative competing providers of voice services;
- the introduction of new mobile and IP based technologies,

which has increased the range of services and cost/quality options for users.

The present document applies to both fixed and mobile networks with or without terminal equipment connected to the network. It applies only for narrowband (i.e. between 300 and 3 400 Hz) communications. In principle, comparison methods can be used for IP-based (internet protocol-based) networks, but further work is needed on the calibration of the methods for such networks. The present document describes:

- methods for measurements of individual impairments or combinations of impairments to be made at acoustic or electrical interfaces;
- methods for combining measures of different impairments into a single objective measure;
- methods for predicting the subjective effect of impairments that would be perceived by users.

The methods in the present document assume that subjects with normal hearing have been involved in the test. Therefore, the instrumental methods estimate the perceived speech quality of persons with normal hearing. For each method, the guide contains a general description to highlight the main points, and provides references for more detailed information. The present document does not contain detailed specifications of the individual methods.

The present document concentrates on one-way speech quality in networks. It gives no guidance on how to evaluate systems that include equipment such as echo cancellers or in which interactive impairments such as talker echo are significant. The perceived quality in such cases depends not only on the one-way performance, but very much on the behaviour of the equipment under duplex conditions; specifically, the influence of double-talk and delay shall be considered.

Although all assessments of overall speech quality are ultimately subjective because they depend on the user's opinion, a distinction is made between:

- subjective methods, which involve real time user assessment; and
- objective methods, which use stored information on the user's assessment and therefore involve some degree of calibration.

Objective methods for the evaluation of speech quality fall into three categories:

a) **Comparison Methods:** Methods based on the comparison of transmitted speech signal and a known reference.

b) **Absolute Estimation Methods:** Methods based on the absolute estimation of the speech quality (i.e. there is no known reference signal); e.g. INMD (ITU-T Recommendation P.561 [9]).

c) **Transmission Rating Models:** Methods that derive a value for the expected speech quality from knowledge about the network; e.g. ETSI Model (ETR 250 [1], ITU-T Recommendation G.107 [7]).
The classification of assessment methods is depicted in figure 1.

Practical implementations of test equipment may include combinations of these methods. The focus of the present document is on comparison methods (intrusive methods), which currently yield the most accurate results. The other categories are only covered in short overviews, although they may be preferable for certain applications.

Subjective and Objective Methods

- **Users' subjective assessment**
  - Real-time assessment
  - Stored experience (i.e., past assessments)
  - Additional experience
- **Subjective methods**
  - e.g., listening-only and conversational
  - Additional information
  - e.g.: radio link budget, error rate, cell loss rate
- **Signal-based measurements**
  - e.g. speech samples and other test signals
- **Objective methods**
  - Calibration
- **Parameter-based models**
  - E-Model

**Comparison**
- Measure combined effect of all impairments

**Absolute Estimation**
- Predict combined effect of individually measured impairments

**Transmission Rating Models**
- Users' subjective assessment

**Figure 1: Classification of assessment methods showing:**
- a) Comparison methods,
- b) Absolute estimation methods,
- c) Transmission rating models
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3 Definitions and abbreviations

3.1 Definitions

For the purposes of the present document, the following terms and definitions apply:

bark: frequency unit in the perceptual domain; e.g. frequencies at 3, 4, and 5 Bark are perceived as equally-spaced

cepstrum: cepstrum of a signal is defined as the inverse Fourier transform of the logarithm of the power spectrum of that signal

NOTE 1: See figure 5.

NOTE 2: Linear distortions of a signal (e.g. delay, echo) are additive in the cepstral domain.

cognitive: pertaining to higher layers of human reception; e.g. interpretation of speech

perceptual: pertaining to lower layers of human reception; e.g. processing of sound signals

psycho-acoustic: pertaining to acoustic processing particular to the human sound perception system; e.g. masking of adjacent frequency components

3.2 Abbreviations

For the purposes of the present document, the following abbreviations apply:

ATA Analogue Terminals and Access
ANOVA ANalysis Of VAriances
ACR Absolute Category Rating
ATM Asynchronous Transfer Mode
CCR Comparison Category Rating
CD Cepstral Distance
CDI Cochlear Discrimination Information
CMOS Comparison Mean Opinion Scores
DC Direct Current
DCME Digital Circuit Multiplication Equipment
DCR Degradation Category Rating
DFT Discrete Fourier Transform
DMOS Degradation Mean Opinion Scores
DTA Digital Terminals and Access
FFT Fast Fourier Transform
FMNB Frequency Measuring Normalizing Block
GSM Global System for Mobile communication
INMD In-service, Non-intrusive Measurement Device
IP Internet Protocol
ISDN Integrated Services Digital Network
LAR Log-Area Ratios
Final draft ETSI EG 201 377-1 V1.2.1 (2002-10)

4 Overview

Today, telecommunication is strongly influenced by three major facts:

- the liberalization of telecommunication, i.e. the separation between regulatory bodies and operators;
- the splitting of operations into network providers and service providers; and
- the increase of international traffic due to the internationalization of trade and business.

In addition to these facts, there is also a strong influence due to technical evolution. The most important trends are the move from fixed networks to mobile networks, but also from conventional switched PSTN and ISDN networks to packet-based networks such as the Internet. These technical trends will make it necessary to extend the applicability of the methods described below in order to cover speech quality impairments from “new” types of degradations, such as packet losses and variable delay.

The liberalization as well as the splitting of operations lead to new legal/commercial/technical interfaces, which need a definition both in the contractual and technical sense:

- regulators need a measurement basis in order to specify the requirements which “their” network operators have to fulfil;
- operators of private networks (e.g. corporate networks, closed user groups) need a measurement basis as well for double-checking transmission planning issues for the interconnection of private networks with the public ISDN/PSTN; and
- service providers want to compare different network providers concerning their price/performance ratio.

In all cases the traditional methods for speech quality assessment based on subjective rating of speech samples are far too expensive, too slow and lack the precise repeatability.

The internationalization of traffic as well as the multitude of network providers lead to the fact that in many cases a phone call is routed through several networks, where these networks are based on different technologies (fixed analogue or digital, ATM, Internet, mobile networks, satellite links, etc.). The concatenation of multiple different networks is no longer restricted, and the resulting effects on speech quality are not well covered up to now.
4.1 Objective

The aim of the present document is to give:

- general information on mouth-to-ear speech quality, and the factors to be included in its evaluation (see clause 5);
- information on subjective reference assessment methods, which are essential to calibrate objective methods, showing what results can be obtained (see clause 6, annex D);
- information on the objective comparison measurement methods available and how they work, especially the most recent methods (see clause 7);
- overview of other assessment methods (see clauses 8 and 9).

In a second part of the present document (to be developed later), the criteria for the evaluation of such objective measurement systems will be specified, namely:

- requirements concerning the technical characteristics of speech quality measurement;
- methods to test the conformity of these methods to the subjective reference assessments; and finally
- criteria to compare and evaluate the current methods.

4.2 Related work in standardization

On all of the above mentioned topics a lot of work has already been done in the past by a number of standards bodies:

- ETSI TC STQ
  This Technical Committee is responsible for the "co-ordination, production (where appropriate) and maintenance of end-to-end speech quality related deliverables" (TC/STQ Terms of Reference).

- ETSI TC SMG 11
  The work done in SMG11 concentrates on codec quality in mobile networks (in particular for Half Rate, Enhanced Full Rate and Adaptive Multi-Rate codecs) and therefore is not primarily oriented towards mouth-to-ear speech quality aspects. However, it is a very important source of information especially for the subjective rating of speech samples and for the characteristics of speech samples to be used for assessment and measurement. Note that this work done SMG 11 is undertaken by SA 4.

- ETSI Project TIPHON
  According to the Terms of Reference (ToR) the ETSI Project TIPHON addresses the following topics:
  - initial focus should be on voice communications although in the future other forms of data communications could be taken into account;
  - the marketing activities should be carried out in order to affirm TIPHON's awareness;
  - the project does not have a mandate with respect to the European Commission in its ToR;
  - an activity to verify and demonstrate TIPHON specifications should be created.
• ITU-T Recommendation SG 12
The current work in ITU-T SG12 (study period 2001 to 2004) is focused both on terminal and acoustic tests and on mouth-to-ear network aspects. Several questions are addressing mouth-to-ear speech quality issues, in particular:

- Q4/12: Telephonometric methodologies for hands-free terminals and speech enhancements devices;
- Q6/12: Analysis methods using complex measurement signals;
- Q7/12: Methods, tools and test plans for the subjective assessment of speech and audio quality;
- Q8/12: Extension of the E-Model;
- Q9/12: Objective measurement of speech quality under conditions of non-linear and time-variant processing;
- Q11/12: Speech transmission planning for multiple interconnected networks (e.g. private networks, internet);
- Q16/12: In-service non-intrusive assessment of voice transmission performance on non-linear systems.

• ITU-T Recommendation SG 2/QSDG
The “Quality of Service Development Group” is a subgroup of ITU-T Study Group 2. Its members are network operators and manufacturers from all over the world. According to their Terms Of Reference, the tasks of QSDG are the following:

- encourage participation in QoS activities;
- identify and develop performance monitoring and evaluation;
- improve QoS, include practices in TSS documentation;
- disseminate information about QoS techniques and procedures;
- encourage development of co-ordinated approach of QoS;
- other activities to improve.

• EURESCOM
EURESCOM is a private company owned by European network operators and doing research in the field of network operation. Among others, there is a project P603 in EURESCOM which has been finished recently, and a subsequent project is in the state of definition (see [4] and [5]).

• ETSI ATA
• ETSI DTA
• ETSI MTA (which has been closed)
5 Definition of mouth-to-ear speech quality

5.1 General definition

Mouth-to-ear speech quality (also "end-to-end speech quality") is defined as the degree of speech quality that a listener perceives at his terminal with a talker at the far end. (In some cases this definition may be too restrictive, e.g. when considering talker echo.)

This definition raises a number of questions and clarifications to be made:

- An absolute physical definition of "speech quality" does not exist; the only "baseline" we have is the subjective perception of human listeners.
- Speech quality ultimately is a psycho-acoustic phenomenon involving a complex interaction of many parameters within the process of human perception, although many of the individual parameters can be measured purely electrically.
- Mouth-to-ear in this context implies that there is a transmission of the speech signal by some kind of network; it is to be defined what that network consists of.
- In today's liberalized environment a network provider can no longer prescribe the terminal equipment being used by his customers; his reach and therefore his responsibility is limited to his network and ends at the outlet on the customer's premises.
- Speech quality is but one component of the overall quality perceived by a telecommunications user.

In the following clauses we list the required parameters and the conditions under which these have to be assessed or measured, respectively.

5.2 Human perception characteristics of speech quality

The human hearing and recognition system being highly non-linear and by far not completely understood today, we cannot analytically predict the human perception of the quality of a speech signal being transmitted through a network. However, it is clear that there are objective (physically measurable) factors as well as inter- and intra-individual aspects. Therefore, a quantitative expression of speech quality will always be a statistical mean value. The averaging is not limited to the objectively measurable factors but also includes a "mean physiological and psychological sensitivity" of human beings.

5.2.1 Physical characteristics and psychological impacts

The perceived overall speech quality is determined by a number of underlying psychological parameters. The most important ones are intelligibility, naturalness and loudness. In turn, these parameters are determined by the physical characteristics of the network under consideration, as illustrated in table 1. (The parameters are only examples.)

In the context of the present document, the main psychological characteristics are:

- **Intelligibility**: Quality of perception of the meaning or information content of what the speaker has said [20], [26].
- **Naturalness**: Degree of fidelity to the speaker's voice.
- **Loudness**: Absolute loudness level at the receiver's side.
Table 1: Examples of dependence of psychological characteristics on physical characteristics

<table>
<thead>
<tr>
<th>Physical characteristics</th>
<th>Psychological characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intelligibility</td>
</tr>
<tr>
<td>Signal level</td>
<td>X</td>
</tr>
<tr>
<td>Noise</td>
<td>X</td>
</tr>
<tr>
<td>Frequency response</td>
<td>X</td>
</tr>
<tr>
<td>Distortion</td>
<td>X</td>
</tr>
<tr>
<td>Delay</td>
<td>X</td>
</tr>
<tr>
<td>Echo</td>
<td>X</td>
</tr>
<tr>
<td>Packet losses</td>
<td>X</td>
</tr>
</tbody>
</table>

In addition, the following parameters are important:

- (Speech) Sound quality (similar to naturalness): Perceived sound quality of telephone speech.
- Double talk capability: Ability to really interact (double talk) in a conversation.
- Quality of background noise transmission in single talk and double talk conditions.
- Speech level variations during single talk and double talk.
- Disturbances caused by switching during single talk and double talk (completeness of speech transmission).
- Disturbances caused by echoes during single talk and double talk.

5.2.2 Inter-subject differences

Auditive cognition: The sensitivity characteristics vary with each individual.

Hardness of hearing: Some people have more difficulties than others.

5.2.3 Intra-subject differences

Even the very same person does not always perceive speech the same way: According to her/his actual situation of interest, mood and expectation the momentary attention varies greatly.

The inter-subject as well as the intra-subject differences are the reason why any objective measurement result cannot be compared directly to the subjective perception of any given individual, but shall be compared with an average value of subjective opinions (Mean Opinion Score, MOS). To be relevant, these MOS values have to be based on sufficiently large sets of speech samples and test persons.

5.2.4 Language-dependent differences

Frequency range ↔ spectra of consonants: There are languages with very intensive use of consonants (e.g. Slavic languages) which are more easily intelligible with a larger bandwidth. Given the increasing fraction of international traffic, any network (and especially codec) around the world should accommodate equally for all languages.

5.3 Network-related issues

5.3.1 Reference configuration for mouth-to-ear measurement

Mouth-to-ear measurement in an objective/repeatable manner means measuring in a pseudo-natural environment. While the network part is the responsibility of the network provider(s), these cannot be blamed for difficult environmental conditions at the sender's or receiver's side. Hence standardized terminal equipment and standardized subscriber's environment should be assumed (and introduced into the quality assessment model with the corresponding parameters) while the network(s) in-between are actually being measured (see also clause 5.4).
For the network-related measurements, the following network configuration shall be assumed:

![Diagram](image)

Figure 2: Reference network for mouth-to-ear speech quality (top); detail of component network (bottom)

Figure 2 shows the reference network to be used. It consists of one or more network segments belonging to possibly different network providers. These networks may be ISDN/PCM (including satellite links) or ATM or Internet. The terminal access (subscribers A and B) consists of POTS, ISDN or mobile equipment whose acoustical characteristics regarding speech quality are determined in acoustic laboratories.

Using such a reference model gives rise to several questions which are treated in more detail in the following:

1) Network related questions:
   - Is it possible to measure the quality parameters of each single network in a chain and to determine analytically the quality of a concatenation of networks?
   - Is the impact on quality of concatenated networks equal to the sum of the deteriorations of each sub-network?
   - For circuit-switched and packet-switched networks as well as for fixed and mobile networks, the parameters to be measured and the methods to evaluate their influence on speech quality will most probably be different.

2) Subscriber's environment related questions:
   - Is it correct to assume a standardized terminal equipment and a standardized subscriber's environment?
   - Should a terminal equipment be standardized per type of network (analogue, fixed ISDN, mobile (GSM), other)?
   - If yes, which network should such a standardized terminal refer to? To the network the subscriber is directly connected to, or to the network causing the (main part of) speech quality problems?

3) Is such a separation admissible at all?
   - Is all terminal equipment "immune" against all signal distortion types of all networks? If not, what are the restrictions to be made?
5.3.2 Standardization of quality parameters

There are two classes of parameters which converge to a widely agreed set of characteristics:

- the transmission parameters characterizing a network and the terminals connected to it; and
- the value (rating) expressing the speech transmission quality.

The standardization of the transmission parameters characterizing a network and the terminals connected to it is one of the merits of the work done in preparing ETR 250 (E-Model) [1], EG 201 050 [2] and the G100 Series of ITU-T Recommendations.

The speech transmission quality is most frequently expressed as a MOS value, either derived from the subjective assessment of speech quality (see clause 6) or expressed in ratings derived from the E-Model with the first class of parameters as input values. These scores are also used for the final result of objective quality measurement systems (see clause 7).

Apart from transmission parameters and speech quality values, there is a third category of characteristics, namely the parameters describing ping-pong, robot voice and similar phenomena occurring mainly in mobile and packet switched networks. This third set of parameters is not yet standardized.

5.3.3 Modelling of networks - anomalies

For the determination of the speech quality of concatenated networks it would be desirable to measure each single network separately and to derive the compound speech quality value using some analytical method. Presently, no such method is known. (The E-model used for planning purposes circumvents the problem by assuming that transmission impairments are additive on a psychological scale.)

Are the following anomalies modellizable at all, or do we have to measure them in vivo since there is no numeric method to predict them analytically? Should "modellizable" include the option to set up a physical model of a network or of multiple networks which can be interconnected for measurements?

- Concatenation of different codec algorithms?
- Concatenation of different networks?
- More generally, the joint effect of different types of impairments (further material, see ITU-T SG12, Question 8).
- Roaming and handover of mobile stations, especially in the case of different network/service operators and in the case of partially analogue networks (echoes!).

5.4 Terminal equipment related issues

Today there is a set of parameters being measured in order to state the compliance of terminal equipment to national or international requirements and standards. A description of such a set of parameters as well as the methods and prerequisites to be used can be found in [3] and in:

- TBR 008 [41]: Digital telephones (ISDN);
- TBR 009 [42]: GSM telephones;
- TBR 010 [43]: DECT telephones;
- TBR 038 [44]: Analogue telephones (PSTN).

Guidance on setting up test procedures for new types of telephone terminal implementations (non-linear and/or time-variant) can be found in [3], [4] and [8].
In addition to the methods described above, a lot of effort has been put into the evaluation of more sophisticated methods, allowing the evaluation of non linear and/or time-variant equipment. The investigations have been made for terminal equipment, especially hands-free telephones (in combination with handset telephones) and network echo cancellers. It was found that almost all parameters influencing speech and conversational quality are the same for the network devices and the HFT-terminals. Thus there is high confidence that the relevant objective criteria can be used for the evaluation of terminal equipment, the network and the mouth-to-ear transmission quality including terminal equipment. Further information can be found in annex C.

Guidance on setting up test procedures for new types of telephone terminal implementations (non-linear and/or time-variant) can be found in [5]. However, these standards only specify manual measurement methods, and additional guidance is needed on the use of automatic methods.

5.5 Technical basis for measurement

(The influences of codecs and terminal acoustics are taken into account as all the other influences, too, but not investigated in particular, since these issues are treated in ITU-T SG12 and SMG11 already.)

5.5.1 Quantification and measurement of speech quality

As there is no commonly agreed objective definition of "speech quality", assessment of this attribute is necessarily subjective. However, in order to quantify speech quality in an objective and repeatable manner, individual aspects need to be eliminated from the assessment.

In the past, this has been achieved by subjective measurement methods, e.g. listening experiments. In a carefully designed experiment, averaging a sufficiently large sample of individual opinions indeed yields an accurate rating of the "true" speech quality. Listeners are presented speech samples, which they rate according to an integer-valued opinion scale. By averaging the individual opinion scores, a Mean Opinion Score (MOS) results, which depends less on individual preferences. Clause 6 presents a survey of subjective measurement methods.

More recently, objective comparison measurement methods have been introduced. These methods compute a quality value from a speech sample. Their ultimate goal is to estimate as closely as possible the MOS value that would result from a subjective measurement. Objective measurement methods are attractive because they require less effort (no listening panel) and can be automated. Nevertheless, calibration with MOS values from subjective measurements is inevitable. Clause 7 investigates objective comparison measurement methods in more detail.

In the following, the terms "subjective MOS" and "objective MOS" refer to values obtained from subjective and objective measurements, respectively.

5.5.2 Required characteristics of speech samples

At present, there is no commonly agreed set of speech samples for neither subjective measurement experiments nor objective methods. Nevertheless, the requirements below have been applied successfully in practice, and most subjective measurement experiments and objective methods are based on similar sample characteristics. And although some objective measurements are performed with artificial speech, it is still necessary to have a reference configuration. Moreover, the parameters of artificial speech samples can be derived from the following requirements.

Therefore, the speech samples to be used for measurements should meet the following criteria (see [11]):

1) Physical characteristics:
   Frequency range: 300 Hz to 3 400 Hz (narrowband systems);
                  100 Hz to 7 000 Hz (wideband systems);
   Duration:       5 s to 10 s (not including header and trailer sequences);
   Density:        70 % speech, 30 % pauses.
2) Phonetic characteristics:

- **Language(s):** English, German, French, Swedish, Italian (*other languages, e.g. slavic?*);
- **Distribution of phonemes:** The distribution within the sample should represent the standard distribution of phonemes in the chosen language;
- **Female/male speakers:** 50/50 %.

3) Recording characteristics:

- **Sample Rate:** ≥ 8 kHz (narrowband systems, at network insertion point);
  ≥ 16 kHz (wideband systems, at network insertion point);
- **Digital resolution:** > 12 + 1 bit (original stored sample);
- **Recording resolution:** > 95 dB (i.e. 16 bit);
- **DC offset:** 0.

---

**6  Subjective measurement of speech quality**

Although subjective measurements of speech quality require a substantial effort, they are indispensable as a reference for objective measurement methods. This clause gives a summary of the status of standardization in the field of subjective determination of speech transmission quality. It is based mainly on the documents ITU-T Recommendations P.800 [10] and P.830 [11]. In the context of the present document, we limit ourselves mainly to listening-opinion tests; conversation-opinion tests are very time-consuming and hard to design in such a way that the results are repeatable.

The results of subjective listening-opinion tests are influenced by a wide variety of conditions. Therefore, utmost care shall be taken to obtain reliable and reproducible results. Some of the factors to be controlled are:

- **Speech material:** Perception depends on the gender of talkers, their pronunciation, the language, length and content of samples, the recording room and equipment characteristics.
- **Experiment set-up:** Results can depend on nationality and gender of listeners, recent previous experience with listening tests, instruction of listeners about the experiment, duration of test sessions, and order of presentation of speech samples.
- **Listening conditions:** Loudness of presented speech samples and choice of equipment (headphones/telephone handsets) can influence the rating.


**6.1  Subjective measurement methods**

Annex D presents a basic overview on some subjective measurement methods. It is by no means intended to be complete the interested reader is referred to ITU-T Recommendation P.800 [10], which contains in-depth information about the measurement of subjective speech quality. In addition to the methods sketched in annex D, there are other test methods; for instance, the method of paired comparisons is very useful when the quality differences between the test cases are small.
6.2 Application of statistical methods

Experiments to estimate speech quality often yield a substantial amount of data. Statistical methods are a useful tool in both planning and evaluation of speech quality listening experiments:

- **Planning of experiment**: Choose size of listener panel, number of speech samples, etc.
- **Interpretation of results**: Assess reliability and accuracy of results, detect dependencies between parameters, etc.

As there are many good textbooks on statistics (see e.g. [21] and [22]), the present document contains just a very basic overview of some statistical concepts. The interested reader is referred to annex E.

7 Objective measurement methods

In order to measure speech transmission quality on a regular basis, it is necessary to avoid the complicated and expensive procedure of subjective determination, and to use objective systems instead. Today there are several systems and methods in use, some of which are in a rather experimental state, while others are commercially available products. The following non-exhaustive list shows some situations related to transmission over networks where such objective measurement methods are being applied:

- **Mobile Communications**: In mobile communication systems (e.g. GSM), speech quality measurement campaigns can unveil coverage problems, base station failures (e.g. handover problems), etc.

- **Speech compression devices**: In networks with speech compression devices (e.g. codecs, DCME), speech quality can be severely impacted due to the interaction of such devices with each other and with effects like noise, echoes, etc. Monitoring mouth-to-ear speech quality can detect such problems.

- **Voice over IP ("Internet telephony")**: The characteristics of IP-based networks are different from conventional telephony networks because IP was originally designed for data traffic. For voice over IP, the most critical parameters are delay and the degree of packet loss. It is not clear today which degree of speech quality can be achieved on such networks, and monitoring speech quality could help to improve service quality. In order to do so, however, objective methods shall be able to cope with such impairments.

- **Cascade of networks and/or analogue interfaces**: In today's liberalized environment, it is increasingly likely that a call is routed through several networks. On its way, the speech signal could be compressed and expanded repeatedly, or undergo several A/D and D/A conversions. The impact of such cascading on speech quality is virtually impossible to predict, but can be assessed by mouth-to-ear speech quality measurements.

- **Private networks (e.g. corporate networks, closed user groups) interconnected with the public ISDN/PSTN**: After the pre-installation transmission planning (e.g. according to EG 201 050 [2]), it might be highly desirable to measure and monitor the "real" speech quality in order to obtain feedback on the quality and reliability of the transmission planning process; i.e. comparing the expected influence of codecs, linear distortions, AD/DA interfaces, echoes, etc. with their real-world impact.

Objective determination of speech quality is based on two distinct methods as shown in figure 1:

- **Signal-based methods**, comparing speech samples before and after transmission through networks (or using only the speech sample after transmission).
- **Parameter-based methods involving models**.

For the signal-based comparison methods there exist a number of systems. The rest of this clause describes the building blocks that are used in more recent systems. It should be noted that these systems implement and combine the building blocks in different ways, which results in performance differences. Moreover, some systems may be designed for acceptable performance in a wide range of applications, while others may aim at accurate results in just one specific application.

The current ITU-T Standard for signal-based comparison is called PESQ (ITU-T Recommendation P.862 [28]). It replaces the earlier standard PSQM (withdrawn ITU-T Recommendation P.861, see bibliography) and has been selected amongst several candidates, and its performance shows a high correlation with subjective scores on a large number of databases covering a large number of conditions.
Parameter-based methods are represented mainly by the E-model, which is described extensively in ETR 250 [1].

Today it is not clear how these complementary methods fit together. In addition, the model-based approach is limited to relevant phenomena that can be modelled, which is not the case for "exotic" effects such as garage algorithms, handover/roaming, fading, packet loss, transcoding because of codec concatenation etc.

7.1 Basics of speech sample based objective measurement methods

Currently, all objective measurement systems for speech quality measurement use two signals as their input, namely an original signal (reference pattern) and the corresponding output signal after its transition through the network under test.

The signal processing within objective methods based on the comparison of speech samples can be structured into three major steps as follows (see figure 3):

- pre-processing;
- psycho-acoustic modelling;
- speech quality estimation model.

These steps are generally implemented with the same building blocks (see figure 3) in all systems for speech quality evaluation, namely:

- a signal adjustment unit (adapting signal delay, loudness differences, and useful signal duration);
- a unit that models and/or measures the environment characteristics;
- a time-frequency mapping;
- a model of psycho-acoustic sound perception;
- a method to compare the measured signal (or rather the parameters describing it) with the reference;
- a function to determine a single value describing the speech quality;
- a function to transform this result according to subjective/auditory evaluation scales.
7.2 Pre-processing

7.2.1 Adjustment unit

All objective measurement systems in use require that reference and processed signal be adjusted properly to each other. Towards this aim, several tasks have to be performed. (Some of these tasks may be deferred to a later stage.)

- **Delay adjustment**: Since the transmitted signal is delayed in the network, it is necessary to align it properly with the reference signal. This can be done by correlating reference and transmitted signal and searching for the correlation peak. It may be helpful to insert a specific synchronization signal in the reference.

- **Loudness adjustment**: Most measurement systems assess the quality of the transmitted sample by computing some kind of difference to the reference signal. Therefore, the loudness of both signals shall be equal, which can be achieved by making the average signal power equal (after removing any DC component). It is also possible to adjust loudness in the psycho-acoustic (perceptual) domain (see clause 7.4).
• **Useful duration adjustment**: If the transmitted sample is affected by echo, its duration is longer than that of the reference. Moreover, some measurement methods may choose to ignore parts of the sample (e.g. speech pauses). It is thus necessary to remove undesired parts of the signal, such that reference and transmitted signal are properly aligned and of equal length.

• **Filtering**: It may be known that some frequencies (e.g. outside the telephone band) cannot pass on to the listener. In this case, such frequencies may be filtered out. Since this operation could destroy valuable information, it shall be applied with caution.

### 7.2.2 Modelling and/or measuring transmitter and receiver environment

In the typical objective measurement system, signals are not transmitted from mouth to ear, but rather between electrical interfaces. Therefore, the impact of the environment on speech quality is missing. If desired, this influence can be included in the measurement process.

• **Transmitter side**: The speech material can be recorded in a "typical" or "average" environment, which has to be defined appropriately. By recording speech samples in several different environments, the expected range of talker conditions can be covered. In this case, objective measurements result in a speech quality distribution over different talker conditions, from which the mean and other statistical quantities can be derived.

• **Receiver side**: An artificial listener environment can be created, by emulating noise, room reverberation, and handset characteristics. As an alternative, a more realistic evaluation can be performed by including items such as background noise, room reverberations and the telephony terminal itself in the "measurement chain". In other words, the measurement between electrical interfaces is extended to a real mouth-to-ear measurement by including a realistic test room and by including acoustical devices that substitute the human mouth and ear (and body). Obviously, in both cases the result will only be an approximation to a real-world environment. It is important that both the reference and the transmitted signal are subjected to the listener environment model. Analogously to the transmitter side, a multitude of listener conditions can be applied to obtain a speech quality distribution over different listener conditions.

### 7.3 Psycho-acoustic sound perception

Little is known about the mechanisms that govern human perception of "speech quality". Due to this lack of knowledge it seems a natural step to eliminate from the speech signal all information that the auditory system ignores. The retained information is expected to be relevant in the sense that it contains all necessary information to decide on the quality of the transmitted signal. Therefore, most speech quality measurement schemes attempt some modelling of psycho-acoustic sound perception.

#### 7.3.1 Time-frequency mapping

In most systems, a pre-processing unit transforms the signal into a time-frequency representation; this is motivated by psycho-acoustic considerations. In contrast to later stages, the preprocessing unit does not attempt to reduce the amount of data. Typically, the signal is segmented and transformed to the frequency domain as follows:

• **Segmentation** of the signal in overlapping blocks: segmentation models the short-term nature of human perception. Typically, segments are 15 ms to 40 ms long. Overlapping successive blocks (e.g. by 50 %) is a smoothing operation to avoid abrupt changes from block to block, but can also be viewed as modelling "memory" or "inertia" of the human listener.

• **Windowing operation**: The segment is multiplied sample-by-sample with some windowing function (see figure 4). Each windowing function has an associated trade-off between frequency resolution and suppression of spurious frequencies.

• **Fourier transform/power spectrum** for each block: The Fourier transform computes the frequency spectrum of a signal. The power spectrum is then obtained by squaring the amplitude value at each frequency. Since the outer part of the human auditory system essentially performs a spectral analysis, Fourier transformation is a first step towards modelling psycho-acoustic sound perception.
Time-frequency mapping, transformation to perceptual domain (critical bands) and frequency masking effects (see below) may be reproduced by using a perceptual filterbank as the core time-frequency transformation [23]. This has the advantage of greater temporal resolution in the signal analysis, but is more difficult to implement than alternative techniques.

### 7.3.2 Linear prediction coefficients

Some early measurement systems were based on Linear Prediction Coefficients (LPC). The goal of such methods is to find a linear short-term model of low order for the speech signal. In other words, these systems model the speech source (the vocal tract) rather than speech perception. Due to the sensitivity of LPC parameters, they were often transformed to log-area ratios (LAR), which are less sensitive. LPC/LAR coefficients are no longer used in recent systems.

### 7.3.3 Cepstrum

Transformation of the signal to the cepstral domain is another early attempt (see e.g. [24]) to model human sound perception. The cepstrum transformation is sketched in figure 5. In practice, the transformation is computed more directly using Linear Prediction Coefficients (LPC); as a desirable side-effect, spectral smoothing is achieved due to the limited number of LPC coefficients in the calculation.

The cepstral approach has several attractive features:

- Linear distortions of the received signal (i.e. echoes and delays) appear as additive components in the cepstral domain. Therefore, the difference between the cepstra of reference and transmitted signal is a measure for linear distortion.
- The logarithmic power level compression in the frequency domain is akin to the loudness compression in the auditory system (see below).
- The cepstrum is easily computed using LPC coefficients.

On the other hand, the cepstrum method is a rather ad hoc model of the human auditory system. Moreover, performance in the presence of non-linear distortions may be unsatisfactory.

### 7.3.4 Mapping to perceptual (critical band) domain

The auditory system operates mainly in the frequency domain, with a non-linear relation between measured frequency (in Hz) and perceived frequency (in Bark). Figure 6 shows one of the approximations that are in use, namely:

\[
    f = 600 \times \sinh(b / 6) \quad \text{ (f: Hz, b: Bark) \quad (1)}
\]

The perceptual or critical band domain represents a linear scale for the human perception of frequencies. In particular, high frequencies are compressed logarithmically; e.g. frequencies f, 2f and 4f are perceived as “equally-spaced”.
Such a mapping of the speech signal to the perceptual domain is often found in objective speech quality measurement systems. The general mapping scheme is depicted in figure 7. (As mentioned above, this step can be implemented in a perceptual filterbank.)

**Figure 6: Relation between frequency domain and perceptual domain**

**Figure 7: Mapping from frequency domain to perceptual domain**

### 7.3.5 Frequency masking

The frequency analysis capabilities of the auditory system are not perfect. If two frequency components in a sound are sufficiently close to each other, the weaker one cannot be perceived. The extent of this frequency masking effect depends on the involved frequencies, their loudness levels, and other factors. The principle is sketched in figure 8.

Frequency masking can be approximated e.g. by a convolution in the frequency domain or in the perceptual domain. The slopes (i.e. the extent of exciting/masking adjacent frequencies) of the "masking triangle" depend on both centre frequency and intensity. (As mentioned above, this step can be implemented in a perceptual filterbank.)

**Figure 8: Frequency masking (from [16])**
7.3.6 Time masking

Analogously to frequency masking, the auditory system is incapable of discriminating two short pulses separated by a small time interval, as sketched in figure 9. A coarse approximation of time-domain spreading is implicitly achieved for high frequencies by segmenting the speech signal, since time resolution is essentially determined by the time shift from one segment to the next. In general, this shift is at least 10 ms, which is sufficient for approximating time smearing at medium and high frequencies. On the other hand, low frequencies experience much larger (> 100 ms) time masking. Therefore, if this effect is to be modelled, it shall be implemented explicitly.

![Figure 9: Time masking (from [16])](image)

7.3.7 Psycho-acoustic loudness

The relation between physical loudness (signal power) and perceived loudness is highly non-linear. Two main effects can be distinguished:

- **Frequency-dependent sensitivity**: The hearing threshold of the auditory system is frequency-dependent, with maximum sensitivity in medium frequencies.

- **Loudness compression**: The perceived loudness is a non-linear function of the effective signal power, normalized to the hearing threshold. The mapping can be approximated by logarithmic compression, by raising the signal to a fractional power, or by using a function derived from psycho-acoustic experiments. In any case, the shape of the curve will look similar to figure 10.

![Figure 10: Loudness compression curve](image)

7.3.8 Hair cell firing

Spectral analysis in the auditory system is performed by hair cells along the cochlea. Ultimately, these hair cells "fire" (i.e. generate all-or-none electrical spikes) based on their time-frequency analysis of the sound signal. While the exact relation between sound signal and firing patterns is not known, the firing activity can be described by probability distributions. Generally, firing activity of a hair cell increases with stimulation of that cell.

It can be argued that firing probabilities are a very close approximation of the information transmitted to the brain. On the other hand, they constitute a "low-level" representation without an intuitive interpretation. In contrast, effects such as loudness compression or frequency warping are based on human perception on a higher level, since they include the processing steps of the brain.
7.4 Comparison of reference and transmitted signal

After converting both reference and transmitted speech signal to a suitable representation, they are compared to assess the quality of the transmitted signal. The latter is usually assumed to be degraded, and thus the amount of “difference” or “non-similarity” between the two signals is taken as an indicator for the degradation of the transmitted signal. Hence, objective measurement schemes are akin to degradation category rating (see clause 6.2).

The comparison is most often performed on individual parameters or sets of parameters (e.g., all parameters from one signal segment). It is also possible to compute several comparison results for one set of parameters, using different comparison methods.

In a second step, the vector of comparison results is condensed to a single value (see clause 7.6). In this clause, the main comparison methods are discussed. For the sake of simplicity, it will be assumed that the comparison takes place between a vector \((x_1, x_2, \ldots, x_n)\) of the reference and a vector \((y_1, y_2, \ldots, y_n)\) of the transmitted signal.

7.4.1 Euclidean distance

The Euclidean distance is obtained as:

\[
d_E = \sqrt{\sum_{i=1}^{n} c_i \cdot (y_i - x_i)^2}
\]

It measures the length of the parameter difference vector in the usual geometrical sense. The factors \(c_i\) can be used to assign different weights to parameter differences, e.g., to compensate for different parameter ranges, or to weight the reliability of certain parameters.

7.4.2 Generalized distance

Instead of using Euclidean distance, one can compute more generally the \(L_p\) norm of a difference vector as:

\[
d_p = \left( \sum_{i=1}^{n} c_i \cdot (y_i - x_i)^p \right)^{1/p}
\]

For \(p = 2\), the distance \(d_p\) coincides with the Euclidean distance. With increasing \(p\), more weight is given to large differences. Again, the coefficients \(c_i\) can be used for weighting individual parameters.

7.4.3 Asymmetric differences

In some cases, the sign of the difference \(y_i - x_i\) is important. As an example, if a parameter represents the perceived loudness in a specific frequency band, an increased loudness in the transmitted signal could be more annoying than a reduced loudness. In such cases, it may be useful to compute asymmetric differences. As a simple example, consider:

\[
d_i = \begin{cases} 
  y_i - x_i & y_i \geq x_i \\
  (x_i - y_i) / 2 & y_i < x_i 
\end{cases}
\]

Obviously, there are many ways of computing asymmetric differences.
7.4.4 Distance between probability functions

If the parameters to be compared are viewed as probability functions, the “distance” between these functions can be expressed in several ways. An example is the Kullback Leibler distance (relative entropy).

\[ D(x \parallel y) = \sum_{i=1}^{n} x_i \log(\frac{x_i}{y_i}) \]  

where both \( x_1 \cdots x_n \) and \( y_1 \cdots y_n \) are probability vectors that sum to one. The Kullback Leibler distance is also an example for asymmetric differences, since in general \( D(x \parallel y) \) is not equal to \( D(y \parallel x) \).

7.4.5 Multi-resolution analysis

Multi-resolution analysis is motivated by human auditory perception, which apparently works on various scales (e.g. short term/long term, broadband/narrowband). It can be used with any difference-computing scheme to obtain several difference values from one set of data.

For a multi-resolution analysis, one first measures differences between reference and transmitted signal on a coarse scale (e.g. broad frequency band or large time interval). The results are recorded, and the average difference is removed from the transmitted signal. Next, the process is repeated on a finer scale (e.g. on subbands or subintervals). This can be viewed as "zooming-in" in local signal features.

7.4.6 Compression to single number

The comparison process usually results in a vector of comparison results. In order to obtain a quality rating, the results shall be compressed to a single number. Two general methods can be distinguished.

- **Averaging:** The comparison results are averaged; different weights might be assigned to the components.
- **Classification:** The vector of comparison results is classified into one of a few quality classes. This can be achieved by means of a pattern classification method.

7.4.7 Mapping to MOS scale

The single number obtained in the compression step can be used as a measure for speech transmission quality. If compression is achieved by averaging, however, this single number is in general a non-linear function of the subjectively determined MOS value. In order to obtain an objective MOS value, it is necessary to map the result to the MOS scale. The mapping function is determined experimentally and constitutes the calibration of the method against stored subjective information.

8 Overview of INMD

The in-service, Non-Intrusive Measurement Device (INMD) described in ITU-T Recommendation P.561 [9] is intended for in-service (maintenance) application and aims at detecting network anomalies that affect the transmission performance of voice services. In contrast to the objective comparison methods described so far, INMD does not use a reference signal and thus belongs to the class of absolute estimation methods (see figure 1b). This simplifies the measurement process because measurements can be performed in-service during ordinary calls, thus eliminating the need for specific test calls and for equipment at the talker side. In turn, this allows a large number of measurements to be performed.
The INMD requires measurement of the following parameters:

**Speech and noise characterization:**
- active speech level: average signal level during active (non-silent) intervals of a speech connection;
- noise level (psophometric weighted): average signal level during speech pauses, weighted to account for psychoacoustic perception;
- speech activity factor: ratio of active speech time to total elapsed time.

**Echo characterization:**
- speech echo path delay (single or multiple reflection measurement): time delay of echo in received signal.

Additionally at least one of the following echo measurements:
- echo loss (single or multiple reflection measurement): frequency-weighted attenuation of echo path;
- echo path loss (single or multiple reflection measurement): unweighted attenuation of echo path;
- speech echo path loss (single or multiple reflection measurement): unweighted attenuation of speech echo path.

Optionally, the INMD may assess various other factors, e.g. originating/terminating address or crosstalk.

The parameters measured in the INMD are related to some parameters of the E-model (see next clause). In some sense, the INMD can be viewed as the "measurement counterpart" of the E-model, which itself is more concerned with planning issues. However, the INMD outputs raw measurement results which have a complex relationship with quality. It is possible to map these to a prediction of the conversational quality of the connection [18].

Currently, INMD is mainly considered for networks with "simple" distortions; the use of INMD in networks that include non-linear processing devices such as low-rate codecs is for further study.

## 9  Overview of the E-Model

The E-model (see ETR 250 [1], EG 201 050 [2] and ITU-T Recommendation G.107 [7]) is used as a tool for transmission planning in telephony networks. Its provides estimates of the expected communication quality resulting from combinations of impairments. The E-model differs in some respects from the methods described above:

- It is not a measuring tool, but a planning tool, although it can be used in association with measurements.
- It estimates two-way speech quality (i.e. communication quality) and takes into account echoes, delays, etc.

The input to the E-model consists of parameters which are available at the time of planning. (Note that planning is possible both prior to and after installation of a network.) These include factors such as noise, delays, echoes, and handset characteristics, which are subject to internationally accepted standards and recommendations, or which are known from experience or measurements. Additionally, the E-model weights the influence of modern digital equipment (low-rate codecs, multiplexers, etc). on communication quality. In many cases, kind and number of such devices are known at the time of planning.

The E-model is based on the assumption that transmission impairments can be transformed into "psychological factors", and that these factors are additive on a "psychological scale". In other words, the subjective perception of speech quality is supposed to be equal to the sum of transmission impairments.

The E-model first computes a "base value" for quality, which is determined from network noise. Each further impairment is expressed as an impairment value, which is subsequently subtracted from the base value. This results in a predicted speech quality for a specific network. Finally, the resulting value for the speech quality can be used to estimate, what fraction of the user population would rate the quality as "good or better" and "poor or worse".
In particular, the E-model computes a transmission rating factor $R$ as:

$$ R = R_0 - I_s - I_d - I_e + A $$

(6)

The transmission rating factor $R$ consists of a base value $R_0$, of impairments $I_s$, $I_d$, and $I_e$, and of an expectation (or advantage) factor $A$ as follows:

- $R_0$ denotes the signal-to-noise ratio (SNR) of the connection. It includes noise in the network, in the environment at talker and listener side, and noise effects at the listener side. In the absence of other impairments, SNR is known to be a good indicator of speech quality.

- $I_s$ represents simultaneous impairments. These includes excessive loudness levels, a sidetone level outside the comfortable range, and quantization distortions. The latter effect only includes "simple" distortions, such as PCM conversion. (Low-rate codecs and other non-linear devices are accounted for in $I_e$.)

- $I_d$ contains impairments due to delays and echoes. In particular, it includes talker echo, listener echo, and excessive delays.

- $I_e$ comprises the impairments due to modern speech compression techniques (low-rate codecs, DCMEs). Since these impacts are difficult to quantify, $I_e$ values for specific equipment are tabulated in [1] and [2].

- $A$ allows the adjustment of quality in special situations by introducing non-technical aspects into the quality assessment, in particular customer expectations/requirements on QoS. For instance, customers rate GSM more highly than fixed connections despite their limited objective speech quality due to the advantages of mobility.

In the final step of the E-model, a non-linear mapping transforms the $R$ value to an equivalent MOS value. (The value $R$ is being replaced by $I_{tot} = 94.3 - R$.)

## 10 Use of building blocks in some known systems

### 10.1 Comparison-based schemes

Table 2 illustrates the use of building blocks in some objective speech quality measurement systems. Omission from or inclusion in the table shall not be interpreted as a statement on the suitability of a system for objective speech quality measurements. Rather, the systems were chosen to cover the discussed building blocks. Note further that in some cases building blocks are implemented only partially, or implicitly as part of another block.

The overview table contains the following systems:

- **Cepstral Distance (CD):** Early scheme (1984) [24];
- **Cochlear Discrimination Information (CDI):** Model of cochlea up to hair cell firing [19];
- **Perceptual Evaluation of Speech Quality (PESQ):** ITU-T Recommendation P.862 [28];
- **Perceptual Speech Quality Measure (PSQM):** Former ITU-T Recommendation P.861 (see Bibliography);
- **Measuring Normalizing Blocks (MNB):** Contribution to ITU Study Group 12 [13];
- **PACE [15] and [25];**
- **Telecommunication Objective Speech Quality Assessment (TOSQA) [14],[17];**
- **Perceptual Analysis/Measurement System (PAMS).**
Table 2: Use of building blocks in some objective speech quality measurement systems

<table>
<thead>
<tr>
<th>Building block</th>
<th>CD</th>
<th>CDI</th>
<th>PESQ</th>
<th>PSQM</th>
<th>MNB</th>
<th>PACE</th>
<th>TOSQA</th>
<th>PAMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjustment unit</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Modelling transmission/receiver environment</td>
<td>---</td>
<td>---</td>
<td>•</td>
<td>•</td>
<td>---</td>
<td>---</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Time-frequency mapping</td>
<td>(*)</td>
<td>(*)</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Linear Prediction Coefficients</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Cepstrum</td>
<td>•</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Critical-band filtering</td>
<td>---</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>---</td>
<td>---</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Frequency masking</td>
<td>---</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Time masking</td>
<td>---</td>
<td>•</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Perceptual loudness</td>
<td>(*)</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Hair-cell firing</td>
<td>---</td>
<td>•</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Euclidean distance (symmetric)</td>
<td>•</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Asymmetric distance</td>
<td>---</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Kullback Leibler distance</td>
<td>---</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Multi-resolution differences</td>
<td>---</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Compression by averaging</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Compression by classification</td>
<td>---</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Mapping to MOS scale</td>
<td>•</td>
<td>n/a</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>•</td>
</tr>
</tbody>
</table>

Legend:
- • method used
- (*) method used partially or implicitly
- --- method not used
- n/a not applicable

10.2 E-Model

In contrast to comparison-based methods, the E-model as described in clause 9 is mainly based on an input-output design. It assumes that impairments can be traced to simple electrical parameters of the network. Groups of such parameters and experimental evidence of their impact are fitted to some function in order to obtain additive impairment factors. In some sense, this implies a transformation to the perceptual domain. However, the E-model does not contain the building blocks typical for comparison-based schemes.

The E-model has primarily been used for planning. Using it for speech quality measurements requires measurement and/or estimation of its input parameters, some of which are difficult to assess.
Annex A:
Void
Annex B (informative):
Examples of specific systems

B.1 Perceptual Speech Quality Measure (PSQM)

PSQM was a part of ITU-T Recommendation P.861 (see bibliography), which has been withdrawn and replaced by the current ITU-T Standard for signal-based comparison P.862 [28].

Perceptual Speech Quality Measure (PSQM) speech quality measurement is performed according to the following schematic (see [4] and ITU-T Recommendation P.861, see bibliography):

![Figure B.1: Block diagram of PSQM; general view (top) and block diagram of model part (bottom)](image)

NOTE: See ITU-T Recommendation P.861, see bibliography.

PSQM is a method for measuring the quality of narrowband (300 Hz to 3,400 Hz) speech codecs. The idea behind PSQM is to mimic sound perception of subjects as in real-life situations. Experiments are simulated in which subjects judge the quality of speech codecs on their transparency when compared to a reference signal, mostly the input signal.

A computer model of the subject, consisting of a perceptual and a cognitive model, is used to compare the output of the speech codec with the input.

Within PSQM the physical signals constituting the input and output of the speech codec are mapped onto psychophysical representations that match as closely as possible the internal representations of the speech signals (representations inside our heads). The internal representations make use of the psychophysical equivalents of frequency (Bark) and intensity (Compressed Sone). Masking is modelled in a simple way, only when two time-frequency components coincide in both the time and frequency domain is masking taken into account.

Within the PSQM approach the quality of the speech codec is judged on the basis of differences in the internal representation. This difference is used for the calculation of the noise disturbance as a function of time and frequency.

The average noise disturbance is directly related to the quality of the speech codec.
The transformation from the physical, external domain, to the psychophysical, internal domain, is performed by three operations:

- time-frequency mapping;
- frequency warping;
- intensity warping (compression).

Besides perceptual modelling the PSQM method also uses cognitive modelling in order to obtain a high correlation between subjective and objective measurements.

The output value of PSQM is an objective measure of the degradation introduced by the speech codec.

It is often desirable to express voice quality in MOS-values, but it is difficult to determine a unique function which transforms the PSQM value to the estimated MOS value (see [4] and ITU-T Recommendation P.861, see Bibliography).

PSQM is an off-line evaluation system. The original version was developed for the evaluation of waveform and CELP-type codec signals. A more recent version PSQM+ was extended to treat GSM signals and particularly GSM bit errors [5] and [12].

### B.2 Measuring Normalizing Blocks (MNB)

![MNB hierarchical structure](image)

**Figure B.2: MNB hierarchical structure (adapted from [13])**

MNB was a part of ITU-T Recommendation P.861 (see bibliography), which has been withdrawn and replaced by the current ITU-T Recommendation P.862 [28].

The MNB system (measuring normalizing blocks) [13] follows the general structure in figure 3. In a first step, reference and transmitted signal are synchronized, DC components are eliminated, and the mean power of the two samples is normalized to the same level. In a second step, both signals are transformed to the frequency domain by an FFT, employing a Hamming window of 128 samples (16 ms) and a frame overlap of 50 %.

From the resulting sequence of frames, all frames are eliminated where the energy of either the reference frame or the transmitted signal frame falls below a certain threshold. Additionally, all frames with one or more zero-power frequency components are removed.
The retained frames are logarithmically transformed to approximate perceived loudness.

The subsequent comparison is based on two building blocks, the Time Measuring Normalizing Block (TMNB) and the frequency measuring normalizing block (FMNB). The TMNB integrates over some frequency scale, then measures differences and normalizes the transmitted signal frames for each time interval. Finally, the positive and negative portions of the measurements are integrated separately over time. In the FMNB, the role of time and frequency is exchanged.

The comparison process is sketched in figure B.2. Essentially, it performs a multi-resolution analysis in the critical-band domain using TMNBs. After an initial FMNB pass, differences in the highest, lowest, and medium frequencies are measured and recorded. After removing the differences in the medium frequency band, it is split into narrower bands, and the process is repeated for the individual subbands; subsequently, those bands are split and measured a third time. Finally, a residual difference between reference and transmitted signal is calculated.

The desired objective MOS value is then obtained by a linear combination of the comparison results.

### B.3 PACE

The PACE algorithm [15], [25] was originally developed for a mouth-to-ear speech quality measurement system for mobile communication systems and is outlined in figure B.3.

![Figure B.3: Block diagram of PACE](image)

Feature extraction consists of four steps (see figure B.3): First, the speech sample is split into 286 time slices of 18 ms duration each by using a Hamming window of length 256 and overlap of 128. The next step is to transform the signal into the frequency domain. The resulting values are divided into 18 Bark bands, and each frequency band is modelled separately. As a last step, a model of the psycho-physiological behaviour of the ear in response to the time variant signals with many spectral components is applied. All in all, the processing of one time slice yields 18 real values.
For comparing the reference and the transmitted signal, the similarity between the two signals is computed as a correlation coefficient, using only time slices that exceed a certain energy threshold (Correlation coefficients are equivalent to Euclidean distances). The computation is performed four times with different thresholds, thus yielding a multi-resolution analysis with respect to signal energy. Next, the resulting set of coefficients is reduced to a single value; in this calculation, coefficients corresponding to higher energy thresholds are given more importance. Finally, the result is transformed to a MOS value using a simple non-linear function.

B.4 Telecommunication Objective Speech Quality Assessment (TOSQA)

The basic structure of Telecommunication Objective Speech Quality Assessment (TOSQA) follows also the common structure and components as shown in figure 3. The signal processing is carried out off-line in several steps, as outlined in figure B.4. First the total delay will be estimated by a cross-correlation function. The second step computes the power levels in the telephone-band of both signals and their mean spectral envelope using an estimation of spectral power density. An auxiliary value similar to the coherence function will also be calculated to obtain an impression of the linearity of the system under test. The results from the first part of computation are used as control parameters for the main part of the program: the estimation of values describing speech quality impairments.

Along with the level and delay equalization for the input signal, the spectral distortions are also eliminated by using the estimated frequency response from step one. Both signals, the pre-processed input $x(k)$ and the output signal $y(k)$, are windowed in segments of 16 ms and transformed in the frequency domain using DFT. A limitation to the relevant frequency range in the telephone band is the next part, as well as a weighting in the frequency domain with the receiving function of a ordinary telephone handset.

With the help of a power threshold the segments will be classified either to speech or non-speech parts. The weighted short time spectrums of the speech segments are the basis for frequency warping in critical bands (bandwidth: 1 Bark). TOSQA is strongly based on the ISO standard for the Zwicker model of calculation of specific loudness. Spectral masking and the compression is taken from the Zwicker model [6] and [27]. The classification in critical bands is realized by a dynamic frequency warping.

For calculating the similarity between the input and output characteristics, modified short time loudness spectrums are used. In this step also some differences between these loudness patterns that have low influence in the auditory test will be reduced. Part of this step is also an asymmetry weighting. The computed similarity is the main result of measuring the speech quality in TOSQA. The mean value of all short time results yield SQ. The internal value SQ will be transformed into a predicted MOS scale by using a non-linear monotonous mapping function. This program is also able to calculate additional values for describing quality effects (e.g. background noise, frequency response or non-linearity of the system under test).

(Text adapted from [14].)
B.5 Perceptual Analysis/Measurement System (PAMS)

PAMS is a speech quality assessment algorithm designed for mouth-to-ear assessment of telephone-bandwidth voice transmission systems. [23] presents an introduction to the processing in the perceptual layer described in figure B.5.

Diagrams indicating the structure of PAMS are shown in figure B.5. PAMS is given an original (reference) signal and the degraded version measured at the output of the network or system under test. The signals should be speech recordings or artificial speech-like test signals.

PAMS predicts subjective quality on two different opinion scales, Yle (listening effort) and Ylq (listening quality). These correspond to the absolute category rating scales defined in ITU-T Recommendation P.800 [10]. Listening quality is the most commonly used scale in network assessment, and is recommended for general use. The listening effort scale is also provided as it may be more appropriate for use with high levels of degradation. Certain other objective measures are produced for diagnostic purposes.

The emphasis in the design of PAMS has been to produce reliable predictions of speech quality even with unknown networks. For this reason, it includes the following components:

- A signal alignment stage to account for level and delay offsets in the network. This has been tested on a wide range of network connections, including low bit-rate codecs and packet networks. Recently this stage has been extended to make PAMS suitable for assessing VoIP connections.

- A detailed psychoacoustic model (the auditory transform) is used to estimate the audible errors introduced by the network. This transform uses a perceptual filterbank to model the time/frequency analysis, frequency perception and simultaneous masking performed by the human auditory system. Other stages include models of the acoustic response of the telephone and ear, temporal smoothing to approximate time masking, and mapping to a perceptual loudness scale.

- Error parametrization takes into account a variety of error classes, including background noise.

- Constrained non-linear mapping to perceived quality ensures that increasing errors always produce a decrease in quality, enhancing model robustness.
B.6 Perceptual Evaluation of Speech Quality (PESQ)

PESQ is the current ITU-T Standard for signal-based comparison (P.862 [28]), in replacement of ITU-T Recommendation P.861 (see bibliography), which has been withdrawn.

PESQ compares an original signal $X(t)$ with a degraded signal $Y(t)$ that is the result of passing $X(t)$ through a communications system. The output of PESQ is a prediction of the perceived quality that would be given to $Y(t)$ by subjects in a subjective listening test.

In the first step of PESQ a series of delays between original input and degraded output are computed, one for each time interval for which the delay is significantly different from the previous time interval. For each of these intervals a corresponding start and stop point is calculated. The alignment algorithm is based on the principle of comparing the confidence of having two delays in a certain time interval with the confidence of having a single delay for that interval. The algorithm can handle delay changes both during silences and during active speech parts.

Based on the set of delays that are found PESQ compares the original (input) signal with the aligned degraded output of the device under test using a perceptual model, as illustrated in figure B.6. The key to this process is transformation of both the original and degraded signals to an internal representation that is analogous to the psychophysical representation of audio signals in the human auditory system, taking account of perceptual frequency (Bark) and loudness (Sone). This is achieved in several stages: time alignment, level alignment to a calibrated listening level, time-frequency mapping, frequency warping, and compressive loudness scaling.

The internal representation is processed to take account of effects such as local gain variations and linear filtering that may - if they are not too severe - have little perceptual significance. This is achieved by limiting the amount of compensation and making the compensation lag behind the effect. Thus minor, steady-state differences between original and degraded are compensated. More severe effects, or rapid variations, are only partially compensated so that a residual effect remains and contributes to the overall perceptual disturbance. This allows a small number of quality indicators to be used to model all subjective effects. In PESQ, two error parameters are computed in the cognitive model; these are combined to give a prediction of MOS.
A computer model of the subject, consisting of a perceptual and a cognitive model, is used to compare the output of the device under test with the input, using alignment information as derived from the time signals in the time alignment module.
Annex C (informative):
Terminal equipment related issues

C.1 Overview

In the overall transmission quality evaluation terminals determine widely the quality of a connection. The transfer functions and loudness ratings of a connection are mainly determined by the terminals, the background noise and the background noise transmission are highly influenced by the terminal and the acoustical environment the terminal is exposed to. The conversational properties which are the most important ones in a conversation are mainly determined by the terminal as well: double talk capability, switching characteristics and delay are dominant impairments often introduced by the terminal.

In order to find the determining factors a set of subjective test procedures have been developed allowing to extract the dominant quality aspects: Conversational test, talking and listening tests, double talk tests and listening only tests as described in [30], [31], [32] are the basis of the parameter extraction procedure.

An overview of the methodologies is given in figure C.1.

![Figure C.1: Overview of test methods used for subjective evaluation](image-url)
The subjectively relevant parameters determining "speech transmission quality" are detailed below. Overall quality is determined by:

- sound quality;
- quality of background noise transmission at idle, in single talk (and double talk conditions);
- speech level variations during single talk and double talk;
- disturbances caused by switching during single talk and double talk (completeness of speech transmission);
- disturbances caused by echoes during single talk and double talk.

Consequently, the objective evaluation needs to be divided into single talk measurements and double talk evaluations. In addition, evaluations are required during periods of silence where only background noise is present.

Since the typical test set-up should include all components involved in the mouth to ear transmission, a test arrangement should include the terminals "attached" to a realistic substitution of a user and his typical environment. Figure C.2 illustrates how a test set-up from end to end should look like.

The methods to be used for the individual parameters are as follows:

- **Sound quality**: Sound quality is defined from mouth to ear in the orthotelephonic reference position. Thus the measurements need to include mouth and ear. In order to achieve realistic measurements, all measurements should be carried out using a realistic human head reproduction HATS, a realistic human ear reproduction (type 3.3 or 3.4) with realistic pressure forces [33], [34] and [35]. The sound quality is determined by frequency response, loudness rating and distortion. Those parameters can be measured using the appropriate procedures and speech-like test signals, which can be found in [8] and [36].

- **Quality of background noise transmission**: The quality of background noise transmission in single talk condition and during periods of silence (without signal or speech present) can be measured by applying the appropriate background noise to the system under test. The background noise transmission should be as low as possible. This can be verified by determining DelSM and the D-factor. A time and frequency dependent evaluation based e.g. on spectrogram evaluations derived from Fourier transformations or other kind of transformations. The variation of background noise should be low in time and frequency; in particular, no switching should occur. More detailed information can be found in [36].

In the double talk situation, in general the same requirements are applicable although they may be more relaxed. The analysis of background noise is carried out during pauses of the double talk signal.
• **Speech level variations:** Speech level variations are typically evaluated by referring the measured output signal to the input signal. In order to measure under realistic conditions, speech or speech-like test signals [8] need to be used. Also a realistic test set-up providing the appropriate conditions for the terminals (HATS equipped with type 3.3 or 3.4 artificial ear, realistic room conditions) should be chosen. Speech level variations should not be measurable. In case of any detectable level variations during single talk, they should be less than ±3 dB. In particular, no switching or interruptions should be measured. In case of switching, the quality-relevant numbers for switching time, switching levels, hang over times etc. can be found in [36]. In the double talk situation, in general the same requirements are applicable although they may be more relaxed. The double talk measurements are carried out either by sequential combined test signals (CSS [8]) or by using orthogonal, speech-like test stimuli. More information can be found in [8], [32], [28] and [36].

• **Disturbances caused by switching:** Disturbances caused by switching from the instrumental point of view can be seen as a specific kind of speech level variation. Thus the same objective procedures as for speech level variations apply.

• **Disturbances caused by echoes:** Disturbances caused by echoes during single talk are defined by a variety of instrumental procedures: convergence behaviour of speech echo-cancellers (if present) under various conditions such as background noise or initial double talk, ERL provided by the terminal itself, adaptation speed for time-varying echo paths. All the above mentioned properties can be measured by time and frequency variant measurement procedures (e.g. spectral echo attenuation). For the measurement, speech like signals as described in [8] and [37] should be used. Limits based again on subjective evaluations can be found in [29] and [36]. All measurements should be carried out using the appropriate measurement set-up (as described above) and using the proper environmental conditions: realistic rooms, background noise and time varying echo paths. It should be noted that echo control in almost all components (network as well as terminals) is backed up by centre clippers or special speech level dependent level variations or switching. In the double talk situation, a more sophisticated analysis technique is required. Specific orthogonal double talk sequences either sequentially combined in time or in frequency should be used (see e.g. [37]). Detailed information for limits derived from subjective experiments are currently evaluated and will be available in a new version of [36].
Annex D (informative):
Subjective measurement methods

D.1 Absolute Category Rating (ACR)

In Absolute Category Rating (ACR) tests, listeners are instructed to rate the "absolute" quality of speech samples, i.e. without comparison to a reference. The rating scale to be used depends on the parameter to assess. In the context of the present document, the most relevant scale is listening quality. ITU-T Recommendation P.800 [10] recommends the scale shown in table D.1.

<table>
<thead>
<tr>
<th>Quality of the speech</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>5</td>
</tr>
<tr>
<td>Good</td>
<td>4</td>
</tr>
<tr>
<td>Fair</td>
<td>3</td>
</tr>
<tr>
<td>Poor</td>
<td>2</td>
</tr>
<tr>
<td>Bad</td>
<td>1</td>
</tr>
</tbody>
</table>

Experiment results are reported as numerical means in the form of mean opinion scores (MOS). The relevance of MOS results can be determined by statistical analysis, e.g. by significance tests and confidence intervals.

D.2 Degradation Category Rating (DCR)

When speech samples of good quality are evaluated, ACR tends to be insensitive, to the effect that small differences in quality are not detected. In such cases, Degradation Category Rating (DCR) can be applied. In this variation, listeners are presented pairs (A-B) or repeated pairs (A-B-A-B) of speech samples. The sample A is a quality reference, the quality of which depends on the application. Sample B is a degraded version of A. Listeners are instructed to rate the samples B according to a degradation category scale. ITU-T Recommendation P.800 [10] recommends the scale shown in table D.2.

<table>
<thead>
<tr>
<th>Degradation</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degradation is inaudible.</td>
<td>5</td>
</tr>
<tr>
<td>Degradation is audible but not annoying.</td>
<td>4</td>
</tr>
<tr>
<td>Degradation is slightly annoying.</td>
<td>3</td>
</tr>
<tr>
<td>Degradation is annoying.</td>
<td>2</td>
</tr>
<tr>
<td>Degradation is very annoying.</td>
<td>1</td>
</tr>
</tbody>
</table>

As for ACR, results are reported as numerical means, but in the form of Degradation Mean Opinion Scores (DMOS). In contrast to MOS, DMOS values depend on the quality reference. Thus, different experiments can only be compared if they share the same reference (or a reference of equal quality). Again, it is advisable to assess the validity of results by statistical tests.

D.3 Comparison Category Rating (CCR)

Comparison Category Rating (CCR) is similar to DCR. However, instead of presenting pairs in the order "reference sample - processed sample", the order is chosen at random. For each test condition, half of the sample pairs are presented in the order "processed sample - reference sample". Thus, the second sample may be better or worse than the first one. The listeners are asked to rate the second sample in comparison to the first one according to the scale in table D.3. A potential application for CCR is the assessment of speech enhancement systems, where the processed sample may actually be better than the reference.
Table D.3: Opinion scale for comparison category rating [10]

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Much better</td>
</tr>
<tr>
<td>2</td>
<td>Better</td>
</tr>
<tr>
<td>1</td>
<td>Slightly better</td>
</tr>
<tr>
<td>0</td>
<td>About the same</td>
</tr>
<tr>
<td>-1</td>
<td>Slightly worse</td>
</tr>
<tr>
<td>-2</td>
<td>Worse</td>
</tr>
<tr>
<td>-3</td>
<td>Much worse</td>
</tr>
</tbody>
</table>

Results are expressed as *Comparison Mean Opinion Scores* (CMOS).

### D.4 Interview and survey test

If the large effort is justified, speech transmission quality can be determined by "service observations", i.e. by interviewing customers. This is covered in more detail in ITU-T Recommendation P.82 [39]. A related, but more automated method called SIBYL is described in [38]. In this scheme, customers agree to have a small proportion of their calls artificially distorted according to a test programme. The volunteers are asked to vote on such calls by dialling a digit on their telephone equipment.

### D.5 Conversational tests

A conversation test involves two parties conversing over a connection, and depending on the purpose of the test, either experienced or untrained subjects can be used. Such tests can be useful to both manufacturers and customers, and are an important assessment tool because they provide the closest simulation of real telephone interactions between two subscribers. Untrained subjects are used when it is important to get an indication of how the general telephone-using population would rate the overall quality and difficulty. Experienced subjects are used in situations where it is necessary to obtain information about the subjective effects of individual degradations.

The benefit of conversational testing is that it is the only way of realistically assessing the combined subjective effect of all the parameters affecting conversational quality. In particular, effects such as level variations, echo and double-talk can have a marked effect on conversational performance.

Typically, the following quality parameter can be assessed:

- overall quality;
- (speech) sound quality;
- difficulty in talking or listening;
- dialogue capability;
- echo performance;
- quality of the background noise transmission.

Detailed information can be found in [10], [27], [28] and [29].
D.6 Double talk tests

Comparable to the conversational test the double talk test involves two parties and, depending on the purpose of the test, either experienced or untrained subjects can be used. These double talk tests are an important evaluation tool because they assess the transmission quality during periods of double talk in detail. Conversational tests clearly pointed out that the double talk performance highly influences the naturalness of a conversation. Typically in such tests one subject is talking continuously while the other is interrupting. This gives the possibility to ask different parameters for both subjects during the test. The following table highlights the parameters that typically determine double talk performance and were therefore used and successfully evaluated.

Detailed information can be found in [31] and [32].

<table>
<thead>
<tr>
<th>&quot;Talking continuously&quot;</th>
<th>&quot;Interrupting&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Double talk capability</td>
<td>Double talk capability</td>
</tr>
<tr>
<td>Completeness of speech transmission</td>
<td>Completeness of speech transmission</td>
</tr>
<tr>
<td>Loudness during double talk</td>
<td>Loudness during double talk</td>
</tr>
<tr>
<td>Loudness variation single talk/double talk</td>
<td>Loudness variation single talk/double talk</td>
</tr>
<tr>
<td>Echo</td>
<td>Echo</td>
</tr>
<tr>
<td>Echo variation single talk/double talk</td>
<td>Sound quality single talk/double talk</td>
</tr>
<tr>
<td>Sound quality</td>
<td>Transmission of background noise</td>
</tr>
<tr>
<td>Transmission of background noise</td>
<td>Transmission of background noise</td>
</tr>
</tbody>
</table>

D.7 Talking and listening tests

The subjective performance under single talk conditions can be investigated in a more efficient way if the lack of the complete conversation can be tolerated. All aspects which influence the transmission quality for subscribers while they are currently talking or while they are listening (without having a conversational partner on the other end of the connection) are covered by this test. The procedure is specially adapted for the evaluation of talking-related disturbances, such as disturbances caused by echoes, disturbances caused by switching, or disturbances related to the transmission of background noise. Typically, initial convergence situations as well as steady-state conditions are evaluated.

Detailed information can be found in [30].

D.8 Listening-only test procedure

The principle of a listening-only test procedure is to record specially designed speech material in advance to play it back to the subjects during the test session for evaluation. This test procedure is designed to evaluate and compare the individual performance parameters of different terminals, different algorithm implementations, or different measurement conditions in one test.

Subjects judge the quality either by using handsets or if conversational recordings have been made between a pair of correctly equalized HATS reproduced by correctly equalized headphones. Typically, test subjects listen to pre-recorded speech samples. In specific cases, test subjects act as third-party listeners. Third-party listener means that the subjects are observers of a conversation, standing in the position beside the near end speaker. The test is applicable to situations where the recording procedure needs to reproduce the listening situation as realistically as possible.

Reference conditions can easily be included, because they can be generated off-line. These listening examples can be presented with the real recordings during the test. Reference conditions allow results from different labs to be compared, and may include test set-ups under well defined conditions.
The listening-only test is well suited to the evaluation of specific parameters to give a very detailed and precise description of the achieved transmission quality of the candidates under test because subjects can concentrate better on these parameters.

Detailed information can be found in [10], [27], [28] and [29].
Annex E (informative):
Application of statistical methods

E.1 Statistical relevance of results

Subjective MOS values are obtained by averaging the opinion scores of all listeners in an experiment; i.e.:

\[ \text{MOS} = \frac{(x_1 + x_2 + \ldots + x_N)}{N} \]

where \( N \) is the number of participants and \( x_i \) denotes an individual opinion score.

The resulting MOS value is only a statistical estimate of the "true" MOS because there is only a limited number of listeners. Moreover, listeners use a coarse (integer-valued) opinion scale, which results in a kind of quantization noise.

It is therefore important to assess the statistical accuracy of the computed MOS values. This can be accomplished by determining a confidence interval in addition to a MOS value. For example, a 90% confidence interval \([a, b]\) indicates that the "true" MOS value lies in the interval \([a, b]\) with a probability of 90%.

The length of the confidence interval depends on several factors:

- **Confidence level:** A higher confidence level (e.g. 99% instead of 90%) results in a larger confidence interval.
- **Agreement among listeners:** A higher variance of the individual opinion scores (i.e. less agreement among listeners) yields a larger confidence interval.
- **Size of listener panel:** Increasing the number of listeners (without changing other parameters) decreases the length of the confidence interval.

If an a priori estimate for the standard deviation \( \sigma_x \) of individual opinion scores is available, a rule-of-thumb estimate (assuming a Gaussian distribution of individual scores) of the required number \( N \) of listeners for a specific confidence level is given by:

\[ N = \left( \frac{a \sigma_x}{L/2} \right)^2 \]

where \( L \) is the desired interval length, \( \sigma_x \) is the standard deviation of individual opinion scores, and \( a \) is a constant that depends on the desired confidence level (e.g. \( a = 1 \) for 68% and \( a = 2 \) for 95%). As an example, a 95% confidence that the computed MOS value is accurate to ±0.1 MOS points, given a standard deviation of 0.5 MOS points for individual scores, requires a panel of approximately \((2 \times 0.5/0.1)^2 = 100\) listeners.

A related confidence problem arises in objective measurement systems, which output a single MOS estimate at a time. Typically, one wants to know whether a certain quality is achieved or, equivalently, whether the "true" MOS value is in some given interval. This question can be answered if the probability distribution for the measured MOS value is known, conditioned on the hypothesis that the "true" MOS is in some quality interval. The necessary information may come from experience, or from repeating the measurement under comparable conditions. However, such knowledge is often more difficult to acquire than in subjective opinion tests.

Nevertheless, if statistical information is available, the relevance of a measurement can be assessed. The principle is illustrated in figure E.1. Assume first that the MOS value at point A was measured. In this case, one can deduce with high confidence that the actual speech quality is fair. On the other hand, if point B was measured, the actual speech quality may be fair or bad it is impossible to distinguish these cases from the single MOS measurement at point B.

---
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E.2 Estimation of confidence intervals

A simple method to obtain a confidence interval is based on the estimated standard deviation $\sigma_{MOS}$ of the MOS value:

$$\sigma_{MOS} = \sqrt{\frac{1}{N(N-1)} \sum_{i=1}^{N} (x_i - MOS)^2}$$  \hspace{1cm} (9)

Under the (wrong) assumption that computed MOS values are drawn from a Gaussian probability distribution, the interval $[MOS - \sigma_{MOS}, MOS + \sigma_{MOS}]$ is a 68 % confidence interval for MOS. Obviously, the Gaussian assumption is problematic for small sample sizes and for cases where the underlying distribution of individual scores diverges strongly from a normal distribution.

More accurate confidence intervals are obtained with bootstrap techniques [40], which do not invoke a Gaussian assumption. The basic bootstrap algorithm for calculating a confidence interval for a mean is shown in table E.1.

In practice the (wrong) Gaussian calculus used here is replaced by the more correct calculus based on the Student or t-distribution. This yields better results for both the standard deviation method and the bootstrap method.

<table>
<thead>
<tr>
<th>Table E.1: Bootstrap principle for calculating a confidence interval for the mean (adapted from [40])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 0</td>
</tr>
<tr>
<td>Step 1</td>
</tr>
<tr>
<td>Step 2</td>
</tr>
<tr>
<td>Step 3</td>
</tr>
<tr>
<td>Step 4</td>
</tr>
<tr>
<td>Step 5</td>
</tr>
</tbody>
</table>
E.3 ANOVA

In the context of subjective speech quality measurement, analysis of variances (ANOVA) can be used to assess the influence of different test parameters (such as gender, talkers, or listeners speech level) on the results.

To illustrate the principle, consider figure E.2. The samples are collected in disjoint groups A to D; for example, a listening panel could be presented the same speech sample with four different loudness levels, or the scores of one sample could be distributed to four groups according to the listeners age. On the left side of figure E.2, there is no evidence that the groups behave differently: the variance within a group masks any differences in the mean value. On the right side of figure E.2, however, the variance between the groups exceeds the variance within a group; apparently, the groups have different means.

![Figure E.2: Listening experiment, results for different groups; a) probably equal means, b) different means](image)

The basic ANOVA algorithm shown in table E.2 allows to detect with a certain confidence level the case that at least one group has a different mean. The basic technique can be extended and generalized in several ways; the interested reader is referred to the statistical literature.

It should be noted that ANOVA is based on the assumption that each sample follows a Gaussian distribution with identical variance. Thus, results may be misleading if the sample size is too small.

<table>
<thead>
<tr>
<th>Table E.2: ANOVA for testing whether disjoint groups of samples have the same mean</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 0</strong></td>
</tr>
<tr>
<td><strong>Step 1</strong></td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
</tr>
<tr>
<td><strong>Step 3</strong></td>
</tr>
<tr>
<td><strong>Step 4</strong></td>
</tr>
</tbody>
</table>
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