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1 Scope

The scope of the present document is to define the radio reconfiguration related architecture for reconfigurable Radio
Equipment. The work is based on the system requirements defined in ETSI TS 103 641 [1] and the Use Cases defined
iNETSI TR103062[i.1], ETSI TR 102 944 [i.2] and ETSI TR 103 585 [i.3].

2 References

2.1 Normative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

Referenced documents which are not found to be publicly available in the expected location might be found at
https://docbox.etsi.org/Reference.

NOTE: While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are necessary for the application of the present document.

[1] ETSI TS 103 641: "Reconfigurable Radio Systems (RRS); Radio Equipment (RE) reconfiguration
requirements’.
2.2 Informative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

NOTE: While any hyperlinksincluded in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are not necessary for the application of the present document but they assist the
user with regard to a particular subject area.

[i.1] ETSI TR 103 062: "Reconfigurable Radio Systems (RRS) Use Cases and Scenarios for Software
Defined Radio (SDR) Reference Architecture for Mobile Device'.

[i.2] ETSI TR 102 944: "Reconfigurable Radio Systems (RRS); Use Cases for Baseband Interfaces for
Unified Radio Applications of Mobile Device".

[i.3] ETSI TR 103 585: "Reconfigurable Radio Systems (RRS); Radio Equipment (RE) reconfiguration
use cases'.

[i.4] ETSI EN 303 095: "Reconfigurable Radio Systems (RRS); Radio reconfiguration related
architecture for Mobile Devices (MD)".

[i.5] Recommendation ITU-T M.60: "Maintenance Terminology and Definitions'.

[i.6] ETSI TS 103 436: "Reconfigurable Radio Systems (RRS); Security requirements for
reconfigurable radios’.

[1.7] ETSI TR 103 087: "Reconfigurable Radio Systems (RRS); Security related use cases and threats".

[i.8] Directive 2014/53/EU of the European Parliament and of the Council of 16 April 2014 on the

harmonisation of the laws of the Member States relating to the making available on the market of
Radio Equipment and repealing Directive 1999/5/EC.
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3 Definition of terms, symbols and abbreviations
3.1 Terms

For the purposes of the present document, the following terms apply:
Baseband Parameter Aggregation (BPA): unit collecting al the context information to be transferred to the monitor

NOTE: TheBPA unit converts the context information into metric(s) such that a minimum bandwidth is
consumed during the procedure of transferring the context information to the monitor. Those metrics may
include Received Signal Strength Indication (RSSI) measurement, multi-RAT performance metrics, etc.

broadcast identifier (broadcast ID): identifier linking a data packet to al available radio computers
Communication Services Layer (CSL): layer related to communication services supporting generic applications

NOTE: A communication services layer supports generic applications like Internet access. In the present
document, it consists of Administrator, Mobility Policy Manager (MPM), Networking stack and Monitor.

computational resources: part of Radio Equipment hardware working under OS control and on which Applications,
among others, are executed

configcodes: result of compiling the source codes of a Radio Application (RA), which is either configuration codes of
Radio Virtual Machine (RVM) or executable codes for a particular target platform

NOTE: Inthe case when RA provider makes a high level code based on atarget platform, aresult of compiling
RA source codes is configcodes which is executable on the target platform. In the other case, when RA
provider makes a high level code without considering atarget platform, aresult of front-end compiling of
RA source codesis an Intermediate Representation (IR) which should be back-end compiled for operating
on a specific target platform.

data flow: logical channel between Flow Controller (FC) and an Unified Radio Applications (URA) created by FC to
send to or receive data elements (octets, packets or other granularity) from URA

distributed computations: computational model in which components located on networked computers communicate
and coordinate their actions by passing messages interacting with each other in order to achieve a common goal

environmental information: set of values that can affect the execution of RAs on aradio computer

NOTE: Environmental Information consists of information related to the execution of RA(s), such as Buffer
Overflow, Resource Allocation, etc.

Functional Block (FB): function needed for real-time implementation of RA(S)

NOTE 1: A functional block includes not only the modem functionsin Layerl (L1), Layer2 (L2), and Layer 3 (L3)
but also all the control functions that should be processed in real-time for implementing given RA(S).

NOTE 2: Functional blocks are categorized into Standard Functional Blocks (SFBs) and User Defined Functional
Blocks (UDFBS). In more details:

1) SFB can be shared by many RAs. For example, Forward Error Correction (FEC), Fast Fourier
Transform (FFT)/Inverse Fast Fourier Transform (IFFT), (de)interleaver, Turbo coding, Viterbi
coding, Multiple Input Multiple Output (MIMO), Beamforming, etc. are the typical category of
standard functional block.

2) UDFB include those functional blocks that are dependent upon a specific RA. They are used to
support special function(s) required in a specific RA or to support a special algorithm used for
performance improvement. In addition, a user defined functional block can be used as a baseband
controller functional block which controls the functional blocks operating in baseband processor in
real-time and to control some context information processed in real-time.

NOTE 3: Each functional block hasits unique name, Input, Output and properties.
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multicast identifier (multicast 1D): identifier linking a data packet to a group of radio computers

NOTE: A group of radio computers consists of at least two radio computers. The way for implementing the radio
computer grouping is the choice of the manufacturers.

peer equipment: any communication counterpart of a reconfigurable Radio Equipment

NOTE: The peer equipment can be reached by establishing a (logical) communications link (i.e. an association)
between the reconfigurable Radio Equipment and peer equipment. Examples of peer equipment include
Wide Loca Area Network (WLAN) access points, Internet Protocol (1P) access nodes, etc.

Radio Application (RA): software which enforces the generation of the transmit RF signals or the decoding of the
receive RF signals

NOTE 1: The Software is executed on a particular radio platform or an RVM as part of the radio platform.
NOTE 2: RAs might have different forms of representation. They are represented as:

L] Source codes including Radio Library calls of Radio Library native implementation and Radio
HAL cals.

" IRsincluding Radio Library calls of Radio Library native implementation and radio HAL calls.
L] Executable codes for a particular radio platform.
radio computer: part of Radio Equipment working under ROS control and on which RAs are executed

NOTE 1: A radio computer typically includes programmable processors, hardware accelerators, peripherals,
software, etc. RF part is considered to be part of peripherals.

NOTE 2: The Radio Platform isthe hardware part of the radio computer.

Radio Control Framework (RCF): control framework which, as a part of the OS, extends OS capabilitiesin terms of
radio resource management

NOTE: RCFisacontrol framework which consists of Configuration Manager (CM), Radio Connection Manager
(RCM), Flow Controller (FC) and Multiradio Controller (MRC). The Resource Manager (RM) is
typically part of OS.

Radio Controller (RC): functional component of RA for transferring context information from corresponding RAs to
monitor

NOTE: A RC, which may operate in computational resourcesin non real-time, accesses RAs which operatesin
radio computer in real time. The monitor, to which the context information is transferred using RC,
provides context information to Administrator and/or Mobility Policy Manager (MPM) for application(s)
to be performed using the context information, for example, terminal-centric configuration.

Radio Equipment (RE): Asdefined in the Radio Equipment Directive, Article 2(1)(1) [i.8].

NOTE: Excerpt from the Radio Equipment Directive: "'radio equipment’ means an electrical or electronic
product, which intentionally emits and/or receives radio waves for the purpose of radio communication
and/or radiodetermination, or an electrical or electronic product which must be completed with an
accessory, such as antenna, so as to intentionally emit and/or receive radio waves for the purpose of
radio communication and/or radiodetermination”.

radio frequency transceiver (RF transceiver): part of Radio Platform converting, for transmission, baseband signals
into radio signals, and, for reception, radio signalsinto baseband signals

radio library: library of SFB that is provided by a platform vendor in aform of platform-specific executable code

NOTE 1: SFBsimplement reference codes of functions which are typical for radio signal processing. They are not
atomic and their source codes are typed and visible for RA developers.

NOTE 2: A SFB isimplemented through a Radio Hardware Abstraction Layer (HAL) when the SFB is
implemented on hardware accelerators. Radio HAL is part of ROS.
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Radio Operating System (ROS): any appropriate OS empowered by RCF

NOTE: ROS provides RCF capabilities as well as traditional management capabilities related to management of
RP such as resource management, file system support, unified access to hardware resources, €etc.

radio platform: part of Radio Equipment hardware which relates to radio processing capability, including
programmable hardware components, hardware accelerators, RF transceiver and antenna(s)

NOTE 1: A Radio Platformisa piece of hardware capable of generating RF signals or receiving RF signals,
including Base-Band and RF processing. By nature, it is heterogeneous hardware including different
processing elements such as fixed accelerators, e.g. Application-Specific Integrated Circuit (ASIC), or
reconfigurable accelerators, e.g. FPGAS, etc.

NOTE 2: In case of multiple radio computers, there is an independent Radio Platform for each of the radio
computers.

radio reconfiguration: reconfiguration of parameters related to air interface
Radio Virtual Machine (RVM): abstract machine which supports reactive and concurrent executions

NOTE: A RVM may beimplemented as a controlled execution environment which allows the selection of a
trade-off between flexibility of base band code development and required (re-)certification efforts.

reconfigur able Radio Equipment: Radio Equipment with radio communication capabilities providing support for
radio reconfiguration

NOTE: Reconfigurable Radio Equipment includes Smartphones, Feature phones, Tablets, Laptops, Connected
V ehicle communication platform, Network platform, 10T device, etc.

reference point: conceptual point at the conjunction of two non-overlapping functions that can be used to identify the
type of information passing between these functions

NOTE: Thisdefinitionisintroduced by Recommendation ITU-T M.60[i.5].

routing entity: entity which directs network packets from their source toward their destination through intermediate
network nodes by specific packet forwarding mechanisms

NOTE 1: Inthe present document, source and destination relate either to CSL or radio computers.
NOTE 2: The directing of packets may include decision making and physical routing.

shadow radio platform: platform where configcodes can be directly executed when it corresponds to the target radio
platform or, when it corresponds to an RVM, compiled and executed

NOTE: If the shadow radio platform is equivalent to the target radio platform, then a front-end compiler will
generate the executable code for the target radio platform and configcodes are equivalent to the
executable code for that radio platform.

unicast identifier (unicast ID): identifier linking a data packet to a specific radio computer

Unified Radio Application (URA): Radio Application which complies with the reconfigurable RE framework defined
in the present document

3.2 Symbols

For the purposes of the present document, the following symbols apply:

My Number of SFBsimplemented on Radio computer
M, Number of SFBsimplemented on hardware accelerators

3.3 Abbreviations

For the purposes of the present document, the following abbreviations apply:

AOT Ahead-Of-Time

ETSI



API
ASF
ASIC
BBU
BE
BPA
cll
CM
C-RAN
csL
FC
FEC
FFT
FM
FPGA
GGSN
gMURI
gRPI
gRRFI
gURAI
GPRS
GPS
HAL
HW
ICIC
ID
|FFT
1P

IR

T
KMS
MAC
MIMO
MPM
MRC
MURI
OEM
oS

RAN
RAP
RAT
RC

RCF
RCM
RE
RERC
RF

RM
ROS
RPI
RRFI
RRH
RRS-CM
RRS-CP
RVM
SDN
SDR
SFB

TAD
TX/RX

10

Application Programming Interface
Administrator Security Function
Applications-Specific Integrated Circuit
BaseBand Unit

Back End

Baseband Parameter Aggregation
Context Information Interface
Configuration Manager
Cloud-Radio Access Network
Communication Services Layer
Flow Controller

Forward Error Correction

Fast Fourier Transform

File Manager

Field Programmable Gate Array
Gateway GPRS Support Node
generalized MUItiRadio Interface

generalized Radio Programming I nterface
generalized Reconfigurable Radio Frequency Interface
generalized Unified Radio Applications Interface

General Packet Radio Service
Global Positioning System
Hardware Abstraction Layer
HardWare

Inter-Cell Interference Coordination
| Dentification

Inverse Fast Fourier Transform
Internet Protocol

Intermediate Representation
Just-In-Time

Key Management System
Medium Access Control
Multi-Input-Multi-Output
Mobility Policy Manager
MultiRadio Controller
MUItiRadio Interface

Origina Equipment Manufacturer
Operating System

Radio Application

Radio Access Network

Radio Application Package
Radio Access Technology
Radio Controller

Radio Control Framework
Radio Connection Manager
Radio Equipment

Radio Equipment Reconfiguration Class
Radio Frequency

Resource Manager

Radio Operating System

Radio Programming Interface

Reconfigurable Radio Frequency Interface

Remote Radio Head

RRS Configuration Manager
RRS Configuration Provider
Radio Virtual Machine
Software-Defined Networking
Software Defined Radio
Standard Functional Block
SoftWare

Transfer of Authority Document
Transmission/Reception
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UDFB User Defined Functional Block
URA Unified Radio Applications
URAI Unified Radio Applications Interface
WLAN Wireless Local Area Network
4 Architectural Reference Model for Reconfigurable

Radio Equipment

4.1 Introduction

The present deliverable describes those elements of a Radio Equipment which isrelated to the software radio
reconfiguration only. For this reason, the usage of the term "architecture” is limited to those elements and not to the
overall HW/SW architecture of a Radio Equipment which is out of the scope of the present document.

The present document is organized as follows:
. Clause 4.2 describes the reconfigurable Radio Equipment architecture in term of its components and entities.
e  Clause 4.3 describes the architecture reference model for multiradio applications.
e  Clause 4.4 describes the "radio computer”.
. Clause 4.5 describes the Radio Virtual Machine as part of the architecture.
e  Clause 4.6 describes the Unified Radio Application.
. Clause 4.7 describes the security architecture for reconfigurable Radio Equipment.
. Clause 5 describes the (logical) interfaces between the identified componentsg/entities.
e  Clause 6 lists the operating procedures of a reconfigurable Radio Equipment.

. Clause 4 includes alist of Tables mapping the system requirements as defined in [1] to the different
entities/components/units which have been identified. In general, according to the Radio Equipment
Reconfiguration Class (RERC) [1], all the related mandatory functional requirements described in [1] shall be
implemented.

4.2 Reconfigurable Radio Equipment - Architecture
Components for Radio Reconfiguration

4.2.1 High level description

Figure 4.2.1-1 shows the reconfigurable Radio Equipment architectural components related to the radio reconfiguration
as well astherelated entities. The main difference between the mobile device architecture [i.4] and the generalized
Radio Equipment architecture defined in the present document is that a mobile device includes only one radio
computer, while the generalized Radio Equipment may include one or more radio computers. As shown in

Figure 4.2.1-1, the following components can be identified:

e  Communication Services Layer (CSL):
- 4 |ogica entities: Administration, Mobility Policy Manager, Networking Stack and Monitor.
. Radio Control Framework (RCF):

- 5 logical entities: Configuration Manager, Radio Connection Manager, Multi-Radio Controller, Resource
Manager and Flow Controller.

. Unified Radio Applications (URA).

. Radio Platform (consisting of RF transceiver(s), Baseband(s), etc.).

ETSI
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NOTE: When the Radio Platform consists of multiple baseband processors and/or RF transceivers, the

reconfigurable Radio Equipment architecture supports the computational/spectral load balancing.

These 4 components consist of Software (CSL, RCF) and/or Hardware (Radio Platform) entities and they shall be
interconnected through well-defined interfaces as follows:

. Generalized Multiradio Interface (gM URI) between CSL and RCF.
. Generalized Unified Radio Application Interface (QURAI) between RCF and URA.
. Generalized Reconfigurable Radio Frequency Interface (QRRFI) between URA and RF transceiver(s).

The above mentioned interfaces are not covered by the present document.

Communication Services Layer

Mobility
Policy
Manager

Networking

Administrator Stack

Monitor

‘generalized Multiradio
Interface (gMURD)

‘gencralized Multradio
Interface:

‘gencralized Multradio
P URD)

Radio Computer #2

Radio Control Framework
Flow Controller
Manager

generalized Unified
" Radio Application
Interface (gURAT)

generalized Unified
" Radio Application
Interface (ZURAT)

generalized Unified
" Radio Application
Tterface (gURAT)

L generalized
Reconfigurable Radio
Frequency Interface

L generalized
Reconfigurable Radio
Frequency Interface

L ‘generalized
Reconfigurable Radio
Frequency Interface

Baseband(s) and others Baseband(s)and others

NOTE: Interfaces gMURI, gURAI and gRRFI in Figure 4.2.1-1 are used to interconnect components of different

stakeholders.

Figure 4.2.1-1: Reconfigurable Radio Equipment Architecture Components for Radio Reconfiguration

For each components, the required entities depend on the RERC [1]. A Reconfigurable Radio Equipment shall support
all the components and their entities as required by the corresponding RERC as shown in Table 4.2.1-1. In case that a
Reconfigurable Radio Equipment supports multiple RERCs, the concerned Reconfigurable Radio Equipment shall

support all the components and entities related to the highest supported RERC.

Table 4.2.1-1: Required Components of the Reconfigurable Radio Equipment Architecture
in function of the Radio Equipment Reconfiguration Class

Radio Equipment

Manager, Networking Stack,
Monitor

Reconfiguration Required CSL Entities Required RCF Entities Interfaces
Class
RERC-0 None None None
RERC-1 Administrator, Mobility Policy |Configuration Manager, Radio  |[gMURI

Connection Manager, Flow
Controller

RERC-2, RERC-5

Administrator, Mobility Policy
Manager, Networking Stack,
Monitor

Configuration Manager, Radio
Connection Manager, Multi-
Radio Controller, Flow
Controller

gMURI, gURAI, gRRFI

RERC-3, RERC-6

Administrator, Mobility Policy
Manager, Networking Stack,
Monitor

Configuration Manager, Radio
Connection Manager, Multi-
Radio Controller, Flow
Controller

gMURI, gURAI, gRRFI

RERC-4, RERC-7

Administrator, Mobility Policy
Manager, Networking Stack,
Monitor

Configuration Manager, Radio
Connection Manager, Multi-
Radio Controller, Resource
Manager, Flow Controller

gMURI, gURAI, gRRFI

The following clauses describe in more details the identified components as well as the related logical entities.
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4.2.2 Communication Services Layer (CSL)

The CSL isalayer related to communication services providing multiradio and non-radio functionalities. The typical
examples of communication services related to multiradio functionalities are management for activating corresponding
radio application or controlling data flows for each radio application. The typical example of communication services
related to non-radio functionalities is Internet access using TCP (Transmission Control Protocol) and IP (Internet
Protocol). A Radio Equipment shall support one or multiple radio computers. The CSL shall assign aUnicast 1D,
Multicast ID or Broadcast ID which islinking a data packet to a specific radio computer, a group of radio computers or
al available radio computers respectively.

NOTE 1: Inthe present document, the scope of applications has been extended from Mobile Devices[i.4] to Radio
Equipment including one or multiple radio computers. Consequently, the assignment of a Unicast 1D,
Multicast ID or Broadcast 1D is added in the present document. In the case of [i.4], such IDs were not
required, because only a single radio computer is supported.

The CSL shall be interconnected with all radio computers through a routing entity.

NOTE 2: The implementation of the routing entity and its interfaces is the choice of the manufacturer and thus out
of scope of the present document.

Figure 4.2.2-1 is a conceptual diagram showing the routing of the CSL data packets to the corresponding radio
computer (and vice versa, i.e. from radio computer to CSL) in the case of unicast. The routing entity interprets the
Unicast 1D and forwards the data packets from the CSL to the corresponding radio computer (i.e. addresstrandation is
performed) and vice versa (i.e. from radio computer to CSL).

Figure 4.2.2-2 is a conceptual diagram showing the routing of the CSL data packets to the corresponding radio
computers in the case of multicast. The routing entity interprets the multicast 1D and forwards the data packets from the
CSL to the corresponding radio computers (i.e. address tranglation is performed). For the reverselink (i.e. from

radio computer to CSL), unicast is applied.

Figure 4.2.2-3 is a conceptual diagram showing the routing of the CSL data packets to the corresponding radio
computers in the case of broadcast. The routing entity interprets the broadcast ID and forwards the data packets from
the CSL to the all available radio computers. For the reverse link (i.e. from radio computer to CSL), unicast is applied.

Communication Services Layer

GMURI = = == o o = o i o o o am m m m om om m m m m m m  m m m m m m m m m m m m m m m  n m m m n

Command/
Information
from/to CSL

Command/
Information
from/to CSL

Unicast

Unicast
D

| [ |
Command/Infonmation Command/Information Command/Information
to/from to/from to/from
Radio Computer #1 Radio Computer #2 Radio Computer ¥N

Entity for Routing

Command/Information 1 Command/Information
fromvfo CSL from/to CSL
T

|
Command/ ; Command/ o
Unicast % 5
Information ";“ Information eoe "':)’“ Information
from/to CSL from/to CSL From/to CSL

Command/Information
from/to CSL

gMURI ————— - —— == ===
Radio Control Framework Radio Control Framework Radio Control Framework
oo
Radio Computer #1 Radio Computer #2 Radio Computer #N

Figure 4.2.2-1: Conceptual diagram showing the routing of the CSL message(s) to the corresponding
radio computer(s) and the routing of each radio computer's information to the CSL in the case of
unicast transmission
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Esnﬁ'tyjfor Rﬁnﬂ_@

Multicast | Command
ID from CSL
1 J
T T f
icast C dioRadio  Multicast C d to Radio Multicast Command to Radio
Computer Group 74 Computer Group 4B Computer Group 8N

Multicast | Command
1D from CSL
—{—l

Multicast Commandto Radio | «*
Computer Group A

gMURI _4 [y A o

Radio Control Framework

Radio Computer #A,

Multicast Command to Radio | *
Computer Group #B

gMURILI-I-—-——————-- o7
Radio Control Framework
e
Radio Computer #B, i

\—ﬁ

Multicast Comumand to Radio | .*
Computer Group #N

gMURI _'.l.l_______..--_ .
Radio Control Framework
LR
.
Radio Computer #N; L)

Figure 4.2.2-2: Conceptual diagram showing the routing of the CSL message(s) to the corresponding
radio computer(s) in the case of multicast transmission

v

Broadeast Command to
All Available Radio Computers

| Entity for

Routing |

BmadcastJlCommmd Broadcast Command Broadcast Command
X x
] | 1

Broadcast | Command Broadcast | Command veo | Broadcast Command

15} from CSL D from CSL m from CSL

v
SMURI = = = = = e e mmm EMURL = = = = = = — — — — === MURI ST m =T ——— - -
Radio Control Framework Radio Control Framework Radio Control Framework
LEN J
Radio Computer #1 Radio Computer #2 Radio Computer #N

Figure 4.2.2-3: Conceptual diagram showing the routing of the CSL message(s) to the corresponding
radio computer(s) in the case of broadcast transmission
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CSL includes the following 4 entities:

. Administrator entity

The Administrator entity shall include at |east functions to request installation or uninstallation of URA,
and creating or deleting instances of URA. This should include the provision of information about the
URA, their status, etc. In addition, the Administrator entity-shall include two sub-entities:

L] the Administrator Security Function (ASF); and

L] the RRS Configuration Manager (RRS-CM).

NOTE 1: In casethat a snapshot function is required, the Administrator entity may store relevant RAPS, their

configuration parameters and information on the URA installation and execution history. When required,
the same steps can be executed by the Administrator entity to fall back to a previous snapshot.

. Mobility Policy Manager (MPM) entity

The MPM shall include at least functions for monitoring of the radio environments and RE capabilities,
to request activation or deactivation of URA, and to provide information about the URA list. It shall also
make selection among different radio access technol ogies and discover peer communication equipment
and arrangement of associations. In addition, the MPM may request a computational/spectral oad
balancing among baseband processors and RF transceiversin radio platform when the number of
baseband processors and RF transceiversin radio platform exceeds one.

NOTE 2: The additional functionality regarding load balancing is required, e.g. in the case of distributed

computations.

Explanation: The requirement for computational and/or spectral resources varies depending on the
situation of each base station in the case of network application. For example, the required traffic of each
base station can rapidly and unexpectedly vary due to natural disasters, sports games, accidents, etc.

Explanation: When the reconfigurable Radio Equipment is shared with multiple stakeholders,

e.g. multiple network operators share a single network infrastructure; the policy of using both
computational and spectral resources may have to be controlled for a desired performance requirement at
each operation.

. Networking stack entity

The Networking stack entity shall include at least functions for sending and receiving of user data.

The Networking stack entity shall translate the radio computer 1D to atarget network address and vice
versa

. Monitor entity

4.2.3

The Monitor entity shall include at least functionsto transfer information from URA to user or proper
destination entity in RE. In addition, in case that distributed computation is applied, the Monitor shall
receive the computational/spectral resource usage status.

Radio Control Framework (RCF)

The RCF provides a generic environment for the execution of URA, and a uniform way of accessing the functionality of
the radio computer and individual RAs. RCF provides servicesto CSL viathe generalized Multiradio Interface

(QMURI).

The RCF includes the following 5 entities for managing URA [i.2]:

. Configuration Manager (CM) entity

The CM shall include at least functions for installing/uninstalling and creating/del eting instances of URA
as well as management of and access to the radio parameters of the URA.
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Radio Connection Manager (RCM) entity

- The RCM shall include at least functions for activating/deactivating URA according to user requests, and
to management of user data flows, which can a so be switched from one RA to another.

Flow Controller (FC) entity

- The FC shall include at least functions for sending and receiving of user data packets and controlling the
flow of signalling packets.

Multiradio Controller (MRC) entity

- The MRC shall include at least functions to schedule the requests for radio resources issued by
concurrently executing URA, and to detect and manage the interoperability problems among the
concurrently executed URA. In addition, in case that distributed computation is applied, the MRC shall
include afunction to report spectral resource usage status.

Resource M anager (RM) entity

- The RM shall include at least functions to manage the computational resources, to share them among
simultaneously active URA, and to guarantee their real-time execution. In addition, in case that
distributed computation is applied, RM shall include a function to report computational resource usage
status.

Unified Radio Application (URA)

As described in clause 4.2.3, the RCF, which represents functionalities provided by the radio computer, requires all RAs
to be subject to a common reconfiguration, multiradio execution and resource sharing strategy framework (depending
on the concerned RERC). Since all RAs exhibit a common behaviour from the reconfigurable RE perspective, those
RAs are called URAs. The services relate to activation and deactivation, peer equipment discovery and mai ntenance of
communication over user data flows are provided at generalized Unified Radio Application Interface (QURALI), which is
an interface between URA and RCF.

4.2.5

Architectural Components System Requirements mapping

Thelogica entities above described are mapped to the system requirements described in [1] as shown in Table 4.2.5-1.
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Table 4.2.5-1: Mapping of Architectural Components
to the system requirements described in [1]

Entity/Component/Unit System Requirements [1] Comments

Administrator R-FUNC-RER-01 The reconfigurable RE configuration is performed
R-FUNC-RER-02 through downloading of the RAP into the
R-FUNC-SEC-01 reconfigurable RE and its installation. The
R-FUNC-SEC-02 requirements are described in clauses 6.4.1, 6.4.2,
R-FUNC-RER-16 and 6.6 of [1].

Mobility Policy Manager R-FUNC-RAT-04 RAP into the reconfigurable RE and its installation.
R-FUNC-RER-03 The requirements are described in clauses 6.1.4 and
R-FUNC-RER-16 6.4.3 of [1].

Networking stack R-FUNC-RA-04 Management of data flows is required for basic

Flow Control R-FUNC-RAT-05 TX/RX operation. The requirement is described in

clause 6.2.4 of [1].
Monitor R-FUNC-RA-05 The RC in RA ensures the availability of context

information. The requirement is described in
clause 6.2.5 of [1].

Configuration Manager R-FUNC-RER-03 The radio configuration of a reconfigurable RE is
Radio Connection Manager realized with the activation of URA. The requirement
is described in clause 6.4.3 of [1].

Multiradio Controller R-FUNC-RAT-01 The proposed Radio Equipment Architecture is
R-FUNC-RAT-02 suitable to support Multiple (parallel) connections to
R-FUNC-RAT-03 (heterogeneous) RATs. The requirements are
R-FUNC-RAT-05 described in clauses 6.1.1 and 6.1.2 of [1].
R-FUNC-RAT-06

Resource Manager R-FUNC-RER-05 In case of dynamic resource sharing, the resource

allocation is performed in run time. The requirements
are described in clause 6.4.5 of [1].

4.3 Reconfigurable Radio Equipment - Architecture Reference
Model for Multiradio Applications

4.3.1 High level description

Figure 4.3.1-1 exemplifies a Reconfigurable RE architecture reference model for multiradio applications. As shownin
the Figure, the reconfigurable RE architecture shall include at least one radio computer.

Computational

Driver 08 ; F o F Applcasions
Resources
o o
i

Vendor

specific

o5 Fladio Control Framework 05 Teadio Control Framework=

| Normative

Radio Radio Platfom Driver Radio Radio Platform Driver Radio Radio Platform Driver *|  as defined
Compter i ] Computer #2 Computer EN

Radio Platform Radeo Platform Radio Platform

in the
present
document

e oI " or Carar I [ e w——)

Figure 4.3.1-1: Reconfigurable Radio Equipment (RE) architecture Reference
Model for multiradio applications

In the example of Figure 4.3.1-1, the operation of Computational Resources is performed by a given Operating System
(0S), which is preferably performed on non-real-time basis, whereas radio computer(s)'s operation is performed by
another OS, which should support real-time operations of URA. The OS of radio computer(s) isreferred to as Radio OS
(ROS) in the present document and can belong to its own radio computer.

In the example of Figure 4.3.1-1, the red-dotted part illustrates the non-real-time processing.
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The Computational Resources execute the following functional components:

. A non-real time OS for execution of Administrator, MPM, Networking stack and Monitor which are part of
the CSL as above described.

e  TheRadio Controller (RC) in Radio Application (RA) sending context information to the Monitor and
send/receive data to/from Networking stack.

The radio computer(s) shall include the following components:
. a Real-time Radio Operating System (ROS).

e  Theb5 entities of the RCF, specified in clause 4.2.3, are classified into two groups. One group relates to real-
time execution and the other group to non-real-time execution as shown in Figure 4.3.1-1. Which entities of
RCEF interface relate to real-time and non-real-time execution, can be determined by each vendor.

4.3.2 Reference Model System Requirements mapping

The architecture reference model above described is mapped to the system requirements described in [1] as shownin
Table 4.3.2-1.

Table 4.3.2-1: Mapping of Reference Model to the system requirements described in [1]

Entity/Component/Unit System Requirements [1] Comments

Computational Resources R-FUNC-RA-05 The Radio Controller in RA ensures the availability of

(vendor specific) context information. The requirement is described in
clause 6.2.5 of [1].

radio computer(s) R-FUNC-RER-09, ROS enables management of timing constraints and

R-FUNC-RA-06 provides interface between URA and Radio Platform.

The requirements are described in clauses 6.4.9 and
6.2.6 of [1].

4.4 Reconfigurable Radio Equipment - radio computer
4.4.1 High level description

The System Architecture for multiple radio computersisillustrated in Figure 4.4.1-1 and Figure 4.4.1-2 Some of the
entities included in the figures below may be located externally (in the "Cloud") in order to off-load processing from the
concerned Radio Equipment. As example, the Back End compiler in Figure 4.4.1-1 is moved into the "Cloud" as
illustrated in Figure 4.4.1-2.

generalized Multi Radio Interface (gMURI) generalized Multi Radio Interface (gMUR() generalized Multi Radio Interface (gMURI)

Radio Control Framework

Radio Apps
Source code

generalized
Unified Radio
Application
Interface
(gURAI)

Radio 05 = Radio 05 ; h
I S ! A D S
HW Radio Platform HW Radio Platform HW Radio Platform

RF part RF part RF part

Generalized Radio
Programming Interface

- Radio Computer #1 Radio Computer #2 Radio Computer #N
Radio Apps
package '|~ ,|. ;|~

/Cupload—> N

Radio Apps
Store

Figure 4.4.1-1: System architecture for radio computers where Radio Library and Back End (BE)
compiler are included within the radio computers

NOTE 1: According to the Figure 4.4.1-1, a RadioApp can be distributed onto multiple radio computers.

ETSI



Vendor’s Radio Reconfiguration Service

Radio Apps
Source code

Front-end
Compiler

BE
Compiler

s shadow
AN Radio Platform

Generalized Radio
Programming Interface

Radio Apps
package

req

_upload

Radio Apps
Store

uest

download

t

19

ETSI TS 103 648 V1.1.1 (2020-01)

download

generalized Multi Radio Interface
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I

HW Radio Platform

HW Radio Platform

HW Radio Platform

RF part

RF part
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Radio Computer #1

Radio Computer #2

Radio Computer #N

Figure 4.4.1-2: System architecture for radio computer where Radio Library and BE compiler
are provided at a cloud outside the radio computer

NOTE 2: According to Figure 4.4.1-2, thisis a specia case for platforms which do not have enough resources for
Back-end compilation. For such low-complexity devices, it is assumed that only a single radio computer
is present.

Certification is required for Configcodes.
The radio computer shall provide communication capabilities for reconfigurable REs and shall consist of:
. ROS including RCF.
. URA configuration codes (configcodes), which are:
- Executable codes for RERC-2. RERC-3 and RERC-4.
- Source codes or IR for RERC-5, RERC-6 and RERC-7.
. Radio Virtual Machine (RVM) for RERC-5, RERC-6 and RERC-7.

o Radio Library Native |mplementation for RERC-5, RERC-6 and RERC-7 when URA configcodes is compiled
within RE, or when URA configcodes is compiled in a cloud with dynamic linking.

. Radio platform.

URA Configcodes shall be executable codes for RERC-2, RERC-3 and RERC-4, or shall be interpreted by the RVM for
RERC-5, RERC-6 and RERC-7.

For RERC-2, RERC-3 and RERC-4, afront-end compiler shall generate the executable code for the target platform and
configcodes are equivalent to the executable code for that target platform. Hence, Radio Library native implementation
and Back-end Compiler shown with the dotted line in Figure 4.4.1-1 is not required in the radio computer.

The RVM (see dso clause 4.4) is an Abstract Machine which is capable of executing configcodes and it is independent
of the hardware. The implementation of an RVM istarget radio computer specific and it includes the Back-end
Compiler which might provide Just-in-Time (JIT) or Ahead-of-Time (AOT) method for compilation of configcodes into
executable codes.

For RERC-5, RERC-6 and RERC-7, where URA configcodes are source codes or IR, the Back-end Compiler can be
implemented in 2 different ways as follows:

1) The URA configcodes are source codes or Intermediate Representation (IR) that isto be compiled at a given

RE.
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2) The URA configcodes are source codes or Intermediate Representation (IR) that isto be compiled at a Cloud.

In the former cases, as shown in Figure 4.4.1-1, Radio Library Native Implementation and Back-end Compiler are given
in radio computer. Therefore, in this case, URA configcodes is downloaded into radio computer in the form of source
code or IR and it istransformed into corresponding executable code through the Back-end Compiler within radio
computer. Note that the Back-end Compiler can be apart of RVM in this case. In the latter case, as shown in

Figure 4.4.1-2, the compilation processis performed at a cloud not within radio computer. Therefore, URA configcodes
is downloaded into radio computer in the form of executable code as aresult of the compilation at the cloud. It means
that platform vendor should provide the Back-end Compiler and/or Radio Library Native Implementation at acloud in
accordance with their Radio Platform. Note that the Radio Library Native Implementation should be provided in a
cloud/RE in the case of static/dynamic linking which will be explained in more detail in clause 4.6.

The Radio Library shall consist of Standard Functional Blocks (SFBs) representing the computational basis. An RA
shall be expressed as a set of these interconnecting SFBs together with User Defined Functional Blocks (UDFBSs) [1].
SFBsto be provided from the Radio Library normative description shall be represented in a platform-independent
normative language. The native implementation of the Radio Library shall be provided as platform-specific codes of the
SFBs from the library for the target platform. A Radio Library shall be extendable.

Asillustrated in Figure 4.4.1-1 and Figure 4.4.1-2, the access to a RadioApp Store shall require an interface: the
generalized Radio Programming Interface (QRPI). The definition of thisinterface is out of scope of the present
document.

4.4.2 radio computer System Requirement Mapping
The radio computer above described is mapped to the system requirements described in [1] as shown in Table 4.4.2-1

Table 4.4.2-1: Mapping of radio computer to the system requirements described in [1]

Entity/Component/Unit System Requirements [1] Comments
radio computer Architecture |R-FUNC-RER-04 The requirements are described in clauses 6.4.4,
R-FUNC-RER-10 6.4.10, 6.4.13, 6.4.16 of [1]

R-FUNC-RER-13
R-FUNC-RER-16
Radio Platform R-FUNC-RAT-02 The requirements are described in clauses 6.5.2 and
R-FUNC-RAT-03 6.5.3 of [1]

R-FUNC-RA-01
R-FUNC-RA-03
R-FUNC-FB-04
R-FUNC-FB-05
R-FUNC-RAT-05
R-FUNC-RAT-06

Radio Library R-FUNC-FB-06 The requirement is described in clause 6.3.6 of [1]
R-FUNC-FB-01 The requirement is described in clause 6.3.1 of [1]

Radio Virtual Machine R-FUNC-RER-13 The requirement is described in clause 6.4.13 of [1]

Configcodes R-FUNC-RER-01 The requirements are described in clauses 6.4.1,
R-FUNC-RER-02 6.4.2 and 6.4.4 of [1]
R-FUNC-RER-04

Radio Applications R-FUNC-RA-02 The requirement is described in clause 6.2.2 of [1]
R-FUNC-FB-03

Interfaces R-FUNC-RER-04 The requirement is described in clause 6.4.4 of [1]
R-FUNC-RFT-01 The requirement is described in clause 6.5.1 of [1]

4.5 Reconfigurable Radio Equipment - the Radio Virtual
Machine

45.1 Radio Virtual Machine basic principles

The RVM shall enable a RA to choose one among multiple available protection classes for code to be executed on the

RVM aswell as a protection class for the RF front-end. Depending on the combination of chosen RF & RVM

protection classes, the required re-certification process of the software reconfigurable radio platform will be more or
less complex. The basic principleisillustrated in Figure 4.5.1-1.
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Figure 4.5.1-1: A typical Radio Equipment architecture comprising an RVM Software Component
selecting RF and/or RVM protection class(es)

A typical Radio Equipment architecture includes an RF transceiver chain, Analog-to-Digital converters, Digital-to-

Analog converters, Base Band Processing, etc. An RVM controls RF transceiver chain, in particular for selection of an
RF Protection Class.

45.2 RVM System Requirement Mapping

The RVM above described is mapped to the system requirements described in ETSI TS 103 641 [1] as shownin
Table4.5.2-1.

Table 4.5.2-1: Mapping of RVM to the system requirements described in ETSI TS 103 641 [1]

Entity/Component/Unit System Requirements [1] Comments
Radio Virtual Machine R-FUNC-RER-13 The requirement is described in clause 6.4.13 of [1]
R-FUNC-RER-14
R-FUNC-RER-13 The requirements are described in clauses 6.4.13,
R-FUNC-RER-15 6.4.15 and 6.5.9 of [1]
R-FUNC-RFT-09

4.6 Reconfigurable Radio Equipment - Unified Radio
Applications

4.6.1 Introduction
As aready described in clause 4.3.2, RAsloaded into a Reconfigurable RE are called URAS.

The procedure of distributing and executing RA codes consists of 3 steps: design time, installation time and run time.
Figures4.6.2-1, 4.6.2-2, 4.6.2-3, 4.6.2-4 and 4.6.2-5 illustrate these three steps for the case of platform-specific
executable code, platform-independent source code (static/dynamic linking), and platform-independent IR
(static/dynamic linking), respectively.

4.6.2 Distribution and Installation of RAP

In this clause, the procedure of distribution and installation of RA codes on the target reconfigurable REs is presented.
During the design time, the RA codes provider will generate a Radio Application Package (RAP) that includes metadata
(e.g. for pipeline configuration) and RA codes. Note that the RC codes are part of the RA codes. In case that RC codes
are executed in the non-real-time environment, they are compiled to be executed in a given Computational Resources
before they are included in the RAP.

During the installation time, the RAP will be downloaded from a RadioApp Store and installed in the reconfigurable
RE. The RA codes, including RC codes, and metadata (e.g. for pipeline configuration) included in the RAP areinstalled
in the reconfigurable RE. Note that the RC codes are installed in the Computational Resources for operations that do not
have to be executed in real time processing such as context information processing, while the Functional Block (SFBs
& UDFBs) codes shall beinstalled in the radio computers to be processed in real-time.
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Figure 4.6.2-1: Conceptual diagram for adopting platform-specific executable code for radio
application package for RERC-2, RERC-3 and RERC-4

NOTE: Itisassumed that asingle Radio OSishandling al radio computers. In practice, it isaso possible that
each radio computer uses its own Radio OS. Then, the distribution of tasks needs to be done by the
programmer.

Figure 4.6.2-1 illustrates a bl ock-diagram corresponding to the case of distributing Configcodes that are executablein a
given reconfigurable RE. When the Configcodes are executable, the Functional Blocks (SFBs & UDFBS) are executed
on the radio computer. They are compiled for each target platform during the design time to generate the corresponding
Configcodes. This meansthat UDFB and SFB code are compiled in accordance with a given radio computer before they
areincluded in the RAP during the design time. After compilation, the Configcodes including both UDFB and SFB
codes are installed and loaded into reconfigurable RE to be operated on the ROS.
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Figure 4.6.2-2: Conceptual Diagram of adopting platform-independent source code (static linking)
for radio application package for RERC-5, RERC-6 and RERC-7
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Figure 4.6.2-3: Conceptual Diagram of adopting platform-independent source code (dynamic linking)
for radio application package for RERC-5, RERC-6 and RERC-7

Figure 4.6.2-2 and Figure 4.6.2-3 illustrate a block-diagram corresponding to the case of distributing Configcodesin a
form of platform-independent source code for static and dynamic linking respectively. When the Configcodes are
provided in a platform-independent source code, the RA codes include the RC and UDFB codes only. As for the SFBs,
the metadata provides information for efficient compilation. The function calls of the SFBs that are needed to execute
the target URA are contained in the Configcodes. The Configcodes consisting of the UDFBs are compiled (e.g. in
reconfigurable RE or in the cloud) during the installation time. The native implementation of SFBsis done before run
time and is contained in the native library.

In the case of static linking, asillustrated in Figure 4.6.2-2, the linking of UDFBs with SFBsis performed during
installation time. During the run time, the compiled codes are loaded to be executed on the ROS.

In the case of dynamic linking, asillustrated in Figure 4.6.2-3, the linking of UDFBs with SFBsis performed during run
time.

In both cases, the compilation process during Installation time can be done using one of the two procedures as discussed
in clause 4.4 which is summarized as follows:

1) Instadlation Time functionsis performed within the Radio Equipment or alternatively.

2)  Some of the Installation Time functions except for the function of Installer itself are performed externally
(i.e.inthe"Cloud"). Typically, such a Cloud serviceis controlled by the platform vendor.

Depending on the upper choice, the Radio Equipment Architecture may change. For example, with compilation being
executed in the Cloud, no compiler is required in the Radio Equipment. Note that, for the cloud service of compiling
URA configcodes in the case of dynamic linking, Radio Library Native |mplementation should be provided within RE.

As shown in Figures 4.6.2-2 and 4.6.2-3, the RA code might be optionally encrypted. If the RA code was originally
encrypted then the corresponding Configcodes should be decrypted before the compilation during the installation time.
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Figure 4.6.2-5: Conceptual Diagram of adopting platform-independent IR (dynamic linking)
for radio application package for RERC-5, RERC-6 and RERC-7

Figure 4.6.2-4 and Figure 4.6.2-5 illustrate a block-diagram corresponding to the case of distributing Configcodesin a
form of platform-independent IR for static and dynamic linking respectively. When the Configcodes are provided in the
platform-independent IR, the RA codes which include the UDFB codes are front-end compiled during the design time.
At the installation time, the front-end compiled UDFB codes of Configcodes are back-end compiled at reconfigurable
RE to be trandated into an executable code specific to a given radio computer. The native implementation of SFBsis
done before run time and is contained in the native library.

In the case of static linking, asillustrated in Figure 4.6.2-4, the linking of UDFBs with SFBsis performed during
installation time. During the run time, the back-end compiled codes are loaded to be executed on the ROS.

In the case of dynamic linking, asillustrated in Figure 4.6.2-5, the linking of UDFBs with SFBsis performed during run
time.

In both cases, the compilation process during Installation time can be done using one of the two procedures as discussed
in clause 4.4 which is summarized as follows:

1) Ingtadlation Time functionsis performed within the Radio Equipment or alternatively.
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2)  Some of the Installation Time functions except for the function of Installer itself are performed externally
(i.e. inthe"Cloud"). Typically, such a Cloud service is controlled by the platform vendor.

Depending on the upper choice, the Radio Equipment Architecture may change. For example, with compilation being
executed in the Cloud, no compiler isrequired in the Radio Equipment. Note that, for the cloud service of compiling
URA configcodes in the case of dynamic linking, Radio Library Native |mplementation should be provided within RE.

In the case of adopting platform-independent IR, the UDFB codes of Configcodes are back-end compiled for agiven
radio computer during the installation time.

4.6.3  Operational Structure of URA

In this clause the operational structure of URA in run timeis presented. For simplicity, this clause assumes the case
where the Radio Equipment has one radio computer. In the case of multiple radio computers, the same structure shown
at each figure is repeated for each of the radio computersin a given Radio Equipment. Two different cases are
considered:

1) The URA configcodes are executable on a given RE.

2) The URA configcodes are source codes or Intermediate Representation (IR) that isto be compiled at agiven
RE.

Unified Radio Applications

Radio OS

Radio HAL

Radio Platform Driver

Radio Platform

Figure 4.6.3-1: Operational structure of URA
when URA configcodes are executable on a target platform
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Figure 4.6.3-2: Operational structure of URA
when URA configcodes are source codes or IR to be compiled

Unified Radio Applications

)\ Radio Library .‘
RVM J | (native implementation)J

Radio OS l \

Radio HAL ]

Radio Platform Driver

Radio Platform

Figure 4.6.3-3: Operational structure of URA
when URA configcodes are combined (executable & IR) codes

Note that SFBs are classified into two groups, i.e. requiring or not dedicated hardware accelerators. In case that a
hardware accelerator is used, it is accessed through the radio Hardware Abstraction Layer (HAL). In the other case,
platform specific code is provided for the concerned SFB by the Radio Library.

Thefirst case (i.e. executable code is provided) isillustrated in Figure 4.6.3-1. Here the SFBs and UDFBs needed to
perform a given URA are aready bound in the executable configcodes of URA.

The second case (i.e. Source Code or IR is provided) isillustrated in Figure 4.6.3-2 In this case, the UDFBs needed to
perform agiven URA are included in the configcodes of the URA and shall be compiled (see also Figure 4.4.1-1) for
Source Code (by the Compiler) or IR (by the Back End Compiler) respectively. Note that the native implementation of
Radio Library shall be prepared in a given RE separately because the Radio Library native implementation cannot be
contained in URA configcodes. As mentioned earlier, the function calls of SFB(s) are provided in the metadata.
Generally, the native implementation of Radio Library is provided by the radio computer vendor because Radio Library
includes SFB(s) that is/are implemented on the radio computer. These SFBs can be implemented without using
hardware accelerator(s) or for combining accelerator(s) and program code to generate another SFB(S).
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The third caseisillustrated in Figure 4.6.3-3 which is a hybrid of the former two cases. Here, URA consists of
executable codes and IR codes. Operational procedure for the executable codesin this case is equivalent to that of the
first case, i.e. shown in Figure 4.6.3-1, whereas the IR part shall be processed in the RVM. In thisway, IR can be
executed in run-time. The RVM may be implemented, for example, as an interpreter, ajust-in-time compiler, etc.

In the above explained 3 cases a Radio Hardware Abstraction Layer (HAL) includes hardware abstraction for SFBs
implementation using hardware accelerator(s). This means that, whenever the SFB(s) to be implemented using
hardware accelerator(s) is/are called in a given URA code, they are implemented directly on a corresponding hardware
accelerator(s) viathe Radio HAL. Asit will be discussed later in this clause, the Radio HAL includes also a hardware
abstraction for the UDFB(s) that is/are composed of a set of SFBs at |east one of which isimplemented using the
hardware accelerator(s).

SFBstypically include all those functional blocks which are commonly used in URA (e.g. such as Fast Fourier
Transform (FFT), etc.) and those functionalities that are implemented very efficiently using special-purpose
accelerator(s) in agiven radio platform (e.g. such as Turbo coder). SFBs can thus be implemented in Software or
dedicated Hardware.

The UDFB Set shown in Figure 4.6.3-2 includes all the UDFBsto be used in agiven URA. It isimportant that any SFB
can be modified and/or extended as appropriate by replacing it with UDFB(s). Therefore, UDFB(s) could be good
candidate(s) for SFBs extension, which means that they might become SFBs later (and become "atomic" as the normal
SFBs) through an extension of the Standard Radio Library (e.g. by approval through the community). Since any UDFB
Set isto be provided by the RA provider (e.g. a3'd party different from the radio computer vendor), in order for RCF to

be able to perform basic controls of every UDFB, control interface functions such as "start”, "stop"”, "pause”, "get_port"
and "initialize" may have to be specified for the corresponding UDFB(S).

The Operational structure of URA depicted in Figure 4.12 includes the following components:
. URA includes SFB(s) and UDFB(s) in accordance with the contents of metadatain a given RAP.
o Radio Library contains a platform specific code of SFBsthat will be implemented on the radio computer.

NOTE 1: Those SFBswhich are implemented using hardware accelerator(s) are supported by the Radio HAL. In
this case, the Radio Library typically contains corresponding function calls to access hardware
accelerator(s).

. UDFB Set includes all the UDFBsto be used in given URA and isin general provided by the RA provider.
UDFBs areincluded in RAP together with metadata and RC code. Since UDFBs are in general modified
and/or extended version of SFBs, UDFBsin many cases have a dependency on SFBs.

. Radio HAL isto abstract radio platform and it shall support SFBs to be implemented using hardware
accelerator in order for each of those SFBs to be implemented directly on corresponding hardware
accelerator(s). The Radio HAL is platform specific and is not standardized.

o Radio Platform Driver isa hardware driver used by the ROS to access the radio platform.

. Radio Platform in general includes RF transceiver, antenna(s), fixed and/or configurable hardware accelerator
and/or programmable | P core(s).

Figure 4.6.3-4 illustrates an implementation of functional blocks on a given radio computer. In the example shown in
Figure 4.6.3-4, the number of SFBs for programmable components has been set to M, and the number of SFBs

requiring dedicated hardware accelerators has been set to M, while the total number of SFBsisM =M, + M. As

mentioned earlier in this clause, some SFBs, for example FFT, Turbo decoder, Multi-I nput-M ulti-Output (MIMO)
decoder, etc. can be implemented directly on the corresponding hardware accelerator, for example to achieve high
performance and low power consumption. Those SFBsthat are executed by the hardware accel erator(s) are supported
by the Radio HAL for the implementation on the corresponding dedicated accel erator(s). This means that, when each
SFB to be implemented on the dedicated accelerator(s) is called in URA, it isimplemented directly on the
corresponding dedicated accelerator(s) through Radio HAL. Similarly, operations such as bit-reverse, multiply and
accumulation, etc. are introduced by SFBs, e.g. for programmable components.
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Consequently, the SFB/UDFB execution codes required on the radio computer consists of the following two parts: one
part is execution codes implemented on programmable components and the other part is Radio HAL codes implemented
on dedicated accelerators. It can be summarized as follows:

{ C: execution codes required on radio computer for SFBS'UDFBs implementation} = { A: execution codes for
SFBs/UDFBs for programmable components} + {B: Radio HAL codes for SFBS'UDFBs requiring dedicated hardware
accelerators},

meaning that:
C=A+B
where the portion of A and B will be determined by each vendor. It particularly means that:

{SFBs/UDFBs} = {SFBYUDFBsfor programmable components} U { SFBSUDFBsrequiring
dedicated hardware accelerators }

where:
{ SFB/UDFBs for programmable components } N { SFBYUDFBs requiring dedicated hardware accelerators} = @.

The reason why SFBs are classified into two groups, (i.e. requiring or not dedicated hardware accelerators), isthat each
category hasits own pros and cons. The former, sinceit isimplemented on dedicated hardware accelerators, is
advantageous, e.g. for power consumption, speed-up operation, and, cost-effectiveness while the latter is advantageous
mainly for flexibility. It is expected that the dedicated hardware accelerator(s) will be used relatively more widely at the
beginning stage until programmable devices become competitive to dedicated hardware devices in performance. As
semiconductor technology evolves, the SFBs for programmable components will gradually become more and more
dominant in along term standpoint.

e Processor dependent

programmable
resources of
Radio Platform

e Processor & peripheral dependent
e Hardware Acceleration

Figure 4.6.3-4: Implementation of functional blocks libraries on each radio computer

NOTE 2: This operation needs to be performed for each radio computer in case of multiple radio computers.

4.6.4 URA System Requirement Mapping

The URA above described is mapped to the system requirements described in [1] as shown in Table 4.6.4-1.
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Table 4.6.4-1: Mapping of URA to the system requirements described in [1]

Entity/Component/Unit System Requirements [1] Comments
Configcodes R-FUNC-RER-01 The requirements are described in clauses 6.4.1,
R-FUNC-RER-02 6.4.2 and 6.4.4 of [1].
R-FUNC-RER-04
R-FUNC-RA-02 The requirement is described in clause 6.2.2 of [1].
Functional Blocks R-FUNC-RER-13 The requirement is described in clause 6.4.13 of [1].
R-FUNC-RER-12
R-FUNC-FB-02 The requirement is described in clause 6.3.2 of [1].
Radio Library R-FUNC-FB-06 The requirement is described in clause 6.3.6 of [1].
R-FUNC-FB-01 The requirement is described in clause 6.3.1 of [1].
Radio Applications R-FUNC-RER-07 The requirement is described in clause 6.4.7 of [1].
R-FUNC-RA-06 The requirements are described in clauses 6.2.6,
R-FUNC-RA-05 6.2.5and 6.2.2 of [1].
R-FUNC-RA-02

4.7 Security architecture for reconfigurable Radio Equipment
4.7.1 Description

The security architecture for reconfigurable Radio Equipment extends the architecture defined in clause 4.2 of the
present document in order to ensure the security of the reconfigurable platform and of the digital assets.

NOTE: Therationale for the selection of security component, and the description of the security functions
operations, are detailed in [i.7] with their normative counterpart being specified in [i.6].

The security architecture relies on the following additional entities on the device:

. The Administrator Security Function (ASF), as sub-entity of the Administrator on the device end-point
responsible for ensuring confidentiality, integrity, and authenticity of assets such asthe RE Configuration
Policy, and RAP(s), and supporting the non-repudiation, remote attestation, and configuration enforcement
strategies.

. The RRS Configuration Manager (RRS-CM), a sub-entity of the Administrator in charge of long-term
management.

e  TheRoot of Trust, providing security services, such as secure storage, with a high level of security assurance.

Figure 4.7.1-1 illustrates the additional entities of the security architecture on the device.
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Figure 4.7.1-1: Reconfigurable Radio Equipment Architecture with security components

The Hardware Root of Trust Interface is not covered in the present document.
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Furthermore, the security architecture relies on the following external entities[i.6] and [i.7]:

. Asset Endorsement Functions, responsible for the security of digital assets (such as RE Configuration Policy,

RAP and other assets).

. Command Security Functions, responsible for the security of remote commands being sent to the device.

. Verifying Entity and Requestor, supporting remote attestation.

. Manufacturer Key Management System (OEM KMS), RRS Configuration Authority (RRS-CA), and RRS
Configuration Provider (RRS-CP), supporting the long-term management framework.

4.7.2

Security Components System Requirements mapping

Thelogical entities above described are mapped to the system requirements described in clause 6.6 of [1] as shownin

Table4.7.2-1.

Table 4.7.2-1: Mapping of Security Components to the system requirements described in [1]

Entity/Component/Unit

System Requirements [1]

Comments

Administrator Security
Function (ASF)

R-FUNC-SEC-01
R-FUNC-SEC-02
R-FUNC-SEC-03
R-FUNC-SEC-04

In addition to supporting operations related to asset
protection, the ASF acts as a proxy to other security
functions on the platform, as detailed in [i.7].

The requirements are described in clauses 6.6.1,
6.6.2, 6.6.3 and 6.6.4 of [1].

RRS Configuration Manager
(RRS-CM)

R-FUNC-SEC-03

The operations of long-term management are
detailed in [i.7], clause 11, with related requirements
in [i.6].

The requirement is described in clause 6.6.3 of [1].

Root of Trust

R-FUNC-SEC-04

The exact nature of the Root of Trust depends on
industry best practices and the concept of security
tiers introduced in [i.6].

The requirement is described in clause 6.6.4 of [1].

Asset Endorsement Functions

R-FUNC-SEC-01
R-FUNC-SEC-02

These functions are the ASF's external peers. In
particular, they provide proof that assets originate
from authorized sources.

The requirements are described in clauses 6.6.1 and
6.6.2 of [1].

Command Security Functions

R-FUNC-SEC-03

Commands are processed by the Administrator after
having being validated by the ASF. Command
Security Functions provide, in particular, proof that
configuration commands originate from authorized
sources. The configuration enforcement framework is
detailed in [i.7], clause 10, with related requirements
in [i.6].

The requirement is described in clause 6.6.3 of [1].

Verifying Entity

R-FUNC-SEC-03

The requestors typically wish to assert high level

RRS Configuration Provider
(RRS-CP)

Requestor claims about the platform. The Verifying Entity
translates these claims into atomic attestation
requests towards platform components. Remote
attestation is detailed in [i.7], clause 9, with related
requirements in [i.6].

The requirement is described in clause 6.6.3 of [1].

Manufacturer R-FUNC-SEC-03 The operations of the long-term management

Key Management System framework are detailed in [i.7], clause 11, with related

(OEM KMS) requirements in [i.6].

RRS Configuration Authority The requirement is described in clause 6.6.3 of [1].

(RRS-CA)
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5 Reference Points

5.1 Introduction

Figure 5.1-1 illustrates the entire architecture of RE with al the reference points being specified between corresponding
entities. For simplicity, this clause assumes that the Radio Equipment has only one radio computer. In the case of
multiple radio computers, the structure of RCF, URA, and Radio Platform is repeated for each of the radio computers
with asingle CSL in agiven Radio Equipment. Note that al the reference points shown in Figure 5.1-1 shall remain the
same in each radio computer. Each solid line between two blocks denotes a reference point (i.e. alogical or physical
interface) defined between the two blocks through which direct interaction(s) between the two blocksis(are) performed,
whereas each dotted line between two blocks denotes that interaction(s) between the two blocksis performed through
ROS based on (a) command(s) issued by a corresponding block. Asit will be shown, blocksin RCF, i.e. CM, RCM,
MRC, and RM, issue the command for the interaction(s) to take place at URA through ROS. The definition of each
reference point is based on the three kinds of interfaces, i.e. gMURI which are interfaces between entities of CSL and
that of RCF, gURAI which are interfaces between URA and entities of RCF, and generalized Reconfigurable Radio
Frequency Interfaces (gRRFI) which are interfaces between URA and Radio Frequency (RF) part. In addition to
gMURI, gURAI and gRRFI, interfaces between entities of RCF have also been defined as reference points. In the
present document, the reference points are classified according to procedures of their functions such that the
classification of each of the reference points becomes coincident with each of the procedures defined in clause 6.

Communication Services Layer

Admin MPM v Monitor
stack
Sl CF2 CTRL4 || DCTRL1 SMURI
CF1 R
Radio Control
Framework
CII
_______ gURAI
TURA
_____________ gRRFI
DCTRL3Y} Y CTRL7
Radio Platform

Transceiver

Figure 5.1-1: Entire architecture of reference points for the RE
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5.2 Reference Points required for Installation/uninstallation and
creating/deleting an instance of a URA
Administrator
CF1a,
CF1b

Configuration

Manager
CF5
CF4
Resource Manager Multiradio
% Controller

Figure 5.2-1: lllustration of reference points for installation/uninstallation
and creating/deleting instance of a URA

Figure 5.2-1 illustrates reference points, CFla, CF1b, CF4, and CF5, which are related to the installation/uninstallation
(CF14) or creation/deletion (CF1b, CF4, CF5) instance of a URA.

Reference Point CF1la is an interface between Administrator and CM, through which Administrator requests CM to
perform the installation/uninstallation of a URA and receives aresponse from CM.

Reference Point CF1b is an interface between Administrator and CM, through which Administrator requests CM to
create/del ete an instance of an URA and receives aresponse from CM.

Reference Point CF4 provides interaction between CM and MRC, through which CM requests MRC to send the
parameters related to radio resources to CM, and receives aresponse (i.e. the requested parameters) from MRC during
the procedure of creating an instance of URA.

Reference Point CF5 provides interaction between CM and RM, through which CM requests RM to send the
parameters related to computational resourcesto CM, and receives aresponse (i.e. the requested parameters) from RM
during the procedure of creating an instance of URA.

5.3 Reference Points required for list checking of URA

M obility
Administrator Policy
M anager
CFlc CR2

Configuration
M anager

Figure 5.3-1: lllustration of reference points for obtaining the lists of URA

Figure 5.3-1 illustrates the reference points CF1c and CF2, which are related to URA list checking.

Reference Point CF1c is an interface between Administrator and CM, through which Administrator requests CM to
send the URA list, and receives aresponse (i.e. the URA list), from CM.
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Reference Point CF2 is an interface between MPM and CM, through which MPM requests CM to send the URA list
and receives aresponse (i.e. the URA list), from CM.

5.3.1 Reference Points required for updating instance of URA

Administrator

CF1d

Configuration
Manager

Figure 5.3.1-1: lllustration of reference points for updating instance of URA

Figure 5.3.1-1 illustrates the reference points CF1d, which is related to updating instance of URA.

Reference Point CF1d is an interface between Administrator and CM, through which Administrator requests CM to
update instance of URA, and receives aresponse from CM.

5.3.2 Reference Points required for configuring URA parameters

Administrator

CFle

Configuration
M anager

Figure 5.3.2-1: lllustration of reference points for configuring URA parameters

Figure 5.3.2-1 illustrates the reference points CFle, which isrelated to configuring URA parameters.

Reference Point CF1leis an interface between Administrator and CM, through which Administrator requests CM to
configure URA parameters, and receives a response from CM.
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54 Reference Points required for activation/deactivation of
URA

Mobility
Policy
M anager

CTRL1a

Radio
Connection
M anager

Figure 5.4-1: lllustration of reference point for activation/deactivation of URA

Figure 5.4-1 illustrates reference point CTRL 1a, which is related to the activation/deactivation of URA.

Reference Point CTRL la is an interface between MPM and RCM, through which MPM requests RCM to perform the
activation/deactivation of a URA, and receives aresponse from RCM.

5.5 Reference Points required for transferring context
information

' Unified Radio
Monitor Application
(RC part)

Figure 5.5-1: lllustration of reference points for context information transfer

Figure 5.5-1 illustrates reference point Cll, which is related to the transfer of context information.

Reference Point Cl 1 is an interface between Monitor and RC in the URA, through which Monitor requests RC in URA
to send context information and receives a response(i.e. the context information), from RC in the URA.

Explanation: The context information is generated from corresponding functional block(s) of URA and transferred to
RC which, in turn, transfer it to Monitor upon request.

Note that Cll isan interface between Monitor in the CSL and RC part in the URA as shown in Figure 5.5-1 While
functional blocksin the Radio Application code isloaded asthe URA for real-time processing, the RC part in the Radio
Application code isloaded at the same level where the Monitor islocated because the interaction between RC and
Monitor is executed in non real-time. Consequently, CIl does not break the interface hierarchy defined in the present
document.
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5.6 Reference Points required for creating data flow and
sending/receiving user data
M obility .
Pi.h'c:y Nm’;;;‘;f“ﬂ
M anager
CTRLI1b IN'TRLL
Ra.din. Flow
C&Tf;;f” Controller
_.n-"'"'f.
Unified Radio | CTRLS RF
Application Transceiver

Figure 5.6-1: lllustration of reference points
for creating data flow and sending/receiving user data

Figure 5.6-1 illustrates reference points CTRL1b, CTRL2, DCTRL1, DCTRL2, and DCTRL3, which are used for
creating data flow and for sending and receiving user data as follows:

. Reference Point CTRL 1b is an interface between MPM and RCM, through which MPM requests RCM to
create a data flow or a network association with a peer equipment and receives a response from RCM.

o Reference Point CTRL 2 provides interaction between RCM and FC, which is used together with CTRL1b for
creating a data flow.

. Reference Point DCTRL 1 is an interface between FC and Networking Stack, through which FC
receives/transfers user data from/to Networking stack for the procedure of sending/receiving data. When
Networking Stack sends data, the FC can optionally send back an acknowledgement at the end of transmission.

. Reference Point DCTRL 2 is an interface between FC and URA, through which FC transfers user datato URA
and requests URA to transfer information related to user data (such as throughput, data bandwidth, etc.) to FC.
Through the same interface the FC can a so receive datafrom URA, i.e. user data (data reception) or user data
information upon request (and before actual data transmission).

. Reference Point DCTRL 3 is an interface between URA and RF transceiver, through which URA
receives/transmits user data from/to RF transceiver.
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5.7 Reference Points required for radio environment
measurements

M obility
Policy
M anager

CTRL1c

Radio
Connection
manager

Figure 5.7-1: lllustration of reference points
for radio environment measurements

Figure 5.7-1 illustrates reference point CTRL 1c, which isrelated to the radio environment measurements.

Reference Point CTRL 1c is an interface between MPM and RCM, through which MPM requests RCM to start/stop
measurements for radio environment and receives a response from RCM.

5.8 Reference Points required for reporting discovered peer
equipment

Radio
Connection
manager

CTRL3

Unified Radio
Application

Figure 5.8-1: lllustration of reference points
for reporting discovered peer equipment

Figure 5.8-1 illustrates reference point CTRL3, which is related to reporting discovered peer equipment.

Reference Point CTRL 3 is an interface between RCM and URA, through which RCM requests URA to report
discovered peer equipment and receives a response (i.e. Information about discovered peer equipment) from URA.
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5.10

Figure 5.10-1 illustrates reference point CTRL4 and CTRLS5, which are related to the data flow control.

Reference Point CTRL4 is an interface between FC and N/W stack, through which FC requests N/W stack to change
the configuration of dataflow and receives a response from N/W stack. Reference Point CTRL5 is an interface between
URA and FC, through which URA requests FC to change the configuration of data flow and receives aresponse from

FC.
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Reference Points required for flexible data flow

M obility
Policy
M anager

Radio
Connection
manager

Figure 5.9-1: lllustration of reference points for flexible data flow

Figure 5.9-1 illustrates reference point CTRL1d, which isrelated to the flexible data flow.

Reference Point CTRL 1d is an interface between MPM and RCM, through which MPM requests RCM to
move/partition/combine data flow and receives a response from RCM.

Reference Points required for data flow control

Networking
Stack

ETSI TS 103 648 V1.1.1 (2020-01)

CTRL1d

CTRLA4

FHow
Controller

CTRLS5

Unified Radio
Application

Figure 5.10-1: lllustration of reference points for data flow control
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5.11  Reference Points required for synchronizing radio time

Multi
Radio
Controller

CTRL6

Unified
Radio
Application

Figure 5.11-1: lllustration of reference points
for synchronizing radio time

Figure 5.11-1 illustrates reference point CTRL6, which is related to the synchronizing radio time.

Reference Point CTRL 6 is an interface between MRC and URA, through which MRC requests URA to get
synchronizing radio time and receives aresponse (i.e. synchronized radio time) from URA.

5.12 Reference Points required for control of reconfigurable RF
transceiver

Unified Radio CTRL 7a
Application

RF Transce ver

Figure 5.12-1: Illustration of reference points for spectrum control services

Figure 5.12-1 illustrates reference point CTRL 7, which isrelated to the spectrum control services.

Reference Point CTRL 7ais an interface between URA and RF transceiver, through which URA requests RF
transceiver to set up centre frequency/bandwidth/sampling rate and receives a response from RF transceiver.

Reference Point CTRL 7a is an interface between URA and RF transceiver, through which URA requests RF
transceiver to get Tx/Rx chain parameters and receives a response(i.e. the Tx/Rx chain parameters) from RF transceiver.

Unified Radio CTRL 7b

Application RF Transceiver

Figure 5.12-2: Illustration of reference points for power control services

Figure 5.12-2 illustrates reference point CTRL7b, which is related to the power control services.

Reference Point CTRL 7b is an interface between URA and RF transceiver, through which URA requests RF
transceiver to set up maximum transmit power/antenna power/rx gain and receives a response from RF transceiver.

Unified Radio CTRL 7c
Application

RF Transceiver

Figure 5.12-3: lllustration of reference points for antenna management services

Figure 5.12-3 illustrates reference point CTRL7¢c, which isrelated to the antenna management services.
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Reference Point CTRL 7c is an interface between URA and RF transceiver, through which URA requests RF
transceiver to select tx/rx antenna port and receives a response from RF transceiver.

Unified Radio CTRL 7d

Application RF Transce ver

Figure 5.12-4: lllustration of reference points for chain control services

Figure 5.12-4 illustrates reference point CTRL 7d, which isrelated to the chain control services.

Reference Point CTRL 7d is an interface between URA and RF transceiver, through which URA requests RF
transceiver to set start& stop time for transmission/reception, and receives a response from RF transceiver.

Reference Point CTRL 7d is an interface between URA and RF transceiver, through which URA requests RF
transceiver to update chain parameters and receives a response from RF transceiver.

Unified Radio CTRL 7e

Applicaion RF Transcelver

Figure 5.12-5: lllustration of reference points for RVM protection services

Figure 5.12-5 illustrates reference point DCTRL3e, which is related to the RVM protection services.

Reference Point CTRL 7eis an interface between URA and RF transceiver, through which URA requests RF
transceiver to select RF protection class and receives a response from RF transceiver.

Reference Point CTRL 7eis an interface between URA and RF transceiver, through which URA requests RF
transceiver to change of RF protection class and receives aresponse from RF transceiver.

Reference Point CTRL 7eis an interface between URA and RF transceiver, through which URA requests RF
transceiver to get RF protection class status, information on data modification by RF protection, information on cross
RAT interference by RF protection, emergency switch off of RF front-end, and receives a response from RF
transceiver.

5.13 Reference points required for security functions

The Figures below illustrate the required reference points for each security functions.

RadioApp
Store
RRS-sec-2

Asset Enfc:rc.ement ASF
Functions

RRS-sec-1

Figure 5.13-1: lllustration of reference points
for protection of RE Configuration Policy, RAP, and other assets
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RRS-sec-3
Command Security
Functions

ASF

Figure 5.13-2: lllustration of reference points for protection of configuration enforcement commands

RRS-sec-4

Requestor Werifying Entity ASF

—
|
|
|
i

Figure 5.13-3: lllustration of reference points for remote attestation

RRS-sec-8
RRS-CP RRS-CM
RRS-sec-7
RRS-sec-6
RRS-CA
ASF
|
|
|
|
RRS-sec-5 I
OEM KMS Foot of Trust

Figure 5.13-4: lllustration of reference points for long-term management

The reference points are defined as follows:

Reference Point RRS-sec-1: indirect interactions between the ASF and Asset Endorsement Functions for the
validation of the RE Configuration Policy, RAP, and other assets (signature verification).

Reference Point RRS-sec-2: direct interactions between the ASF and the RadioApp Store for communication
Ssecurity.

Reference Point RRS-sec-3: direct interactions between the ASF and Command Security Functions for the
validation of configuration enforcement commands.

Reference Point RRS-sec-4: direct interactions between the ASF and the Verifying Entity for remote
attestation.

Reference Point RRS-sec-5: offline provisioning of secrets by the manufacturer into the Hardware Root of
Trust.

Reference Point RRS-sec-6: direct interactions between the RRS-CM and the ASF (providing access to
security functions).
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. Reference Point RRS-sec-7: direct interactions between the RRS-CA and the RRS-CM for transfer of
authority and designation of the RRS-CP.

. Reference Point RRS-sec-8: direct interactions between the RRS-CP and the RRS-CM for provisioning of the
RRS Configuration Profile.

6 Reconfigurable RE high level operating procedures

6.0 Introduction

In this clause, sequence diagrams are introduced which cover unicast, multicast and broadcast routing between CSL and
Radio Computer(s). In order to differentiate these three types of identifiers, the following generic representation is used:
RCy, where "X" indicates the transmission mode including unicast (x=U), multicast (x=M), and broadcast (x=B).

Furthermore, in the sequence diagrams below, the data packets from/to CSL contain the URA ID which is used to
identify the target URA (for information flow from CSL towards URA) / source URA (for information flow from URA
towards CSL).

6.1 Procedures for installation/uninstallation and
creating/deleting instance of a URA

Figure 6.1-1 illustrates a signalling diagram associated with the installation and uninstallation of a URA.

Radio Apps - Routing Configuration Black-end X
| Store Administrator Entity Manager Compiler File Manager
I I I I
| DownloadRAPReq | | I | |
(PL:ID) |
: DownloadRAPCnf : : I : :
(PLID,RAP) | I -
. P1: Radio
| CreatingRAP (PL:ID) | | I I Application
| | | | | | Package
InstallRAReq ag
| | ubrcap)y _ | | | | T
> InstallRRA Req
| | (PLIDRCID) | | | Download
| | —_ | | |
I I I ! Certif|cation I I I
| | | | | | |
| | I | | | |
alt | | | t } | |
| | | opt | CompileRefj (PL:ID) _ | | |
| | | | > _ | |
| | | | | Compile | |
CompileCHf (PL:ID)
| | | je——— | | |
| | | | Certif|cation | I |
. | | | | | | |
Installation I I I I I I
| | | InstallRARPq (PLID) | | |
| | | I | >I CreateRA
| (RLID) I
| | | I | - R1: UnifiedRadio|
Application
| | | instaltRa o I | insaliracnt (RLID) |
| | | . . I T | I
InstallRA Cnf (RLIDRCID) !
I | (RuIDRC.ID) I< = | | -m
| D ——— | | | i
777777 O S O
| | | InstalRAFailCnf | |
|
I | insairaFaicnr | SPHIDRCHID Reason) | I I
| | (PLID,RC,ID Reason) | | | |
] ] ] ! ] ]
| | | ) | |
| | | | |
' I UninsalRAReg | I ' ' R1: UnifiedRadio]
: | (RLID,RC,ID) : L(Jgilnlst; geCAIRS;; | | : Application
. . — UninstallRAReq (RL:ID H
Uninstallation I I I + | !
| Installed
| | | | | | DeleterA (RL:ID)
| | |
I : I Uninstal| RACnf ! | UninstallRACnf (R1:1D)
UninstallRACnf (RLID,RC,:1D) I
| | (RLIDRC,ID) | | | X
| | |
'l RC1
| | | ] | |

Figure 6.1-1: URA (un)installation
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The procedure can be summarized as follows:

Administrator sends a DownloadRAPReq signal including RAP (P1) identification (ID) to RadioApp Store.
Administrator receives a DownloadRAPChf signal including RAP (P1) 1D and RAP from RadioApp Store.

Administrator sends an InstallRAReq signal including RAP (P1) ID and radio computer 1D corresponding to
RCx to routing entity.

Routing entity transfers the Instal[RAReq signal to CM in the target radio computer (RC1) based on radio
computer 1D to request URA installation.

CM first performs the URA code certification procedure in order to verify its compatibility, authentication, etc.

CM sends the InstallRAReq signal including RAP (P1) ID to File Manager (FM) to perform installation of
URA.

FM performsinstallation of URA and transfers an Instal|RACnf signal including URA (R1) ID to CM, which
transfers the InstalIRACNf signal including URA (R1) 1D and radio computer (RC1) ID to Administrator via
routing entity.

If the downloaded URA isan IR, CM first sends a CompileReq signal including RAP (P1) ID to Back-end
Compiler. After completion of back-end compilation, Back-end Compiler transfers a CompileCnf signal
including RAP (P1) ID to CM, which performs the certification of the back-end compiled URA code. Only
after the URA code certification procedure is successfully completed, can the URA installation take place.

In case of installation failure, CM reports to Administrator the failure of URA installation using an
InstallRAFailCnf signal including RAP (P1) ID, radio computer (RC1) ID and failure reason viarouting entity.

The procedure for the uninstallation is shown in Figure 6.1-1 and it can be summarized as follows:

Administrator transfers an UninstallRAReq signal including the ID of the URA (R1) to be uninstalled and
radio computer 1D corresponding to RC, to routing entity.

Routing entity transfers the UninstallRAReq signal to CM in the target radio computer (RC1) based on radio
computer 1D.

CM sends the UninstallRAReq signal including URA (R1) ID to FM.

FM performs the uninstallation of URA and sends back an UninstallRACnf signal including the URA (R1) ID
to CM.

CM sends the UninstalIRAChf signal including URA (R1) ID and radio computer (RC1) ID to Administrator
viarouting entity.

Figure 6.1-2 illustrates a signalling diagram showing the procedure of creation and deletion of an instance of a URA.
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Figure 6.1-2: URA creation and deletion

The procedure related to the creation of an instance of an URA can be summarized as follows:

For creating an instance of an installed URA, Administrator transfers an InstantiateRAReq signal including the
ID of the URA (R1) to be instantiated and the ID of radio computer corresponding to RC, to routing entity.

Routing entity transfers the InstantiateRAReq signal to CM in the target radio computer (RC1) based on radio
computer I1D.

CM transfers an RMParameter Req signal and an MRCParameter Req signal including the ID of the URA (R1)
in order to get the parameters needed for URA activation (e.g. Forward Error Correction (FEC) parameters,
MIMO parameters, bandwidth, etc.) to RM and MRC.

CM receives an RMParameter Cnf signal including the ID of the URA (R1) and radio resource parameters
from RM.

CM receives an MRCParameter Cnf signal including the ID of the URA (R1) and computational resource
parameters from MRC.

CM transfers URA (R1) ID, radio computer (RC1) ID and the received parameters for performing the URA
instantiation to ROS.

After creating an instance, CM transfers an InstantiateRACNf signal including URA (R1) ID and radio
computer (RC1) ID to Administrator via routing entity.
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If CM failsto get parameters needed for URA activation from RM and/or MRC, RM and/or MRC reports the
failure of parameters transfer to CM using an RMParameter Fail Cnf and/or MRCParameter Fail Cnf signal
respectively. In this case CM transfers an InstantiateRAFail Cnf signal including URA (R1) 1D, radio computer
(RC1) ID to routing entity and the reasons for instantiation failure.

routing entity transfers the InstantiateRAFail Cnf signal to Administrator.

The procedure for deleting an instance of an URA can be summarized as follows:

Administrator transfersthe ID of the URA (R1) to be deleted and the ID of the radio computer corresponding
to RC, using a Del nstantiateRAReq signal to routing entity.

Routing entity transfers the Del nstantiateRAReq signal to CM in radio computer (RC1) based on radio
computer ID.

Upon request from CM ROS del etes the instance of the designated URA.

CM acknowledges the compl etion of the procedure sending a Del nstantiateRACNf signal to Administrator via
routing entity.

(mutual authenticati on)
|_DownloadRAPReq()

- |, RAppStoreAuthCnf(
Filter DownloadRAPCHf() | (€

opt

Figure 6.1-3 illustrates in more details the security mechanisms involved during RAP provisioning and installation, in
particular before the DownloadRAPReq and Instal|RAReq signals as illustrated by Figure 6.1-1.
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Figure 6.1-3: Signalling diagram for RAP endorsement, distribution and validation
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The procedure can be summarized as follows:

The RAP isassembled by the RAP Provisioning Entity (e.g. a Software Manufacturer).

The RAP is submitted by the RAP Provisioning Entity to the RAP Endorsement Function (a specialization of
the Asset Endorsement Functions) via the EndorseRAPReq() signal.

The RAP Endorsement Functions signs the RAP via the reflexive SgnRAP() signal.

The RAP Provisioning Entity receives a EndorseRAPCnf() signal confirming successful endorsement
(signature) of the RAP.

The RAP Provisioning Entity sends a PublishRAPReq() signal to the RadioApp Store for publication of the
RAP.

The RadioApp Store sends a PublishRAPCnf() signal to the RAP Provisioning Entity, confirming that the RAP
is published and available for download by Reconfigurable REs.

The RadioApp Store and the Administrator on the Reconfigurable RE mutually authenticate each other. On the
Reconfigurable RE thisis done through an exchange of RAppStoreAuthReq() and RAppStoreAuthCnf() signals
between the Administrator and the Administrator Security Function.

The RadioApp Store may filter the set of available RAPs into a subset suitable for the Reconfigurable RE.
The Administrator sends a DownloadRAPReq() signal to the RadioApp Store in order to download an RAP.
The RadioApp Store sends a DownloadRAPCnf() signal to the Administrator.

The Administrator sends a ValidateRAPReq() signal to the Administrator Security Function in order to verify
the digital signature of the RAP. The verification operation isillustrated by the reflexive CheckRAP() signal:

- Upon failure the Administrator Security Function sends a ValidateRAPFail() signal to the Administrator
and the procedure is aborted.

- Upon success the Administrator Security Function sends a ValidateRAPCnf() signal to the Administrator.

The Administrator sends a I nstal RAReq() signal including radio computer 1D corresponding to RCx to the
routing entity.

The routing entity transfers the Instal RAReq() signal to the Configuration Manager in the Radio Control
Framework of the radio computer (RC1) and the installation procedure continues (refer to Figure 6.1-1).

NOTE: The upper procedure coversintegrity and authentication of RAPs at installation time. Run-time integrity

6.2

verification is out of scope of the present document and left as an implementation choice.

Procedures for list checking of URA

Figure 6.2-1 illustrates a signalling diagram related to the list checking of URA.
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Figure 6.2-1: URA list checking

The procedure can be summarized as follows:

. Administrator or MPM transfers a ListRAReq signal including radio computer ID corresponding to RCx to

routing entity.

o Routing entity transfers the ListRAReq signal to CM in the radio computer (RC1) based on radio computer 1D

for obtaining the URA list.

. CM transfersthe URA list information to Administrator or MPM using an RAList signal viarouting entity.

6.2.1 Procedures for updating instance of URA

Figure 6.2-2 illustrates a signalling diagram related to updating instance of URA.
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Figure 6.2-2: Updating instance of URA

NOTE 1: The upper procedure assumes that the internal structure of afunctional block (i.e. either SFB or UDFB) is
modified while the external inputs/outputs of the functional block as well as their connection to other
functional blocks remain unchanged.

The procedure can be summarized as follows:

For updating instance of (part of) URA, Administrator transfers an UpdateRAReq signal including the ID of

the URAs (R1, R2), the ID of the functional blocks (FB1, FB2), and radio computer corresponding to RCx to

routing entity.

NOTE 2: FB1in URA Rl isupdated to FB2 in URA R2.

[ ]
computer ID.

Routing entity transfers the UpdateRAReq sighal to CM in the target radio computer (RC1) based on radio

CM acquires configuration parameters of the functional block (FB1) in URA (R1) by AcqConfParams.
Upon regquest from CM, ROS del etes the instance of the designated URA based on the URA (R1) ID.

For creating an instance of an installed (part of) URA, CM transfers an RMParameter Req signal and an

MRCParameter Req signal including the ID of the URA (R2), and the ID of the functional block (FB2) in order
to get the parameters needed for URA activation (e.g. Forward Error Correction (FEC) parameters, MIMO
parameters, bandwidth, etc.) to RM and MRC.

(FB2) and radio resource parameters from RM.

(FB2) and computational resource parameters from MRC.

ETSI
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CM transfersthe ID of the URAs (R1, R2) ID, the ID of the functiona blocks (FB1, FB2), radio computer
(RC1) ID and the received parameters for performing the URA instantiation to ROS.

After creating an instance, CM transfers an UpdateRACNf signal including URAs (R1, R2) ID, functional
blocks (FB1, FB2) ID, and radio computer 1D corresponding to RCy to Administrator via routing entity.

Routing entity transfers the UpdateRACnf signal to Administrator.

If CM failsto get parameters needed for URA activation from RM and/or MRC, RM and/or MRC reports the
failure of parameters transfer to CM using an RMParameter Fail Cnf and/or MRCParameter Fail Cnf signal
respectively. In this case CM transfers an InstantiateRAFail Cnf signal including URA (R2) 1D, functional
block (FB2) ID, and radio computer (RC2) ID to routing entity and the reasons for instantiation failure.

Routing entity transfers the InstantiateRAFail Cnf signal to Administrator.

Procedures for configuring URA parameters

Figure 6.2-3 illustrates a signalling diagram related to configuring URA parameters.

_ Routing Configuration R1: Unified Radio
Administrator . S
Entity Manager Application
ConfRAParamsReq Hi
(RLID ParamsRC.:IDY (Instantiated )
ConmRAParamsReq
alt (RL:ID,P3 ams,RCx;j)

ConfRAPargms (R1:1 D,Par:ams)

| Reconfiguredl

T P e L I L L L I LI L L L L I LI L L T

PonfRAParamdCnf (RL:1D,HC, D)
gonfRAParamanf (RL:IDIRC; :1D)

ConfRA PramsFail Cn#
ConfRA ParamsFail Cnf (RL:1D,R{ :I1D,Reasony
(R2:ID,RC; :ID,Reason)

RC1

Figure 6.2-3: Configuring URA parameters

The procedure can be summarized as follows:

Administrator transfers a ConfRAParamsReq signal including parameters, the ID of the URA (R1) and radio
computer 1D according to RC to routing entity.

Routing entity transfers the ConfRAParamsReq signal to CM in the radio computer (RC1) based on radio
computer 1D.

Upon request from CM, ROS transfers the parameters to the designated URA.

After URA isreconfigured, CM sends ConfRAParamsCnf including the ID of the URA (R1) and radio
computer according to RC, to routing entity.

Routing entity transfers the ConfRAParamsCnf signal to Administrator in the radio computer (RC1) based on
radio computer 1D.

If URA reconfiguration is failed, CM reports the failure to Administrator by transferring the failed URA (R1)
ID and failure reason in the ActivateFail Cnf signal via routing entity.
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6.3 Procedures for activation/deactivation of URA
Figure 6.3-1 illustrates a signalling diagram related to the activation of an URA.
Mobility Routing Radio R1: Unified Radio
Policy Entit Connection Application
Manager y Manager bP
1
ActivateReq (Rl:ID,RCxﬁ) l I nstantiated l
alt AdtivateReq (RL:1D.RCYL)
Activate (R1:1D) >
ActivateCnf (R1:1D,RC,:10¥) :
AdtivateCnf (R1:ID,RC:IL wﬂ]
=t s m - ke i eI s e s mi- wim i mimi- = = - - A A N I I T I I I
ActivateHgailCnf
AdtivateFailCnf (R1:ID,RC:1Pp,Reason)
héRl: ID,RC,:1D,Reason)
RC1

Figure 6.3-1: URA Activation

The procedure can be summarized as follows:

J MPM transfers an ActivateReq signal including the ID of the URA (R1) and radio computer |D corresponding

to RCx to routing entity.

o Routing entity transfers the ActivateReq signal to RCM in the radio computer (RC1) based on radio computer

ID.

. Upon request from RCM, ROS activates the designated URA.

e  After ROS completesthe activation of the URA, RCM sends back to MPM an ActivateCnf signal viarouting
entity.

. If URA activation is failed, RCM reports the failure to MPM by transferring the failed URA (R1) ID and
failure reason in the ActivateFailCnf signal viarouting entity.

Figure 6.3-2 illustrates a signalling diagram related to the deactivation of an URA.
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Figure 6.3-2: URA deactivation

The procedure can be summarized as follows:

6.4

In case of hard deactivation, MPM transfers an HardDeactivateReq signal including the ID of the URA (R1)
and radio computer ID corresponding to RC to deactivate to routing entity.

routing entity transfers the HardDeactivateReq signal to RCM in the radio computer (RC1) based on radio

computer ID.

Upon request from RCM, ROS deactivates the designated URA.

After ROS completes the hard deactivation of the URA, RCM acknowledges the completion of the procedure

by sending an HardDeactivateCnf signal to MPM viarouting entity.

In case of soft deactivation, MPM transfers a SoftDeactivateReq signal including the ID of the URA (R1) and
radio computer (RC1) ID to routing entity.

routing entity transfers the SoftDeactivateReq signal to RCM in the radio computer (RC1) based on radio

computer ID.

Upon request from RCM, ROS deactivates the designated URA.

After ROS completes the soft deactivation of the URA, RCM acknowl!edges the completion of the procedure
by sending a SoftDeactivateCnf signal to MPM viarouting entity.

Procedures for transferring context information

Figure 6.4-1 illustrates a signalling diagram related to the transfer of context information.
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Figure 6.4-1: Context information transfer

The procedure can be summarized as follows:

Monitor transfers a ContextlnformationReq signal including URA (R1) ID to RC in URA.

RC in URA transfers a ContextInformation signal including URA (R1) ID and context information (Conlnf)

generated in corresponding functional block(s) in URA to Monitor.

In the case of using a Baseband Parameter Aggregation (BPA) unit [i.2], RC in URA transfersthe
ContextInformation signal including URA (R1) ID and context information (Conlnf) to BPA unit. Then the
BPA unit aggregates and compresses the context information in order to minimize the bandwidth occupied by
the context information to be transferred. Upon completion of the procedure of context information
aggregation and compression, BPA unit transfers an AggregatedMetric signal including URA (R1) ID and
aggregated metric(s) (Metric) to Monitor.

In the case of generating context information failure, RC in URA transfers a Contextl nformationFailCnf signal
including to URA (R1) ID and failure reason to Monitor.
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Procedure for creating data flow and sending/receiving user

Figure 6.5-1 illustrates a signalling diagram related to the creation of a network association.
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Figure 6.5-1: Creation of a network association

The procedure can be summarized as follows:

MPM transfers an AssociateReq signal including URA (R1) ID, peer equipment (E1) ID and radio computer

ID corresponding to RCx to routing entity.

routing entity transfers the AssociateReq signal to RCM in the radio computer (RC1) based on radio computer
ID, where the peer equipment might be Wireless Local Area Network (WLAN) access point(s), Internet
Protocol (IP) access node(s) (such as Gateway General Packet Radio Service (GPRS) Support Node (GGSN),
etc.) in cellular networks, or Bluetooth headset, digital radio/television broadcasting station(s), Global

Positioning System (GPS) satellite(s), etc.

Upon request from RCM for ROS to create a network association, ROS transfers the AssociateReq signal from
RCM to URA. Then, URA transfersthe ID of corresponding peer equipment (E1) using a NetAssociateReq

signal.

Upon completion of the network association creation, peer equipment transfers a NetAssociateCnf signal to
URA. Then ROS transfers an AssociateCnf signal to RCM, which, in turn, transfersit to routing entity, and

routing entity then transfersit to MPM.
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. In the case of a network association failure, peer equipment transfers a NetAssociateFailCnf signal to URA.
Then ROS transfers an AssociateFailCnf signal to RCM, which, in turn, transfersit to routing entity, and
routing entity then transfersit to MPM.

Figure 6.5-2 illustrates a signalling diagram related to the creation of alogical radio link association initiated by Radio
Equipment 1 (REL).
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Figure 6.5-2: Creation of a logical radio link association initiated by Radio Equipment 1 (RE1)

The procedure can be summarized as follows:

. MPM transfers a CreateDataFlowReq signal to RCM including peer equipment (E1) ID, active URA (A1) ID,
user (U1) ID, the other RE user (U2) 1D, and radio computer 1D corresponding to RCy to routing entity.

. routing entity transfer the CreateDataFlowReq signal to RCM in the radio computer (RC1) based on radio
computer (RC1) ID in order to associate the logical radio link with the other RE.

o RCM requests ROS to create a data flow using the CreateDataFlowReq signal including peer equipment (E1)
ID, active URA (A1) ID, user (U1) ID and the other RE user (U2) ID. Then, URA transfersuser (U1) ID, the
other RE user (U2) ID, and peer equipment (E1) ID using a LogicalRadioLinkReq signal to the peer
equipment. Upon receiving the LogicalRadioLinkReq signal, the Network transfers a Logical RadioLinkCnf
signal to peer equipment:

- Explanation: User ID identifies Service Access Point where RRS framework provides reconfiguration
service. In the case when User ID is associated with Network Layer, User ID denotes a corresponding
network (or hogt, IP) address. When User ID is associated with MAC Layer, it denotes the MAC address.
In the case of multicast/broadcast, it will be a multicast/wildcard address.
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Upon transferring the Logical RadioLinkCnf signal from peer equipment to URA, ROS transfers a
CreateDataFlowCnf signal including network association (N1) ID and URA (R1) ID to RCM. After RCM
receives CreateDataFlowCnf, RCM createslink (L) ID.

In order to set up adataflow, RCM transfers a CreateFlowReq signal including network association (N1) ID
and URA (R1) ID to FC. After creating the data flow, FC transfers a CreateFlowCnf signal including network
association (N1) ID, URA (R1) ID, and the other RE user (U2) ID to RCM and transfers a DataFlow signal
including data flow (F1) ID and radio computer (RC1) 1D to Networking Stack viarouting entity.

RCM transfers the CreateDataFlowCnf signal including network association (N1) ID, URA (R1) ID, the other
RE user (U2) ID, link (L) ID, and radio computer (RC1) ID to MPM viarouting entity.

In case of failure, when URA receives a Logical RadioLinkRej signal from the peer equipment, ROS transfers a
CreateDataFlowFail Cnf signal including network association (N1) 1D, radio computer (RC1) ID and failure
reason to RCM, which transfers it to MPM to acknowledge the failure of creating the data flow via routing
entity.

Figure 6.5-3 illustrates a signalling diagram related to the creation of alogical radio link association initiated Radio

Equipment 2 (RE2).
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Figure 6.5-3: Creation of a logical radio link association initiated by Radio Equipment 2 (RE2)

The procedure can be summarized as follows:

Network transfers a LogicalRadioLinkReq signal including user (U1) 1D, the other RE user (U2) 1D, and peer
equipment (E1) 1D to peer equipment.

Upon transferring the Logical RadioLinkReq signal including user (U1) ID and the other RE user (U2) ID from
peer equipment to URA, URA requests ROS to create a data flow using the CreateDataFlowReq signal
including peer equipment (E1) ID, active URA (A1) ID, user (U1) ID and the other RE user (U2) ID.
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. Upon transferring the CreateDataF|lowReq signal from URA to RCM, RCM createslink (L) ID. After RCM
createslink (L) ID, ROS transfers a CreateDataFlowCnf signal including network association (N1) 1D and
URA (R1) ID to URA.

. In order to set up adataflow, RCM transfers a CreateFlowReq signal including network association (N1) ID
and URA (R1) ID to FC. After creating the data flow, FC transfers a CreateFlowCnf signal including network
association (N1) ID, URA (R1) ID, created data flow (F1) 1D, and radio computer ID corresponding to RC to
RCM and transfers a DataFlow signal including data flow (F1) ID to Networking Stack viarouting entity.

. RCM transfers the CreateDataFlowCnf signal including network association (N1) ID, URA (R1) ID, the other
RE user (U2) ID link (L) ID, and radio computer (RC1) ID to MPM viarouting entity.

o In case of failure for creation of alogical radio link association, ROS transfers a CreateDataFlowFail Cnf
signal including network association (N1) ID, radio computer (RC1) ID and failure reason to URA and RCM
transfersit to MPM to acknowledge the failure of creating the data flow viarouting entity. URA transfers
LogicalRadioLinkRej to peer equipment (E1) and upon receiving the LogicalRadioLinkRej signal, the Network
transfers a LogicalRadioLinkRej signal to the other RE.

Figure 6.5-4 illustrates a signalling diagram of sending data.
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Figure 6.5-4: Signalling Diagram of sending data

The procedure can be summarized as follows:

. Networking stack transfers a SendUserDataReq signal together with data flow (F1) 1D, radio computer ID
corresponding to RCy and user data to routing entity.

. routing entity transfers the SendUserDataReq signal to FC in the radio computer (RC1) based on radio
computer 1D in order to send user data.

. Upon receiving the SendUserDataReq signal including data flow (F1) ID and user data, FC transfersa
SendDataReq signal together with data flow (F1) ID and user datato URA.
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URA transfers data flow (F1) ID, RF transceiver (T1) ID, and user data using a TransmitData signal to RF
transceiver.

Upon completion of sending data, URA sends back to FC a SendDataCnf signal including dataflow (F1) ID as
an acknowledgement.

Upon receiving the SendDataCnf signal, FC transfers a SendUserDataCnf signal together with data flow (F1)
ID and radio computer (RC1) ID to routing entity.

routing entity transfers the SendUser DataCnf signal to Networking stack.

In the case of data transfer failure, URA reports the failure of sending datato FC by transferring a
SendDataFailCnf signal including data flow (F1) 1D and reason of the failure.

Upon receiving the DataFail Cnf signal, FC transfers a SendUser DataFail Cnf signal together with data flow
(F1) 1D and radio computer (RC1) ID to routing entity.

routing entity transfers the SendUser DataFail Cnf signal to Netorking stack.

Figure 6.5-5 illustrates a signalling diagram related to data receiving.
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Figure 6.5-5: Signalling diagram of receiving data

The procedure can be summarized as follows:

Networking stack transfers a ReceiveUser DataReq signal together with data flow (F1) ID and radio computer
ID corresponding to RCx to routing entity.

routing entity transfers the ReceiveUser DataReq signal to FC in the radio computer (RC1) based on radio
computer 1D in order to receive user data.

Upon receiving the ReceiveUserDataReq signal including data flow (F1) ID, FC transfers a ReceiveDataReq
signal together with data flow (F1) ID to URA.

URA transfers data flow (F1) ID and RF transceiver (T1) ID using a ReceiveDataReq signal to RF transceiver.
RF transceiver transfers ReceiveData including data flow (F1) ID and user datato URA.

URA transfers a Data signal including data flow (F1) ID and user datato FC after receiving the data from RF
transceiver.

ETSI



6.6

58 ETSI TS 103 648 V1.1.1 (2020-01)

FC transfers a UserData signal including data flow (F1) ID, radio computer (RC1) ID and user data received
from URA to Networking stack via routing entity.

Procedures for radio environment measurements

Figure 6.6-1 illustrates a signalling diagram related to the radio environment measurements.
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Figure 6.6-1: Radio environment measurements

The procedure can be summarized as follows:

MPM transfers a StartStop RadioMeasurementsReq signal including URA (R1) 1D, radio computer 1D
corresponding to RC, and start/stop configuration to routing entity.

routing entity transfers the StartStop RadioMeasurementsReq signal to RCM in the radio computer (RC1)
based on radio computer ID.

Then, RCM transfers a SartSopRadioMeasurementsReq including URA (R1) ID and start/stop configuration
(StartStop) to URA.

Upon completion of the start/stop radio environment measurement, URA transfers a
SartStopRadioMeasurementsCnf signal including URA (R1) ID, start/stop configuration (StartStop), and radio
measurement to RCM.

Then, RCM transfers a StartStopRadioMeasurementsCnf signal including URA (R1) 1D, radio computer
(RC1) ID, start/stop configuration (StartStop), and radio measurement (RadioEnv) to MPM viarouting entity.
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In the case of the start/stop radio environment measurement failure, URA transfersa

Sart/SopRadioMeasurementsFail Cnf signal including URA (R1) ID, start/stop configuration (StartStop), and
failure reason to RCM. Then, RCM transfers a Start/StopRadioMeasurementsFailCnf signal including URA
(R1) ID, radio computer (RC1) ID, start/stop configuration (StartStop), and failure reason to MPM viarouting

entity.
6.7 Procedure for reporting discovered peer equipment
Figure 6.7-1 illustrates a signalling diagram related to report discovered peer equipment.
M obility . Radio R1: Unified ]
Policy ng utt.ltng Connection Radio EEli. Pr?]eernt
Manager nity Manager Application quip
I I I I I
i | i i
Association
| | | |
| | | Rephrt Feasibility |
I I I PeerEquipments |< Message(E1:1D) 1
| | A |
I
I I I Infornlation I I
I I I PeerEquipments I |
| | Inforrkation |< (RuID, H1:1D,..) | |
PeerEgqu pments I
| information | (RLID, ELIDRCD,..) | | |
| PeerEquipments [ | I
|(<Rl:ID, El:ID,RszlD,...] | | |
| | RC1 | |

Figure 6.7-1: Report of discovered peer equipment

The procedure can be summari

RCM.

zed as follows:

Peer equipment transfers a AssociationFeasibilityMessage signal including peer equipment (E1) ID to URA.
RCM transfers a ReportPeer EquipmentsReq signal including URA (R1) ID to URA.

URA transfers a I nformationPeer Equipments signal including URA (R1) ID and peer equipment (E1) ID to

RCM transfers a I nformationPeer Equipments signal including URA (R1) ID, radio computer ID

corresponding to RCy and peer equipment (E1) ID to MPM viarouting entity.

6.8

Procedure for flexible data flow

Figure 6.8-1 illustrates a signalling diagram related to the flexible data flow.
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Figure 6.8-1: Flexible data flow

The procedure can be summarized as follows:

6.9

MPM transfers a ChangeDataFlowReq signal including URA (R1) ID, radio computer ID corresponding to
RCy, active URA (A1) ID, dataflow 1 (F1) ID, action configuration such as move/partition/combine of the
dataflow (Action), and computational resource parameters (Param) to routing entity.

routing entity transfers the ChangeDataFlowReq signal to RCM in the radio computer (RC1) based on radio
computer 1D.

RCM transfers a ChangeDataFlowReq signal including URA (R1) ID, active URA (A1) ID, dataflow 1 (F1)
ID, action configuration (Action), and computational resource parameters (Param) to URA.

Upon completion of changing data flow, URA transfers a ChangeDataFlowCnf signal including URA (R1) ID,
active URA (A1) ID, dataflow 1 (F1) ID, action configuration (Action), and computational resource
parameters (Param) to RCM. Then, RCM transfers ChangeDataFlowCnf signal including URA (R1) ID, radio
computer (RC1) ID, active URA (A1) ID, dataflow 1 (F1) ID, action configuration (Action), and
computational resource parameters (Param) to MPM viarouting entity.

In the case of changing data flow failure, URA transfers a ChangeDataFlowFail Cnf signal including URA
(R1) ID, active URA (A1) ID, dataflow 1 (F1) ID, action configuration (Action), and failure reason to RCM.
Then, RCM transfers ChangeDataFlowFail Cnf signal including URA (R1) ID, radio computer (RC1) ID,
active URA (A1) ID, dataflow 1 (F1) ID, action configuration (Action), and failure reason to MPM via
routing entity.

Procedure for data flow control

Figure 6.9-1 illustrates a signalling diagram related to the data flow control.
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Figure 6.9-1: Data flow control

The procedure can be summarized as follows:

URA transfers a ChangingDataFlowReq signal including URA (R1) ID, dataflow 1 (F1) ID, and data flow 2

(F2) ID to FC.

FC transfers a ChangingDataF|lowReq signal including URA (R1) ID, radio computer ID corresponding to
RC,, dataflow 1 (F1) ID, and dataflow 2 (F2) ID to Networking stack via routing entity.

Upon completion of data flow configuration changes, Networking stack transfers a ChangingDataFlowCnf
signal including URA (R1) ID, radio computer (RC1) ID according to RCy, dataflow 1 (F1) ID, and data

flow 2 (F2) 1D to routing entity.

routing entity transfers the ChangingDataFlowCnf signal to FC in the radio computer (RC1) based on radio

computer I1D.

Then FC transfers a ChangingDataFlowCnf signal to URA.

In the case of adata flow configuration changes failure, Networking stack transfers a
ChangingDataFlowFailCnf signal including URA (R1) ID, radio computer (RC1) 1D according to RCy, data
flow 1 (F1) ID, and data flow 2 (F2) ID to routing entity.

routing entity transfers the ChangingDataFlowFailCnf signal to FC in the radio computer (RC1) based on

radio computer ID .

Then FC transfers ChangingDataFlowFailCnf signal to URA.
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6.10  Procedure for synchronizing radio time

Figure 6.10-1 illustrates a signalling diagram related to the synchronizing radio time.
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Figure 6.10-1: Synchronizing radio time

The procedure can be summarized as follows:

. MRC transfers a SynchronizeTimeReq signal including URA1 (R1) ID, URA2 (R2) ID, and synchronize radio
time (t) to URAL1 and URA2.

. Upon completion of synchronizing radio time at both URA1 and URA2, URAL1 transfers a
SynchronizeTimeCnf signal including URA1 (R1) ID and synchronize radio time (t) to MRC. Then URA 2
transfers a SynchronizeTimeCnf signal including URA2 (R2) 1D and synchronize radio time (t) to MRC.

. In the case of completion of synchronizing radio time at URA1 and failure of synchronizing radio time at
URA2, URAL transfers a SynchronizeTimeCnf signal including URA1 (R1) 1D and synchronize radio time (t)
to MRC. Then Then URA 2 transfers a SynchronizeTimeFailCnf signal including URA2 ID, synchronize radio
time (t), and failure reason to MRC.
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. In the case of failure of synchronizing radio time at URA1 and completion of synchronizing radio time at
URA2, URA1 transfers a SynchronizeTimeFailCnf signal including URA1 (R1) ID, synchronize radio time (t),
and failure reason to MRC. Then Then URA 2 transfers a SynchronizeTimeCnf signal including URA2 (R2)
ID and synchronize radio time (t) to MRC.

. In the case of failure of synchronizing radio time at URA1 and failure of synchronizing radio time at URA2,
URA1 transfers a SynchronizeTimeFailCnf signal including URA1 (R1) ID, synchronize radio time (t), failure
reason to MRC. Then Then URA 2 transfers a SynchronizeTimeFail Cnf signal including URA2 (R2) ID,
synchronize radio time (t), failure reason to MRC.

6.11  Procedure for control of reconfigurable RF transceiver

Figure 6.11-1 illustrates a signalling diagram related to the spectrum control services.
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Figure 6.11-1: Spectrum control services

The procedure can be summarized as follows:

ETSI

In the case of request of centre frequency, URA transfers a CentreFreqSetupReq signa including URA (R1)
ID, RF transceiver (T1) ID, and centre frequency parameter to RF transceiver.

Upon completion of request of centre frequency, URA transfers a CentreFreqSetupCnf signal including URA
(R1) ID, RF transceiver (T1) ID, and centre frequency parameter to RF transceiver.

In the case of request of centre frequency failure, URA transfers a CentreFreqSetupCnf signal including URA
(R1) ID, RF transceiver (T1) ID, and failure reason to RF transceiver.
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. In the case of request of bandwidth, URA transfers a BWSetupReq signal including URA (R1) ID, RF
transceiver (T1) ID, and bandwidth parameter to RF transceiver.

. Upon completion of request of bandwidth, URA transfers a BWSetupCnf signal including URA (R1) ID, RF
transceiver (T1) 1D, and bandwidth parameter to RF transceiver.

. In the case of request of centre frequency failure, URA transfers a BWSetupFailCnf signal including URA
(R1) ID, RF transceiver (T1) ID, and failure reason to RF transceiver.

. In the case of request of sampling rate, URA transfers a SamplingRateSetupReq signal including URA (R1)
ID, RF transceiver (T1) 1D, and sampling rate parameter to RF transceiver.

. Upon completion of request of sampling rate, URA transfers a SamplingRateSetupCnf signal including URA
(R1) ID, RF transceiver (T1) ID, and sampling rate parameter to RF transceiver.

. In the case of request of sampling rate failure, URA transfers a SamplingRateSetupFail Cnf signal including
URA (R1) ID, RF transceiver (T1) ID, and failure reason to RF transceiver.

. In the case of request of Tx Chain Parameters, URA transfers a TxChainParameter sGettingReq signal
including URA (R1) ID, RF transceiver (T1) ID, and chain parameter to RF transceiver.

. Upon completion of request of Tx Chain Parameters, URA transfers a TxChainParameter sGettingCnf signal
including URA (R1) ID, RF transceiver (T1) ID, and chain parameter to RF transceiver.

. In the case of request of Tx Chain Parametersfailure, URA transfers a TxChainParameter sGettingFail Cnf
signal including URA (R1) ID, RF transceiver (T1) ID, and failure reason to RF transceiver.

. In the case of request of Rx Chain Parameters, URA transfers a RxChainParameter sGettingReq signal
including URA (R1) ID, RF transceiver (T1) ID, and chain parameter to RF transceiver.

. Upon completion of request of Rx Chain Parameters, URA transfers a RxChainParameter sGettingCnf signal
including URA (R1) ID, RF transceiver (T1) ID, and chain parameter to RF transceiver.

. In the case of request of Rx Chain Parameters failure, URA transfers a RxChainParameter sGettingFail Cnf
signal including URA (R1) ID, RF transceiver (T1) ID, and failure reason to RF transceiver.

Figure 6.11-2 illustrates a signalling diagram related to the power control services.
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Figure 6.11-2: Power control services
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The procedure can be summarized as follows:

In the case of request of max tx power, URA transfers a MaxTxPower SetupReq signal including URA (R1) ID,
RF transceiver (T1) ID, and max tx power parameter to RF transceiver.

Upon completion of request of max tx power, URA transfers a MaxTxPower SetupCnf signal including URA
(R1) ID, RF transceiver (T1) ID, and max tx power parameter to RF transceiver.

In the case of request of max tx power failure, URA transfers a MaxTxPower SetupFail Cnf signal including
URA (R1) ID, RF transceiver (T1) ID, and failure reason to RF transceiver.

In the case of request of antenna power, URA transfers a AntPower SetupReq signal including URA (R1) 1D,
RF transceiver (T1) ID, and antenna power parameter to RF transceiver.

Upon completion of request of antenna power, URA transfers a AntPower SetupCnf signal including URA (R1)
ID, RF transceiver (T1) 1D, and antenna power parameter to RF transceiver.

In the case of request of antenna power failure, URA transfers a AntPower SetupFail Cnf signal including URA
(R1) ID, RFtransceiver (T1) ID, and failure reason to RF transceiver.
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o In the case of request of rx gain, URA transfers a RxGainSetupReq signal including URA (R1) ID, RF

transceiver (T1) ID, and rx gain parameter to RF transceiver.

. Upon completion of request of rx gain, URA transfers a RxGainSetupCnf signal including URA (R1) ID, RF

transceiver (T1) ID, and rx gain parameter to RF transceiver.

. In the case of request of rx gain failure, URA transfers a RxGainSetupFail Cnf signal including URA (R1) ID,

RF transceiver (T1) ID, and failure reason to RF transceiver.

Figure 6.11-3 illustrates a signalling diagram related to the antenna management services.
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Figure 6.11-3: Antenna management services

The procedure can be summarized as follows:

. In the case of request of antenna port selection, URA transfers a AntPortSelectionReq signal including URA
(R1) ID, RF transceiver (T1) ID, Tx/Rx configuration, and antenna port parameter to RF transceiver.

. Upon completion of request of antenna port selection, URA transfers a AntPortSelectionCnf signal including
URA (R1) ID, RF transceiver (T1) ID, Tx/Rx configuration, and antenna port parameter to RF transceiver.

. In the case of request of antenna port selection failure, URA transfers a AntPortSel ectionFail Cnf signal
including URA (R1) ID, RF transceiver (T1) ID, Tx/Rx configuration, and failure reason to RF transceiver.

Figure 6.11-4 illustrates a signalling diagram related to the Tx/Rx chain control services.
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Figure 6.11-4: Tx/Rx chain control services

The procedure can be summarized as follows:

In the case of request of Tx/Rx start time, URA transfers a TX/RxStartTimeSetupReq signal including URA
(R1) ID, RF transceiver (T1) ID, Tx/Rx configuration, and time to RF transceiver.

Upon compl etion of request of Tx/Rx start time, URA transfers a TX/RxSartTimeSetupCnf signal including
URA (R1) ID, RF transceiver (T1) ID, Tx/Rx configuration, and time to RF transceiver.

In the case of request of Tx/Rx start time, URA transfers a TX/RxStartTimeSetupFail Cnf signal including URA
(R1) ID, RF transceiver (T1) ID, Tx/Rx configuration, and failure reason to RF transceiver.

In the case of request of Tx/Rx stop time, URA transfers a Tx/RxStopTimeSetupReq signal including URA
(R1) ID, RF transceiver (T1) ID, Tx/Rx configuration, and time to RF transceiver.

Upon completion of request of Tx/Rx stop time, URA transfers a Tx/RxStop TimeSetupCnf signal including
URA (R1) ID, RF transceiver (T1) ID, Tx/Rx configuration, and time to RF transceiver.

In the case of request of Tx/Rx start time, URA transfers a T/ RxStopTimeSetupFailCnf signal including URA
(R1) ID, RF transceiver (T1) ID, Tx/Rx configuration, and failure reason to RF transceiver.
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. In the case of request of chain parameter update, URA transfers a Tx/RxChainParamUpdateReq signal
including URA (R1) ID, RF transceiver (T1) ID, and computational resource parameters to RF transceiver.

. Upon completion of request of Tx/Rx stop time, URA transfers a Tx/RxChainParamUpdateCnf signal
including URA (R1) ID, RF transceiver (T1) ID, and computational resource parameters to RF transceiver.

. In the case of request of Tx/Rx start time, URA transfers a Tx/RxChainParamUpdateFailCnf signal including
URA (R1) ID, RF transceiver (T1) ID, and failure reason to RF transceiver.

Figure 6.11-5 illustrates a signalling diagram related to the RVM protection services.
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Figure 6.11-5: RVM protection services

The procedure can be summarized as follows:

including URA (R1) ID, RF transceiver (T1) ID, and RF pr

In the case of request of RF protection class selection, URA transfers a RFProtectionClassSel ectionReq signal

otection class parametersto RF transceiver.

Upon completion of request of RF protection class selection, URA transfers a RFProtectionClassSel ectionCnf

signal including URA (R1) ID, RF transceiver (T1) ID, and RF protection class parameters to RF transceiver.
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o In the case of request of RF protection class selection, URA transfers a RFProtectionClassSel ectionFail Cnf
signal including URA (R1) ID, RF transceiver (T1) ID, and failure reason to RF transceiver.

. In the case of request of RF protection class status, URA transfers a RFProtectionClassStatusReq signal
including URA (R1) ID and RF transceiver (T1) ID to RF transceiver.

. Upon completion of request of RF protection class status, URA transfers a RFProtectionClassStatusCnf signal
including URA (R1) ID, RF transceiver (T1) ID, and RF protection status to RF transceiver.

o In the case of request of RF protection class status, URA transfers a RFProtectionClassStatusFail Cnf signal
including URA (R1) ID, RF transceiver (T1) ID, and failure reason to RF transceiver.

. In the case of request of RF protection class change, URA transfers a RFProtectionClassChangeReq signal
including URA (R1) ID, RF transceiver (T1) ID, RF protection class parameterl, and RF protection class
parameter2 to RF transceiver.

. Upon completion of request of RF protection class change, URA transfers a RFProtectionClassChangeCnf
signal including URA (R1) ID, RF transceiver (T1) ID, RF protection class parameterl, and RF protection
class parameter2 to RF transceiver.

. In the case of request of RF protection class change, URA transfers a RFProtectionClassChangeFail Cnf signal
including URA (R1) ID, RF transceiver (T1) ID, and failure reason to RF transceiver.

o In the case of request of RF data modification information, URA transfers a RFDataModificationlnformReq
signal including URA (R1) ID, RF transceiver (T1) ID, RF data modification information to RF transceiver.
Then, RF transceiver transfers a RFDataModificationlnform signal including URA (R1) ID, RF transceiver
(T1) ID, RF data modification information to URA.

. In the case of request of RF emergency off, URA transfers a RFEmergencyOffReq signal including URA (R1)
ID and RF transceiver (T1) ID to RF transceiver. Then, RF transceiver transfers a RFEmergencyOffReq signal
including URA (R1) ID and RF transceiver (T1) ID to URA.

. In the case of request of cross RAT interface information, URA transfers a CrossRATInterfacel nfor mationReq
signal including URA (R1) ID, RF transceiver (T1) ID, and RAT to RF transceiver. Then, RF transceiver
transfers a CrossRATI nterfacel nform signal including URA (R1) ID, RF transceiver (T1) ID and RAT to
URA.

6.12 Procedure for RE Configuration Policy endorsement,
distribution and validation

Figure 6.12-1 illustrates the procedure for provisioning the RE Configuration Policy to the Reconfigurable RE.

ETSI



72 ETSI TS 103 648 V1.1.1 (2020-01)

RE Configuration Policy RE Configuration Policy Administrator
Pravisioning Entity Endorsement Function

Radio App Store Administrator Security Function

T
.

PrepareREConfPol()

EndorseREConfPolReq() =
EndorseREConfPolCnf() :I(__| SignRECanfPol()

1 PublishREConfPalReqg() ™

-

-

1

PublishREConfPolCrif()

<

-

1 RAppStoreAuthReq()

A 4

| I

[mutual authentication]
DownloadRECanfPalReq(} RAppStoreAuthCnf{
<

-«

i—
L

<
DownloadREConfPolCnf{)
>

F-—

ValidateREConfPolReq() ml

A 4

:_| CheckRECartPalSign(}

alt ValidateREConfPolFail()

ValidateREConfPolCnf{)

F-—

2 Instal REConfPalReq()

e |

Figure 6.12-1: Signalling diagram for RE Configuration Policy endorsement,
distribution and validation

The procedure can be summarized as follows:

The RE Configuration Policy is assembled by the RE Configuration Policy Provisioning Entity (e.g. the device
manufacturer).

The RE Configuration Policy is submitted by the RE Configuration Policy Provisioning Entity to the RE
Configuration Policy Endorsement Function (a speciaization of the Asset Endorsement Functions) viathe
EndorseREConfPolReq() signal.

The RE Configuration Policy Endorsement Functions signs the RE Configuration Policy viathe reflexive
SgnREConfPol() signal.

The RE Configuration Policy Provisioning Entity receives a EndorseREConfPol Cnf() signal confirming
successful endorsement (signature) the RE Configuration Policy.

The RE Configuration Policy Provisioning Entity sends a PublishREConfPolReq() signal to the RadioApp
Store for publication of the RE Configuration Palicy.

The RadioApp Store sends a PublishREConfPolCnf() signal to the RE Configuration Policy Provisioning
Entity, confirming that the RE Configuration Policy is published and available for download by
Reconfigurable REs.

The RadioApp Store and the Administrator on the Reconfigurable RE mutually authenticate each other. On the
Reconfigurable RE this is done through an exchange of RAppStoreAuthReq() and RAppStoreAuthCnf() signals
between the Administrator and the Administrator Security Function.

The Administrator sends a DownloadREConfPolReq() signal to the RadioApp Store in order to download the
RE Configuration Policy.

The RadioApp Store sends a DownloadREConfPol Cnf() signal to the Administrator.
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e  The Administrator sends a ValidateREConfPolReq() signal to the Administrator Security Function in order to
verify the digital signature of the RE Configuration Policy. The verification operation isillustrated by the
reflexive CheckREConfPolSign() signal:

- Upon failure the Administrator Security Function sends a ValidateREConfPolFail() signal to the
Administrator and the procedure is aborted.

- Upon success the Administrator Security Function sends a ValidateREConfPol Cnf() signal to the
Administrator.

. The Administrator sends a reflexive Instal REConfPolReq() signal in order to install the RE Configuration
Policy.

6.13  Procedure for configuration enforcement

Configuration enforcement is introduced in [i.6], clause 10.

Figure 6.13-1 illustrates the procedure for sending a remote control command by a remote controller.
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Figure 6.13-1: Signalling diagram for sending a remote control command

The procedure can be summarized as follows:

e  TheRemote Controller, a network entity that represents the sending party, first assembles a command message
by sending areflexive AssembleCmdMsg() signal.

. The Remote Controller encrypts the command message by sending a reflexive EncryptCmdMsg() signal.

. The encrypted command message is submitted by the Remote Controller to the Command Endorsement
Function via an EndorseCmdMsgReq() signal.

e  The Command Endorsement Function signs the encrypted command message via a reflexive SgnCmdMsg()
signal.
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e  Theencrypted and signed command message is returned from the Command Endorsement Function to the
Remote Controller via an EndorseCmdMsgCnf() signal.

NOTE: The procedure explicitly follows the best practice of separating the encryption and digital signature
operations —in particular with regard to key material. It would also be valid to have the Command
Endorsement Function perform these two operations sequentially if using different keys, an option which
isnot illustrated in the diagram above.

. The Remote Controller sends the encrypted and signed command message to the Administrator on the
Reconfigurable RE via a SendCmdMsgReq() signal:

- If the message distribution system provides a return channel, the Administrator may confirm reception of
the command message via a SendCmdMsgCnf() signal.

e  The Administrator sends a ValidateCmdMsgReq() signal to the Administrator Security Functionin order to
verify the digital signature of the command message. The verification operation isillustrated by the reflexive
CheckCmdMsg() signal:

- Upon failure the Administrator Security Function sends a ValidateCmdMsgFail() signal to the
Administrator and the procedure is aborted.

- Upon success the Administrator Security Function sends a ValidateCmdMsgCnf() signal to the
Administrator.

e  The Administrator request decryption of the command message by sending a Decipher CmdMsgReq|() signal to
the Administrator Security Function. The decryption operation isillustrated by the reflexive
DecipherCmdMsg() signal.

. The Administrator Security Function returns the deciphered and previously validated command message to the
Administrator via a DecipherCmdMsgCnf() signal.

. The Administrator processes the command message. Thisisillustrated by the reflexive ProcessCmdMsg()
signal.

6.14  Procedures for long-term management
Long-term management is introduced in [i.6], clause 11.

Figure 6.14-1 illustrates the transfer of authority between two RRS Configuration Authorities.
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Figure 6.14-1: Signalling diagram for transferring authority
between two RRS Configuration Authorities

The procedure can be summarized as follows:

e  Thefuture RRS Configuration Authority prepares its credentials via the reflexive PrepareCredentials() signal
and requests atransfer of authority from the current RRS Configuration Authority viaa
AuthorityTransferReq() signal.

e  Thecurrent RRS Configuration Authority verifies the validity of the transfer request via areflexive
AuthorityTransfer Check() signal:

- Upon failure, the current RRS Configuration Authority sends an AuthorityTransfer Regject() signal and the
procedure is aborted.

- Upon success, the current RRS Configuration Authority prepares a Transfer of Authority Document
(TAD) to the benefit of the future RRS Configuration Authority viathe reflexive PrepareTAD() signal,
and signsit viathe reflexive EndorseCA() signal. The signed TAD isreturned to the future RRS
Configuration Authority via the AuthorityTransfer Cnf() signal.

NOTE 1. The steps described above should be viewed as a combination of administrative procedures between the
two RRS Configuration Authorities, complemented by an electronic exchange protocol.
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e  Thefuture RRS Configuration Authority indicates the transfer of authority to the Reconfigurable RE viaan
Instal TADReq() signal sent to the RRS Configuration Manager, providing the latter with the new, signed
TAD.

. The RRS Configuration Manager verifies that the entity which signed the new TAD isthe current RRS
Configuration Authority viathe reflexive ConfigAuthorityCheck() signal. Thisincludes the verification of the
complete chain of TADSs.

. The RRS Configuration Manager sends a VerifyRootTADReq() signal to request verification of the root TAD
by the Hardware Root of Trust.

e  TheHardware Root of Trust verifiesthe root TAD via areflexive RootTADCheck() signal:

- Upon failure, the Hardware Root of Trust sends a VerifyRootTADFail() signal and the procedureis
aborted.

- Upon success, the Hardware Root of Trust sends a VerifyRootTADCnf() signal.

e  TheRRS Configuration Manager verifies the signature of the new TAD viathe reflexive TADCheck() signal.
Upon success the new TAD isingtalled, and the future RRS Configuration Authority, which so far was only a
candidate from the point of view of the RRS Configuration Manager, effectively becomes the current RRS
Configuration Authority.

Figure 6.14-2 illustrates the procedure for designating a legitimate RRS Configuration Provider RRS Configuration
Authority.
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Figure 6.14-2: Signalling diagram for designating a legitimate RRS Configuration Provider

The procedure can be summarized as follows:

. The candidate RRS Configuration Provider prepares its credential s via the reflexive PrepareCredential s()
signal and requests validation of its status as a configuration provider from the current RRS Configuration
Authority via a ValidateConfigProvider Req() signal.

. The current RRS Configuration Authority verifies the validity of the request via areflexive
ConfigProviderCheck() signal:

- Upon failure, the current RRS Configuration Authority sends an ValidateConfigProvider Fail() signal
and the procedure is aborted.

- Upon success, the current RRS Configuration Authority prepares a RRS Configuration Provider Profile
(or compl etes the one provide by the RRS Configuration Provider) viathe reflexive PrepareCPProfile()
signal, and signsit via the reflexive EndorseCP() signal. The signed profile is returned to the RRS
Configuration Provider viathe ValidateConfigProvider Cnf() signal.

NOTE 2: The steps described above should be viewed as a combination of administrative procedures between the
RRS Configuration Provider and the RRS Configuration Authority, complemented by an electronic
exchange protocol.
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The current RRS Configuration Authority indicates the new RRS Configuration Provider to the
Reconfigurable Equipment via an InstallCPProfileReq() signal sent to the RRS Configuration Manager, which
provides the signed RRS Configuration Provider Profile.

The RRS Configuration Manager verifies that the entity which signed the received RRS Configuration Profile
isthe current RRS Configuration Authority viathe reflexive ConfigAuthorityCheck() signal. Thisincludes the
verification of the complete chain of TADs.

The RRS Configuration Manager sends a VerifyRootTADReq() signal to request verification of the root TAD
by the Hardware Root of Trust.

The Hardware Root of Trust verifies the root TAD via areflexive RootTADCheck() signal:

- Upon failure, the Hardware Root of Trust sends a VerifyRootTADFail() signal and the procedureis
aborted.

- Upon success, the Hardware Root of Trust sends a VerifyRootTADCnf() signal.

The RRS Configuration Manager verifies the signature of the received RRS Configuration Provider Profile via
the reflexive CPProfileCheck() signal. Upon success the RRS Configuration Provider Profile isinstalled, and
the candidate RRS Configuration Provider is accepted by the Reconfigurable RE.

14-3illustrates the distribution of an RRS Configuration Profile by the RRS Configuration Providers.
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Figure 6.14-3: Signalling diagram for distributing RRS Configuration Profiles
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The Procedure can be summarized as follows:

The RRS Configuration Provider prepares anew RRS Configuration Profile for the Reconfigurable RE viaa
reflexive PrepareConfigProfile() signal.

The RRS Configuration Provider signs the new RRS Configuration Profile via areflexive
EndorseConfigProfile() signal.

The RRS Configuration Provider sends an Install ConfigProfileReq() signal to the RRS Configuration
Manager, in order to request installation of the new RRS configuration Profile on the Reconfigurable RE.

The RRS Configuration Manager verifies that the RRS Configuration Provider is entitled to provide RRS
Configuration Profiles to the Reconfigurable RE, via a reflexive ConfigProvider Check() signal. Thisincludes
verification of the RRS Configuration Provider Profile and of the complete chain of TADs.

The RRS Configuration Manager requests verification of the root TAD by the Hardware Root of Trust viaa
VerifyRootTADReq() signal.

The Hardware Root of Trust verifies the root TAD via a reflexive RootTADCheck() signal:

- Upon failure, the Hardware Root of Trust sends a VerifyRootTADFail() signal and the procedureis
aborted. The RRS Configuration Manager may send an Install ConfigProfileFail() signal to the RRS
Configuration Provider.

- Upon success, the Hardware Root of Trust sends a VerifyRootTADCnf() signal:

The RRS Configuration Manager verifies the signature of the new RRS Configuration Profile via areflexive
ConfigProfileCheck() signal:

- Upon failure, the RRS Configuration Manager sends an Install ConfigProfileFail() signal to the RRS
Configuration Provider.

- Upon success, the RRS Configuration Manager installs the new RRS Configuration Profile, and sends an
Install ConfigProfileCnf() signal to the RRS Configuration Provider.

ETSI



81 ETSI TS 103 648 V1.1.1 (2020-01)

Annex A (informative):
Distributed Computations on Multiple radio computers

A.0 Introduction

This annex describes in generic terms how a URA could be distributed onto multiple radio computers based on the
framework defined in the present document.

A.1  Procedures of RA Distributed Installation on Multiple

radio computers
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Figure A.1-1: Conceptual diagram of RA distributed installation on multiple radio computers

The Procedure can be summarized as follows:

e  The URA will be split into two RAPSs, each of which is being load onto a specific Radio Computer in the
reconfigurable Radio Equipment.

. Administrator sends an InstallRAReq for each of the RAPs, i.e. including RAP (P1) ID and RAP (P2) ID as
well as radio computer (RC1) ID and radio computer (RC2) 1D applying unicast.

NOTE: Theinterworking of multiple Radio Computers, including synchronization, data exchange, etc. is out of

scope of the present document.
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