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Intellectual Property Rights

IPRs essential or potentially essential to the present document may have been declared to ETSI. The information
pertaining to these essential |PRs, if any, ispublicly available for ETSI member s and non-member s, and can be found
in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETS in
respect of ETS standards', which is available from the ETSI Secretariat. Latest updates are available on the ETSI Web
server (https://ipr.etsi.org/).

Pursuant to the ETSI IPR Palicy, no investigation, including IPR searches, has been carried out by ETSI. No guarantee
can be given asto the existence of other IPRs not referenced in ETSI SR 000 314 (or the updates on the ETSI Web
server) which are, or may be, or may become, essential to the present document.

Foreword

This Technical Specification (TS) has been produced by Joint Technical Committee (JTC) Broadcast of the European
Broadcasting Union (EBU), Comité Européen de Normalisation EL ECtrotechnique (CENELEC) and the European
Telecommunications Standards Institute (ETSI).

NOTE: The EBU/ETSI JTC Broadcast was established in 1990 to co-ordinate the drafting of standardsin the
specific field of broadcasting and related fields. Since 1995 the JTC Broadcast became a tripartite body
by including in the Memorandum of Understanding also CENELEC, which is responsible for the
standardization of radio and television receivers. The EBU is a professional association of broadcasting
organizations whose work includes the co-ordination of its members' activitiesin the technical, legal,
programme-making and programme-exchange domains. The EBU has active members in about
60 countries in the European broadcasting areg; its headquartersisin Geneva.

European Broadcasting Union

CH-1218 GRAND SACONNEX (Geneva)
Switzerland

Tel: +41227172111

Fax: +4122717 2481

Founded in September 1993, the DV B Project is a market-led consortium of public and private sector organizationsin
the television industry. Itsaim is to establish the framework for the introduction of MPEG-2 based digital television
services. Now comprising over 200 organi zations from more than 25 countries around the world, DVB fosters
market-led systems, which meet the real needs, and economic circumstances, of the consumer electronics and the
broadcast industry.

Modal verbs terminology

In the present document “shall”, "shall not", "should", "should not", "may", "need not", "will", "will not", "can" and
"cannot" are to be interpreted as described in clause 3.2 of the ETSI Drafting Rules (Verbal forms for the expression of
provisions).

"must” and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.
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1 Scope

1.0 General

The present document is an updated release of ETSI TS 102 034 "Transport of MPEG-2 TS Based DVB Services over
IP Based Networks'; it is referred to as DVB-IPTV phase 1.6 and provides extensions to the set of standardized
specifications published by DVB for deployments of DV B services over bi-directional 1P networks.

Specificaly, it adds support for the following new features:

o Dynamic Service Management (DSM) for enabling more effective usage of the limited access network
bandwidth by smart selection of TV services at the appropriate bitrate

. IPv6 technologies
. DVB Companion Screens and Streams specification [125]
o BCGOffering extension to align with UK DTG D-Book 7 Part A v4 [i.11].

Asin previous releases of the present document, the DVB-IPTV phase 1.6 work islimited to DVB services[1]
encapsulated in MPEG-2 TS [52] covering Live Media Broadcast services (i.e. TV or radio styles), Media Broadcast
with Trick Modes, Content on Demand services (CoD) and Content Download Services (CDS). These specifications
define the mechanisms required in order for a consumer to be able to buy a standard DVB Home Network End
Device (HNED), take it home, plug it into an |P network, choose and consume DV B services available over the IP
network.

The interface to the HNED defined as IPI-1 in clause 4 represents the end-terminal interface for aDVB-IPTV service.
ThisIPTV ecosystem can be extended with a home network content sharing model as defined in the DVB Home
Network specification (DVB-HN) ETSI TS 102 905 [114], which uses the DLNA Guidelines[i.4] asits foundation.

Clause 4 describes the architectural framework defined for the present document and introduces a Home Network
reference model. The content of the remaining clauses are described below.

1.1 Scope of the present document
1.1.1  What is within the scope

The present document provides specifications to be supported on the interface to the HNED defined as IPI-1 in clause 4
and supports both 1P version 4 and I P version 6.

It provides a set of technical specifications which coversthe following aress:

. The delivery of DVB MPEG-2 TS based services over bi-directiona |P networks, both for Live Media
Broadcast services (i.e. TV or radio styles) and Content on Demand services. Clause 7 on transport covers the
encapsulation of MPEG-2 TS services for streaming delivery over IP and the protocols to be used to access
such services. Quality of Serviceiscovered in clause 11 and is based on Differentiated Services (DiffServ).

. The Service Discovery and Selection (SD& S) mechanism for DVB based A/V services over bi-directional
IP networks. Clause 5 on SD& S defines the service discovery information, its data format and the protocolsto
use for carriage of thisinformation. Both push and pull models of delivery are supported. Binarisation
encoding of SD& Sinformation is specified and can optionally be used if required. Support for advanced
codecs, logical channel numbering and signalling regional DVB-IPTV servicesis provided.

. The use of command and control application-level protocol RTSP to control CoD services and optionally to
join multicast services. Thisis covered in clause 6.

e  Clause 8 deals with the assignment of an IP Address to a Home Network End Device (HNED) to get onto the
network. The specification is based on DHCP and is restricted to the scenarios where an HNED hasasingle
interface onto the home network and there is asingle DNG per home network segment.

e  Theidentification agent for the HNED specified in clause 9 of versions prior to release 1.4.1 of the present
document, is deprecated and has been del eted.
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Clause 9 now specifies the File Upload System Stub (FUSS) which is mandatory and allows the system
software of an HNED to be updated on a power-cycle or reboot. The sending of the system software will be
handled by the mechanismsin the optional Remote Management and Firmware Update System for DVB-IPTV
Services (RMS-FUS) specification [78].

Network provisioning specified in clause 10 of versions prior to release 1.4.1 of the present document, is
deprecated and has been deleted. This functionality is now provided by the Remote Management and
Firmware Update Services (RMS-FUS) specification [78].

Clause 10 now specifies Content Download Services (CDSs). CDSs provide the download of content itemsto
alocal storage of the HNED via a broadband |P connection. CDSs can be used to provide IPTV servicesin
areas where a broadband connection suitable for streaming servicesis not available or prone to errors, for
simultaneous delivery of multiple content items to HNEDs or for reduced cost offers as the bandwidth
consumption may be limited compared to streaming services. Two types of services are supported: push
download services where the distribution decision is taken by the service provider (without explicit request
from the user) and pull download services where the download is requested by the user. Annex G provides
CDS related information, that is expected to be part of other specificationsin the future or that is optional for
the present document.

Clause 12 specifies SRM delivery over | P networks. SRMs are messages issued by the administrator of a
Content Protection (CP) System that, when sent to devicesthat use that CP System, can revoke permission of
certain devices or groups of devices to obtain content protected by that CP System. Clause 12 defines the
announcement and download mechanisms for the delivery of SRMsto HNEDs over | P networks. Annex H
defines the SDP syntax for SRM announcement services.

Clause 13 specifies Dynamic Service Management. Dynamic Service Management is a feature to enable the
HNED and/or user to make smarter decisions about which service to select out of a group of equivalent DVB
services in order to provide an optimum service when multiple DV B services are offered to users' home.

Discovery of Broadband Content Guides (inc. third party). The Broadband Content Guide itself is provided as
a separate specification [62].

Annex E defines an optional protocol for Application Layer FEC (AL-FEC) protection of streaming media for
DVB-IPTV services carried over RTP transport. This AL-FEC protocol is alayered protocol with a base layer
and zero, one or more optional enhancement layer(s). The base layer is a simple packet-based interleaved
parity code based on a subset of [66]. The base layer is mandatory wherever AL-FEC isused. The
enhancement layer is a Raptor code, as defined in [64] and [65] and may optionally be used to provide further
packet |oss protection.

Annex F defines an optional retransmission mechanism (RET) to provide for protection against packet |oss of
DVB-IPTV services carried over RTP transport. It specifies the mechanism to provide immediate
FeedBack (FB) towards the network using RTCP and how to retransmit the missing packets.

NOTE 1: Packet loss repair can be achieved using the optional AL-FEC solution, the optional retransmission

solution or a combination of both solutions.

Annex | defines an optional server-based Fast Channel Change (FCC) mechanism to reduce the Live Media
Broadcast service switching response time. Similar to the RET solution, this FCC mechanism relies on a server
that caches the recent content of the LMB service. The LMB serviceis carried over RTP transport, and RTCP
isleveraged for control interaction between the HNED and the FCC server.

Annex J defines an alternative optional Fast Channel Change (FCC) mechanism to reduce the Live Media
Broadcast service switching response time, based on the provisioning of a multicast companion stream. This
FCC solution is server-less, but has some impact on the quality of the displayed content during atransition
period.

NOTE 2: Fast Channel Change for LMB can be realized either by the server-based FCC mechanism, or by the

companion stream approach but not a combination of both.

Annex K describes a number of use cases to explain the behaviour of DSM server change requests and other
DSM Manager interactions. In addition, annex K contains a datamodel for the DSM Manager.
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1.1.2 What is out of the scope

Amongst others, the following subjects are not covered in the present document:
. Support for non MPEG-2 TS based services.
. Specific support for Conditional Access or Content Protection.
. Network security and authentication.

e  Trick modes (i.e. Pause, Fast Forward, etc.) for Live Media Broadcast services over multicast, e.g. network
PVR services.

. Configuration of current retail routers and DNGs.

1.1.3 Additional Specifications for Home Network

The present document does not cover home networking. DV B has developed a separate specification for home
networking published as ETSI TS 102 905 [114]. Clause 4 introduces a Home Network Reference Model.

1.1.4 DTDs and XML Schemas

The normative DTDs and XML schemas referenced by the present document are attached as separate files contained in
archivets 102034v020101p0.zip which accompanies the present document. The DTDs and XML schemas included in
the present document are informative.

2 References

2.1 Normative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

Referenced documents which are not found to be publicly available in the expected |ocation might be found at
http://docbox.etsi.org/Reference.

NOTE: While any hyperlinksincluded in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are necessary for the application of the present document.

[1] ETSI EN 300 468: "Digital Video Broadcasting (DVB); Specification for Service Information (Sl)
in DVB systems”.

[2] ETSI TS 101 162: "Digital Video Broadcasting (DVB); Allocation of identifiers and codes for
Digital Video Broadcasting (DVB) systems'.

[3] ETSI TS101 812 (V1.3.2): "Digital Video Broadcasting (DVB); Multimedia Home Platform
(MHP) Specification 1.0.3".

[4] Void.

[5] | EEE 802.1Q™-2005: "|EEE standard for Local and metropolitan area networks: Virtual Bridged
Local Area Networks'.

[6] IEEE 802.2™-1989: "Information Processing Systems - Local Area Networks - Part 2: Logic link
control".
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[7] |EEE 802.3™-2005/Cor 2-2007: "|EEE Standard for Information Technology -
Telecommunications and Information Exchange Between Systems - Local and Metropolitan Area
Networks - Specific Reguirements Part 3: Carrier Sense Multiple Access with Collision Detection
(CSMA/CD) Access Method and Physical Layer Specifications - Corrigendum 2: |EEE Std
802.3an-2006 10GBASE-T Correction”.

[8] |EEE P802.11™-2012: "I EEE Standard for Information Technology- Telecommunications and
information exchange between systems- Local and metropolitan area network- Specific
requirements Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY)

specifications’.

[9] |IEEE 802.1D™ (2004): "IEEE Standard for Local and metropolitan area networks. Media Access
Control (MAC) Bridges'.

[10] IETF RFC 768: "User Datagram Protocol".

[11] IETF RFC 791: "Internet Protocol; DARPA internet protocol; Protocol specification”.

[12] Void.

[13] IETF RFC 1034: "Domain names - concepts and facilities”.

[14] IETF RFC 1035: "Domain names - | mplementation and specification".

[15] Voaid.

[16] IETF RFC 1101: "DNS Encoding of Network Names and Other Types'.

[17] IETF RFC 1122: "Requirements for Internet Hosts - Communication Layers".

[18] IETF RFC 1305: "Network Time Protocol (Version 3) Specification, Implementation and
Analysis'.

[19] IETF RFC 1738: "Uniform Resource Locators (URL)".

[20] IETF RFC 1630: "Universal Resource Identifiersin WWW",

[21] IETF RFC 3550: "RTP: A Transport Protocol for Real-Time Applications'.

[22] IETF RFC 1890: "RTP Profile for Audio and Video Conferences with Minimal Control".

[23] IETF RFC 5905: "Network Time Protocol Version 4: Protocol and Algorithms Specification”.

[24] IETF RFC 2131: "Dynamic Host Configuration Protocol”.

[25] IETF RFC 2132: "DHCP Options and BOOTP Vendor Extensions'.

[26] IETF RFC 2181 "Clarifications to the DNS Specification".

[27] IETF RFC 5234: "Augmented BNF for Syntax Specifications: ABNF".

[28] IETF RFC 2241: "DHCP Options for Novell Directory Services'.

[29] IETF RFC 2250: "RTP Payload Format for MPEGL/MPEG2 Video".

[30] IETF RFC 2326: "Real Time Streaming Protocol (RTSP)".

[31] IETF RFC 2396: "Uniform Resource Identifiers (URI): Generic Syntax".

[32] IETF RFC 2474: "Definition of the Differentiated Services Field (DS Field) in the IPv4 and | Pv6
Headers'.

[33] IETF RFC 2475: "An Architecture for Differentiated Services".

[34] IETF RFC 2485: "DHCP Option for The Open Group's User Authentication Protocol”.

[35] IETF RFC 2486: "The Network Access Identifier".
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Part 2: Content |dentification and Media Synchronisation”.

IETF RFC 950: "Internet Standard Subnetting Procedure”.

IETF RFC 3633: "IPv6 Prefix Options for Dynamic Host Configuration Protocol (DHCP)
version 6".

IETF RFC 5970: "DHCPv6 Options for Network Boot".
IETF RFC 3513: "Internet Protocol Version 6 (IPv6) Addressing Architecture”.
IETF RFC 5908: "Network Time Protocol (NTP) Server Option for DHCPvE".

Informative references

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific. For specific references, only the cited version applies. For non-specific references, the latest version of the
referenced document (including any amendments) applies.

NOTE:

While any hyperlinksincluded in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are not necessary for the application of the present document but they assist the
user with regard to a particular subject area.

[i.1]

[i.2]
[i.3]
[i.4]

[i.5]

ETSI TR 101 211: "Digital Video Broadcasting (DVB); Guidelines on implementation and usage
of Service Information (SI)".

Void.
IETF RFC 3171: "IANA Guidelines for IPv4 Multicast Address Assignments”.

IEC 62481-1: "Digital Living Network Alliance (DLNA) Home Networked Device
Interoperability Guidelines - Part 1: Architecture and Protocols”.

ETSI TS 102 542 (all parts): "Digital Video Broadcasting (DV B); Guidelines for the
implementation of DVB-IPTV Phase 1 specifications'.
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[i.6] DVB BlueBook A128: "DVB-IP Phase 1.3 in the context of ETSI TISPAN NGN".

NOTE: Available at http://www.dvb.org/technol ogy/standards/al28.ipi2480r9.DV B-
IP1.3 in ETSI TISPAN NGN.pdf.

[i.7] ETSI TS 182 028: " Telecommunications and Internet converged Services and Protocols for
Advanced Networking (TISPAN); NGN integrated IPTV subsystem Architecture”.

[i.8] ETSI TS 182 027: "Telecommunications and Internet converged Services and Protocols for
Advanced Networking (TISPAN); IPTV Architecture; IPTV functions supported by the IMS
subsystem”.

[i.9] ETSI TS 102 826: "Digital Video Broadcasting (DVB); DVB-IPTV Profilesfor TS 102 034".

[i.10] IETF RFC 3306: "Unicast-Prefix-based | Pv6 Multicast Addresses’.

[i.11] UK DTG "D-Book 7 Part A" Version 4 (May 2014).

3 Definitions, abbreviations and notations

3.1 Definitions

For the purposes of the present document, the following terms and definitions apply:

bridge component: OSI layer 2 connecting component, that connects two or more link layer components, not
necessarily using different technologies

NOTE: A bridgeisusualy called either ahub or a (layer 2) switch, where a hub typically forwards all the data
coming in on one of the portsto all the other ports and a switch provides some additional functionality
such as forwarding packets only to a specific port.

CDSHNED storage: storage on the HNED dedicated to CDSs of a single service provider
component: specific set of functionalities

NOTE: It can offer this functionality to other componentsin the same device.
connecting component: component which is used to connect link layer components with each other

Content Download Service (CDS): service that provides download delivery of content itemsto the local storage of the
HNED

NOTE: The consumption isindependent of the delivery.

content item: editorially coherent grouping of one or more audiovisual or generic data files which are intended to be
consumed in conjunction with each other

content provider: entity that owns or islicensed to sell content or content assets

Content on Demand (CoD): program provided at the request of the end user for direct consumption (real-time
streaming)

Content Service Provider (CSP): entity which acquires/licenses content from Content Providers and packages this
into a service

customer: person(s) contracted to receive IPTV services delivered on the access network and responsible for
administering that connection

NOTE: Theterms"home" and "customer” are synonymous in the context of the present document.
Delivery Network (DN): network connecting the Delivery Network Gateway (DNG) and service providers

Delivery Network Gateway (DNG): device that is connected to one or multiple delivery networks and one or multiple
home network segments
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Destination Transport address. combination of the IP destination address and destination UDP port

Download Session Description: collection of parameters that describe how a content item can be downloaded within a
download session using the DVB-IPTV CDS

DSM Manager: function to provide information to HNEDs about equivalent services

DSM Service: service to provide the feature defined under "Dynamic Service Management”

DVB CoD RET server: interacts with the RET clients by responding to RET requests with RET packets
DVB-IPTV service: one or more programmes under the control of a service provider delivered over IP

NOTE: The programmes can be made available either as part of a schedule or on demand and either for direct
consumption (Live Media Broadcast or Content on Demand Services) or for local storage (CDSs).

DVB FCC client: part of the HNED that makes use of the RAMS protocol to request, receive and control a burst of
unicast RTP packets froma DVB FCC server, aprocess that isinitiated before the normal LMB connection process

DVB FCC server: interacts with the DVB FCC client through RAMS and provides the RTP burst from its cache
DVB LMB RET server: interacts with RET clients, mainly by responding to RET requests with RET packets

DVB RET client: part of the HNED that makes use of the RET protocol to request and receive RET packets from a
DVB (CoD/LMB) RET server when it detects packet loss

Dynamic Service M anagement: feature to enable more efficient use of bandwidth and media servicesin a home by
providing a message set to signal equivalent services

event: grouping of elementary broadcast data streams with a defined start and end time belonging to a common service
EXAMPLE: First half of afootball match, News Flash, first part of an entertainment show.
Feed Forward (FF): RTCP FB message relayed by an LMB RET server to DVB RET clients

gateway component: connecting component that connects two or more link layer components of typically different
technologies together (it can function at OSl layers 4 through 7)

headend: functionality upstream from the DNG responsible for managing the HNEDs in a home and serving content
and metadata to those HNEDs

home: 'location’ where the access network isterminated (IPI-1), and where the connection into the complete
combination of equipment is located

NOTE 1: The"location" isused in alogical way.
NOTE 2: Theterms"home" and "customer" are synonymous in the context of this clause.

Home Network End Device (HNED): device that is connected to the IP network viathe I PI-1 interface through which
DVB-IPTV services are consumed, and that provides the functionality for DVB-IPTV content navigation and rendering

NOTE: HNED and IPI-1 are one-to-one associated with each other: an HNED per definition exhibits an IPI-1
logical interface, and vice versa, an IPI-1 interface is terminated by an HNED.

Home Network Segment (HNS): consists of asingle link layer technology and provides a layer 2 connection between
home network end devices and/or connecting components

Internet Service Provider (1SP): party offering an Internet access service to the end-user

link layer component: OSI layer 2 component consisting of link layer technology and which is used to provide
connectivity between devices

EXAMPLES: Ethernet, DVB-RC, IEEE 802.11 [8].
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M PEG-2: Refersto ISO/IEC 13818-1 [52].

NOTE: Systemscoding isdefined in ISO/IEC 13818-1 [52]. The rea time interface specification is defined in
ISO/IEC 13818-9 [53].

original RTP session: RTP session where the RTP packets are original packets (not retransmitted)
package: collection of DVB services marketed as a single entity

primary multicast session: SSM session which RTP receivers can join at arandom point in time
program: collection of program elements

NOTE: Program elements may be elementary streams. Program elements need not have any defined time base;
those that do, have a common time base and are intended for synchronized presentation. Taken from
ISO/IEC 13818-1[52].

pull download service: Content Download initiated by the user
push download service: Content Download initiated by the service provider without explicit request by the user
Random Access Point (RAP): represents an Intra-encoded (I)-frame

Rapid Acquisition of Multicast RTP sessions (RAM S): RTCP FB messages and protocol as defined in
IETF RFC 6285 [116], for rapid acquisition of RTP multicast session

RET-enabled CoD/LMB: CoD/LMB service where RET-enabled HNED can make use of DVB RET protocols for
packet l0ss repair

RET-enabled HNED: HNED that hasa DVB RET client

router component: OSl layer 3 connecting component which connects two or more link layer components to each
other, not necessarily of the same type

NOTE: A router is able to select among multiple paths to route packets through the network based on a
destination address available in the packet. The only OS| layer 3 type considered is | P.

RTP session: Asdefined in clause 3 of IETF RFC 3550 [21].
Service Provider (SP): entity providing a service to the end-user

NOTE: Seeclause 4 on architecture. In the context of the present document, SP will mean a Service Provider
providing DVB-IPTV services.

session multiplexing: scheme by which the original stream and the retransmission stream are sent in different RTP
sessions

sourcetransport address: combination of the | P source address and source UDP port
SP offering: set of streams or services a Service Provider proposes to the end-user

SSRC multiplexing: scheme by which the original stream and the retransmission stream are sent in the same RTP
session with different SSRC values

transport stream: data structure defined in ISO/IEC 13818-1 [52]

TSFull SI: transport stream with embedded service information as defined by DVB in ETSI EN 300 468 [1] with the
exception of the network information table NIT

NOTE: TheNIT table may be omitted as it has no meaning in the context of |P services.

TS- Optional SI: transport stream with MPEG PSI (PAT and PMT tables) as defined in | SO/IEC 13818-1 [52], all
other MPEG-2 and DV B tables are optional
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For the purposes of the present document, the following abbreviations apply:

AV
ABNF
ALC
AL-FEC
ARP
ASM
AV
AVPF
BCG
BCMCS
BGD
BiM
BLP
BNF
BW

CA

CCl
CDP
CDS

Cl

CMD
CoD
CoS

CP
CPCM
CPE
CRC
CRID
CSsP
CSRC
DF
DHCP
DiffServ
DLNA
DNG
DNS
DSCP
DSL
DSLAM
DSM
DSM-CC
DSMCC
DSMM
DTD
DTG
DTH
DTV
DUID
DVB S|
DVB
DVB-RC
DVB-S
DVBSTP
EBU
ECM
EMM
ES|
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Abbreviations

Audio/Video

Augmented Backus-Naur Form
Asynchronous Layered Coding
Application Layer Forward Error Correction
Address Resol ution Protocol

Any Source Multicast

Audio Video

Audio-Visua Profile Feedback
Broadband Content Guide

3GPP2 BroadCast MultiCast Service
Broadband Gateway Device

Binary MPEG format for XML

Bitmask Lost Packet

Backus-Naur Form

Bandwidth

Civic Address

Congestion Control Identifier

Content Delivery Protocol

Content Download Service

Content Identifier

Carousel Multicast Download

Content on Demand

Class of Service

Content Protection

Content Protection and Copy Management
Customer Premises Equipment

Cyclic Redundancy Check

Content Reference | Dentifier

Content Service Provider

Contributing SouRCe

Do not Fragment

Dynamic Host Configuration Protocol
Differentiated Services

Digital Living Network Alliance

Delivery Network Gateway

Domain Name System

Differentiated Services CodePoint

Digital Subscriber Line

Digital Subscriber Line Access Multiplexer
Dynamic Service Management

Digital Storage Media- Command and Control
Digital Storage Media Command and Control
Dynamic Service Management Manager
Document Type Declaration

Digital TV Group

Direct To Home

Digital Television

DHCP Unique I Dentifier

DVB Service Information

Digital Video Broadcasting

Digital Video Broadcasting - Return Channel
Digital Video Broadcasting - Satellite
DVB SD& S Transport Protocol

European Broadcasting Union

Entitlement Control Message

Entitlement Management Message
Encoding Symbol 1D

ETSI
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EUI Extended Unique Identifier
FB FeedBack

NOTE: Typically including negative acknowledgements, i.e. NACK.

FCC Fast Channel Change

FCI Feedback Control Information

FDT File Delivery Table

FEC Forward Error Correction

FEC-SF FEC Streaming Framework

FF Feed Forward

FLUTE File Delivery over Unidirectional Transport
FMT Feedback Message Type

FQDN Fully Qualified Domain Name

FUS Firmware Update Service

FUSS File Upload System Stub

GOP Group of Pictures

GZIP GnuzIP

HD High Definition

HE Head End

HEL Header Extension Length

HET Header Extension Type

HN Home Network

HNED Home Network End Device

HNS Home Network Segment

HTC Head-end Time Clock

HTTP Hyper Text Transfer Protocol

HTTPS HTTP Secure

IANA Internet Assigned Numbers Authority
ICMP Internet Control Message Protocol

ID IDentifier

IDF Ile De France

|IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force
IGMP Internet Group Management Protocol
IP Internet Protocol

IPDC Internet Protocol DataCasting

Pl Internet Protocol Infrastructure

IPTV Internet Protocol TeleVision

IPv4 Internet Protocol version 4

IRC Internet Relay Chat

ISDB Integrated Services Digital Broadcasting
ISN Initial Sequence Number

ISO International Organization for Standardization
ISP Internet Service Provider

ITU-T International Telecommunication Union-Telecommunication
Jic Joint Technical Committee

LCT Layered Coding Transport

LDAP Lightweight Directory Access Protocol
LLC Logical Link Control

LMB Live Media Broadcast

LPR Liner PRinter

MAC Media Access Control

MBWTM Media Broadcast with Trick Modes
MC MultiCast

MHP Multimedia Home Platform

MIME Multipurpose Internet Mail Extension
MLD Multicast Listener Discovery
MP@ML Main Profile at Main Level

MPEG Moving Pictures Expert Group

MPTS Multiple Program Transport Stream
MS Multiple Server
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MSN
MTS
MTU
NACK
NAT
NDS
NENA
NIT
NNTP
NPT
NTP
oSl
OSN
OTI
Oul
PAT
PCR
PHY
PID
PIDF
PiP
PLL
PMT
PSI

PTS
PVR
PXE
QoS
QRC
RAM
RAMS
RAP
RET
RFC
RMS
RR
RS
RS
RTCP
RTP
RTSP
RTT
RW
SAP
SBL
SBN

SD&S
SDES
SDP
SDT
SFMT
Sl

SIP
SLAAC
SLP
SMD
SMPTE
SMTP

SNTP
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M essage Sequence Number
MPEG-2 Transport Stream
Maximum Transmission Unit
Negative ACKnowledgement
Network Address Trandlation
Novell Directory Services

National Emergency Number Assocation
Network Information Table
Network News Transport Protocol
Normal Play Time

Network Time Protocol

Open Systems I nterconnection
Original Sequence Number

Object Transmission Information
Organizational Unique Identifier
Program Association Table
(MPEG-2) Program Clock Reference
PHYsica

Packet ID

Presence Information Data Format
Picture-in-Picture

Phased Locked Loop

Program Map Table

Program Specific Information
Payload Type

Presentation Time Stamp

Personal Video Recording

Preboot eX ecution Environment
Quiality of Service

Query-Response Channel

Random Access Memory

Rapid Acquisition of Multicast RTP Sessions
Random Access Point
RETransmission

Request For Comments

Remote Management and Firmware
Receiver Report

Retransmission Server

Receiver Summary Information
Real-time Transport Control Protocol
Real-time Transport Protocol

Real Time Streaming Protocol
Round Trip Time

Read Write

Session Announcement Protocol
Source Block Length

Source Block Number

Standard Definition

Service Discovery and Selection
Source DEScription

Session Description Protocol
Service Description Table

Sub Feedback Message Type
Service Information

Session Initiation Protocol

Statel ess Address AutoConfiguration
Service Location Protocol
Scheduled Multicast Download
Saciety of Motion Picture and Television Engineers
Simple Mail Transport Protocol
Sequence Number

Simple Network Time Protocol
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SOAP
SP
SP|
SPIL
SR
SRBT
SRM
SRMID
SRV
SS
SSL
SSM
SSRC
STC
STS
sSwW
TCP
TFTP
TIAS
TLS
TLV
TOI
ToS
TS
TS
T-STD
TTL
TV
TVA
TZ
ubD
UDP
URI
URL
URN
uTC
UTF
VCR
VOD
WWW
XML
XOR
XSD
ZIP
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Simple Object Access Protocol
Service Provider

Source Packet Information
Source Packet Information Length
Sender Report

Sub-Report Block Type
System Renewability Message
SRM |Dentifier

SeRVice, specific DNSRR
Single Server

Secure Socket Layer

Source Specific Multicast
Synchronization Source
(MPEG-2) System Time Clock

Transmission Control Protocol
Trivia File Transfer Protocol

ETSI TS 102 034 V2.1.1 (2016-04)

Transport Independent Application Specific maximum bandwidth

Transaction Layer Security
Type Length Vaue
Transport Object Identifier
Type of Service

Transport Stream
Transport Session Identifier

(MPEG-2) Transport Stream System Target Decoder

TimeTo Live

TeleVision

TV Anytime

Time Zone

Unicast Download

User Datagram Protocol
Uniform Resource Identifier
Uniform Resource Locator
Uniform Resource Name
Coordinated Universal Time
Unicode Transformation Format
Video Cassette Recorder
Video On Demand

World Wide Web

eXtensible Markup Language
eXclusive OR

XML Schema Document
Zoning Improvement Plan

3.3 Notations

3.3.1
3.3.1.1

Augmented Backus-Naur Form (ABNF)

General rules

The present document uses the Augmented Backus-Naur Form (ABNF) conform to IETF RFC 5234 [27], for syntax

specification.

The following general rules are defined:

host

donai nNane
domai nNaneLabel
| abel

t opLabel

name

acelabel

donmi nNane / i pAddress
*(domai nNaneLabel
| abel / acelabel

ALPHANUM * (" -' /| ALPHANUM ALPHANUM

ALPHA *('-' / ALPHANUM ALPHANUM
ALPHA *(('-' ALPHANUM / ALPHANUM
acePrefi x punnyCode

ETSI
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acePrefix ='x"'n" '- - E.g. 'xn--' or 'XN--'
punnyCode = *('-' | ALPHANUM

i pAddr ess = dottedDecimal / 1*10(DIGT) ; E.g. 80.78.123.11 or 1347320587
dot t edDeci nal = 1*3(DET) '.' 1*3(DAT)'." 1*3(DAT)'." 1*3(DIAT)

versi on = 1*3(DAT) '." 1*3(ALPHANUM ; Eg. 1.2A
ver si on =/ 1*3(DIAT) '." 1*3(ALPHANUM '.' 1*3(ALPHANUM ; E.g. 1.11C 32
3.3.1.2 Core rules

The following set of ABNF core rules derived from [27] are defined:

ALPHA = W%41-5A | 9%61-7A s AZ ] a-z

BIT = "o/ "1"

CHAR = 9%O01-7F ; any 7-bit US-ASCI| character, excl. NUL

CR = 90D ; carriage return

CRLF = CRLF ; Internet standard new ine

CTL = 9O00-1F / 9%&7F ; control characters

DAT = 9%30-39 ; 0-9

ALPHANUME ALPHA / DIGT i AAZ ] a-z /| 0-9

DQUOTE = %22 ;" (Doubl e Quote)

HEXDIG = DIAT/ %41-46 /| %61-66 ;

HTAB = 909 ; horizontal tab

LF = 9%O0A ; linefeed

LWSP = *(WBP / CRLF W&P) ; linear white space (past new ine)

OCTET = 9%00-FF ; 8 bits of data

SP = %20 ; Space

VCHAR = W21-7E ; visible (printing) characters

WEP = SP / HTAB ; white space

NOTE 1: Therulesfor constructing donai nNamne are aligned with IETF RFC 1035 [14], IETF RFC 1101 [16]
(First mention of labels starting with digits), IETF RFC 1738 [19] (URL), IETF RFC 2181 [26]
(Clarifications), IETF RFC 2396 [31] (including the optional trailing dot), IETF RFC 2486 [35] (URI)
and ICANN agreements with domain registrars
(wwv. i cann. org/tl ds/agreenment s/ pro/registry-agmnt-appc-26aug03. ht mand
wWww. i cann. or g/ tl ds/ agreenent s/ nane/ regi stry-agnt - appc- 13- 03j ul 01. ht m).

NOTE 2: ABNF isusedin several places throughout the present document.

4 Architecture

4.1 Introduction

4.1.0 Overview

The present document addresses the protocols and interactions for the data, management, signalling and control plane
between the service provider and aDVB-IPTV end-terminal, referred to as the Home Network End Device (HNED).
The primetarget for IPTV standardization by DVB isthelogical interface of the HNED, referred to as I PI-1, to enable
high-volume low-cost equipment.

It shall be noted that an end-to-end IPTV architecture specification is outside the scope of the present document, and
work has been done el sewhere to consider it.

NOTE: Other standards development organizations have specified end-to-end IPTV architectures defining both
the logical network components and their interfaces, for example ETS| TISPAN. Specifically the DVB
blue book A128[i.6] discusses how the DVB IPI-1 (sub-)interface (elements) fitsin with the ETSI
TISPAN IPTV architecture specifications [i.7] and [i.8].

The IPI-1 interface can be used to deliver content and metadata into the DVB-HN to be consumed by DVB-HN devices,
asdefined in [114], with the HNED acting asa DVB HN Broadband Gateway Device (BGD). [114] defines how
content sharing and local content management can be implemented in a home network across DVB HN devices.

ETSI



4.1.1

32 ETSI TS 102 034 vV2.1.1 (2016-04)

Domains and Actors in an IPTV system

IPTV isgenerally deployed as a subscription-based service where several domains are involved. Figure 1 depicts the
different IPTV domains and the connectivity relative to the layering model described in the OSI reference model
(X.200). The four identified "domains" in Figure 1 can be associated with different "actors" in the IPTV delivery chain

as described below.
i Manage:)ment Plane i
/ Application : :
Session
Layers < """"
Network/
Transport
\ Physical/Link
Content i | Service i | Delivery i Home
Provider ; Provider ' Network ; —
SN— _
——
Domains
“““““ Interface

Figure 1: Layer model showing the relationship of the "domains" to the OSI based stack layers

The four communicating network domains are as follows:

Content Provider: the entity that owns or islicensed to sell content or content assets and provides the original
descriptive metadata. Although the Service Provider is probably the actor with which the user will have a
commercial agreement in order to access content, a direct logical information flow may be set up between
Content Provider and Home client e.g. for rights management and protection. This flow is shown in the
layered model.

Service Provider: the entity providing a service to the end-user. Different types of service provider may be
relevant for DVB services on IP, e.g. smple Internet Service Providers (ISPs) and Content Service Providers
(CSPs). In the context of DVB services on | P, the CSP acquires/licenses content and metadata from one or
more Content Providers and packages thisinto a service. In this case the service provider is not transparent to
the application and content information flow.

Delivery Network: the entity connecting clients and service providers. The delivery system usually is
composed of access networks and core or backbone networks, using a variety of network technologies. The
delivery network istransparent to the | P traffic, although there may be timing and packet loss issues relevant
for A/V content streamed on IP. The Delivery Network is owned and controlled by a Network Provider.

Home: the domain where the A/V services are consumed. In the home one or more IPTV end devices
(HNEDs) may be used for managed IPTV service consumption, where each HNED acts asthe IPTV service
consumption end-point. Additionally, there may aso be sharing of DVB IPTV delivered content and metadata
locally in the home network across devices inside the home network. Such local content sharing system is
specified by DVB in DVB HN [114]. See clause 4.1.2.

In any specific business case a single organization may fulfil several of the network functions described above.

As mentioned above the Service Provider entity covers various kinds of Service Provider types, especially broadband

I SPs and CSPs. It should be noted that although we treat these two business roles separately, a single company could
very well act in both roles. In such a case the end user could be offered a single subscription covering both the | SP and
the CSP service offerings (see below).
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It is noted that today's Internet business models often involve so called virtual SPs, which means that the SP relies on
some other party, typically a wholesale I P network operator, to implement and run all (or parts) of the service
production platform. However, in the present document we do not distinguish any virtual SP roles - whether the SP
owns the service production platform or "out-sources’ the platform isirrelevant for this model since we simply look at
the services and functions of each domain. It is also noted that in some countries, the access provider and the | SP may
be different parties. In this context, however, those are not treated separately, but the ISP is the only party covered.

The "access provider" could for example provide the end device with the IP address. However, in order to ssimplify the
description we cover such potential access provider services/functions under the ISP role.

41.2 The Home Network Domain
41.2.1 HNED as end point

In the context of the present document, the concept of home network domain is confined to the physical home network
that interconnects an HNED with the broadband access network through the Delivery Network Gateway (DNG)
function, and where the HNED is considered the end-point in the IPTV ecosystem. There may be multiple HNEDs
connected to the same DNG. The detailed functionality of the DNG is not defined in the present document, and the
basic architecture is shown in Figure 2.

The DVB HNED deviceislogically connected to the network by means of the I PI-1 interface over which the
network/transport, session and application layer protocol interactions occur for each of the various IPTV service
functions considered in the present document.

A—
HNED

Figure 2: DVB HNEDs and associated IPI-1 interfaces in a home network

HNED

The DNG and HNED can be described as follows:

o Delivery Network Gateway (DNG): the device that connects the home network domain with the broadband
access network. It can be a so-called "null" device, awire interconnecting the networks on OSI layer 1 or it
can function as a bridge or router interconnecting different link layer technologies. It may also act asa
gateway also providing functionality on the OSl layer 4 and above but that may be specific to the DNG or
service provider.

. Home Network End Device (HNED): as defined in clause 3.1, the device that is connected to the IP network
viathe IPI-1 interface through which DVB IPTV services are consumed, and that provides the functionality
for DVB-IPTV content navigation and rendering.

NOTE: HNED and IPI-1 are one-to-one associated with each other: an HNED per definition exhibits an I1PI-1
logical interface, and vice versa, an I Pl-1 interface is terminated by an HNED.

The following high-level characteristics apply to the Home Network domain consisting of DNG and HNED(s), with
respect to the DVB IPTV service architecture:

1) A home network can be simultaneously connected to multiple and heterogeneous delivery networks, but can
only be connected to a broadband access network by means of asingle DNG.

Asan example, in atypical scenario xXDSL and DV B-S2 connectivity may both be available at the home.

2)  End users may be able to choose the IPTV service provider based on the available connectivity and hence the
metadata (SD& S as described in clause 5), subject to contractual restrictions which may apply.

As an example, the | SPs and the CSPs may be independent from each other.
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3) Different end usersin the same home network may be able to select different IPTV service providers subject to
the available metadata (SD& S).

4)  End users may be able to access DVB content from aDVB IPTV delivery network using multiple HNEDs in
the home, subject to contractual restrictions which may apply.

Figure 2a: Void
Figure 2b: Void

41.2.2 DVB Home Network (DVB HN) content sharing

The DVB IPTV service offerings and consumption, for which the protocols on the | PI-1 interface are defined in the
present document can be extended with a home network content sharing model as defined in the DVB Home Network
(DVB-HN) specification ETSI TS 102 905 [114], which uses the DLNA Guidelines[i.4] asits foundation.

This enables adevice hosting the DVB IPTV HNED functionality, to act as a contribution channel providing the
necessary translation methods to expose content and metadata on the DVB-HN home network, therefore making it
possible to view the DVB IPTV content on the DVB-HN players subject to restrictions where they apply.

ETSI TS 102 905 [114] specifies how DVB content can be shared between logical devices within the home domain, by
defining DVB Home Network (DVB HN) logical functions, HN device classes and the associated DVB IPI-HN
interfaces. The basic architecture is depicted in Figure 2c. Note that thisis alogica representation, and multiple logical
devices may be combined into a single physical device, e.g. asingle physical device incorporating server and player
connected through aDVB IPI-HN interface.

roadcast

B C/S/T

Figure 2c: DVB IPI-HN architecture and scope

The DVB IPI-1 interface is independent of the DVB IPI- HN interface, although both can co-exist within the same
physical home network domain, and DVB IPI-1 and DVB IPI-HN interface can be simultaneously present on the same
PHY interface of a device connected to the home network. Physical devices may combine DVB HNED function and
any DVB HN logica function.

4.1.2a High-level Service Flows in a DVB IPTV network

Figure 2d is an expansion of Figure 2 and schematically depicts the service flows on the I PI-1 interface related to the
main services specified in the present document.

The main services are:
e  Service and Service Provider Discovery.
. Live Media Broadcast (LMB) Service connection and streaming.

e  Content-on-Demand (CoD) and Live Media Broadcast with Trick Mode (LMBWTM) Service Selection,
streaming and streaming control.

e  Content Download Service (CDS) selection and download.
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Once the HNED is equipped with an IP address, the HNED engages in the following steps:
e  Step 0: Through RMS-FUS, the HNED can be provided with the right configuration (e.g. at boot-up).

. Step 1: The DVB HNED first performs service provider discovery (e.g. through SD&S or via DHCP) and
hence connects to an SD&S entry point.

. Steps 2 & 3: The DVB HNED discovers services by connecting to the SD&S server of a specific Service
Provider and/or by receiving information from the Broadband Content Guide (optional) delivery server.

After having received all necessary metadata, the HNED can start consuming other services from the DVB IPTV
Service Provider of its choice as exemplified through flows 4, 5 and 6 in Figure 2d.

Flow 4 in Figure 2d involves the connection to a Live Media Broadcast Service transported over multicast and
subsequent streaming whereas flow 5 depicts the connection of an HNED to a Content-on-Demand Server (using
RTSP) and subsequent consumption of the unicast content. Flow 6 depicts the connection to and consumption of the
Content Download Service (unicast or multicast).

It shall be noted that not all services defined in the present document need to be implemented in an IPTV system or
need to be supported by an HNED on the IPI-1 interface to claim compliance to the present document. In order to
facilitate and maximize the stepwise deployment of IPTV services, [i.9] defines a set of service oriented profiles.
Examples are LMB profile, CoD profile, etc.

Clause 4.1.3 provides an overview of all protocols that have been defined in the present document for the IP1-1 interface
in order to support the services described herein.

1
i Cos > s
et Service inf.
E Firmware Update
i Remote Management
)
Time TING HNED
Sl BiCP | NAT
DHCP ¢ sampr————--
SD&S server
Service provider inf. DNS

Figure 2d: Schematic overview of the main service flow interactions in a DVB IPTV network

4.1.3 Diagram of the DVB-IPTV Protocol Stack

Figure 3 is a logical diagram of the high-level protocols on the IPI-1 interface, specified in the present document for
enabling DVB services over IP-based networks and the associated delivery and network support services. The
organization of this protocol stack is based on the hierarchical structure frequently applied in equipment design,

i.e. service offering and applications, middleware and functions, IP protocols and transport, and phy/MAC/link layers.
This follows the ISO/OSI layering convention in general terms.
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The top layer of this stack signifies the service offering intended by the Service Provider. This consists of programs,
information about programs, multicast- and/or unicast | P addresses; in short, the essential items needed to enable a
DVB service over an IP network.

The middleware and functions layer includes those functions described in the present document and other DVB
supporting documents, the text colours are unique to the functions or groups of functions and those col ours map down
to the | P protocol and transport layer of the diagram.

The colour coding used is:
. QoS = red.
o Multicast service connection and management = black.
. Reliability of delivery/LMB Fast Channel Change = green.
o DVB AV and data services and metadata = blue.
o Remote management and firmware update = yellow.
. Content Download Service (CDS) = brown.
. HNED provisioning and boot procedures = purple.

The IP protocol and transport layer attempts to identify which protocols and transports are required and map the usage
of those protocols and transports to the functions of the layers above using the colour coding. Where the protocol is
shown in black it indicates that it is required by multiple functions, e.g. DVBSTP, HTTP, etc.

In principle the protocols required for transport of elements of the service offering via I P networking are independent of
the physical layers below the I P networking layer and the present document is generally agnostic to the physical layer
technology.

The software stack diagram is shown for information only and is not normative.

The HNED isan IP compliant device; on its IPI-1 interface it supports the requirements laid down in
IETF RFC 1122 [17]. HTTP, TCP, UDP and IP are available to the HNED as networking and transport protocols.

The following clauses mention the protocols and protocol-related markings, usage of which is specified in the clauses of
the present document.

Information for service discovery and selection services is assembled according to the SD& S protocol, specified in
clause 5. The SD& S protocol for multicast (push) services is transported in | P packets according to the DVBSTP
transport protocol, also specified in clause 5. For unicast (pull) services the SD& S information is transported viaHTTP.
An SD& S entry point can be implemented using a DNS mechanism, specified in clause 5.

The Real-Time Streaming Protocol (RTSP) is used for delivery and control of content on-demand services and
optionally can also be used for control of the delivery of Live Media Broadcast services, e.g. TV and audio (radio)
programs. The specification of this usage can be found in clause 6.

The Audio and Video streams and the Service Information are multiplexed into avalid MPEG-2 Transport Stream,
according to [52]. The resulting MPEG-2 packets are encapsulated directly in UDP or in RTP/UDP for streaming
delivery, with DSCP packet markings for quality of service. Streaming delivery of MPEG-2 TSon IP is specified in
clause 7. The use of RTCP, e.g. to send information to receivers about transmission statistics, and of IGMP and MLD to
join and leave multicast streams, is aso specified in clause 7.

DSCP packet markings and Ethernet priority setting for quality of service are specified in clause 11.

The DHCP protocol is used to configure the HNED with an | P address. The detailed mechanisms and the options for
this and related other functions are specified in clause 8. Real time clock services or accurate network time services are
implemented using respectively SNTP or NTP protocol.

Theinitia boot procedure uses a stub file (FUSStub) downloaded over HTTP for unicast or acquired from a multicast
DVBSTP service, this stub file mechanism replaces the identification agent method defined in versions prior to
release 1.4.1 of the present document.
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For Content Download Services (CDSs) the HTTP protocol is used for unicast delivery and the FLUTE protocol for
multicast delivery.

Content download sessions are described in XML or SDP syntax and delivery isviaHTTP (unicast) or SAP (multicast
for SDP data) or DVBSTP (multicast for XML data). The mechanisms and protocols are specified in clause 10.

For System Renewability Message (SRM) delivery over IP the HTTP protocol is used for unicast download and the
FLUTE protocol for multicast download. HTTP (unicast) and SAP (multicast) are used for SRM announcements. The
mechanisms are specified in clause 12.

Annexes E and F describe two optional ways to enhance the reliability of delivery for RTP transport using AL-FEC or
Retransmissions and annexes H and | two mechanisms to reduce the response time when switching LMB services
(using Server-based Fast Channel Change or Companion Stream FCC).
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NOTE 1: The profile of DSM-CC used for firmware delivery for RMS-FUS is as specified in ETSI TS 102 006 [105]
(V1.3.2).

NOTE 2: The information exchanged in RTSP may be conveyed in an XML or SDP format.

NOTE 3: TLS/SSL indicates that either TLS or SSL can be used.

NOTE 4: HTTP/HTTPS indicates that either HTTP or HTTPS can be used.

NOTE 5: DSM-CC is the transport protocol used for SRM and RMS-FUS but has no relationship with Dynamic
Service Management.

Figure 3: Diagram of the protocol stack for DVB-IPTV services

4.2 Void

Figure 4: Void

Figure 5: Void
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5 Service discovery

51 Overview

The present document covers the mechanisms used for service discovery, service selection and the delivery of service
discovery information.

Service discovery is the mechanism enabling the discovery of DVB-IPTV services available over bi-directional 1P
network. The service discovery resultsin the presentation of alist of services with sufficient information for the user to
make a choice and access the chosen service. Selection takes place after the user has made a choice about which service
to view.

Live Media Broadcast, CoD and CDSs are covered by the present document. Two types of Live Media broadcast
services have been identified: broadcast services with DVB Sl [1] embedded in the stream (referenced as" TS Full SI™)
and broadcast services without in-band Sl except for MPEG PSI (referenced as" TS optional SI™).

"TSFull SI" isintended for the case where the Service Provider selects traditional DVB broadcast digital TV streams
(from different sources) and provides them as they are over |P to the end-user, in the same way that DTV operators
aggregate satel lite-received streams over cable. In such a case, the minimum amount of information that the Service
Provider hasto generate specifically for IP delivery isthe information needed at the receiver end to be able to locate the
different transport streams (similar to the information needed for the scanning phase in cable, satellite or terrestrial
networks). Information on individual servicesis afterwards acquired from the transport stream itself through classical
use of service information as defined in DVB Sl [1].

"TS- Optional SI" isintended for the more advanced situation where the Service Provider wants to present its offering
but where it cannot afford or does not want to use bandwidth for usual DV B service description information. In that
case, the service discovery information has to give the location of the service as well as relevant service information
about each service.

The Broadband Content Guide [62] provides CoD and CDS information and program schedule information for Live
Media Broadcast services.

CDSs use the BCG for service announcement. Service announcement for CDS isintroduced in clause 10.3.

Two transport mechanisms are defined to support both push and pull models of delivery for the service discovery
information. Both unicast and multicast modes are supported and the same information can be carried over both modes.

The service discovery information shall be represented with and carried as XML records [54] and the XML
schemas [55], [56] and [57] describing their syntax and grammar are specified in clause 5.2.

5.2 Service Metadata

521 Service ldentification
5.2.1.0 Introduction

This clause defines the mechanisms used to identify service providers and servicesin the context of service discovery.

5.21.1 Service Provider (SP)

A SP shall be identified uniquely by the name of the DNS Domain it has registered and controls. The organizations
administrating the Internet DNS domain names shall be used as a globally unique registration mechanism that allows
these textual SP identifiers to be globally unique names.

5.2.1.2 Service name or service ID

Each service shall be assigned one textual identifier that takes the form of an Internet DNS host name under the DNS
domain that the SP controls. Thus a service can be uniquely identified by a concatenation of a service name (managed
uniquely by the SP) and the SP's domain name.

The syntax of atextual service identifier is as defined in MHP (clause 14.9 [3]):

<service_name>"."<service_provider_domain_name>
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where <service_name> is a unique name for the service within the SP's domain and
<service_provider_domain_name> isan Internet DNS domain name that the SP has rights to control. The
<service_name> field shall follow the rules defined for Internet DNS names so that the whole textual service identifier
isavalid host nameto be used in the Internet DNS as defined in IETF RFC 1035 [14].

There are two basic mechanisms for uniquely identifying a service:

. the triplet of numeric identifiers: original_network_id, transport_stream _id and service id as defined in
DVB Sl [1];

. atextual service identifier, as defined above.
Either form can be used for identifying a service globally and uniquely.

It should be noted that the DV B triplet (original_network_id, transport_stream_id and service _id) distinguishes between
the same service carried by different networks. For example the triplet would consider the channel BBCL carried by
BskyB and by Freeview as two separate services.

For example, the SP CANAL+ isidentified by the domain name " canal-plus.com” and a service can be assigned the
name " canal plussport.canal-plus.com".

5.2.2 Fragmentation of SD&S Records

Following restructuring, the text for this clause can now be found in clause 5.4.4.
Table 1: Void (see Table 12a)

Figure 6: Void (see Figure 9a)

5.2.3 Steps in service discovery (informative)

Figure 7 summarizes the steps of the Service Discovery process. Each step is further described in separate clauses
below however, to help further understand the process, some more detailed informative text follows figure 7.

’

1 - Find Service Discovery entry points

;

< 2 - For each Service Discovery entry point

i ¢— mmmm

collect SP discovery information

’

3 - For each SP collect DVB-IP service
discovery information

. ;

Figure 7: Steps in service discovery

Service Discovery

-«

The service discovery process begins with the discovery of SPs offering DVB-IPTV services over the I P network and
continues with the discovery of available services from each SP.

The service discovery process bootstraps itself by determining the entry point(s) of the discovery information. Thisis
specified in clause 5.2.4.

The discovery of SPsoffering DVB-IPTV servicesis done via the acquisition of the SP Discovery Information
specified in clause 5.2.5. SPs publish their offering via the service discovery information as specified in clause 5.2.6.
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There are many different ways of finding the Service Discovery entry points. This discussion assumes that the HNED
acquires them through DNS using DHCP Option 15. The steps for finding the Service Discovery Entry points are;

1) ThelP addressis obtained through DHCP in the normal manner (see clause 8.1.1). Thiswill resultin DHCP
option 15 being filled in with a domain name called "DNS_DomainName".

2) A DNSlookup (Query message) is then performed with the QNAME being _dvbservdsc.tcp.
DNS_DomainName, and the lookup should specify SRV. The return answer should be what isin the RR
record for the QNAME, for example "SD&S1 DomainName A IP_SD& S1" and "SD& S2_DomainName A
IP_SD& S2" where "SD& S1_DomainName" and "SD&S2_DomainName" are the domain names, "A" isthe
type of the record (for simplicity, thereisno recursion, so thisisahost) and "IP_SD&S1" and "IP_SD& S2"
are the IP addresses.

The HNED has now found the Service Discovery Entry points from (2) so it can now collect the SP discovery
information for each of the two entry points"SD&S1 _DomainName" and "SD& S2_DomainName". Thisis done using
either multicast or unicast, but for this example unicast is assumed which usesan HTTP GET to obtain the SP
Discovery XML record. There are two types of GET that can be used: the first obtains the information for a specific SP
via a specific domain name, whilst the other obtains the information for all SPsin asingle piece of XML. In the latter
case, asingle SP Discovery request is assumed.

For this example, the HNED could issue an HTTP GET like the following to the IP address of SD& S1_DomainName.

GET /dvb/ sdns/sp_di scovery?i d=ALL HTTP/ 1.1 CRLF
Host: SD&S1_Donai nNane CRLF

The SD& S Server should return XML similar to the following example:

<?xm version="1.0" encodi ng="UTF-8"?>
<Servi ceDi scovery xm ns="urn: dvb: met adat a: i ptv: sdns: 2008- 1"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schema- i nst ance" >
<Servi ceProvi der Di scovery>
<Servi ceProvi der Domai nNane="SP1_Donmai nNane" Version="1">
<Nane Language="ENG'>SP1_nane</ Name>
<Of fering>
<Pul | Location="http://sdns.SP1. com dvb/sdns">
<Payl oadl D | d="2">
<Segrent |D="0" />
<Segment | D="1" />
<Segnent | D="2" />

</ Payl oadl D>
</ Pul | >
</ O fering>
</ Servi ceProvi der >

<Nane Language="ENG'>SP2_nane</ Name>
<O fering>
<Pul |l Location="http://sdns. SP2. com dvb/sdns">
<Payl oadl D | d="2">
<Segnent | D="0" />
<Segment |D="1" />
<Segment |D="2" />

</ Payl oadl D>
</ Pull >
</ O fering>
</ Servi ceProvi der >
</ Servi ceProvi der Di scovery>
</ Servi ceDi scovery>

The HNED now has all the information for all the Service Providers " SP1 Name" and "SP2 Name" providing
DVB-IPTV services, so it can now discover the services each one provides. Thisneedsasimilar HTTP GET as used to
pull the Service Provider Discovery information, for each of the Service Providers, but this time for each of the
segments provided in the Service Provider Discovery record. The record lists 3 segments. 0, 1 and 2 that will resultin 3
GET s each returning the corresponding XML, for example:

GET /dvb/ sdns/ servi ce_di scovery?i d=SP1_Donai nNane&Pay| oad=02&Segnent =0000 HTTP/ 1.1 CRLF
Host = sdns. SP1. com CRLF

GET /dvb/ sdns/ servi ce_di scovery?i d=SP1_Donai nNane&Pay| oad=02&Segnent =0001 HTTP/ 1.1 CRLF
Host = sdns. SP1. com CRLF
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GET /dvb/ sdns/ servi ce_di scovery?i d=SP1_Donmai nNane&Pay| oad=02&Segnent =0002 HTTP/ 1.1 CRLF
Host = sdns. SP1. com CRLF

The XML returned should be similar to the following:

<?xm version="1.0" encodi ng="UTF-8"?>
<Servi ceDi scovery xm ns="urn: dvb: met adat a: i ptv: sdns: 2008- 1"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schema- i nst ance" >
<Br oadcast Di scovery Domai nName="SP1_Domai nNanme" >
<Servi celLi st >
<Si ngl eServi ce>
<Servi celLocati on>
<I PMul ti cast Addr ess..Address="1P_Mul ti cast Address1" Port="port_val ue" />
</ Servi ceLocati on>
<Text ual I denti fi er Donmi nName="SP1_Domai nName" Servi ceName="SvceNanel"/>
<DVBTriplet OigNetlD= "ON.id_valuel" TSID= "TS_|ID val uel"
Servicel D="S I D val uel" />

</ Si ngl eServi ce>

</ Servi celLi st >
</ Broadcast Di scovery>
</ Servi ceDi scovery>

5.2.4 Service discovery entry points

The service discovery process shall bootstrap itself by determining the entry point(s) of the discovery information. The
SD& S entry points can be one of the following:

. A well known multicast address registered with lANA that is 224.0.23.14 (DvbServDisc).

e Alistof SD&S entry points addresses may be acquired via DNS according to the service location
IETF RFC 2782 [40]. The service nameis _dvbservdsc, the protocol may be tcp or udp, while the rest of the
name is the domain name maintained by DV B for service discovery; this domain nameis set to
services.dvb.org. So the lookup shall be either _dvbservdsc. _tcp.services.dvb.org or
_dvbservdsc._udp.services.dvb.org. Thisrequires that the HNED support an SRV cognizant DNS client and
according to the specification in IETF RFC 2782 [40]. The DVB organization will maintain the
services.dvb.org domain name for service discovery and new SPs should register with DV B to add them to the
DNS SRV list. HTTP servers will be found viathe tcp protocol method whilst the multicast addresses will be
found viathe udp protocol method.

e  Whenthe HNED connectsto the network to request its own address (e.g. during DHCP) it may be provided
with domain names via DHCPv4 option 15 [25] or DHCPv6 option 24 [124] depending on whether 1Pv4 or
IPv6 will be used. A list of SD& S entry points addresses is then acquired via DNS according to the service
location IETF RFC 2782 [40] as described above. The service nameis_dvbservdsc, the protocol may be tcp or
udp, while the rest of the name is the domain name provided via DHCP Option 15 or DHCPV6 option 24. For
exampl e the lookup could be _dvbservdsc. _tcp.example.com. This requires that the HNED support an SRV
cognizant DNS client according to the specification in IETF RFC 2782 [40].

NOTE: The DNS mechanism as described in IETF RFC 2782 [40] may be used in arecursive fashion, i.e. the
domain names returned can include ones starting with _dvbservdsc in which case further DNS SRV
methods are required to locate the final domain names.

If no portnumber is specified, the default portnumber shall be 3937 (dvbservdsc) as assigned by IANA.

The HNED shall look for SD& S entry pointsin the priority order defined below. When one of the steps below provides
at least one entry point then the HNED shall stop searching for new entry points:

1) The domain names returned by DHCPv4 option 15 or DHCPv6 option 24 shall be used in conjunction with the
DNS mechanism defined above. If the method does not resolve to one or more valid domain names or returns
an error, then the HNED shall go to the next step.

2) TheHNED joinsthe IANA registered multicast address; if no valid DVBSTP packets are received within a
minimum period of 2 cycles of SD& S Information delivery (maximum cycle period specified in
clause 5.4.4.3) then the HNED shall go to the next step.
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3) TheDVB constructed DNS method defined above shall be used, if it does not resolve to one or more valid
domain names or returns an error, then the HNED shall go to the next step.

4)  If no entry point has been found through the steps above there shall be the option for the user to enter the
URL [19] or an |P address and optional porthumber of an entry point manually.

525 SP discovery information

Following restructuring, the text for this clause can now be found in clause 5.2.13.7: " ServiceProvider Discovery:
ServiceProviderListType".

Table 2: Void (see Table 11ck)

5.2.6 DVB-IPTV service discovery information

Following restructuring, the text for this clause can now be found in clause 5.2.13: "XML Main Types' of the present
document.

The following clauses also contained in clause 5.2.6 of ETSI TS 102 034 V1.4.1 and V1.5.2 have been restructured as
follows:

e  Thetext for clause 5.2.6.1 "DVB-IPTV Offering Record" can now be found in clause 5.2.12.18:
"OfferingBase” of the present document.

- Table 3isvoid and replaced by Table 11az.

. The text for clause 5.2.6.2 "Broadcast discovery record”" can now be found in clause 5.2.13.2: "Broadcast
Discovery Record: BroadcastOffering” of the present document.

e  Thetext for clause 5.2.6.2.1 "Broadcast discovery record - TS Full SI" can now be found in clause 5.2.13.2:
"Broadcast Discovery Record: BroadcastOffering" of the present document.

- Table 4 isvoid and replaced by Table 11cf.

. The text for clause 5.2.6.2.2 "Broadcast discovery record - TS Optional SI" can now be found in
clause 5.2.13.2: "Broadcast Discovery Record: BroadcastOffering” of the present document.

- Table5isvoid and replaced by Table 11cf.

. The text for clause 5.2.6.3 "Content on Demand (CoD) discovery record” can now be found in clause 5.2.13.3:
"Content on Demand Offering Record: CoDOffering" of the present document.

- Table 6 isvoid and replaced by Table 11cg.

. The text for clause 5.2.6.4 " Service From other Services Providers record" can now be found in
clause 5.2.13.5: "Referenced Services Offering: ReferencedServices' of the present document.

- Table 7 isvoid and replaced by Table 11ci.

e  Thetext for clause 5.2.6.5 "Package discovery record" can now be found in clause 5.2.13.4: "Packaged
Services: PackagedServices' of the present document.

- Table 8isvoid and replaced by Table 11ch.

° The text for clause 5.2.6.6 "Broadband Content Guide record" can now be found in clause 5.2.13.1:
"Broadband Content Guide Record: BCGOffering " of the present document.

- Table9isvoid and replaced by Table 11ce.

e  Thetext for clause 5.2.6.7 "HNED Cell ID Discovery - Regionalization Discovery Record" can now be found
in clause 5.2.13.8: "Regionalization Discovery Information" of the present document.

e  Thetext for clause 5.2.6.7.1 "Obtaining the Cell ID viaHTTP (Pull mode)" can now be found in
clause 5.4.2.3: "Obtaining the Cell ID viaHTTP (Pull mode)" of the present document.
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. The text for clause 5.2.6.7.2 "Obtaining the Cell ID viathe Regionalization Discovery Record (Push mode)”
can now be found in 5.2.13.8: "Regionalization Discovery Information” of the present document.
- Table 10 isvoid and replaced by Table 11cl.

° The text for clause 5.2.6.8 "Provision of RMS-FUS Information" can now be found in clause 5.2.13.6: "RMS
Offering: RMSFUSDiscoveryType" of the present document.

- Table 11 isvoid and replaced by Table 11¢j.

5.2.7 Data Model (Informative)

Figure 7aa provides a graphic representation of the DVB-IPTV service discovery model.
The boxes in bold are the components required to establish the list of DVB-IPTV services available from different SPs.

Clause 5.2.13 provides details on the elements that may be contained within the Service Discovery element.
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Figure 7aa: Data model for DVB-IPTV service discovery information
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Table 11aa: List of Offerings within the DVB IPTV Data Model

Offering Description
Broadcast Discovery information The "Broadcast Discovery" information (see clause 5.2.13.2) is provided in
two forms:
"TS - Full SI broadcast discovery information" is used when full DVB
Sl is available in-band, this may be indicated by a value of "Stream"
for the "PrimarySISource" attribute of "SI" for a "IPService".
"TS - Optional S| broadcast discovery information" is used when
complete service description is not available in-band, this may be
indicated by a value of "XML" for the "PrimarySISource" attribute of
"SI" for a "IPService".

CoD Discovery information The "CoD Discovery" information (see clause 5.2.13.3) is used for SPs that
would like to describe their CoD offer (see note).
Services From Other SPs The "Services From Other SPs" (see clause 5.2.13.5) allow SPs to

reference individual services or a complete offering from another SP with
which it has a commercial agreement.

Package Discovery information The "Package Discovery" information (see clause 5.2.13.4) is used by SPs
that would like to group several services and present them as a single
entity. The package information does not enable the discovery of new
services; the package discovery information references services which
have to be discovered via the two other components in the model called
Broadcast and CoD Discovery Information. Additional information on
services can optionally be provided in the context of a package.

Service Provider Discovery information |"Service Provider Discovery" information carries the necessary description
of the SPs providing services within the overall offering.

BCG Offering The "BCG Offering" (see clause 5.2.13.1) provides a means of offering
guide data. This guide data may lead to content available either as services
resolved via the SP discovery information, or via other mechanisms (such

as CoD).

RMS Offering The "RMS Offering" (see clause 5.2.13.6) provides a means to offer both
remote management and firmware update services.

Regionalization Offering The "Regionalization Offering" (see clause 5.2.13.8.1) provides the
information required to offer regionalized services.

SRM Offering The "SRM Offering" (see clause 5.2.13.9) describes where System

Renewability Messages may be found.
NOTE: This now is deprecated, and the BCG Discovery information should be used.

All the "Discovery" entry points except " ServiceproviderDiscovery" use extended versions of the "dvb:Offeringbase”,
each extended in an appropriate way to add additional attributes.

"ServiceproviderDiscovery" opensinto alist of service providers offering IPTV services.

Using the data model above, the HNED first builds the list of DVB-IPTV SPs operating on the network, thenin a
second stage the list of DVB-IPTV servicesis established by acquiring the service discovery information for each SP.

The model alows the entry point to the service discovery and sel ection mechanism to be a specific SP, in this case the
information relating to the SP and the list of services for this SP may be acquired from the same location.

This model is extended by adding new types of discovery information if new types of SP offers are identified.
5.2.8 Metadata Namespace
5.2.8.0 General rules

The namespace root for metadata definitions provided by the present document shall be "urn:dvb:metadata:iptv:sdns’.

By inclusion, the present document also makes use of the updated TV -Anytime namespace "urn:tva:metadata:2011",
and the base XML schema namespace(s), the text version of the schema header isincluded below.

Elements which are referenced by an unknown namespace shall be ignored, even if they appear to be known. Additional
namespaces are to be expected in the future as new features are introduced.
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<xsd: schenma t ar get Nanespace="ur n: dvb: net adat a: i ptv: sdns: 2014- 1"
xm ns:tva="urn:tva: met adat a: 2011"
xm ns: dvb12="ur n: dvb: net adat a: i pt v: sdns: 2012- 1"
xm ns: dvb14="urn: dvb: met adat a: i pt v: sdns: 2014- 1"
xm ns: dvb="urn: dvb: met adat a: i pt v: sdns: 2008- 1"
xm ns: mpeg7="urn: tva: npeg7: 2008"
xm ns: xsd="htt p: // www. wW3. or g/ 2001/ XM_Schema"
el ement For nDef aul t =" qual i fi ed" attri buteFornDef aul t ="unqualified">
<xsd: annot ati on>
<xsd: docunent ati on>schema to validate the record of the description of the DVB-I1P offering of
a service Provider
This is the phase 1.6.1 version of the schemn
</ xsd: docunent at i on>
</ xsd: annot at i on>
<xsd: i nport nanespace="urn:tva: netadat a: 2011" schemaLocati on="./tva_netadata_3-1_v171. xsd"/>
<xsd: i nport nanespace="urn: dvb: net adat a: i pt v: sdns: 2008- 1" schenmaLocati on="./sdns_v1. 4r13. xsd"/ >
<xsd: i nport nanespace="urn: dvb: netadata:i ptv: sdns: 2012-1" schemaLocati on="./sdns_v1. 5r 25b. xsd"/ >
<xsd: i nport nanmespace="urn:tva: npeg7: 2008" schemalLocation="./tva_npeg7_2008. xsd"/ >

5.28.1 Current version

Thisversion of the present document uses the version designation "2014-1". Hence metadata definitions that are new, or
have been updated in this version, shall use the namespace "urn:dvb: metadata:iptv:sdns:2014-1" and the elements and
attributes affected by the update will be pre-fixed by "dvb14".

5.2.8.2 Backwards compatibility

M etadata definitions introduced in previous versions have used different version designations of the form "year-
version”, e.g. "2008-1" (see aso clause 5.2.8.1). These definitions remain in effect, unless a definition of the same
element, in the same namespace root, but with a newer version designation has been provided, i.e. later updates can
effectively override certain elements. Non-overridden element definitions remain in effect, however.

EXAMPLE: Assume that the 2008-1 version has defined elements A and B; assume further that the 2012-1
version re-defines just element B. In this case, for element A the 2008-1 definition applies, and for
element B the 2012-1 definition applies. The new definition for element B will be prefixed by
"dvb12".

An instance document that uses "dvb12" itemsisat liberty to use dvb:B (assuming it is not using
any of the new features), as might be the case where backwards compatibility over dvb:B is more
important than extended functionality of dvb12:B.

NOTE: Careshould be taken to ensure that the correct namespace qualifier (e.g. "dvb12") isapplied to al items.

5.2.9 Legend and Syntax of XML diagrams (Informative)

The elements shown with bold boundaries are mandatory, and those without a bold boundary are optional. Attribute
groups are shown without a bold outline, also the optional attributes, but the mandatory attributes are shown with abold
outline.

Table 11lab: Symbols used in SD&S related XML Schemas

Symbol Meaning Comments
ComplexType As an example, the name within
_@ Q= the item is that of the complex type
element ("PayloadList")

[] Payloadlist |&
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Symbol

Meaning Comments

( [/ BroadoastSystemType jﬁ-}

SimpleType As an example, the name within
the item ("BroadcastSystemType")
is that of the simple type element

An Attribute As an example, the name within
the item "Version" is that of the
@ ersion @ attribute
Attribute Group As an example, the name within

Ho CommonCastRETType (&)

the item is that of the group

®er

Choice

( [] restricts: xsdstring j@

Restriction Base The example shows the "string" as
the restriction base

~Zpo—

Simple content

(#)o”

Annotation
o=
E. O Documentation Usually used with "annotation”
= symbol
Complex Content Often used as qualifier to
O— "ComplexType" definition
Sequence

L2 (o

Unbounded Sequence

Table 11lac: Meaning of instance indication for elements and attributes

Indication

Meaning

No indication

1 instance only

1.

Minimum of 1 instance, but there may be multiple instances

0..»

May be absent, but there may also be multiple instances

The"@" symbol preceding the name of the attribute or element indicates that the entity is an attribute of the element to

which it is attached.

The text version of the detail for any specific element type gives a more complete description of the specific part of the

XML Schema (XSD) file.
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5.2.10 XML Basic Types

The following basic types represent the building blocks used in the subsequent XML structures.

NOTE: These names are intended to be descriptive and informative, providing simply the XML specification of
certain well-known types.

Table 11ad describes the basic types, followed by their XML definitions.

Table 11ad: XML Basic Type Descriptions

Name

Definition

BroadcastSystemType

Identifies the broadcast delivery system. This type can take any of the values

("ANALOG", "ID_DVB_C", "ID_DVB_S","ID_DVB_T", "ID_DVB_C2",

"ID_DVB_S2","ID_DVB_T2","ID_ISDB_C", "ID_ISDB _S", "ID_ ISDB
T","ID_ATSC_T".

CPSystemIDType

Identifier (CP System ID) of the Content Protection System as defined in
ETSI TS 101 162 [2].

CPSystemSRMID

CP System SRM Identifier of Content Protection System as defined in
ETSI TS 101 162 [2].

DomainType

This type describes a "domain name" type. It is recommended that domain names
comply with the "preferred name syntax” of clause 3.5, IETF RFC 1034 [13].

EnhancementServiceType

Lists the server-based enhancement service offerings for LMB. Only RET and
FCC are defined.

Genre

This type describes the content genre, which is encoded as a number in the range
0 to 15, as detailed in the content_nibble_level_1 field of the content_descriptor,
as in table 26 in ETSI EN 300 468 [1].

Hexadecimal3bit

A 3 bit number represented as a single hexadecimal digit, not preceded by "Ox".

Hexadecimal4bit

A 4 bit number represented as a single hexadecimal digit, not preceded by "Ox".

Hexadecimal8bit

An 8 bit number, represented as one or two hexadecimal digits, not preceded by
"0x".

Hexadecimall6bit

A 16 bit number represented as between one and four hexadecimal digits, not
preceded by "Ox".

Hexadecimal32bit

A 32-bit number represented as 8 hexadecimal digits, not preceded by "0x".

Integer6bit A 6 bit decimal number in the range 0 to 63, without any number base identifier.

IPorDomainType A building block type that can hold either an IP address (see IPType), or a domain
name (see DomainType), but not both.

IPType An IPv4 dotted address of the form a.b.c.d (decimal) or an IPv6 colon separated
address (hexadecimal) compliant with IETF RFC 4291 [119]. The RegEXx
expressions of the IPv4 and IPv6 formats are shown in the XML expansions
following the present table (see note 1).

ISO-3166-List A comma separated list of one or more three character country codes. These are

intended to be as defined in ISO 3166 [50], however this definition allows more
flexibility which may be exploited in some cases to enable the carriage of special
values.

ISO 639-2 [51]

A single three letter language code, as defined in ISO 639-2 [51]. This definition
allows more flexibility than simply the codes defined in ISO 639-2 [51], and this
may be exploited to carry special values.

OrigNetld

The original_network_id, as defined in ETSI TS 101 162 [2], which also specifies
the management of this number space. This value shall be in decimal.

PrimarySISource

This type is used to indicate if the primary Sl information is contained in the XML
(where this type takes the value "XML") or in the stream (where this type takes the
value "Stream").

PullURL This is used to specify the complete URL from which SD&S information can be
pulled, including the protocol scheme, authority and path. The HNED shall append
to this URL the request as described in clause 5.4.2.

RTSP This is used where an RTSP URL is required.

Service This is the name of a service, as specified in ETSI TS 101 812 [3], clause 14.9,
and as specified in clause 5.2.1.2 in the present document. It is recommended
that this follows the rules for an internet DNS name as specified in IETF
RFC 1035 [14] and subsequent updates.

ServicelD The service_id, as defined in ETSI EN 300 468 [1]. This value shall be in decimal
(see note 2).

ServiceType An eight bit hexadecimal value (see Hexadecimal8bit) encoding the "type" of a

service. The values and meanings are defined in ETSI EN 300 468 [1], table
entitled "service type coding".
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Name Definition
StreamingType This type is used to indicate if RTP (with the value "rtp") or direct UDP (with the
value "udp") streaming is used.
TransportProtocolType A string that may be used to signal the transport and FEC type used for delivery.
TSId The transport_stream_id as defined in ETSI EN 300 468 [1]. This value shall be in
decimal.
Usage Indicates the usage for the IPService. This element is a string and can be "Main",

"SD", HD", "PiP", "FCC", "3D" or DSMService. This element is used to indicate
that other IPServices exist for the same content, and that they will be exposed as
sub-IPServices within this IPService. The value of DSMService is mandatory for
services which are part of a DSM group and where DSM is enabled in the HNED.

Version A number conveying the version of a table or record. This value will increase with
changes to the table or record, modulo 256. This value shall be in hexadecimal.

NOTE 1: The Regular Expression (RegEx) applied as a pattern match for match for an IPv6 address in the definition of
"IPType" in the present table and expanded below is capable of validating the options for the 128 bit structure
defined in IETF RFC 4291 [119], but not the actual address entered in terms of matching any specific address
group mapping.

NOTE 2: This should not be confused with the definition of a service given in clause 5.2.1.2 of the present document.

<xsd: si mpl eType nanme="Broadcast Syst enTType" >
<xsd:restriction base="xsd:string"/>
</ xsd: si npl eType>
<xsd: si npl eType name="CPSyst erml DType" >
<xsd: annot ati on>
<xsd: docunentation xm :lang="en">CP System | D of Content Protection Systemas defined in TS
101 162</xsd: docunent ati on>
</ xsd: annot ati on>
<xsd:restriction base="xsd:string">
<xsd: pattern value="[0-9a-fA-F] {4}"/>
</xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType nanme="CPSyst enSRM DType" >
<xsd: annot ati on>
<xsd: docunentation xm :lang="en">CP System SRM I D of Content Protection Systemas defined in
TS 101 162</ xsd: docunent ati on>
</ xsd: annot ati on>
<xsd:restriction base="xsd:string">
<xsd: pattern value="([0-9a-fA-F][0-9a-fA-F]){1, 256}"/>
</ xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType name="Domai nType" >
<xsd:restriction base="xsd:string">
<xsd: pattern value="((.|[\n|\r)*)2(\.(.|[\n|\r)*)+"/>
</xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType name="Enhancenent Servi ceType" >
<xsd:restriction base="xsd:string">
<xsd: enuner ati on val ue="FCC' />
<xsd: enunerati on val ue="RET" />
</ xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType name="Cenre">
<xsd:restriction base="xsd: byte">
<xsd: m nl ncl usi ve val ue="0"/>
<xsd: max! ncl usi ve val ue="15"/>
</ xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType nanme="Hexadeci mal 3bit">
<xsd:restriction base="xsd:string">
<xsd: pattern value="[0-7]"/>
</xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType name="Hexadeci mal 4bi t">
<xsd:restriction base="xsd:string">
<xsd: pattern val ue="[0-9a-fA-F]"/>
</xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType nane="Hexadeci nal 8bit">
<xsd:restriction base="xsd:string">
<xsd: pattern value="[0-9a-fA-F]{1,2}"/>
</xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType nanme="Hexadeci mal 16bit">
<xsd:restriction base="xsd:string">
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<xsd: pattern value="[0-9a-fA-F]{1,4}"/>
</ xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType nane="Hexadeci mal 32bit" >
<xsd:restriction base="xsd:string">
<xsd: pattern val ue="[0-9a-fA-F]{8}"/>
</ xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType nanme="Integer6bit">
<xsd:restriction base="xsd: unsi gnedShort">
<xsd: m nl ncl usi ve val ue="0"/>
<xsd: maxl ncl usi ve val ue="63"/>
</xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType nane="| PO Dormai nType" >
<xsd: annot ati on>
<xsd: docunentation xm : |l ang="en">uni on of Domai nType and | PType</ xsd: docunent ati on>
</ xsd: annot ati on>
<xsd: uni on nmenber Types="dvbl4: | PType dvb: Domai nType"/>
</ xsd: si npl eType>
<xsd: si npl eType name="I|PType">
<xsd: annot ati on>
<xsd: docunentation xm : |l ang="en">uni on of Donmai nType and | PType</ xsd: docunent ati on>
</ xsd: annot ati on>
<xsd: uni on menber Types="dvbl14: | Pv4Type dvbl4:|Pv6Type"/>
</ xsd: si npl eType>
<xsd: si npl eType name="I|Pv4Type" >
<xsd: annot ati on>
<xsd: docunent ati on xm : |1 ang="en">Regul ar expressions in pattern values for type define
conpati bl e address structures for |Pv4d or |Pv6 syntax</xsd:docunentation>
</ xsd: annot ati on>
<xsd:restriction base="xsd:string">
<xsd: pattern value="((([1-9]?[0-9])](1[0-9]1[0-9])|(2[0-4][0-9])](25[0-5]))\.){3}(([1-9]7[0-
91) 1 (1[0-9][0-9])|(2[0-4][0-9])|(25[0-5]))"/>
</ xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType name="|Pv6Type" >
<xsd: annot ati on>
<xsd: docunentation xm : |l ang="en">Regul ar expressions in pattern values for type define
conpati bl e address structures for |Pv4 or |Pv6 syntax</xsd:documentation>
</ xsd: annot ati on>
<xsd:restriction base="xsd:string">
<xsd: pattern val ue=" < Expanded bel ow "Regul ar Expression for IPv6" for text formatting > "/>
</ xsd:restriction>
</ xsd: si npl eType>

Regul ar Expression (RegEx)for |Pv6
UM SF((([0-9A-Fa-f1{1,4}:){7}([0-9A-Fa-f]1{1,4}|:))| (([0-9A-Fa-f]{1,4}:){6}(:[0-9A- Fa-
f1{1,4}|((25[0-5]|2[0-4]\d|1\d\d|[1-9]?\d)
(V. (25[0-5]|2[0-4]\d] 1\d\d|[1-91 2\ d)){3})]:))
f1{1,4}){1,2})|:((25[0-5]|2[0-4]\d|1\d\d|[1-
(\.(25[0-5]|2[0-4]\d] 1\d\d|[1-91 2\ d)){3})]:))
f1{1,4}){1,3}) | ((:[0-9A-Fa-f]{1,4})?: ((25[0
(\.(25[0-5]|2[0-4]\d] 1\d\d|[1-9]?\d)){3}))
f]{1,4}){1,4})|((:[0-9A-Fa-f]{1,4}){0,2}:§f
(

0- 9A-Fa-f1{1, 4}:){5} (((:[0- 9A- Fa-
)

0-9A-Fa-f]{1, 4}:) {4} (((:[0-9A-Fa-
0-4]\d| 1\ d\d| [ 1- 9] ?\ d)
[0-9A-Fa-f1{1, 4}:){3}(((:[O-9A Fa-

(
\
(
-5]| 2
12 (
(\.(25[0-5]|2[0-4]\d| 1\ d\d| [1-9] 2\ d)){3}))]:

)

) (([0-9A-Fa-f]1{1,4}:){2}(((:[0-9A-Fa-
f1{1,4}){1,5})|((:[0-9A-Fa-f]{1,4}){0,3}:( 2)

)

[ (
172
| (
11
)|
[0
)|
[0-5] | 2[0-4]\d| 1\ d\ d| [ 1-9] ?\ d)
(\.(25[0-5]12[0-4]\d| 1\ d\d|[1-9] 2\ d)){3}))]:))]
f1{1,4}){1,6})|((:[0-9A-Fa-f]1{1,4}){0,4}:((25[0
(\.(25[0-5] | 2[0-4]\d| 1\ d\d] [1-9] 2\ d)){3}))]:)) |
f1{1,4}){0, 5}: ((25[0-5]| 2[0- 4]\ d| 1\ d\ d| [ 1-9] ?\ d
(\.(25[0-5]|2[0-4]\d] 1\d\d|[1-9]1 2\ d)){3}))]:)))

(([0-9A-Fa-f]{1,4}:){1}(((:[0-9A Fa-
-5]12[0-4]\ d]| 1\ d\ d] [ 1- 9] ?\ d)
(((:[0-9A-Fa-f]{1,4}){1, 7})| ((:[0-9A Fa-

[
d
[
511 2[
(
5[0-5] | 2[ 0- 4]\ d] 1\ d\ d| [ 1- 9] ?\ d)
(
5[0-5
(
5[0-5

—_~— o~

% +) 2\ s*$/ "

<xsd: si npl eType name="|SO 3166- Li st">
<xsd:restriction base="xsd:string">
<xsd: pattern value="\c\c\c(,\c\c\c)*"/>
</ xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType name="|S0639- 2" >
<xsd:restriction base="xsd:string">
<xsd: pattern value="\c\c\c"/>
</xsd:restriction>
</ xsd: si npl eType>
<xsd: si mpl eType name="0Ori gNetld">
<xsd:restriction base="xsd: unsi gnedShort"/>
</ xsd: si npl eType>
<xsd: si npl eType name="Pri marySl Sour ce" >
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<xsd:restriction base="xsd:string">
<xsd: enuner ati on val ue="Streant'/>
<xsd: enuner ati on val ue="Xwm."/>
</xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType name="Pul | URL" >
<xsd:restriction base="xsd:anyURl "/ >
</ xsd: si npl eType>
<xsd: si npl eType nanme="RTSP">
<xsd:restriction base="xsd:anyURl ">
<xsd: pattern value="rtsp://.*"/>
</xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType name="Servi ce">
<xsd:restriction base="xsd:string">
<xsd: pattern value="(.|\n|\r)+"/>
</xsd:restriction>
</ xsd: si npl eType>
<xsd: si mpl eType nane="Servicel d">
<xsd:restriction base="xsd: unsi gnedShort"/>
</ xsd: si npl eType>
<xsd: si npl eType name="Servi ceType">
<xsd:restriction base="dvb: Hexadeci mal 8bit"/>
</ xsd: si npl eType>
<xsd: si npl eType nane="St rean ngType" >
<xsd:restriction base="xsd:string">
<xsd: enuneration value="rtp"/>
<xsd: enuner ati on val ue="udp"/>
</ xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType nanme="Transport Prot ocol Type">
<xsd:restriction base="xsd:string">
<xsd: enuner ati on val ue="RTP- AVP"/ >
<xsd: enurner ati on val ue="UDP- FEC'/ >
</xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType name="TSI d">
<xsd:restriction base="xsd: unsi gnedShort"/>
</ xsd: si npl eType>
<xsd: si npl eType name="Usage" >
<xsd:restriction base="xsd:string">
<xsd: enuner ati on val ue="FCC'/ >
<xsd: enuner ati on val ue="Pi P"/>
<xsd: enuner ati on val ue="Mai n"/>
<xsd: enunerati on val ue="HD"/ >
<xsd: enunerati on val ue="SD"/ >
<xsd: enuner ati on val ue="3D"/>
<xsd: enuner ati on val ue="DSMServi ce"/ >
</ xsd:restriction>
</ xsd: si npl eType>
<xsd: si npl eType nanme="Versi on">
<xsd:restriction base="xsd:string">
<xsd: pattern value="[0-9a-fA-F]{2}"/>
</xsd:restriction>
</ xsd: si npl eType>

5.2.11 XML Complex Types - Attribute Groups
5.2.11.1 BasicMulticastAddressAttributesType

ETSI TS 102 034 V2.1.1 (2016-04)

This common group of attributes is used to carry the basic multicast address, without any information on FEC or RET

channels.

<xsd: attributeGoup nane="Basi cMul ti cast AddressAttri butesType">
<xsd: attribute name="Source" type="dvbl4:| PO Donai nType"

use="optional "/ >

<xsd:attribute name="Address" type="dvbl4:| PO Domai nType" use="required"/>
<xsd:attribute name="Port" type="xsd:unsi gnedShort" use="required"/>

</ xsd: attribut eG oup>
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Figure 7ab: BasicMulticastAddressAttributesType

Table 11ae: BasicMulticastAddressAttributesType Fields

Name Definition Constraints
Sour ce The IP unicast address of the source of the TS may be provided. If |Optional
this attribute is not present, then the multicast shall be ASM (any
source). The format of this attribute is defined in clause 5.2.10.

Address The multicast group address at which the service may be Mandatory
accessed. The format of this attribute is defined in clause 5.2.10.
Por t The port at which the service may be accessed. Mandatory

5.2.11.2 CommonCastRET Type

This attribute group is a collection of attributes common across both unicast RET/FCC and multicast RET.

<xsd: attributeG oup nane="ComonCast RETType" >
<xsd:attribute name="ssrc" type="xsd:unsignedlnt" use="optional"/>
<xsd: attribute name="RTPPayl oadTypeNunber" type="xsd: unsi gnedlnt" use="optional"/>
<xsd:attribute name="rtcp-nmux" type="xsd:bool ean" use="optional" default="fal se"/>
<xsd:attribute name="DestinationPort" type="xsd:unsignedlnt" use="optional"/>
<xsd:attribute name="rtx-time" type="xsd:unsignedlnt" use="required"/>

</ xsd: attri but eG oup>
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Figure 7ac: CommonCastRETType

Table 11af: CommonCastRETType attributes

Name Definition Constraints

ssrc SSRC of the RTP packets in the retransmission session. This  |Optional
shall have the same value as the SSRC of the associated
primary multicast, except for Multicast RET when SSRC
multiplexing is used.

RTPPayl oadNurber Dynamic RTP payload type number of the RTP packets inthe  |Optional
retransmission session.
rtcp- mx If present, this attribute signals that RTCP and RTP Optional

retransmission packets are multiplexed on the same destination
port in the retransmission session. If not present, then it follows
standard definition, i.e. that RTCP packets are carried in the
port one above that signalled by DestinationPort attribute.

Dest i nati onPort For multicast RET: UDP Destination port of multicast RET RTP  |Mandatory for
Packets. multicast RET.
For unicast RET/FCC: UDP Destination Port of unicast RTP Optional for Unicast
retransmission packets. If not present, this port number RET

matches the source port of the RTCP packets issued by the
HNED for RTCP reporting in the original session.

rex-tine Amount of time (in milliseconds) an RTP packet payload is Mandatory
available for retransmissions. This attribute is defined only for
RET service; the value shall be ignored for FCC.
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FECAttributeGroupType

This attribute group represents the FEC information used in enhancement layers.

<xsd: attributeGoup nane="FECAttri but eG oupType">

<xsd:attribute name="FECVaxBl ockSi ze" type="xsd: unsi gnedShort"

use="optional "/ >

<xsd:attribute name="FECVaxBl ockTi me" type="xsd: unsi gnedShort" use="optional"/>
<xsd:attribute name="FECOIl" type="xsd: base64Bi nary" use="optional "/>
</ xsd: attributeG oup>

[m]
m]m]

FECAttributeGroupType (5 i@ FECMaxBlockSize :'9
. [ unsignedShort @

i@ FECMaxBlockTime |G
[ unsignedShort (&

@ FECOTI |3
[ basefdBinary |O @
[><] restricts: xsanySimpleType j@

Figure 7ad: FECAttributeGroupType

Table 11ag: FECAttributeGroupType Fields

Name Definition Constraints
FECMaxBl ockSi ze |This indicates the maximum number of stream source packets that |Optional
will occur between the first packet of a source block (which is
included) and the last packet for that source block (source or
repair).
FECMaxBl ockTi me  |The maximum transmission duration of any FEC Block in Optional

milliseconds (source and repair packets).

FECOTI The FEC Object Transmission Information for the Raptor code Mandatory when the
If a FECEnhancementLayer element is included then this element  |attributeGroup is used for a
shall be included. FEC enhancement layer
52114 MulticastAddressAttribute

This type conveys the set of parameters needed to support a multicast service. It supports Source Specific
Multicast (SSM) addressing if the Source attribute is specified. Otherwise it supports Any Source Multicast (ASM)
addresses. It also holds the information required to support and configure the FEC support, if FEC is present.

<xsd:attributeG oup name="Mil ti cast AddressAttri butes">
<xsd:attributeGoup ref="dvbl4: Basi cMul ti cast AddressAttri butesType"/>

<xsd:attribute name="Stream ng" type="dvb: Stream ngType"

<xsd:attributeGoup ref="dvb: FECAttri but eG oupType"/>
</ xsd: attri but eG oup>
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Figure 7ae: MulticastAddressAttribute

Table 11ah: MulticastAddressAttribute Attributes

B FECAttributeGroupType (@

parameter is not provided, RTP streaming is assumed. This type
is defined in clause 5.2.10.

Name Definition Constraints
Basi cMul ti cast Address |The basic multicast address value, and is an inclusion of the Mandatory
AttributesType group defined in clause 5.2.11.1.
(included attributeGroup)
Stream ng Optionally indicates RTP or direct UDP streaming. In case the Optional

FECAt t ri but eG oupType
(included attributeGroup)

The information required for FEC and conveys the details of the
FEC information flow, and is an inclusion of the group defined in
clause 5.2.11.3. The appropriate parts of this attribute group shall
be present if FEC enhancement layer(s) is used.

Mandatory where FEC
enhancement layer(s)
is used

5.2.12 XML Complex Types - Element Groups

5.212.1

AnnouncementSupport

The announcement support element identifies the type of spoken announcements that are supported by the service (for
example emergency flash, road traffic flash, etc.). Furthermore, it informs about the transport method of the
announcement and gives the necessary linkage information so that the announcement stream can be monitored.

Thisisan XML representation of the announcement_support_descriptor defined in ETSI EN 300 468 [1]. The meanings

and values of attributes and elements are defined in ETSI EN 300 468 [1].

<xsd: conpl exType name="Announcenent Support">

<xsd: sequence>

<xsd: el enent nane="Announcenent"

maxQccur s="unbounded" >

<xsd: conpl exType>
<xsd: choi ce m nQccurs="0">

<xsd: el ement name="Textual | dentifier" type="dvb: Textual | dentifier"/>
<xsd: el ement name="DVBTriplet" type="dvb: DVBTriplet"/>
</ xsd: choi ce>
<xsd:attribute name="Type" type="dvb: Hexadeci mal 4bit" use="required"/>
<xsd: attribute name="ReferenceType" type="dvb: Hexadeci nal 3bit" use="required"/>
<xsd: attribute name="Conponent Tag" type="dvb: Hexadeci nal 8bit" use="optional "/ >
</ xsd: conpl exType>
</ xsd: el enent >
</ xsd: sequence>
<xsd: attribute name="Supportlndi cator" type="dvb: Hexadeci mal 16bit"
</ xsd: conpl exType>

use="required"/ >
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Figure 7af: AnnouncementSupport

Table 11ai: AnnouncementSupport Fields

Name Definition Constraints
Textual Identifier |The textual equivalent of the DVB triplet, as defined in Optional
clause 5.2.12.45. This field performs the same function as the DVB
Triplet values original_network_id, transport_stream_id and
service_id as defined in the announcement_support_descriptor
defined in ETSI EN 300 468 [1].
DVBTri pl et This field, as defined in clause 5.2.12.8, carries the Optional
original_network_id, transport_stream_id and service_id as defined
in the announcement_support_descriptor defined in
ETSI EN 300 468 [1].
Type This field carries the value announcement_type value, as defined in  |Mandatory
the announcement_support_descriptor defined in
ETSI EN 300 468 [1].

Ref er enceType This field carries the value reference_type value, as defined in the Mandatory
announcement_support_descriptor defined in ETSI EN 300 468 [1].

Conponent Tag This field carries the component_tag value, as defined in the Optional
announcement_support_descriptor defined in ETSI EN 300 468 [1].

Support | ndi cat or This field carries the announcement_support_indicator value, as Mandatory

defined in the announcement_support_descriptor defined in
ETSI EN 300 468 [1].

5.2.12.1a  ciAncillaryDataType

The ciAncillaryData type is used to carry the equivalent of the ci_ancillary_data descriptor defined in clause 6.4.1 (Cl
ancillary data descriptor) of ETSI EN 300 468 [1]. The purpose of this descriptor is to support companion screen
functionality as described in ETSI TS 103 286-2 [125]. The fieldsin this type are direct matches to the fieldsin the
descriptor, and the semantics of that descriptor apply here.

<xsd: conpl exType name="ci Anci |l | aryDat aType" >
<xsd: sequence>
<xsd: el ement name="Anci || aryDat aByt es" type="xsd: base64Bi nary"/>
</ xsd: sequence>
</ xsd: conpl exType>
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Figure 7afa: ciAncillaryDataType

Table 11aia: ciAncillaryDataType Fields

Name Definition Constraints
AncillaryDataBytes The private data bytes from the ancillary_data_byte field of the Optional
ci_ancillary_data descriptor in ETSI EN 300 468 [1], concatenated
in the order they occur in the descriptor. Each 8-bit value
represented as a two hexadecimal digits.

5.2.12.2 CDSDownloadSessionDescriptionLocationType

Thistypeis used to carry both the multicast address of the CDS Download Session, and to indicate if thisis carried as
SAP (in which case element SAP isused) or SD&S XML (in which case element DVBSTP is used).

<xsd: conpl exType nane="CDSDownl oadSessi onDescri pti onLocati onType" >
<xsd: choi ce maxCccur s="unbounded" >
<xsd: el ement name="DVBSTP" >
<xsd: docunent ati on>
DVBSTP nay include either I1Pv4 or IPv6 Service Provider ID, differentiated within
the DVBSTP header structure by the value of the version
</ xsd: docunent ati on>
<xsd: conmpl exType>
<xsd:attributeGoup ref="dvbl4: Basi cMul ti cast AddressAttri butesType"/>
</ xsd: conpl exType>
</ xsd: el ement >
<xsd: el ement name="SAP">
<xsd: conpl exType>
<xsd:attributeGoup ref="dvbl4: Basi cMul ti cast AddressAttri butesType"/>
</ xsd: conpl exType>
</ xsd: el ement >
</ xsd: choi ce>
</ xsd: conpl exType>

COEDownloadSessionDescriptionLocationType |5 1= DWBSTR
(O

Figure 7ag: CDSDownloadSessionDescriptionLocationType

Table 11aj: CDSDownloadSessionDescriptionLocationType Fields

Name Definition Constraints
DVBSTP This indicates that the service details are available as XML carried over Optional , but at least
DVBSTP at the indicated multicast address. This element carries the one of DVBSTP or

attributeGroup BasicMulticastAddressType defined in clause 5.2.11.1 to SAP shall be present
specify the multicast address of the DVBSTP service that is carrying the
CDS service description.

SAP This indicates that the service details are available via SAP at the Optional, but at least
indicated multicast address. This element carries the attributeGroup one of DVBSTP or
BasicMulticastAddressType defined in clause 5.2.11.1 to specify the SAP shall be present
multicast address of the SAP service that is carrying the CDS service
description.
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5.2.12.3 Cell

The Cédll typeis used to group civic addresses and provide the Regionalization ID that these addresses map into. For
further discussion see clause 5.2.13.8.

<xsd: conpl exType name="Cel | ">
<xsd: sequence>
<xsd: el ement name="CountryCode" type="xsd:string"/>
<xsd: el ement name="CA" type="dvb: G vi cAddress" maxCccurs="unbounded"/ >
</ xsd: sequence>
<xsd:attribute name="1d" type="xsd:string" use="required"/>
</ xsd: conpl exType>

Figure 7ah: Cell

Table 11ak: Cell Fields

Name Definition Constraints
CountryCode The Country Code to which this cell applies. This element shall be |Mandatory
of the 2-letter format specified in ISO 3166 [50].
CA The civic address, or nested addresses to which this ID applies, in |Mandatory
the country specified by the CountryCode.
Id The value of the ID is the value used within the SD&S information  |Mandatory
for the region. This flexibly formatted value is used to match with
the Regionalization values Cells elements of the
ServiceAvailabilityType defined in clause 5.2.12.32.

52124 CivicAddress

The CivicAddresstype is used to hold a potentially nested set of civic addresses that are used as part of the
Regionalization process. See clause 5.2.13.8 for further discussions and details.
<xsd: conpl exType name="Ci vi cAddr ess" >

<xsd: sequence>

<xsd: el ement nanme="CA" type="dvb: G vi cAddress" m nCccurs="0" maxCQccur s="unbounded"/ >

</ xsd: sequence>

<xsd: attribute name="Type" type="xsd:string" use="required"/>

<xsd:attribute name="Val ue" type="xsd:string" use="required"/>

</ xsd: conpl exType>
o 0. i
[] CivicAddress |y o ca @

e lo
(e lo

Figure 7ai: CivicAddress
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Table 11al: CivicAddress Fields

Name Definition Constraints
CA An included subsidiary civic address. A CivicAddress of one type Optional
may contain other CivicAddresses of a different type, allowing a
hierarchical description of addresses in a given Cell to allow for
more efficient coding. See discussion in clause 5.2.13.8.2 for more

details.

Type Type of the Civic Address parameter, as specified in Mandatory
IETF RFC 4676 [97].

Val ue Value for the Civic Address, of the type specified by the Type field. |Mandatory

One of these shall match the value the HNED receives via the
DHCP option 99, as per IETF RFC 4676 [97].

5.2.12.5 CountryAvailabilty

Thisisan XML representation of the Country availability descriptor in ETSI EN 300 468 [1]. The meanings and values
of attributes and elements are defined in ETSI EN 300 468 [1].

NOTE: Thistypeisdeprecated.

<xsd: conpl exType name="CountryAvail ability">
<xsd:attribute name="Countries" type="dvb:|SO 3166-List" use="required"/>
<xsd:attribute name="Avail abl e" type="xsd: bool ean" defaul t="true"/>

</ xsd: conpl exType>
S -
[7 I1so-3166-List |O m @
[:] restricts: xad string j@

i Avalable |[S——
(7 o )or— 0 Jo
[><] restricts: xzanySimpleType j@

Figure 7aj: CountryAvailablity

(|:| Country &vailability j@—' @ Countries

Table 11am: CountryAvailablity Fields

Name Definition Constraints
Countries A list of countries as defined by the type ISO-3166-List defined in Mandatory
clause 5.2.10. See the country_availability_descriptor defined in
ETSI EN 300 468 [1] for more details.

Avail abl e A Boolean indicating if the availability is true or false for the list of  |Optional
countries given. The default value is true. See the
country_availability_descriptor defined in ETSI EN 300 468 [1] for
more details.

5.2.12.6 DescriptionLocationBCG
Thisisan extension to the tva TVAIDType type defined in clause 6.3.3 of ETSI TS 102 822-3-1 [60] that adds an

optional attribute to signal if thisisthe preferred location for the description of aservice. There shall be no more than
one instance of preferred set to true in each relevant scope.
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<xsd: conpl exType nanme="Descri pti onLocati onBCG' m xed="true">
<xsd: si npl eCont ent >
<xsd: ext ensi on base="tva: TVAI DType" >
<xsd:attribute name="preferred" type="xsd:bool ean" use="optional"/>
</ xsd: ext ensi on>
</ xsd: si npl eCont ent >
</ xsd: conpl exType>

NOTE: Basetype changed from versions of the present document prior to release 1.5.1 from
‘dvb:DescriptionLocation' to 'tvaTVAIDType' (based on 'xs:string’) which reflects the actual type as
defined in the Id attribute of the BCGOffering. This gives flexibility in terms of the format of the ID/URI

which can be supported.

(D canrvAvMy)G)—{ @ Countries IO :[7 50-315-6-&.::1: o G)
Pq restricts xsd's{mg)@

@ Availsble © :[7 Mm: @
P4 restricts: xs amerrf:leTw,'pe)G)

Figure 7ak: DescriptionLocationBCG

Table 11an: DescriptionLocation Fields

Name Definition Constraints
Descri ptionLocati onBCG |This type extends the tva:TVAIDType type. This shall contain Mandatory
(content of extended type)  |the identifier(s) of the BCG Record(s) for the BCG Discovery
element that carries the information on this service.
preferred If present and set to true, specifies that this location contains Optional
the preferred BCG. The default value for this attribute is false.
There shall be only one preferred BCG.

5.2.12.6a DSMMType
This type conveys information about the DSM Manager and the methods available to connect to it.

<xsd: conpl exType name="DSMVType" >
<xsd: sequence>
<xsd: el ement nanme="DSMWNane" type="dvb: Mul tilingual Type" maxCccurs="unbounded"/>
<xsd: el ement nanme="DSMM D' type="xsd: deci mal" m nCccurs="0"/>
<xsd: el enent nane="Description" type="dvb: Mul tilingual Type" m nCccurs="0"
maxCccur s="unbounded"/ >
</ xsd: sequence>
<xsd:attribute name="LogoURl " type="xsd:anyURl" use="optional"/>
<xsd: attribute name="DSMMLocation" type="xsd:anyURl " use="required"/>
</ xsd: conpl exType>
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Figure 7aka: DSMMType

Table 11ana: DSMMType Fields

Name Definition Constraints
DSMWNane Multilingual name of DSMM, there may be multiple DSMMName Mandatory
for a single DSMM. Instantiated using MultilingualType as specified
in clause 5.2.12.17.

DSMM D Numeric identifier for the DSMM, in decimal form, if present there  |Optional
will be only one value per DSMM instance
Descri ption Multilingual description of DSMM, there may be multiple Optional

descriptions for a single DSMM. Instantiated using MultilingualType
as specified in clause 5.2.12.17.

@ogoURl URI from which logo of RMS may be obtained. Optional
@SMVLocat i on URI to be used to connect to the DSMM. Mandatory

5.2.12.7 DVBSTPTransportModeType

Thistype carries the details of the address and segments for information carried by the DVBSTP protocol.

<xsd: conpl exType name="DVBSTPTr ansport ModeType" >
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb12: Payl oadLi st">
<xsd:attributeGoup ref="dvbl4: Mul ti cast AddressAttri butes"/>
</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>

(|:| CYESTPTransparthodeType j@ Ej—( ][> extends: dvb:PayloadList j@-[ O dvh:BasichulticastaddressAttributesType E@
O PayloadList )&

Figure 7al: DVBSTPTransportModeType
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Table 11ao0: DVBSTPTransportModeType Fields

Name Definition Constraints
DVBSTPTr anspor t ModeType This defines the segment and payloads that are carried at ~ |Mandatory
(content of extended type) the specified address for the referenced information. The

PayloadList type is defined in clause 5.2.12.22.

above type)

Mil'ticast AddressAttributes |The Multicast address at which the information carried by Mandatory
(attributeGroup used to extend  |the protocol is present. This attribute group is defined in

clause 5.2.11.4.

5.2.12.8 DVBTriplet
Thisisarepresentation of the identifier for aservicein aclassic DVB system, as defined in ETSI TS 102 851 [115].

<xsd: conpl exType name="DVBTri pl et">

<xsd:attribute
<xsd: attribute
<xsd: attribute
<xsd:attribute
</ xsd: conpl exType>

(@ om)or {8 @ o oommryor [T

name="Ori gNetld" type="dvb: OrigNetld" use="required"/>

nane="TSl d" type="dvb: TSI d" use="required"/>

nane="Servi cel d" type="dvb: Servi cel d' use="required"/>

nanme="TS| dW | dcard" type="xsd:string" fixed="*" use="optional"/>

=)
\—( D<] reztrictz; ®xsd:unsignedShort )G—j

—{ e o1 Jo—
e =10 (Tmmer {1 e
[><] restricts: xsd:un=igned=hort j )

i@ Serviceld |©
F Serviceld t m ,E.:;,
[><] restricts: x=d.un=zignedshort ] )

@ TSkdWidecard (2
: ! [ string ] G_-')
[}{] restricts: xs.anySimpleType j@

Figure 7am: DVBTriplet

Table 11ap: DVBTriplet Fields

Name Definition Constraints
OrigNetld Identifies the network Id of the originating delivery system. The Mandatory
format of this attribute is as defined in clause 5.2.10.

TSI d Identifies the Transport Stream. The format of this attribute is as Mandatory
defined in clause 5.2.10.

Serviceld Identifies a service from any other service within the TS. The Mandatory
service Id is the same as the program number in the corresponding
program map table. The format of this attribute is as defined in
clause 5.2.10.

TSI dW  dcard If present, The TSId attribute can be ignored in favour of this Optional
wildcard, matching all value of TSId.
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5.2.12.9 FECInfoType

Thisisthe basic type that signals the presence and usage of FEC and conveys the necessary parameters to use the FEC
with the service it is associated with.

<xsd: conmpl exType nane="FECI nf oType" >
<xsd: sequence>
<xsd: el ement nanme="FECBaselLayer" type="dvbl4: FECLayer Addr essType"/>
<xsd: el ement nanme="FECEnhancenent Layer" type="dvbl4: FECLayer Addr essType" m nCccurs="0"/>
</ xsd: sequence>
<xsd:attributeGoup ref="dvb: FECAttri but eG oupType"/ >
</ xsd: conpl exType>

FECInfoType (S FECEaselayer |2
© (D FECLayer.&.ddressTypej@

FECEnhancementLayer |2
( [] FECLayerAddressType j ]

M O b FECAttributetrou
; pType |(De—
— EJ O FECAttributeGroupType |@

Figure 7an: FECInfoType Type

Table 11aq: FECInfoType Fields

Name Definition Constraints
FECBaselLayer This carries the information of the FEC base layer, using the type  |Mandatory
defined in clause 5.2.12.10.
FECEnhancenent Layer  |This optional element carries details of the enhancement layer(s), |Optional
using the type defined in clause 5.2.12.10.

FECAttributeG oup This attributeGroup defined in clause 5.2.11.3 is used to carry Mandatory, if the
(i ncluded further details on the enhancement layer. All enhancement layers ~ |EnhancementLayer is
attributeG oup) shall use the same parameter values, hence there is only one present

attribute group, even though there may be multiple enhancement

layers.

5.2.12.10 FECLayerAddressType

The Port attribute is optional as thistype may be used in multiple places, however it shall be present in some cases.
Specifically, the type is only optional when it is used in conjunction with CoDAnnounceDescribe and an RTSP based
URL. Inthis case the relevant information port is obtained via the SETUP response message.

Where thistypeis used in the context of the Basel ayer, the PayloadTypeNumber shall have a default value of 96 (i.e. if
there is no PayloadTypeNumber in a Basel ayer, the value 96 is inferred) and the TransportProtocol shall not be
present.

Where thistypeis used in the context of the EnhancementLayer, the TransportProtocol shall have a default value of
UDP/FEC (i.e. if thereis no TransportProtocol in an EnhancementL ayer, the value UDP/FEC is inferred).

<xsd: conpl exType name="FECLayer Addr essType" >

<xsd:attribute name="Address" type="dvbl4:| PO Domai nType" use="optional "/>

<xsd:attribute name="Source" type="dvbl4:| PO Domai nType" use="optional"/>

<xsd:attribute name="Port" type="xsd:unsignedShort" use="optional"/>

<xsd:attribute name="MaxBitrate" type="xsd:positivelnteger" use="optional"/>

<xsd:attribute name="RTSPControl URL" type="xsd:anyURl" use="optional"/>

<xsd: attribute name="Payl oadTypeNunber" type="xsd: unsignedlnt" use="optional"/>

<xsd: attribute name="Transport Protocol" type="dvb: Transport Protocol Type" use="optional "/>
</ xsd: conpl exType>
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Address (O (V IPCrDomsinType j o @ |(£1

Saurce |© (V |POrDu:umainT'pr:l @ ‘@

[ Jo

Pot (@
[ unsignedshort i3 @
[] restricts: x=:unsignedint j@

MaxBitrate |2
([7 pos'rtivelrrtegerj |£|] |®
[X] restrictz; xs:nonMegativelnteger )@

RTSPControlURL 1)
([7 an',-'Ule |_[;|] ‘@
[><] restricts; xeranySimpleType j@

PayloadTypetlumber |2
2 e (V unsignedlrrt) |£|] |®
M restricts: xsiunsignedlong j@

TransportProtocal |2

( [ TransporProtocalType j@—( [] restricts: xadstring j@

Figure 7ao: FECLayerAddressType
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Table 11ar: FECLayerAddressType Fields

flow, and calculated according to TIAS value in IETF RFC 3890 [80].

Name Definition Constraints
Address IP Multicast Address for FEC Base Layer (SMPTE-2022-1 [66]). Optional
If the IP multicast address is omitted, then the FEC flow is assumed
to be on the same multicast address as the original data.
Sour ce IP Multicast Source Address for FEC Base Layer Optional
(SMPTE-2022-1 [66]).
If the IP multicast source address is omitted, then the FEC flow is
assumed to be on the same multicast source address as the original
data.
Por t UDP port for FEC Layer. Mandatory, where FEC
is used
MaxBitrate Specifies the maximum bitrate (in kbits/s) of this Layer of the FEC Optional

RTSPCont r ol URL

The RTSP URL to be used for RTSP control messages (SETUP) for
this FEC Layer.

Mandatory where FEC
is used in conjunction
with RTSP

Payl oadTypeNunber

RTP payload type number for FEC Base layer.
It shall be 96 (the 1st dynamic payload number) for SMPTE 2022
compatibility. If not present, the value 96 shall be inferred.

Optional

Transport Prot ocol

Transport Protocol of enhancement layer. In the current version the
Identifier is restricted to UDP/FEC and RTP/AVP. If this element is
omitted, the UDP/FEC shall be assumed for the protocol identifier.

Optional with FEC
enhancement layers;
prohibited with FEC
Base layers

5.2.12.11

This type contains information about the method used to carry one or more options for how an HNED should connect to

FUSAnnouncementType

receive update announcements.

<xsd: conpl exType name="FUSAnnouncenent Type" >

<xsd: sequence>
<xsd: el enent
<xsd: el enent

m nCccurs="0"/>

<xsd: el enent
<xsd: el enent
</ xsd: sequence>
</ xsd: conpl exType>

name="FUSUni cast Announcenent" type="xsd: anyURl "
name="QRCLocat i on" type="xsd:anyURl" m nCccurs="0"/>

( |:| FUSAnnouncementType j E)\_. o

nanme="FUSAnnouncenent Descri ption" type="xsd:string" mnCccurs="0"/>
nane="Mil ti cast Announcenent Addr ess" type="dvbl4: RMSFUSMII t i cast Addr essType"

m nCccurs="0"/>

FUSARnouncemertDescription | S=——
o
[><] restricts: ks anySimpleType j@

Muticastinnouncementsddress  |(S=—— (

|:| RMESFUShMutticastAddressType j@

FUSUnicastAnnouncement | (S)=—
(V anyURI) [[;[] |®
[><] restricts; xsianySimpleType )@

QRCLocation |(Sh=—
| (|7 anyUle |L|] |@
[}{] restricts: xz anySimpleType j@

Figure 7ap: FUSAnnouncementType
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Table 11as: FUSAnnouncementType Fields
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Name Semantic Definition Constraints

FUSAnnouncenent Desri ption Textual description of the announcement. Optional

Mul ti cast Announcenent Addr ess Instantiated using the RMSFUSMulticastAddressType defined in  |Optional
clause 5.2.12.27.

FUSUni cast Announcenent URI to which requests for unicast announcements should be made. |Optional

QRCLocat i on URI to which connections to query/response channel should be Optional
made.

5.2.12.12  FUSType

This type conveys information about a firmware update server and the methods available to connect to it.

<xsd: conpl exType name="FUSType" >

<xsd: sequence>
<xsd: el enent
<xsd: el enent
<xsd: el enent
maxQccur s=" unbounded"
<xsd: el enent
</ xsd: sequence>

nanme="FUSNane" type="dvb: Ml tilingual Type"
nane="FUSI D' type="xsd: deci mal "/ >
nane="Descri ption" type="dvb: Ml tilingual Type" m nCccurs="0"
/>

nanme="FUSAnnouncenent " type="dvbl4: FUSAnnouncenent Type"

<xsd:attribute name="LogoURl " type="xsd:anyURI" use="optional"/>

</ xsd: conpl exType>

(O st Jor—(@)or—=>{ s Jo

[ muttiingusType &

o

([7 decimalj @ ®

maxQccur s="unbounded"/ >

maxQccur s=" unbounded"/ >

[><] restrictz xsanySimpleType j@

- '
Description |2

O] muttiinguslType @

o
\—m| FIISAnnouncement |6‘

(D FUS&nnouncement Type :l@

@ LogolRl |G (L?, aWUle 0 I@
[><] restricts; xsanySimpleType j@

Figure 7aq: FUSType

Table 11at: FUSType Fields

Name Semantic Definition Constraints
FUSNane Multilingual name of FUS, there may be multiple FUSNames for a single FUS.  |Mandatory
FUSI D Numeric identifier of FUS in decimal form, there will only be a single identifier Mandatory
for a FUS instance.
Descri ption Textual description of firmware update. Optional
FUSAnnouncenent Multiple FUSAnnouncement instances may be provided. Instantiated using Mandatory
FUSAnnouncementType defined in clause 5.2.12.11.
@ogoURl URI to download the URI of the FUS provider. Optional
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5.2.12.13  HTTPTransportModeType

Thistype carries the details of the address and segments for information that may be accessed by the HTTP protocol as
described in clause 5.4.2 or optionally with SOAP in the case of the BCGOffering described in clause 5.2.13.1.

<xsd: conpl exType name="HTTPTr ansport MbdeType" >
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb: Payl oadLi st">
<xsd:attribute name="Locati on" type="dvb: Pul | URL" use="required"/>
<xsd:attribute name="SOAP" type="xsd: bool ean" defaul t="fal se"/>
<xsd: attribute name="Pol | i ngPeri odSecs" type="xsd: unsignedShort" use="optional"/>
<xsd: attribute name="SpreadRequest Secs" type="xsd: unsi gnedShort" use="optional"/>
</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>

& [ ] dvb:PayloadList (extension base)

% (@)o—(Farleadid )@

=) Attributes

& Location
Type dvb:PullURL

[] HTTPTransportModeType
Base Type dvb:PayloadList

S0AP
Default false

PollingPeriodSecs |
Type xsd:unsignedShort |

SpreadRequestSecs
Type xsdiunsignedShort |

Figure 7ar: HTTPTransportModeType

Table 11lau: HTTPTransportModeType Fields

Name Definition Constraints
HTTPTr anspor t ModeType This defines the segment and payloads that are carried at the  |Mandatory
(contents of extended type) |specified address for the referenced information. This base
type is defined in clause 5.2.12.22.

Location Specifies the location at which the guide may be found. The Mandatory
format of this type is defined in clause 5.2.10.
SOAP This indicates if the guide may be queried using the SOAP Optional

protocol rather than the mechanism outlined in clause 5.4.2.
The default value of this attribute is "false".

Pol I i ngPer i odSecs This indicates the minimum interval in seconds between Optional
connection requests when polling is used to acquire the guide.
Defined to align with UK DTG D-Book 7 Part A v4 [i.11].

Spr eadRequest Secs A wait period in seconds which is used to randomize requests  |Optional
by HNEDs when segment version changes are signalled via a
push method, e.g. via broadcast signalling.

The delay before issuing the request shall be determined by the
following algorithm:

wait period in seconds >= rand(SpreadRequestSecs).

Defined to align with UK DTG D-Book 7 Part A v4 [i.11].
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5.2.12.14  McastType

Thisis used to hold amulticast address and optionally signals the use of AL-FEC or RET/FCC and when such are
present carries the information necessary for these optional components. The McastType, through the
MulticastAddressAttributes, supports source specific multicast (SSM) addressing if the Source attribute is specified.
Otherwise it supports any source multicast (ASM) addresses.

The CNAME and ssrc fields allow the carriage of values used by the service and may optionally be used to assist an
HNED in identifying correct flows, and allocating unique humbers.

<xsd: conmpl exType nanme="Mast Type" >
<xsd: sequence m nCccurs="0">
<xsd: el ement nanme="FECBaselLayer" type="dvbl4: FECLayer Addr essType" m nCccurs="0" />
<xsd: el ement nanme="FECEnhancenent Layer" type="dvbl4: FECLayer AddressType" m nCccurs="0"
maxCccur s="unbounded" />
<xsd: el enent nane="CNAME" type="xsd:string" m nCccurs="0"/>
<xsd: el ement name="ssrc" type="xsd:unsignedlnt" mnCccurs="0"/>
<xsd: el ement name="RTPRetransm ssi on" type="dvb: RETI nf oType" m nCccurs="0"/>
<xsd: el ement name="Server BasedEnhancenent Servi cel nf 0" type="dvb12:
Ser ver BasedEnhancenent Ser vi cel nfoType" m nCccurs="0"/>
</ xsd: sequence>
<xsd:attributeGoup ref="dvbl4: Mul ti cast AddressAttri butes"/>
</ xsd: conpl exType>

McastType FECBaselLaysr O
E} 6' 2 (D FECLﬂyerAddr&ssType}@

FECEnhancementLayer |2
( [0 FECLayertddressType )@

CHANE |©——
7 sw)o

ssre |2
! [ unsignedint |®

RTPRetransmission |©)
i [] RETInfeType J@®

ServerBasedEnhancementServiceinfo -E}
- (D ServerBasedEnhancementSer\ricelnfuType)@

N B dvb:MutticastiddressAttributes () e
(2

o MulticastaddressaAttributes |2

Figure 7as: McastType
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Table 11av: McastType Fields

Name Definition Constraints
FECBaselLayer The presence of this element signals the use of a FEC |Optional, but mandatory if
base layer on the referenced multicast. This field the FECEnhancementLayer

contains the multicast address and port of the AL-FEC |element is present.
stream (SMPTE-2022-1 [66]). The type is described in
clause 5.2.12.10.

FECEnhancemnent Layer

The presence of this element signals the use of a FEC |Optional
enhancement layer(s) on the referenced multicast.
This field contains the multicast address and port of
the AL-FEC enhancement stream(s). This element
shall only be present if the FECBaseLayer element is
present. This element may be repeated for multiple
layers. The type is described in clause 5.2.12.10.

CNANMVE

This field, when present, carries the canonical name of |Optional
the RTP stream.

Ssrc

This field, when present, carries the ssrc identifier Optional
value of the RTP stream.

RTPRet r ansmi ssi on

This field signals the use of RTP Retransmission (RET |Optional
service) on the referenced multicast and carries the
parameters associated with retransmission. The type is
described in clause 5.2.12.26. See also clause 1.2.14
for details on when to use it.

icelnfo

Ser ver BasedEnhancenent Serv |This field signals a server-based LMB enhancement Optional

service (server-based FCC and/or RET service) on the
referenced LMB and carries the parameters associated
with the enhancement service. This type is described
in clause 5.2.12.31. See also clause 1.2.14 for details
on when to use it.

I\{Ul ticast Adfir essAttributes |These attributes are described and defined in Mandatory
(included attributeGroup) clause 5.2.11.4 and specify the IP Multicast Address

Parameters.

5.2.12.15  MosaicDescription

The mosaic description element identifies the elementary cells of a mosaic service, groups different elementary cellsto
form logical cells, and establishes alink between the content of all or part of the logical cell and the corresponding
service or package information.

An implementation of the Mosaic descriptor from ETSI EN 300 468 [1]. All fields are defined in ETSI EN 300 468 [1].

The AudioLink field allows a tag and language to be associated with each logical cell of the mosaic. This enablesa
different audio stream to be associated with each logical cell.

<xsd: conpl exType nanme="Mosai cDescri pti on">
<xsd: sequence maxCccur s="unbounded" >
<xsd: el ement name="Logi cal Cel | ">
<xsd: conpl exType>
<xsd: sequence>

use="required"/ >

<xsd: sequence maxCccur s="unbounded" >
<xsd: el enent nane="El enentaryCel | ">
<xsd: conmpl exType>
<xsd:attribute name="Cel | | d" type="dvb:Integer6bit" use="required"/>
</ xsd: conpl exType>
</ xsd: el ement >
</ xsd: sequence>
<xsd: el ement nane="Audi oLi nk" mi nQccurs="0" nmaxQOccurs="unbounded">
<xsd: conpl exType>
<xsd: attribute name="Language" type="dvb:|S0639-2" use="optional"/>
<xsd: attribute name="Conponent Tag" type="dvb: Hexadeci mal 8bit"

</ xsd: conpl exType>
</ xsd: el enent >
<xsd: choi ce m nCccurs="0">
<xsd: el enent nane="Textual | d* type="dvb: Textual Identifier"/>
<xsd: el enent nane="DVBTriplet" type="dvb: DVBTriplet"/>
<xsd: el enent nane="Packagel d">
<xsd: conpl exType>
<xsd: si npl eCont ent >
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<xsd: ext ensi on base="dvb: Hexadeci mal 16bi t" >
<xsd: attribute name="Domai n" type="dvb: Domai nType"
use="optional "/ >
</ xsd: ext ensi on>
</ xsd: si npl eCont ent >
</ xsd: conpl exType>
</ xsd: el ement >
</ xsd: choi ce>
</ xsd: sequence>
<xsd:attribute name="Cel | | d" type="dvb: I nteger6bit" use="required"/>
<xsd:attribute name="Presentationlnfo" type="dvb: Hexadeci mal 3bit" use="required"/>
<xsd: attribute name="Li nkagel nfo" type="dvb: Hexadeci mal 8bit" use="required"/>
<xsd: attribute name="Event!|d" type="dvbh: Hexadeci nal 16bit" use="optional "/>
</ xsd: conpl exType>
</ xsd: el enent >
</ xsd: sequence>
<xsd: attribute name="EntryPoint" type="xsd: bool ean" default="true"/>
<xsd: attribute name="Hori zont al Cel | sNunber" type="dvb: Hexadeci nal 3bit" use="required"/>
<xsd: attribute name="Vertical Cel | sNunber" type="dvh: Hexadeci nal 3bit" use="required"/>

</ xsd: conpl exType>
( [1 MaosaicDescription j (= % O Lu:uglcall:ell EJ

@ EntryPoint |3

4' i HorizortalCelshumber |@
\—| @ VerticalCellshumber |@

LDglcaICeII @ S 4. % O Elemerrtar\,fCeII @

AucioLink @@6 @ Lanousoe |
@ ComponertTag [&

Packageld

@ Celld |[®
@ Presentationinfo [®
@ Linkagelnfo |3

i@ Evertld |(®

Figure 7at: MosaicDescription
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Table 11aw: MosaicDescription Fields

ETSI TS 102 034 V2.1.1 (2016-04)

Name Mosaic_descriptor equivalent name Constraints
Logi cal Cel | Equivalent to loop in body of descriptor Mandatory
El enentaryCel | Elementary_cell_id, repeated elementary_cell_field_length times Mandatory
Cellld Logical _cell_id Mandatory
Audi oLi nk Additional field to allow audio support Optional
Language Additional field to allow support for multiple language audios. Optional
Conponent Tag Additional field to allow identification of audio component via Optional
component_tag in PMT.
Textual I d Textual, DNS form of Original_network_id, transport_stream_id, Optional
service id
DVBTri pl et Original_network_id, transport_stream_id, service_id Optional
Packagel d Bouquet _id Optional
Presentationlnfo Logical_cell_presentation_info Mandatory
Li nkagel nfo Cell_linkage_info Mandatory
Eventld Event id Optional
Ent r yPoi nt Mosaic_entry point Mandatory
Hori zonal Cel | sNunber  |Number_of horizontal_elementary cells Mandatory
Vertical Cel | sNumber  |Number_of vertical_elementary cells Mandatory

5.2.12.16

MulticastRETType

This type provides the basic attributes needed for multicast RET, and includes the CommonCastRET type to provide a
range of optional data, defined in clause 5.2.11.2. Thisis the multicast equivalent of the UnicastRET Type defined in
clause 5.2.12.47.

<xsd: conpl exType name="Mil ti cast RETType" >
<xsd:attribute name="SourceAddress" type="xsd:string"
<xsd:attribute name="G oupAddress" type="xsd:string"
<xsd:attributeG oup ref="dvb: CommonCast RETType"/ >

</ xsd: conpl exType>

use="optional "/ >
use="requi red"/ >

( [] MutticastRETType j On

0 |e

@ Sourcedddress | (
[~ string)
[><] restricts; xsanySimpleType )Er}

0 Je

—| @ Grouphddress |G (l? stringj
[><] restricts; xaanySimpleType )@

e O

Bn dvb:CommonCastRETType E@

Figure 7au: MulticastRETType

Table 11ax: MulticastRETType Attributes

Name

Definition

Constraints

Sour ceAddr ess

A single IP address OR a single DNS SRV RR. This is the IP Source
Address of the MC RTP RET packets. If not present, the IP Source
Address of the MC RTP RET packets takes the same value as the IP
Source Address of the unicast RTP RET packets (the information for
unicast RTP RET shall be present even when multicast RTP RET is
offered).

Optional

Gr oupAddr ess

Single IP address OR single DNS SRV RR representing the IP Group
Address of MC RET.

Mandatory

CommonCast RETType
(included attributeGroup)

This carries additional MC RET parameters (see clause 5.2.11.2).

Mandatory
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5.2.12.17 MultilingualType
The XML Multilingua Type gives the capability to carry a string with an associated language.

<xsd: conpl exType name="Mil tili ngual Type">
<xsd: si mpl eCont ent >
<xsd: ext ensi on base="xsd:string">
<xsd: attribute name="Language" type="dvb:|S0639-2" use="required"/>
</ xsd: ext ensi on>
</ xsd: si npl eCont ent >
</ xsd: conpl exType>

E) E:l—( <[> extends: xad string j @ Lanouage |@

(V S'tringj |_[;|] ‘@
[><] restricts; ks anySimpleType j@

Figure 7av: MultilingualType

Table 11lay: MultilingualType Fields

Name Description Constraints

Mul tilingual Type The base XML type string contains a string value with the Mandatory
(contents of extended type) language as specified by the attribute Language. White space
within strings is preserved in this usage.

Language The 2 letter language code, defined as per ISO 639-2 [51]. Mandatory

5.2.12.18  OfferingBase

Thisisthe base type from which all offerings should be derived. It provides the required Domain Type attribute, and the
optional version field required when HT TP protocol is used.
<xsd: conpl exType name="O f eri ngBase" >

<xsd: attribute name="Domai nName" type="dvb: Domai nType" use="required"/>

<xsd:attribute name="Version" type="dvb: Versi on" use="optional "/>
</ xsd: conpl exType>

@omm)o—{@]o
—| i@ Domaintame |B
[ DomainType E:—([}ﬂ restricts: xsd:s’cringj@

\ersi =
@ Version (O M EJ_( [><] restricts: xad: string )@

Figure 7aw: OfferingBase

ETSI




73 ETSI TS 102 034 V2.1.1 (2016-04)

Table 11az: OfferingBase Fields

Name Description Constraints

Donmi nNarre  |An internet DNS domain name registered by the SP that Mandatory
uniquely identifies the SP. This field is used as a default value
for certain fields within the record, as identified in their

semantics.

Ver si on Version of the DVB-IPTV Offering record, the version number |Mandatory where the record is provided
shall be incremented every time a change in the DVB-IPTV on request (i.e. "pull mode") and is
Offering record is made. optional when the record is multicasted

(i.e. "push mode").

5.2.12.19  OfferingListType
The metadata to describe the Push and Pull methods available to the HNED are described in the following clauses.

Thistypeis used to convey the locations at which an offering can be found. It allows an unlimited list of either push or
pull locations at which the specified service or information can be found. Note that the Pull element shall contain
Segment Ids and version numbers.

NOTE: ThePull element isdeliberately not of type HTTPTransportModeType as there is no defined SOAP
support for the SD& S information.

<xsd: conpl exType name="CferingLi st Type">
<xsd: choi ce maxCccur s="unbounded" >
<xsd: el ement nanme="Push" type="dvbl4: DVBSTPTr ansport ModeType"/ >
<xsd: el ement name="Pul | ">
<xsd: conpl exType>
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb12: Payl oadLi st">
<xsd:attribute name="Locati on" type="dvb: Pul | URL" use="required"/>
</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>
</ xsd: el enent >
</ xsd: choi ce>
</ xsd: conpl exType>

CriteringListType JSw1-% Push |©
S - (D DVBSTPTranSpUr‘[MUdeType)@
7 Jo

_@ EJ G}—( <[> extends: dvb:PayloadList j @®
o

Figure 7ax: OfferingListType

Table 11ba: OfferingListType Fields

Name Description Constraints

Push Signals the multicast address(es) at which the SD&S Optional
information may be found. The format is defined in
clause 5.2.12.7.

Pul | The base type, PayloadList, is defined in Optional
(Content of extended type) |clause 5.2.12.22, and the extensions use this to signal
SD&S information which may be retrieved from the URL
encoded in the Location attribute.

Locati on (see description of Pull above). Mandatory, where Pull is used
(attribute of Pull)
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5.2.12.20  PackageAvailabilityCountryCodeType

Thistype provides for alist of countriesin which a service or package is either available or not available. Thisis used
in conjunction with a string that lists the Cells which provide further subdivision of the country. For more details on the
Regionalization supported by this mechanism, see clause 5.2.13.8.

<xsd: conpl exType name="PackageAvai | abi|ityCountryCodeType">
<xsd: si npl eCont ent >
<xsd: ext ensi on base="xsd:string">
<xsd:attribute name="Availability" type="xsd:bool ean" defaul t="true"/>
</ xsd: ext ensi on>
</ xsd: si npl eCont ent >
</ xsd: conpl exType>

(D Packagelyvailakiity CountryCodeType j@@ [ extends: xad string ) @ Availabilty |®

(V stringj @ |®
[><] restricts: xsanySimpleType j@

Figure 7ay: PackageAvailabilityCountryCodeType

Table 11bb: PackageAvailabilityCountryCodeType Fields

Name Definition Constraints
PackageAvai | abi I i t yCountryCodeType |This is an extension of the basic XML schema string Mandatory
(contents of extended type) type that carries the country for which the availability is

being defined. This element shall be of the 2-letter
format specified in ISO 3166 [50].

Availability This flag indicates whether the service is available in ~ |Optional
the country specified by CountryCode. The default is
TRUE.

When TRUE, the service or package is available in the
specified country with the exception of those regions
identified by Cells.

When FALSE, the service or package is not available
in the specified country with the exception of those
regions identified by Cells.
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5.2.12.21  PackagedServiceType

This provides the type used for one service contained within a package, together with the logical channel number of the
service and alocation for a description of the service.

<xsd: conpl exType name="PackagedServi ceType" >
<xsd: sequence>
<xsd: el ement nanme="Textual | D' type="dvbl2: PackageTextual | dentifier" maxCccurs="unbounded"/>
<xsd: el ement nanme="DVBTriplet" type="dvb: DVBTriplet" m nCccurs="0"/>
<xsd: el ement name="DescriptionLocati on" type="dvb: Descri pti onLocati onBCG' m nCccurs="0"/>
<xsd: el enent nane="Logi cal Channel Nunber" type="xsd: positivelnteger" m nCccurs="0"/>
</ xsd: sequence>
</ xsd: conpl exType>

1.8
PackagedServiceType TextuslD [©
( [ 2 =z j 'E:'\—. S - ( [] PackageTextualidentifier )@

D%ETriplet |

0T (@) or— @ owen o
—{arlo
@ sewan o

DescriptionLocation |3
(D DescriptionLocationBCG )@

LngcmChannaNumber:ﬁa
: [F postivelrteger &

Figure 7az: PackagedServiceType

Table 11bc: PackagedServiceType Fields

Name Definition Constraints
Textual I D The textual reference of the service, as defined in clause 5.2.12.45. Mandatory
DVBTri pl et The optional DVB Triplet equivalent to the TextuallD service Optional
identification, as defined in clause 5.2.12.8.
Descri ptionLocation The location of the BCG description of the service, as defined in Optional
clause 5.2.12.6.
Logi cal Channel Nunber | The logical channel number of the service. Optional

5.2.12.22  PayloadList

Thistype describes alist of payload IDs (as described in clause 5.4.4.1) and optional SegmentlDs (similiarily described
in clause 5.4.4.2). Thisis used by the DVBSTP and HT TP types to indicate which payload(s) and optionally segment(s)
are available at the specified address for the information indicated by the usage of the type.

<xsd: conpl exType nane="Payl oadLi st">
<xsd: sequence m nCccurs="0" maxCccur s="unbounded" >
<xsd: el enent nane="Payl oadl d" >
<xsd: conpl exType>
<xsd: sequence m nCccurs="0" maxCccur s="unbounded" >
<xsd: el ement name="Segnment" type="dvbl2: Payl oadLi st Segnment Type"/>
</ xsd: sequence>
<xsd:attribute name="1d" type="dvb: Hexadeci mal 8bit" use="required"/>
</ xsd: conpl exType>
</ xsd: el enent >
</ xsd: sequence>
</ xsd: conpl exType>
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@)oo @o—{mmmlo—@eo, °* @o—Emm]o
v o

Figure 7ba: PayloadList

Table 11bd: PayloadList Fields

Name Definition Constraints
Payl oadl d A Payloadld, specified by the Id attribute. This element optionally ~ |Optional
contains the list of segments and their Ids and versions that make
up the referenced payload.
Multiple occurrences of this element make up the full payloadList.

Id The Id of the Payload. The Id values are defined in Mandatory
ETSI TS 101 162 [2], clause 9.1.2 and informatively in Table 12a in
clause 5.4.4.1.

Segnent An optional list of segments that are carried, using the values Optional

defined by the type in clause 5.2.12.23.

5.2.12.23  PayloadListSegmentType

Thistypeis used to carry the details of a segment that is available, together optionally with the target package to which
the segment relates.

<xsd: conmpl exType nane="Payl oadLi st Segnent Type" >

<xsd: sequence>

<xsd: el ement nane="Tar get Package" type="dvb12: Target PackageType" m nCccurs="0"

maxQccur s="unbounded"/ >

</ xsd: sequence>

<xsd:attribute name="Version" type="dvb: Versi on" use="optional"/>

<xsd:attribute name="1D"' type="dvb: Hexadeci mal 16bi t" use="required"/>
</ xsd: conpl exType>

U..aa
PayloadList=egmert Type th TargetPackage (=
( L] © ( [] TargetPackageType j @

Wersi =
@ wersion (& Mj@_([x] restricts: xsd:stringjt?:}

D =
@ © ( [ Hexadecimall Ghit j E!—( [] restricts: xsd string )Er}

Figure 7bb: PayloadListSegmentType

Table 11be: PayloadListSegmentType Fields

Name Definition Constraints
Tar get Package An optional list of TargetPackages, as defined in clause 5.2.12.44. Optional
(Child of Segnent)
Versi on The Version number of the segment identified by the matching ID. Optional
The format of this is defined in clause 5.2.10.
D The segmentlD that is carried. The segmentlD is defined by the Mandatory
(SZBLL:]?;” e of operator and not within the scope of the present document.
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5.2.12.24  ReferencedServiceProviderType

Thistypeisused to list one or more services from a different provider that a current provider wishes to include in their
context.

<xsd: conpl exType name="Ref er encedSer vi ceProvi der Type" >
<xsd: sequence>
<xsd: el ement nanme="Servi ce" m nCccurs="0" maxCccur s="unbounded" >
<xsd: conpl exType>
<xsd: attribute name="Nane" type="dvb: Service" use="required"/>
</ xsd: conpl exType>
</ xsd: el ement >
</ xsd: sequence>
<xsd: attribute name="Domai n" type="dvb: Donai nType" use="required"/>

</ xsd: conpl exType>
soree |o—(T)o—{@ tane Jo
S
[ [ DomainType &

(|:| Referenced=erviceProviderType j (=)

Figure 7bc: ReferencedServiceProviderType

Table 11bf: ReferencedServiceProviderType Fields

Name Definition Constraints
Servi ce A list of referenced services. This element may be omitted in which case |Optional
the entire set of offerings from the SP is referenced.
@onai n The domain component of the textual service identifier to which the SP  |Mandatory
is referring. An internet DNS domain name registered by the referenced
SP that uniquely identifies the SP being referenced.

5.2.12.25 ReplacementService

Thisisan XML representation of the replacement service functionality of the linkage _descriptor in

ETSI EN 300 468 [1]. The service indicated by either the DVB triplet or the textual identifier may be used when the
specified service (as derived from the context) fails. It identifies a service replacement service which may be selected
automatically by the HNED when the service being decoded fails.

NOTE: Linkage type 0x08 (mobile hand-over) is not supported.

<xsd: conmpl exType nanme="Repl acenent Servi ce">
<xsd: choi ce>
<xsd: el ement nanme="Textual | dentifier" type="dvb: Textual I dentifier"/>
<xsd: el ement nanme="DVBTriplet" type="dvb: DVBTriplet"/>
</ xsd: choi ce>
<xsd: attribute name="Repl acenent Type" type="dvb: Hexadeci mal 8bit" use="optional" default="5"/>
</ xsd: conpl exType>
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Figure 7bd: ReplacementService

Table 11bg: ReplacementService Fields

Name Definition Constraints
Textual Identifier |The textual equivalent of the DVB triplet, as defined in clause 5.2.12.45. This  |Optional
field performs the same function as the DVB Triplet values
original_network_id, transport_stream_id and service_id.

DVBTri pl et This field, as defined in clause 5.2.12.8, carries the original_network _id, Optional
transport_stream_id and service_id.
Repl acenent Type This field carries the value of the linkage_type value, as defined in the Mandatory

linkage_type defined in ETSI EN 300 468 [1]. The default value equates to a
service replacement service. Note that only those values of linkage_type that
are valid to appear in a linkage descriptor in the SDT are allowed here.

5.2.12.26  RETInfoType

Thistypeis used to signal the presence of unicast RTP retransmission (RET) service and multicast RTP Retransmission
service mechanisms, and conveys the parameters needed to use the RET service.

<xsd: conpl exType name="RETI nf oType" >
<xsd: sequence>
<xsd: el ement name="RTCPReporting" type="dvb: RTCPReporti ngType"/>
<xsd: el ement name="Uni cast RET" type="dvb: Uni cast RETType" m nCccurs="0"/>
<xsd: el ement name="Mul ti cast RET" type="dvb: Mul ti cast RETType" m nCccurs="0"/>
</ xsd: sequence>
</ xsd: conpl exType>

RETIRfoType S RTCPReporting [
‘_.‘5‘ (D RTCPRepminngej@

UnicastRET |15
( [] UnicastRETType j ®

MulticastRET |2
( [] MuticastRETType j ®

Figure 7be: RETInfoType
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Table 11bh: RETInfoType Fields

Name Definition Constraints
RTCPReporti ng This element signals the transport addresses and parameters Mandatory
associated with the RTCP reporting for the original multicast RTP
session carrying the content associated with the RET service. This is
defined in clause 5.2.12.29.

Uni cast RET This element signals presence of a unicast RTP Retransmission (RET) |Mandatory
repair service, and the transport addresses and parameters associated
with the unicast RET session. It is defined in clause 5.2.12.47

Mul ti cast RET This element signals the presence of Multicast RTP Retransmission Only present when
(RET) repair service, and the transport addresses and parameters multicast RET is used
associated with the Multicast RET session. These parameters are only
used if RTP retransmission is enabled and there is a multicast error
repair service. It is defined in clause 5.2.12.16.

5.2.12.27 RMSFUSMulticastAddressType

This type defines the combination used to identify the multicast options for a FUS announcement service.

<xsd: conmpl exType nanme="RMSFUSMuI ti cast Addr essType" >
<xsd:attributeGoup ref="dvbl4: Basi cMul ti cast AddressAttri butesType"/>
<xsd:attribute name="Protocol" use="optional ">
<xsd: si mpl eType>
<xsd:restriction base="xsd:string">
<xsd: enuner ati on val ue="1 SAP"/>
<xsd: enuner ati on val ue="2 DVBSTP"/>
</ xsd:restriction>
</ xsd: si npl eType>
</xsd:attri bute>
</ xsd: conpl exType>

(D RMSFUSMulticast AddressType j@ Bo dvb:BasicMutticastAddressAttributesType E|®

i@ Protocol @—@ Eﬁ—( [><] restricts: xedstring ) =

4 154P

{ 2 DWESTP
GED T

Figure 7bf: RMSFUSMulticastAddressType

Table 11bi: RMSFUSMulticastAddressType Fields

Name Semantic Definition Constraints

RVBFUSMUI ti cast AddressType  |Instantiated using BasicMulticastAddressAttributesType, as specified |Optional
in clause 5.2.11.1.

@r ot ocol Enumerated string, valid values are "1 SDP" and "2 DVBSTP" Optional

5.2.12.28 RMSType

Thisisused to carry the description of the remote management server, including the connection location.

<xsd: conpl exType name="RMSType" >
<xsd: sequence>
<xsd: el enent nane="RMSNanme" type="dvb: Mul tilingual Type" maxCccurs="unbounded"/>
<xsd: el ement name="RMS|I D' type="xsd: decimal" m nCccurs="0"/>
<xsd: el ement nanme="Description" type="dvb: Multilingual Type" m nCccurs="0"
maxQccur s="unbounded"/ >
</ xsd: sequence>
<xsd:attribute name="LogoURI " type="xsd:anyURl " use="optional"/>
<xsd:attribute name="RMSLocati on" type="xsd:anyURl" use="required"/>
</ xsd: conpl exType>
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Figure 7bg: RMSType

Table 11bj: RMSType Fields

(D hduttilingus Type :[E:I

( [] MuttilingualType j@

Name Semantic Definition Constraints

RVBNane Multilingual name of RMS, there may be multiple RMSNames for a single RMS. Mandatory
Instantiated using MultilingualType as specified in clause 5.2.12.17.

RvBI D Numeric identifier for the RMS, in decimal form, if present there will be only one value |Optional
per RMS instance.

Descri ption Multilingual description of RMS, there may be multiple descriptions for a single RMS. Optional
Instantiated using MultilingualType as specified in clause 5.2.12.17.

@ogoURl URI from which logo of RMS may be obtained. Optional

@\BLocation |URI to be used to connect to the RMS. Mandatory

5.2.12.29 RTCPReportingType

Thistypeisused in conjunction with the RET/server-based FCC mechanisms and represents the RTCP reporting
parameters. They are common to both multicast RET and unicast RET/FCC implementations.

<xsd: conpl exType name="RTCPReporti ngType">

<xsd:attribute name="Destinati onAddress" type="xsd:string"

use="optional "/ >

<xsd:attribute name="Destinati onPort" type="xsd:unsignedShort" use="required"/>
<xsd:attribute name="dvb-t-ret" type="xsd:positivelnteger" use="optional"/>

<xsd:attribute name="rtcp-bandw dt h" type="xsd: positivelnteger"
<xsd:attribute name="rtcp-rsize" type="xsd:positivelnteger"

use="optional "/ >
use="optional "/ >

<xsd:attribute name="trr-int" type="xsd:positivelnteger" use="optional"/>

<xsd:attribute
<xsd: attribute name="dvb- enabl e- bye" type="xsd: bool ean"
<xsd:attribute name="dvb-t-wait-m n" type="xsd: unsignedlnt"
nane="dvb-t-wait-max" type="xsd: unsignedlnt" use="optional" default="0"/>
nane="dvb- ssrc-bi t mask" type="dvb: Hexadeci nal 32bit" use="optional "

<xsd: attribute
<xsd: attribute

defaul t="ffffffff"/>

<xsd:attribute name="dvb-rsi-nc-ret" type="xsd: bool ean"

use="optional "/ >

nane="dvb-di sabl e-rtcp-rr" type="xsd: bool ean" use="optional" default="fal se"/>
use="optional" default="fal se"/>
use="optional" default="0"/>

<xsd:attribute name="dvb-ssrc-upstreamclient" type="xsd:positivelnteger" use="optional"/>
</ xsd: conpl exType>
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Table 11bk: RTCPReportingType Fields

Name

Definition

Constraints

Desti nati onAddr ess

List of comma-separated IP addresses (minimum 1 IP address) OR
single DNS SRV RR. The IP address selected from this list by the HNED
or resolved by the HNED, is the IP address of the FCC/LMB RET server.
If more than one IP address is provided, then the client will attempt to
connect to each server in turn in the order presented until a successful
connection results.

Optional

Desti nati onPort

UDP Destination Port of RTCP packets issued by the HNED in the
primary/original multicast session.

Mandatory

dvb-t-ret

Minimum time a receiver should wait for a requested RET packet (per
retransmission request/attempt) before issuing another retransmission
request for the same packet(s). This time period has as starting point the
sending of the RTCP FB NACK message, and is expressed in
milliseconds. If not present, it is up to the HNED to choose an
appropriate delay time with which failed retransmissions are re-
attempted. This attribute is defined only for RET service.

Optional

rtcp- bandwi dt h

Amount of bandwidth an RTP receiver may use for its RTCP reporting
(kb/s) in the primary/original multicast session. Default is 5 % of RTP
stream bandwidth when this attribute is not present.

Optional

rtcp-rsize

Indicates that RTCP FB messages can be transmitted in reduced size
format. Default behaviour is that RTCP FB messages are transmitted as
compound RTCP reports.

Optional

trr-int

Minimum period for compound RTCP reporting, in milliseconds. Default
value is zero when this attribute is not present.

Optional

dvb-di sabl e-rtcp-rr

Is present when the HNED shall disable RTCP RR reporting. Default
RTCP RR is enabled when this attribute is not present, i.e. the default
value of this field is "false".

Optional

dvb- enabl e- bye

When present, the HNED shall issue BYE following rules as described in
annex F. Default BYE usage is disabled when this attribute is not
present.

Optional

dvb-t-wait-mn

Upon packet loss detection, the HNED shall issue an RTCP FB NACK
message in an interval randomly chosen between dvb-t-wait-min and
dvb-t-wait-max (both expressed in ms). Default value for dvb-t-wait-min
is 0 ms. This attribute is defined only for RET service.

Optional

dvb-t-wait-nmax

Upon packet loss detection, the HNED shall issue an RTCP FB NACK
message in an interval randomly chosen between dvb-t-wait-min and
dvb-t-wait-max (both expressed in ms). Default value for dvb-t-wait-max
is 0 ms. This attribute is defined only for RET service.

Optional

dvb- ssrc- bi t mask

Contains a 32-bit wide bitmask. Those HNEDs for which their SSRC
match the SSRC inside the original MC streams on the bit positions that
are set to 1 in the bitmask, shall set both dvb-t-wait-min and dvb-t-wait-
max to zero, overruling the signalled values dvb-t-wait-min and dvb-t-
wait-max. Default all bit positions in the bitmask are 1, meaning that the
dvb-t-wait-min and dvb-t-wait-max are not overruled. This attribute is
defined only for RET service.

Optional

dvb-rsi-nc-ret

Signals that the RSI packets of the original MC RTP session are
distributed in the MC RET session.

Optional

dvb- ssrc-upstream
client

SSRC of upstream client for which LMB server translates RTCP FB
message into RTCP FF message.

Optional

5.2.12.30

Thistypeis used to alow an additional RTSP Control URL to be carried, as discussed in clauses 5 and 6, to assist with

RTSPURLType

AL-FEC and/or RET services.

<xsd: conmpl exType nanme="RTSPURLType" >
<xsd: si nmpl eCont ent >
<xsd: ext ensi on base="dvb: RTSP" >

<xsd:attribute name="RTSPControl URL" type="xsd:anyURl" use="optional"/>

</ xsd: ext ensi on>
</ xsd: si npl eCont ent >

</ xsd: conpl exType>
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Figure 7bi: RTSPURLType

Table 11bl: RTSPURLType Fields

Name Definition Constraints
RTSPURLType This carries the URL at which the service description may be Mandatory when the
(contents of extended type) |accessed. When the service is composed of a single stream, this  |SP wants to use

URL is used for all RTSP messages (SETUP, PLAY, RTSP

TEARDOWN, etc) for controlling that stream. The format is as
defined in clause 5.2.10.

RTSPCont r ol URL The URL that is used for SETUP, PLAY, PAUSE, and other Optional, but
control of the main audio-video stream, when AL-FEC and/or mandatory where
RET is used for that main audio-video stream. See clause 6.1.1. |[RTSP used with
RET or FEC

5.2.12.31  ServerBasedEnhancementServicelnfoType

Thistypeisused to signal the presence of a server-based enhancement service, and conveys the parameters needed to
use this service. The possible services are RET and Server-based FCC.

<xsd: conpl exType nane="Ser ver BasedEnhancenent Servi cel nf oType" >
<xsd: sequence>
<xsd: el ement nane="Enhancenent Servi ce" type="dvb1l2: Enhancenent Servi ceType"/>
<xsd: el ement name="RTCPReporting" type="dvb: RTCPReporti ngType"/>
<xsd: el ement name="Retransmni ssi on_sessi on" type="dvb: Uni cast RETType" m nCccurs="0"/>
<xsd: el ement name="Mil ti cast RET" type="dvb: Mul ti cast RETType" m nCccurs="0"/>
</ xsd: sequence>
</ xsd: conpl exType>

( |:| ServerBazedEnhancementZervicelnfaType je\_.

Enhancement=ervice |E3

E [7 Enhancement>erviceType j@

RTCPReporting [

( (] RTCPReportingType j o

Retransmizsion_session |(O

(O UricastRETType )@

MutticastRET |2
(O MuticastRETType )@

Figure 7bj: ServerBasedEnhancementServicelnfoType
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Table 11bm: ServerBasedEnhancementServicelnfoType Fields

Name Definition Constraints
Enhancenent Servi ce |Signals whether RET and/or FCC service is offered. This is defined  |Mandatory
in clause 5.2.10.
RTCPRepor ti ng This element signals the transport addresses and parameters Mandatory
associated with the RTCP reporting for the original multicast RTP
session. This is defined in clause 5.2.12.29.

Ret ransmi ssi on This element signals the transport addresses and parameters Mandatory
Session associated with the unicast retransmission session for the

enhancement service. It is defined in clause 5.2.12.47.
Mul ti cast RET This element signals the presence of Multicast RTP Retransmission |Only present when

(RET) repair service, and the transport addresses and parameters multicast RET is used
associated with the Multicast RET session. These parameters are
only used if RTP retransmission is enabled and there is a multicast
error repair service. It is defined in clause 5.2.12.16.

5.2.12.32  ServiceAvailabilityType

This element provides support for Regionalization. It allows each service to have alist of ‘cells (regions) with which the
service is associated. By default, all the single services are available everywhere. For more details on the use and
initialization of the ServiceAvailability values, see clause 5.2.13.8.

There shall be at most one ServiceAvailability element for each CountryCode.

<xsd: conpl exType nanme="Servi ceAvail abi |l ityType">
<xsd: sequence>
<xsd: el enent nane="Count ryCode" type="dvb: PackageAvai |l abi|lityCountryCodeType"/>
<xsd: el ement name="Cel | s" type="xsd:string" mnCccurs="0" maxCccurs="unbounded"/>
</ xsd: sequence>
</ xsd: conpl exType>

Servicefyvailability Type ) = CourtryCode |2
( I:l © ( |:| Package &vailabilty Country CodeType j ]

Celz |32 : 7 g : ®

Figure 7bk: ServiceAvailabilityType

Table 11bn: Service Availability Fields

Name Definition Constraints
Count ryCode This element indicates the country for which the availability is being Mandatory
defined. The structure of this element is defined in clause 5.2.12.20.
Cells A list of string identifiers representing geographical regions in the country |Optional

identified by CountryCode. The Cells listed represent the exception to
the value supplied by the flag, i.e. the negation of the Availability flag
applies to any listed cells.
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5.2.12.33 ServicelLocation

This describes the location(s) at which a service may be found, either a broadcast source or an |P source, but not both.
In the case of an P source, the location shall be either a multicast location or viaan RTSP server, or both. At least one
of the IPMulticastAddress, RTSPURL or Broadcast shall be present.

<xsd: conpl exType name="Servi ceLocation">
<xsd: annot ati on>
<xsd: docunentati on xm :lang="en">The | ocation of a service. Currently this supports either a
broadcast systemidentifier or a nmulticast address (ASM and SSM or RTSP. </xsd: docunent ati on>
</ xsd: annot ati on>
<xsd: choi ce>
<xsd: el ement nane="Broadcast Systenl type="dvbl2: Broadcast Syst eniType"/>
<xsd: choi ce maxCccur s="unbounded" >
<xsd: el enent nane="|PMil ti cast Address" type="dvbl4: Mcast Type"/>
<xsd: el enent nane="RTSPURL" type="dvb: RTSPURLType"/ >
</ xsd: choi ce>
</ xsd: choi ce>
</ xsd: conpl exType>

(D ServiceLocation j = m (O]
(@)e

( [F BroadcastSystemType j@

Phutticastiddress |t:—}

[ MeastType &

RTSPURL |3
- [] RTSPLRLType |@®

Figure 7bl: ServiceLocation

Table 11bo: Service Location Fields

Name Definition Constraints
Broadcast System Identifies the broadcast delivery system where this service is being |Optional
broadcast.
I PMul ti cast Address Provides the multicast transport address and other parameters at  |Optional
which the service may be accessed. This type is described in
clause 5.2.12.14. As appropriate this type includes the details of
FEC and RET, if available for the service.

RTSPURL Signals the use of RTSP to access the service and provides the Optional
URL at which the service description may be accessed.
This type is described in clause 5.2.12.30.

5.2.12.34 Sl

This type describes the service information traditionally provided in a stream as DVB descriptors.

<xsd: conpl exType name="S|">
<xsd: sequence>
<xsd: el enent nane="Nane" type="dvb: Mul tilingual Type" nmaxQccurs="unbounded"/>
<xsd: el ement name="Description" type="dvb: Multilingual Type" m nCccurs="0"
maxQccur s="unbounded"/ >
<xsd: el ement nanme="Servi ceDescri ptionLocati on" type="dvbh: Descri pti onLocati onBCG'
m nCccur s="0" maxoccur s="unbounded"/ >
<xsd: el enent nane="Cont ent Genre" type="dvb: Genre" m nCccurs="0" maxCccurs="unbounded"/>
<xsd: el ement nanme="CountryAvailability" type="dvb: CountryAvailability" m nQccurs="0"
maxQccur s="unbounded"/ >
<xsd: el enent nane="Repl acenment Servi ce" type="dvb: Repl acenent Servi ce" m nCccurs="0"
maxCccur s="unbounded"/ >
<xsd: el ement nane="Mosai cDescri pti on" type="dvb: Mdsai cDescri pti on" m nCccurs="0"/>
<xsd: el ement nanme="Announcenent Support" type="dvb: Announcerent Support” m nCccurs="0"/>
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<xsd:attribute name="Servi ceType" type="dvb: Servi ceType" use="required"/>

<xsd:attribute name="PrimaryS| Source" type="dvb: Pri maryS| Source"

</ xsd: conpl exType>
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Figure 7bm: SI
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Table 11bp: Sl Fields

Name Definition Constraints

Nane The text form of the name by which the service is known to the user. Mandatory
This type is described in clause 5.2.12.17.

Descri ption A textual description of the service. This type is described in Optional
clause 5.2.12.17.

Cont ent Genre The (primary) genre of the service. This type is described in Optional
clause 5.2.10

CountryAvail ability |The list of countries in which the service is, or is not, available. This Optional

type is described in clause 5.2.12.5.
Announcerent Support  |The announcements supported by the service, and linkage information |Optional
as to their location. This type is described in clause 5.2.12.1.
Repl acenent Ser vi ce Details the linkage to a service that can be used in case of a failure of |Optional
the service to which this Sl record refers. This type is described in
clause 5.2.12.25.

Mosai cDescri ption Details of the services, or service packages, which are displayed ina  |Optional
mosaic stream. This type is described in clause 5.2.12.15.
Servi ceDescri ptionLo |The identifier(s) of the BCG Record(s) for the BCG Discovery element |Optional

cation that carries the information on this offering. This type is described in
clause 5.2.12.6.

@er vi ceType An attribute that is an eight-bit number encoding the type of the Mandatory
service, using traditional DVB values. This type is described in
clause 5.2.10.

@ri mar ySl Sour ce An attribute indicating whether the XML record, or Sl in the transport Optional

stream takes precedence. This type is described in clause 5.2.10.

5.2.12.35 SRMAnnouncementModeType

Thistypeis used to convey details of either SAP or HTTP delivery of SRM Announcement Services. Further details on
the use of thisinformation are provided in clauses 5.2.13.9 and 12.

<xsd: conpl exType name="SRMAnnouncenent ModeType" >
<xsd: annot ati on>
<xsd: docunentati on xm :|ang="en">SAP or HTTP delivery of SRM Announcenent
Servi ces</ xsd: docunent ati on>
</ xsd: annot ati on>
<xsd: choi ce>
<xsd: el ement nanme="SAP" type="dvbl4: SRMAnnouncenment MbodeSAPType"/ >
<xsd: el ement name="HTTP" type="xsd:anyURl"/>
</ xsd: choi ce>
</ xsd: conpl exType>

£ ] srMAnnouncementiodeType ) ) m ®
@ © o ( [0 srMAnnouncemertiModeSAPType )@

HITP [©—
LI @ o {@le
[X4] restricts: xs: anySnmpIeType)@

Figure 7bn: SRMAnnouncementModeType
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Table 11bg: SRMAnnouncementModeType Fields

Name Definition Constraints
SAP The details of the SAP address where the SRM announcement Either SAP or HTTP shall be
service can be found. This type is defined in clause 5.2.12.36. present
HTTP File URI for unicast HTTP delivery. Either SAP or HTTP shall be
present

5.2.12.36 SRMAnnouncementModeSAPType

Thistypeisused to carry and define the SAP address where details of the SRM announcement service can be found.

<xsd: conmpl exType nanme="SRMAnnouncenent ModeSAPType" >
<xsd:attributeGoup ref="dvbl4: Basi cMul ti cast AddressAttri butesType"/>
</ xsd: conpl exType>

(|:| SRMARnoUncementhode SAPTvpe )E}— Ho dvhBasicMulicastddress AttributesType El{i_-')

Figure 7bo: SRMAnnouncementModeSAPType

Table 11br: SRMAnnouncementModeSAPType Fields

Name Definition Constraints
Basi cMul ti cast AddressAttribu |The details of the SAP address where the SRM Mandatory
tesType (attribute group) announcement service is described.

5.2.12.37  SRMAnnouncementServiceType

Thistype provides the SRM Announcement Service information.

<xsd: conmpl exType nanme="SRMAnnouncenent Servi ceType" >
<xsd: annot ati on>
<xsd: docunent ati on xml : | ang="en">SRM Announcenent Servi ce i nformati on</xsd: docunent ati on>
</ xsd: annot ati on>
<xsd: sequence>
<xsd: el ement name="SRM D' type="dvb12: SRM DType" m nCccurs="0" maxQccur s="unbounded"/>
<xsd: el ement nane="SRMAnnouncenent Mode" type="dvbl4: SRMAnnouncenent ModeType"/ >
</ xsd: sequence>
<xsd:attribute name="Announcemnent Servi ceVersi on" type="dvb: Versi on" use="optional"/>
</ xsd: conpl exType>

(D SREMARnoUNCcemertzerviceType ) (= [[;I] ‘@

0.m
E’ SRMD_|O ] srRMIDType }&

SRMA&nnouncementtods |e

E|:| SRMAnnouncementhodeType ) ]

@ AnnouncementServiceVersion |2
[ “erzion J(®

Figure 7bp: SRMAnnouncementServiceType

ETSI



89 ETSI TS 102 034 vV2.1.1 (2016-04)

Table 11bs: SRMAnnouncementServiceType Fields

Name Definition Constraints
SRM D The SRM IDs of the service this type announces. There is one Optional
SRMID element for each SRM supported by this announcement
service. Thus this element builds a list of SRM IDs in this type.
SRVMAnnouncenent Mode  |Information on how to access the SRM Announcement Service. Mandatory
Announcenent Ser vi ceV |Version of the SRM Announcement Service (see clause 12.6.4). Optional for SRM
ersion multicast
announcement
service and
Mandatory for
SRM unicast
announcement
service. See
clause 12.6.4

5.2.12.38  SRMDownloadServiceFLUTEType

Thistype carries the details of the FLUTE download of the SRM files

<xsd: conpl exType name="SRVDownl oadSer vi ceFLUTEType" >
<xsd: sequence>
<xsd: el ement nanme="SRM DVer" type="dvb12: SRM DVer Mlype" m nCccurs="0"
maxCccur s="unbounded"/ >
</ xsd: sequence>
<xsd:attribute name="FLUTESessi onVersi on" type="dvb: Version"/>
<xsd:attributeGoup ref="dvbl4: Basi cMul ti cast AddressAttri butesType"/>
<xsd:attribute name="TSI" type="dvb: TSI d" use="required"/>
</ xsd: conpl exType>

U..&a
SRMDovenloadServiceFLUTEType j =n SRMIDWer |2
( [l S ( [] SRMIDVerMType j ®

@ FLUTESessionversion |2
[7 “ersion ]@®
— En dvb:Eiasiu:Murticast.&ddress.&ttribmeswpeIEE—}

2= 10 (Fao

Figure 7bqg: SRMDownloadServiceFLUTEType

Table 11bt: SRMDownloadServiceFLUTEType Fields

Name Definition Constraints
SRM DVer A List of SRM IDs and SRM file version numbers of SRMs Optional
supported by this FLUTE Download Service, as defined in
clause 5.2.12.42.

FLUTESessi onVer si on |FLUTE session version (see clause 12.6.2). Optional
Basi cMul ti cast Addres |The address of the FLUTE Multicast channel, as specified in Mandatory
SALtributes clause 5.2.11.1.

Attribute group

TSI Transport Session Indicator of the FLUTE session. Mandatory

ETSI



90 ETSI TS 102 034 vV2.1.1 (2016-04)

5.2.12.39 SRMDownloadServiceHTTPType
Thistype carries the details of the HTTP download of SRM files.

<xsd: conmpl exType nane="SRVDownl oadSer vi ceHTTPType" >
<xsd: sequence>
<xsd: el ement nanme="SRM DVer" type="dvb12: SRM DVer UType"/ >
</ xsd: sequence>
<xsd: attribute name="Locati on" type="xsd:anyURl " use="required"/>
</ xsd: conpl exType>

SRMDownloadServiceHTTRType |2 J_W (]
@ e ) @ @ SRMDver | (O seMDverType )®

(@ s Jo— (o
[ anyURI |3 m &)
[>{] restricts: xsanySimpleType j@

Figure 7br: SRMDownloadServiceHTTPType

Table 11bu: SRMDownloadServiceHTTPType Fields

Name Definition Constraints
SRM DVer SRM ID and SRM file version of SRM supported by the HTTP Mandatory
Download service, as defined in clause 5.2.12.43.
Locati on File URI for unicast HTTP download. Mandatory

5.2.12.40 SRMDownloadServiceType

Thistype carries the details of the SRM Download Service information, which shall be either FLUTE or HTTP, but not
both.

<xsd: conmpl exType nanme=" SRVMDownl oadSer vi ceType" >
<xsd: annot ati on>
<xsd: docunent ati on xm : | ang="en">FLUTE or HTTP downl oad of SRM fil es</xsd: docunent ati on>
</ xsd: annot ati on>
<xsd: choi ce>
<xsd: el ement nanme="FLUTE" type="dvb1l4: SRVDownl oadServi ceFLUTEType"/ >
<xsd: el ement name="HTTP" type="dvb1l2: SRVDownl oadSer vi ceHTTPType"/ >
</ xsd: choi ce>
</ xsd: conpl exType>

(D SREMDownloadServiceType j ) Il;ﬂ |E‘—{

FLUTE |2
@ S (D SREMDownloadServiceF LUTEType j@l

®

HTTR |
- ( |:| SEMDownloadServiceHTTPType j *

Figure 7bs: SRMDownloadServiceType
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Table 11bv: SRMDownloadServiceType Fields

Name Definition Constraints
FLUTE FLUTE download service information Optional, but exactly one FLUTE or
one HTTP shall be present
HTTP HTTP download service information Optional, but exactly one FLUTE or
one HTTP shall be present

521241 SRMIDType
Thistype carries the CP System and optional CP System SRM ID for a SRM.

<xsd: conmpl exType nanme="SRM DType" >
<xsd: annot ati on>
<xsd: docunent ati on>SRM specific ID (CP System | D, CP System SRM I D) </ xsd: docunent ati on>
</ xsd: annot ati on>
<xsd: attribute name="CPSystem D' type="dvb1l2: CPSyst em DType" use="required"/>
<xsd:attribute name="CPSystenSRM D' type="dvb1l2: CPSyst enSRM DType" use="optional "/>
</ xsd: conpl exType>

@wmrm)or—{0Jo—{Fo

— @ crsystemp |©

( [7 CPSystemiDType j@

i CPSystemSEMID (O
([7 crsystemsrMDType )@

Figure 7bt: SRMIDType

Table 11bw: SRMIDType Fields

Name Definition Constraints
CPSystem D This is the ID of the CP system (see definition of type in clause 5.2.10, [Mandatory
and discussion in clause 5.2.13.9).
CPSyst enSRM D This is the ID for the SRM within the CP system (see definition in Optional
clause 5.2.10, and discussion in clause 5.2.13.9).

5.2.12.42 SRMIDVerMType

This type provides the CP System, optional CP System SRM ID and SRM file version number for a SRM, as used for
FLUTE (or multicast) delivery. This extends the type SRMIDType defined in clause 5.2.12.41.

<xsd: conpl exType nanme="SRM DVer Mlype" >
<xsd: annot ati on>
<xsd: docunentati on>SRM | D and optional SRMfile version</xsd: docunmentation>
</ xsd: annot ati on>
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb12: SRM DType" >
<xsd:attribute name="SRWFi | eVersi on" type="dvb: Versi on" use="optional "/>
</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>
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Figure 7bu: SRMIDVerMType

Table 11bx: SRMIDVerMType Fields

Name Definition Constraints
SRVFi | eVer si on SRM File version number. See discussion in clause 5.2.13.9. Optional

5.2.12.43 SRMIDVerUType

Thistype provides the CP System, SRM File version number and optional CP System SRM D for a SRM, as used for
HTTP (or unicast) delivery.

<xsd: conmpl exType nanme="SRM DVer UType" >
<xsd: annot ati on>
<xsd: docunentati on>SRM | D and SRM fil e versi on</xsd: docunent ati on>
</ xsd: annot ati on>
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb1l2: SRM DType" >
<xsd:attribute name="SRVWFi | eVersi on" type="dvb: Versi on" use="required"/>
</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>

(O seMDverType )@ 0 |e— £ |®

@ E}—( [ extends: dvb:SRMDType j@E @ SRMFileversion |@
[] SRMIDType &

Figure 7bv: SRMIDVerUType

Table 11by: SRMIDVerUType Fields

Name Definition Constraints
SRVFi | eVer si on SRM File version number. See discussion in clause 5.2.13.9. Mandatory

5.2.12.44  TargetPackageType

Segments may be used for delivery efficiency. However, this means that areceiver has to receive al the information to
construct channel map regardless of package preference. By the use of the TargetPackage, a hierarchical architecture to
build package and broadcast discovery record for delivery is enabled. This hierarchical architecture is achieved by
adding a Package Attribute to each segment in the Service Provider Discovery Record. Receiver can use this Package
information to filter segments contained in multicast stream or request only the desirable segmentsin unicast manner
according to the preference of package. By doing so, receiver can generate channel map according to the preference of
package without getting all the information. Receivers complying with earlier versions of the present document will
ignore the newly added TargetPackage element, introduced in a backward-compatible manner.
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The TargetPackage includes the Packagel DRef attribute and an optional PackageType element. The Packagel DRef
contains the identifier of the Package Record referencing the Package Discovery element to which the information of
the contai ning segments belongs to. The PackageType element contains a textual description of the package that may
for example be used by an application to describe the package to the user or the HNED can use this information to filter
segments according to their package preference.

<xsd: conpl exType nanme="Tar get PackageType" >
<xsd: sequence>
maxCccur s="unbounded"/ >
</ xsd: sequence>
<xsd: attribute name="Packagel DRef" type="dvb: Hexadeci mal 16bi t" use="required"/>
</ xsd: conpl exType>

(D TargetPackace Type j ®

U.= PackaneT (&}
Ackage = -
6" e Ty [ MutiingualType @

(S

@ PackagelDRef

( [7 Hexadecimal bt j@

Figure 7bw: TargetPackageType

Table 11bz: TargetPackageType Fields

Name Definition Constraints
Packagel DRef Contains the identifier of the Package Record referencing the Mandatory
(attribute of Package Discovery element to which the information of this
Tar get Package) segment belongs.

PackageType Description of the Target Package which can, for example, be used |Optional

for filtering the segments or for description of the package.

5.2.12.45 Textualldentifier

Thistypeisused to identify a service in atextual fashion. Thisidentifier is comprised of the domain name of the service
provider and the textua service name. The domain name may be omitted where it can be inferred from the context. The
Textual Identifier isthe means of uniquely identifying an IP service.

Thisis an implementation of the textual service identifier, as specified in ETS| TS 101 812 [3], clause 14.9.1.

<xsd: conpl exType name="Textual | dentifier">
<xsd: attribute name="Domai nName" type="dvb: Domai nType" use="optional "/>
<xsd: attribute nanme="Servi ceNane" type="dvb: Service" use="required"/>
</ xsd: conpl exType>

(D Textuallderrtifierth @ Domaintame (O

( [ DomainType j@l

@ ServiceMame [
[ [ Service |®

Figure 7bx: Textualldentifier
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Table 11ca: Textualldentifier Fields

Name Definition Constraints
Donai nNane An internet DNS domain name registered by the SP that uniquely  |Optional
identifies the SP. If this is not present, then the DNS domain name
from the DVB-IPTV Offering record is used. This type is described
in clause 5.2.10.
Servi ceNare A unique host name for the service within the SP's domain. This Mandatory
type is described in clause 5.2.10.

5.2.12.46  TransportModeType

Thistypeis used to indicate the location and mechanism used to carry BCG information, and the payloadlds and
segmentlds of the relevant information. At least one of the DVBSTP or HTTP fields shall be present, and both can be
present in multiple times where the information is available through multiple locations.

<xsd: conpl exType name="Transport ModeType" >
<xsd: choi ce maxCccur s="unbounded" >
<xsd: el ement nanme="DVBSTP" type="dvbl4: DVBSTPTransport ModeType"/>
<xsd: el ement name="HTTP" type="dvbl4: HTTPTransport ModeType"/>
</ xsd: choi ce>
</ xsd: conpl exType>

(D TransporthodeType j E}‘ﬁ.

DWESTR |3

( [ ovESTPTransporttodeType j ®

S

(D HTTPTransporthodeType j o

Figure 7by: TransportModeType

Table 11cb: TransportModeType Fields

Name Definition Constraints
DvBSTP This indicates that the BCG information is available via multicast using  |Optional
the DVBSTP protocol defined in the present document, and carries the
relevant multicast address(es) and the segments used for this
information. This type is described in clause 5.2.12.7.
HTTP This indicates that the BCG information is available via HTTP (either Optional
SOAP or segment download), and specifies the location(s) at which it is
available. This type is described in clause 5.2.12.13.

5.2.12.47  UnicastRETType

This types provides the basic attributes needed for unicast RET and server-based FCC, and includes the
CommonCastRET type to provide arange of optional data, defined in clause 5.2.11.2.

<xsd: conpl exType name="Uni cast RETType" >
<xsd:attribute name="trr-int" type="xsd:unsignedlnt" use="optional"/>
<xsd:attribute name="Destinati onPort-For RTCPReporting" type="xsd:unsignedlnt" use="optional"/>
<xsd:attribute name="SourceAddress" type="xsd:string" use="optional"/>
<xsd:attribute name="SourcePort" type="xsd:unsignedlnt" use="optional"/>
<xsd:attribute name="RTSPControl URL" type="xsd:anyURl" use="optional"/>
<xsd: attributeGoup ref="dvb: CommonCast RETType"/ >
</ xsd: conpl exType>
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Figure 7bz: UnicastRETType

Table 11cc: UnicastRETType Attributes

Name Definition Constraints

trr-int Minimum period for compound retransmission session RTCP Optional
reporting, in ms. Default value is zero when attribute is not present.

Dest i nationPort - The UDP destination port of RTCP packets issued by the HNED in |Optional

For RTCPRepor ting the RTP retransmission session. If this attribute is not present, then
RTCP RR on the RTP retransmission stream shall be disabled by
the HNED.

Sour ceAddr ess Source IP address of RET packets. If not present, the RET packets |Optional

are SSRC multiplexed with the original RTP stream. This attribute
is only defined for the unicast RET service for CoD service or LMB
with trick mode service.

Sour cePor t The UDP Source Port of unicast RTP retransmission session Optional
packets. If not present, the port number in these packets shall
match the DestinationPort field in the RTCP Reporting element.

RTSPCont r ol URL The RTSP URL to be used for controlling the unicast RTP Optional
retransmission stream.

CommonCast RETType This attribute group is defined in clause 5.2.11.2, and carries the Mandatory

(i ncluded common unicast RET/FCC and multicast RET attributes.

attribut eG oup)

5.2.12.47a URILinkage

The URILinkage type is used to carry the equivalent of the URI_linkage descriptor defined in ETSI EN 300 468 [1].
Thefieldsin this type are direct matches to the fieldsin the descriptor, and the semantics of that descriptor apply here.

<xsd: conpl exType name="URI Li nkageType" >
<xsd: sequence>
<xsd: el ement name="Uri Li nkageType" type="dvb: Hexadeci mal 8bit"/>
<xsd: el ement name="URl" type="xsd:anyURl"/>
<xsd: el ement name="M nPol | i ngl nterval " type="xsd: unsi gnedShort" m nCccurs="0"/>
<xsd: el ement name="Privat eDat aByt es" type="xsd: base64Bi nary"/>
</ xsd: sequence>
</ xsd: conpl exType>
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Figure 7bza: URILinkageType

Table 11cca: URILinkageType Fields

Name Definition Constraints
URILinkageType |The linkage type as defined for the field named uri_linkage_type in the Mandatory
URI_linkage_descriptor in ETSI EN 300 468 [1].
URI The concatenated uri_char values as defined in the URI_linkage descriptor. Optional
MinPollinginterval [The min_polling_field from the URI_linkage_type in ETSI EN 300 468 [1]. Optional
PrivateDataBytes [The private data bytes from the URI_linkage_type concatenated in the order Optional
they occur in the descriptor in ETSI EN 300 468 [1]. Each 8-bit value
represented as a two hexadecimal digits.

5.2.12.48  PackageTextualldentifier

Thistypeisused to identify a service in atextual fashion. Thisis an extension of the Textual ldentifier type. Thistypeis
only meant to be used in the PackageService context.

<xs: conpl exType nanme="PackageTextual | dentifier">
<xs: conpl exCont ent >
<xs: extension base="dvb: Textual I dentifier">
<xsd:attribute name="Priority" type="xsd:positivelnteger" use="optional"/>
</ xs: ext ensi on>
</ xs: conpl exCont ent >
</ xs: conpl exType>

( [] PackageTextualdertifier j E! E!—( 4[> extends: dvb: Textualdertifier j EW @ Priorty (@

(O Tesusientitier )@

Figure 7ca: PackageTextualldentifier

Table 11cd: PackageTextualldentifier Fields

Name Definition Constraints
Textual I dentifier Uses Textualldentifier as a base, Textualldentifier type is defined in |Mandatory
clause 5.2.12.45.
Priority This attribute defines a priority where multiple Optional

PackageTextualldentifier are used in a single PackageService. The
PackageTextualldentifier with the lowest Priority value has the
highest priority. This may be used by the HNED to select the
service to use for this package service.
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5.2.13 XML Main Types
5.2.13.0 Introduction

This clause defines the main XML types that are used for the records carried by the transport mechanisms described in
clause 5.4.

All of the following types extend the OfferingBase type defined in clause 5.2.12.18. As such, the tables below do not
define OfferingBase in the list of semantic meanings of the elements and attributes, but the definition isimplied through
the presence of the OfferingBase type in the XML type definitions below.

5.2.13.1 Broadband Content Guide Record: BCGOffering

The Broadband Content Guide Record provides a means to discover the locations of guides listing the content that is
available, either live (e.g. through a Broadcast Offering) or via CoD or via CDSs. A provider discovered through this
shall offer aservice asdescribed in ETSI TS 102 539 [62].

For CDSsthe location of download session descriptions distributed via multicast can be provided. This allows a HNED
to cache the download session descriptions distributed via multicast (see clause 10.4.2).

This element is used to discover these Broadcast Content Guide (BCG) Offerings.

When delivered by multicast, the PayloadI D value, as detailed in Table 12a, shall be 6.

<xsd: conmpl exType nanme="BCGX f eri ng">
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb: O f eri ngBase" >
<xsd: sequence>
<xsd: el enent nane="BCG' maxCOccur s="unbounded">
<xsd: conmpl exType>
<xsd: sequence>
<xsd: el ement nanme="Nane" type="dvb: Mul tilingual Type"
maxQccur s="unbounded"/ >
<xsd: el enent nane="Descri ption" type="dvb: Mul tilingual Type"
m nCccur s="0" maxCccur s="unbounded"/ >
<xsd: el ement name="Transport Mde" type="dvbl4: Transport MdeType"/>
<xsd: el ement name="Logo" type="xsd:anyURI" m nCccurs="0"/>
<xsd: el enent nane="Type" type="tva: ControlledTernType" m nCccurs="0"/>
<xsd: el enent nane="Target Provi der" type="dvb: Donai nType" m nCccurs="0"
maxQccur s="unbounded"/ >
<xsd: el enent nane="BCGProvi der Nane" type="dvb: Mul tilingual Type"
<xsd: el enent nane=" CDSDownl oadSessi onDescri pti onLocati on"
type="dvb14: CDSDownl oadSessi onDescri pti onLocati onType" m nCccurs="0"/>
</ xsd: sequence>
<xsd:attribute name="1d" type="tva: TVAl DType" use="required"/>
<xsd: attribute name="Version" type="dvb: Versi on" use="optional "/>
</ xsd: conpl exType>
</ xsd: el enent >
</ xsd: sequence>
</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>
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Figure 7cb: BCGOffering

Table 11ce: BCGOffering fields

COsDownloadSessionDescriptionLocation |3

Name Semantic Definition Constraints

Nane The name of this broadband content guide that can be presented to the user. Mandatory
The format of this type is defined in clause 5.2.12.17.

Descri ption A Textual description of the broadband content guide that can be presented to  |Optional
the user. The format of this type is defined in clause 5.2.12.17.

Transport Mode The location where the broadband content guide may be found. Mandatory
The format of this type is defined in clause 5.2.12.46.

Logo A URI for a logo for the BCG. Optional

Type The type of the BCG, defined as a tva:ControlledTermType. The different Optional
values of the BCG type are defined in the following extensible
ClassificationScheme detailed below.

Tar get Provi der The domain name of the provider whose content is described by this BCG (for  |Optional
example Canal+). The domain name shall be the same as a domain name
present in the ServicelList. The format is defined in clause 5.2.10.

BCGPr ovi der Nane The name of the BCG provider (for example "Telerama"). This field shall be Optional
identical to the textual string of the Publisher attribute of the TVAMain element
in the BCG metadata. The format of this type is defined in clause 5.2.12.17.

CDSDownl oadSessi onD |The multicast location where details of the CDS download Session Description |Optional

escriptonLocation |can be found. The format of this type is defined in clause 5.2.12.2.

@d Identifies a Broadband Content Guide Provider/Server; this Id is allocated by Mandatory
the SP.

@’/ersi on Version of this record. A change in this value indicates a change in one of the Optional

BCG Records.
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The classification scheme for the Type element is as follows:

<Cl assi ficati onSchenme uri ="urn: dvb: met adat a: cs: BCGTypeCS: 2007" >
<Termterm D="1">
<Nare xmi : | ang="en">Li ve</ Name>
<Definition xm:lang="en">BCG for |ive TV prograns</Definition>
</ Ter m>
<Termterm D="2">
<Nare xml : | ang="en" >CoD</ Name>
<Definition xm:lang="en">BCG for Content on Demand prograns </Definition>
</ Ter m»>
<Termterm D="3">
<Nare xmi : | ang="en">Downl oadabl e Cont ent </ Name>
<Definition xm :|ang="en">BCG for downl oadabl e cont ent </ Defi ni ti on>
</ Ter m>
</ Cl assi fi cati onScheme>

This classification scheme is also attached as BCGTypeCS.xml in the file ts_102034v020101p0.zip which accompanies
the present document.

5.2.13.2 Broadcast Discovery Record: BroadcastOffering

This element is used where the SP is offering a range of "broadcast" services, which are continuously streamed

MPEG-2 transport streams. The services provided are grouped in ServiceLists (which may contain only asingle
service), which is represented by an instantiation of the complex type IPServicelist, that arein turn alist of |P services.
Thiselement isused in two forms. "TS Full SI" where the optional SI element may be omitted and therefore the full
DVB service information as defined in ETSI EN 300 468 [1] is provided within the transport stream(s) at the location(s)
given in the record. The second form, "TS Optional SI*, shall have the Sl element present in this record, and need not be
present in the transport stream(s) found at the location(s) given.

When delivered by multicast, the PayloadI D value, as detailed in Table 12a, shall be 2.

<xsd: conpl exType nanme="Broadcast O f eri ng">
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb: O f eri ngBase" >
<xsd: sequence>
<xsd: el ement name="Servi celLi st" type="dvbl4:|PServiceList" maxCccurs="unbounded"/>
</ xsd: sequence>
</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>

<xsd: conmpl exType name="1PServi ceLi st">
<xsd: sequence>
<xsd: el ement nanme="Servi cesDescriptionLocati on" type="dvb: Descri pti onLocati onBCG'
m nCccur s="0" maxCccur s="unbounded"/ >
<xsd: sequence>
<xsd: el enent nane="Si ngl eServi ce" type="dvbl4:|PService" maxOccurs="unbounded"/>
</ xsd: sequence>
</ xsd: sequence>
</ xsd: conpl exType>

<xsd: conpl exType name="I| PServi ce">
<xsd: sequence>
<xsd: el enent nane="Servi celLocation" type="dvbl4: Servi ceLocation"/>
<xsd: el enent nane="Textual Identifier" type="dvb: Textual | dentifier"/>
<xsd: el enent nane="DVBTriplet" type="dvb: DVBTriplet"/>
<xsd: el enent nane="MaxBitrate" type="xsd:positivelnteger" m nCccurs="0"/>
<xsd: el enent nane="SI" type="dvb: SI" m nCccurs="0"/>
<xsd: el ement nanme="Audi oAttributes" type="tva: Audi oAttributesType" m nCccurs="0"
maxCccur s="unbounded"/ >
<xsd: el enent nane="Vi deoAttributes" type="tva: Vi deoAttributesType" m nCccurs="0"
maxCccur s="unbounded"/ >
<xsd: el ement nanme="Servi ceAvail ability" type="dvb: Servi ceAvail abilityType" m nCccurs="0"
maxCccur s="unbounded"/ >
<xsd: el enent nane="Usage" type="dvbl4: Usage" m nCccurs="0" maxCccurs="unbounded" />
<xsd: el ement nane="Li nkedServi ce" type="dvbl4:|PService" m nCccurs="0" maxCQccurs="unbounded"
/>
<xsd: el enent nane="URI Li nkage" type="dvbl4: URl Li nkageType" m nCccurs="0"/>
<xsd: el enent nane="ci Anci |l aryData" type="dvbl4:ci Ancill aryDataType" m nCccurs="0"/>
</ xsd: sequence>
</ xsd: conpl exType>

ETSI




100 ETSI TS 102 034 vV2.1.1 (2016-04)
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Figure 7cc: IPService (Informative)
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Table 11cf: IP Service Fields

ETSI TS 102 034 V2.1.1 (2016-04)

Name Semantic Definition Constraints

Servi celLi st A list of the details and locations of IP services offered by the service provider. |Mandatory
A service provider can divide their services into multiple service lists for
administrative convenience.

Si ngl eServi ce The details and location(s) of a single IP service offered by the service provider. |Mandatory

Servi cesDescription |If present, this element shall contain the identifier(s) of the BCG Record(s) for ~ |Optional

Locati on the BCG Discovery element that carries the information (guide details) for the
offerings grouped under the ServicelList with which this element is associated.

This type is described in clause 5.2.12.6.

Servi celocation The location(s) at which the service can be found, and includes details of Mandatory
forward error correction or retransmission services if available. This location
may be in a multicast or RTSP specified form. This type is described in
clause 5.2.12.33.

Textual Identifier The Textual identifier by which the service is known. If the domain name is Mandatory
missing, it is taken from the context which in this case shall be the
DomainName attribute of the BroadcastOffering (inherited from OfferingBase).

This type is described in clause 5.2.12.45.

DVBTri pl et The DVB Triplet by which the service is known. This will match the service Mandatory
details inside the transport stream. This type is described in clause 5.2.12.8.

MaxBitrate Specifies the maximum bitrate (in kbits/s) of the overall stream carrying the Optional without
service excluding any FEC or other layers and calculated according to TIAS DSM service,
value in IETF RFC 3890 [80] (see note). but mandatory

when using a
DSM service
Sl

Service information about the service carried. This type is described in
clause 5.2.12.34. There are two forms of an IP service ("TS Full SI" and "TS
optional SI"), as described above, which differ in the presence of this element.

Optional for TS
Full Sl service;
Mandatory for
TS Optional SI
service

Audi oAt tri butes

Each instance of this value specifies a way of coding the audio that may be
used at some point during the operation of the service. If this element is
missing, then the default value of MPEG-1 or MPEG-2 layer 2 backwards
compatible, mono or stereo shall be used; specifically this shall be the legacy
value from ETSI TS 101 154 [58]. The format of this type is defined in

clause 6.3.5 of ETSI TS 102 822-3-1 [60]. The values carried in the href
attribute of the Coding element shall be defined by the classification specified in
the file AudioCS.xml (and by reference MPEG7 AudioCS.xml) included in
ts_102034v020101p0.zip, or, preferably, as defined by ETSI TS 102 323 [59].

Optional

Vi deoAttri butes

Each instance of this value specifies a way of coding the video that may be
used at some point during the operation of the service. If this element is
missing, then the default value of MPEG-2 coded video, operating at MP@ML
at a frame rate of 25 Hz shall be used; specifically this shall be the legacy value
from ETSI TS 101 154 [58]. The format of this type is defined in clause 6.3.5 of
ETSI TS 102 822-3-1 [60]. The values carried in the href attribute of the Coding
element shall be defined by the classification specified in the file
VideoCodecCS.xml (and by reference MPEG?7 VisualCodingFormatCS.xml)
included in ts_102034v020101p0.zip, or, preferably, as defined by

ETSI TS 102 323 [59].

Optional

Servi ceAvail abilty

Defines the geographical regions in which this service is available or not
available. This element provides support for Regionalization. It allows each
service to have a list of 'cells' (regions) with which the service is associated. By
default, all the single services are available everywhere. There may be multiple
ServiceAvailability elements, corresponding to multiple CountryCode. This
element is described in clause 5.2.12.32.

Optional

Usage

This element is used to identify the usage for this service (e.g. main video, SD,
HD, PiP, etc.). Several instances are possible to indicate all usages that can be
found within this IPService. This element is used to indicate that other
IPServices exist for the same content, and that they will be exposed as sub-

Optional without
DSM service,
but mandatory
when using a

IPServices within this IPService. This type is described in clause 5.2.10. DSM service
Li nkedSer vi ce Holds the sub-IPServices. Optional without
DSM service,

but mandatory
when using a
DSM service
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Name Semantic Definition Constraints

URI Li nkage This field supports the URILinkage functionality as defined in Optional
ETSI EN 300 468 [1],which includes support for companion screen functionality
as described in [125]. This type is disclosed more in clause 5.2.12.47a.

ci Anci |l aryData This field carries optional ancillary data used in the identifiers that support Optional
companion screen functionality as described in [125]. This type is disclosed
more in clause 5.2.12.1a.

NOTE:  Other layers may be carried on the same multicast address, and appropriate calculations should be made as
necessary.

5.2.13.3 Content on Demand Offering Record: CoDOffering
When delivered by multicast, the PayloadlD value, as detailed in Table 12a, shall be 3.

NOTE: Theuse of thisis nhow deprecated and BCGOffering (clause 5.2.13.1) should be used instead. This record
isretained solely for legacy reasons.

This provides information on Content on Demand Offerings.

The Content on Demand Discovery Record provides al the necessary information to discover the CoD servers available
on the network and the location of their catalogue of contents. It does not provide any information on individual
contents. The Content on Demand Discovery Record implements the CoD Discovery Information and Content
Description Location, and by inheritance the DVB-IPTV Offering, components of the Data Model in clause 5.2.7. The
component Content Location is deliberately not implemented; it isintended that this information is retrieved from the
provider, possibly after negotiation.

<xsd: conmpl exType nanme="CoDX fering">
<xsd: annot ati on>
<xsd: docunent ati on xml : 1 ang="en">Provi des informati on on Content on Demand Offerings. Note
that use of this is now deprecated and BCGX fering shoul d be used instead</xsd: docunment ati on>
</ xsd: annot ati on>
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb: O f eri ngBase" >
<xsd: sequence>
<xsd: el enent nane="Cat al ogue" maxCccur s="unbounded" >
<xsd: conpl exType>
<xsd: sequence>
<xsd: el enent nane="Nane" type="dvb: Multilingual Type"
maxCccur s="unbounded"/ >
<xsd: el ement nanme="Description" type="dvb: Mul tilingual Type"
m nCccur s="0" nmaxQccur s="unbounded"/ >
<xsd: el enent nane="Locator" type="xsd:anyUR " maxCccurs="unbounded"/>
</ xsd: sequence>
<xsd: attribute nane="1d" type="dvb: Hexadeci nal 16bit" use="required"/>
</ xsd: conpl exType>
</ xsd: el ement >
</ xsd: sequence>
</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>
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Figure 7cd: CoDOffering services

Table 11cg: CoDOffering Fields

Name

Description

Constraints

Catalogue

Description of where information on a group of
content items may be found.

At least one instance shall be present
per CoDOffering if the CoDDiscovery
mechanism is supported

Name (Child element of Name of the CoD offering catalogue for display in  |Mandatory
Catalogue) one or more languages; one name is allowed per

language code, and at least one language shall be

provided (though not necessarily more than one).
Description (Child Description of the CoD general offering catalogue |Optional
element of Catalogue) for potential display in one or more languages; one

description per language code.
Locator (Child element of |One or more URI [20] where the aggregated Mandatory
Catalogue) content descriptions can be found

(catalogue/metadata). An HTTP request on the

"Locator" URI [20] shall return a record compliant

to a schema that will be specified in a later revision

of the present document.
Id (attribute of Catalogue) |ldentifies a CoD Provider/Server; This Id is Mandatory

allocated by the SP.

5.2.13.4 Packaged Services: PackagedServices

When delivered by multicast, the Payloadl D value, as detailed in Table 12a, shall be 5.

This provides a means to group services together into a " package" that the SP can offer or refer to as a unit, for
marketing or other purposes, and that can be presented to the user as a grouping.

A service may belong to more than one package. A service does not have to be part of any package.

The package discovery information does not enable the discovery of new services. Discovery information relating to a
service, or SP, such as the location of the service will need to be acquired directly from the SP providing the service,
and is not "pointed to" from this record.

Additional information on services can optionally be provided in the context of a package, through the

PackageDescription.
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Where the PackageAvailability element is used, there may be multiple packages transmitted, each one corresponding to
a specific set of regions. However, for any given HNED there shall only be a single package that both hasthe Visible
attribute set to true and that has the PackageAvailability element that match the values held by the HNED.

NOTE: Thismeansthat once an HNED has found a visible package that matches the CountryCode, and if
present, Cell values, the HNED has found the package it should use.

<xsd: conpl exType name="PackagedServi ces">
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb: O f eri ngBase" >
<xsd: sequence>
<xsd: el ement nanme="Package" type="dvbl4: Package" maxCccur s="unbounded"/ >
</ xsd: sequence>
</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>

<xsd: conmpl exType nanme="Package" >
<xsd: sequence>
<xsd: el ement nanme="PackageNanme" type="dvb: Mul tilingual Type" maxCccurs="unbounded"/>
<xsd: el enent nane="CountryAvail ability" type="dvb: CountryAvailability" m nCccurs="0"
maxCccur s="unbounded"/ >
<xsd: el ement nanme="PackageDescription" type="dvbh: Descri pti onLocati onBCG' m nCccurs="0"
maxQccur s="unbounded"/ >
<xsd: el enent nane="Service" type="dvb: PackagedServi ceType" maxCccurs="unbounded"/>
<xsd: el enent nane="PackageRef er ence" m nCccurs="0" maxCccur s="unbounded" >
<xsd: conpl exType>
<xsd: attribute name="1d" type="dvb: Hexadeci nal 16bit"/>
</ xsd: conpl exType>
</ xsd: el ement >
<xsd: el enent nane="PackageAvail ability" type="dvb: ServiceAvail abilityType" m nCccurs="0"
maxQccur s="unbounded"/ >
<xsd: el ement name="URI Li nkage" type="dvbl4: URI Li nkageType" m nCccurs="0"/>
<xsd: el enent nane="ci Anci | | aryData" type="dvbl4:ci Ancil | aryDat aType" m nCccurs="0"/>
</ xsd: sequence>
<xsd: attribute nane="1d" type="dvb: Hexadeci nal 16bit" use="required"/>
<xsd: attribute name="Visible" type="xsd: bool ean" use="optional" default="true"/>
</ xsd: conpl exType>
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Figure 7ce: Packaged services

Table 11ch: Package Fields

Name

Definition

Constraints

PackageNane

The textual name of the package for display in one or more
languages. There shall be a maximum of one name per language
code. The multilingual type is described in clause 5.2.12.17.

Mandatory

Servi ce

One or more services which comprise the package. This type is
described in clause 5.2.12.21.

Mandatory

CountryAvail ability

A list of the countries and/or groups of countries within which the
package is, or is not, available. This type is described in
clause 5.2.12.5. This field is deprecated.

Deprecated

PackageDescri ption

A link to a BCG in the form of identifier(s) of BCG Record(s) that
provides a description of the content available in the package. The
type is described in clause 5.2.12.6.

Optional

PackageRef erence

This shall be the Id(s) of package(s) that are included in the current
package. The Id is carried as the attribute of the element
PackageReference.

Optional
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Name Definition Constraints
PackageAvai l ability |This element provides support for Regionalization. It allows each  |Optional
package to have a list of 'cells' (regions) with which the package is
associated. By default, the package is available everywhere.
There shall be at most one PackageAvailability element for each
CountryCode. The type is described in clause 5.2.12.32.
URI | i nkage This field supports the URILinkage functionality as defined in Optional
ETSI EN 300 468 [1],which includes support for companion screen
functionality as described in [125]. This type is disclosed more in
clause 5.2.12.47a.
ci Ancill aryData This field carries optional ancillary data used in the identifiers that  |Optional
support companion screen functionality as described in [125]. This
type is disclosed more in clause 5.2.12.1a.
Id (attribute) This uniquely identifies the package, and is allocated by the Mandatory
Service Provider. The Service Provider shall ensure that it is
unique within the scope of their services.
Visible (attribute) |A Boolean which indicates in combination with the Optional
PackageAuvailability element, whether this package shall be
presented to the user, when this package is directly used. When a
package is referenced, the Visible attribute of the referenced
package shall be ignored, and the Visible attribute of the
referencing package shall be used. The default value is true. The
attribute is present simply to provide efficient grouping of common
packages without having the common packages displayed
separately.

5.2.13.5 Referenced Services Offering: ReferencedServices
When delivered by multicast, the PayloadlD value, as detailed in Table 12a, shall be 4.

This provides a means for a SP to list services provided by other SPs from within his own service discovery information
viareference. These services are grouped by the service provider, and the reference takes the form of the Service type
defined in clause 5.2.10 combined with the DomainType also defined in clause 5.2.10.

<xsd: conpl exType name="Ref erencedServi ces">
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb: O f eri ngBase" >
<xsd: sequence>
<xsd: el ement nane="Ref erencedServi ceProvi der"
type="dvb12: Ref erencedSer vi ceProvi der Type" maxCccur s="unbounded"/>
</ xsd: sequence>
</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>

(D ReferencedServices )E: E:—( ][> extends: dvkxOfferingBaze ) © @ e,ﬁ{ ReferencedServiceProvider |@

i |®

@ “ersion (&

(D OfteringBase ) =

Figure 7cf: Referenced services
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Table 11ci: Referenced services fields

Name Definition Constraints
Ref er encedSer vi cePr ovi der A group of one or more service from a different SP to which the SP  |At least one shall
of the current context wishes to refer. be present

ReferencedServiceProviderType is defined in clause 5.2.12.24.

@ane (attribute of Service |The name of the each referenced service. A unique host name for  |Mandatory

"‘h} chis 3' enent gf . the service within the referenced SP's domain for each service from
Ref er encedSer vi ceProvi der) the referenced provider. Uses "Service" element as defined in
clause 5.2.10.

5.2.13.6 RMS Offering: RMSFUSDiscoveryType

When present this metadata provides information about available remote management and firmware update services,
combinations of multiple services may be identified. When delivered by multicast, the Payloadl D value for DVBSTP
shall be 8, asdetailed in Table 12a.

<xsd: conpl exType name="RMSFUSDi scoveryType" >
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb: O f eri ngBase" >
<xsd: choi ce>
<xsd: el ement name="FUSProvi der" type="dvbl4: FUSType" maxCccurs="unbounded"/>
<xsd: el enent nane="RMSProvi der" type="dvb: RMSType" maxCccur s="unbounded"/>
<xsd: el ement name="DSMProvi der" type="dvbl4: DSMMIype" m nCccurs="0" maxCccurs="1"/>
</ xsd: choi ce>
</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>

RMSFUSDizcovery |12
(D RMSFUSDizcovery Type jE: E:—( [ extends: dvb:OfferingBase j@

1..

(D RMSFUSDiscoveryType :[E) E‘)—( <[> extends: dvb:foeringBase) = @ o = Fusrrovider |®
1

= RusFrovider |@

DSMProvider |®

(D OfferingBﬁse) ] |@

(@ vorsmiae |0
@ Version (D
Figure 7cg: RMSFUSDiscoveryType
Table 11cj: RMSFUSDiscoveryType Fields
Name Semantic Definition Constraints
FUSPr ovi der The textual name of the provider of the FUS from which the updates may be Mandatory

sourced. More than one FUS may be referenced. This is instantiated using the
"FUSType" and the format of this type is defined in clause 5.2.12.12.

RMSPr ovi der The textual name of the provider of the RMS managing the HNED. More than Mandatory
one FUS may be referenced. This is instantiated using the "RMSType" and the
format of this type is defined in clause 5.2.12.28.

DSMPr ovi der The discovery information for the DSM service, a maximum of one DSM Optional
Provider is allowed, instantiated by the DSMMType defined in 5.2.12.6a.
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5.2.13.7 Service Provider Discovery: ServiceProviderListType
When delivered by multicast, the PayloadlD value, as detailed in Table 12a, shall be 1.
ServiceProviderDiscovery allows multiple service providers to be defined.

Thefirst stage in the service discovery isthe SP discovery phase. This enables the discovery of SPs offering
DVB-IPTV services on the network and the acquisition of the location information of the various SPs' offering(s).

A SP Discovery Information record may aggregate discovery information on several SPs. Thisisintended to be useful
when minimizing the number of records acquired, such as when the act of acquiring arecord has an overhead associated
with it. For example, asingle HTTP request could retrieve the complete list of SPs providing DVB-IPTV services on
the network.

<xsd: conpl exType name="Servi ceProvi derLi st Type">
<xsd: sequence>
<xsd: el ement nanme="Servi ceProvi der" type="dvbl4: Servi ceProvi der Type" maxCccur s="unbounded"/ >
</ xsd: sequence>
</ xsd: conpl exType>

<xsd: conpl exType name="Servi ceProvi der Type" >
<xsd: sequence>
<xsd: el enent nane="Nane" type="dvb: Mul tilingual Type" nmaxCOccurs="unbounded"/>
<xsd: el enent nane="Description" type="dvb: Mul tilingual Type" m nCccurs="0"
maxQccur s="unbounded"/ >
<xsd: el ement name="COfering" type="dvbl4: O feringLi st Type" m nCccurs="0"/>
</ xsd: sequence>
<xsd: attribute name="Donmai nNane" type="dvb: Domai nType" use="required"/>
<xsd:attribute name="Version" type="dvb: Versi on" use="required"/>
<xsd: attribute name="LogoURI " type="xsd: anyURl " use="optional"/>
</ xsd: conpl exType>

1.0
ZerviceProviderList Type jE! =
( Ol © ( |:| ServiceProviderType ) )

(|:| ServiceProvider Type j@e 1..m ®
0,.m

Description |(®

Offeting (&

—| i@ Domainkiame |E§I

(6 Ve |0

@ LogolRl |&

Figure 7ch: ServiceProviderDiscoveryType
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Table 11ck: ServiceProviderDiscovery Fields

Name Description Constraints
Servi ceProvi der Description of one or more service providers using At least one
ServiceProviderListType description shall
be included per
ServiceProvider
Name Textual name of service provider, there may be more than one name Optional
which may be in different languages.
Description Textual description of service, there may be more than one description  |Optional
which may be in different languages.
Offering Defines available delivery methods and associated locations for Push Optional
and Pull delivery, as defined in clause 5.2.12.19.
If the element Offering is missing, then the ServiceProvider is not
currently providing any services, but simply announcing its presence.
DomainName attribute  |Attribute carrying string defined to specific character constraints, as Mandatory
defined in clause 5.2.10
Version attribute Attribute carrying string defined to specific alphanumeric character Mandatory
constraints, that details the version number of this
ServiceProviderDiscoveryRecord. This is used with multicast delivery to
identify update to the ServiceProviderDiscoveryRecord.
LogoURI attribute Attribute containing URI of location of service provider logo. Optional

5.2.13.8

5.2.13.8.1
When delivered by multicast, the PayloadI D value, as detailed in Table 12a, shall be 7.

Regionalization Discovery Information

Regionalization Offering

An HNED islocated geographically in aregion which is defined by the SP and identified using a string identifier called
aCell ID which is unique within a country (i.e. the location of the HNED can be defined using the country code and
Cell 1D together). Thisidentifier is used in the PackageAvailability element in Table 11ch and the ServiceAvailability
element in Table 11cf to indicate which package and services can be received by the HNED.

The HNED obtains its location from the DHCP server viathe DHCP option 99 defined in IETF RFC 4676 [97] as
described in clause 8.1.1.11. The HNED can then retrieve its Cell 1D by:

. either requesting it by sending its location information to a server - URI retrieved from the Regionalization
Offering (Pull mode see clause 5.4.2.3);

e  or matching the location information against the table pushed to it on an address retrieved from the
Regionalization Offering (Push mode). The tableis provided in the Regionalization Offering Record (as
described in this clause).

The resulting identifier isthe Cell 1D which, in combination with the country code, can be matched against information
in the PackageAvailability and ServiceAvailability elements to show which package and services can be received by the
HNED initsregion.

Unlike the rest of Service Discovery and Selection information, the format of the Regionalization information received
by the HNED is different depending on the use of Push or Pull modes, (i.e. the data transmitted in the Push or Pull

mode is not interchangeable). However, the way the Push and Pull locations are advertised in the Regionalization
Offering isidentical to other SD& S Offerings. The Regionalization Offering within the SP Discovery Record shall
provide the | P address of either the Push or the Pull location, or both. If both a Push and Pull locations are provided then
the HNED shall use the Pull location first and only on failure try the Push location. It is recommended to use the pull
mode.

If Regionalization is used, i.e. PackageAvailability and ServiceAvailability elements are used in Package Discovery
Records and Service Discovery Records, a Regionalization Offering should be defined within the SP Discovery
information unless the relevant Regionalization information is already available to the HNED through some other
proprietary means.

The Regionalization Discovery Record alows CellIDsto be sent to all HNEDs. An aternative pull mechanismis
described in clause 5.4.2.3. The HNED checks the DHCP GEOCONF_CIVIC option 99 content and matches it against
the table of values conveyed by the Regionalization Discovery Information to find the Cell 1D for its location.
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The Regionalization Discovery Record can be large so it is recommended to use compression (see Table 12). It is not
necessary to carry all the CAtypes within the Regionalization Discovery record. The HNED shall minimize processing
time by stopping when the CAtype does not match the value supplied by the DHCP server.

All Civic Address parameters may not be used, and they may be used in any order within the Regionalization Discovery
Record, compared to the DHCP message. Thus the HNED shall parse the XML structure and can stop parsing when a
non-matching type/value pair is found. When all type/val ue pairs are matched, and the end of the CA elements tree has
been reached, it means that a match has been found and that the Cell ID has been retrieved.

When the DHCP GEOCONF_CIVIC data have multiple languages set of parameters (CAtype="0"), it is sufficient to
match one of these to retrieve the Cell 1D.

<xsd: conpl exType nanme="Regi onal i sati onOf feri ng">
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb: O f eri ngBase" >
<xsd: sequence>
<xsd: el ement name="Cel | " type="dvb: Cel | " maxCccur s="unbounded"/ >
</ xsd: sequence>
</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>

(D FegionalizationCffering )E}I G—( ][> extends: dvb:OfferingBase ) @;—1 . - (St ®

(|:| OfteringBase ) Lﬂ] [@
°

@ Wersion |(®
Figure 7ci: Regionalization Offering
Table 11cl: Regionalization Offering Fields
Name Definition Constraints
Cel | A Regionalization unit that contains a hierarchical list of civic Mandatory

addresses (the civic addresses are available via DHCP) to which
the region applies.

5.2.13.8.2 Example Regionalization Information (Informative)
Following is an example where the DHCP GEOCONF_CIVIC option has supplied the location of the HNED as:
. Country code ="FR".
. CAtype="0", CAvalue = "fr".
. CAtype="128", CAvaue="Latn".
. CAtype="1", CAvalue="IDF".
. CAtype="3", CAvalue = "Paris".
e  CAtype="24", CAvalue="75011".

. CAtype ="132", CAvaue = "private CA parameter”.
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Following is the relevant part of the long Regionalization Discovery Record that was pushed to the HNED which
resulted in the Cell 1D being "Paris East", "lle de France", "Paris and Suburb"”.

<cell ID="Paris East">
<Count r yCode>FR</ Count r yCode>
<CA type="0" val ue="fr">
<CA type="128" val ue="Latn">
<CA type="1" val ue="1DF">
<CA type="3" val ue="Paris">
<CA type="24" val ue="75003" />
<CA type="24" val ue="75004" />
<CA type="24" val ue="75005" />
<CA type="24" val ue="75010" />
<CA type="24" val ue="75011" />
<CA type="24" val ue="75012" />
<CA type="24" val ue="75019" />
<CA type="24" val ue="75020" />
</ CA>
</ CA>
</ CA>
</ CA>
</cell>

5.2.13.9 SRM Offering Record

The SRM Offering Record provides information for the delivery of System Renewability Messages (SRMs) over |P
networksto HNEDs.

The SRM Offering Record shall use the Payload 1D value 0x09 as defined in Table 12a and inherit the base Offering
Record defined in clause 5.2.12.18. The domain name is the domain name of the provider of the SRM delivery services.

For more information on SRM delivery over IP network see clause 12.

The SRM Offering Record provides alist of SRM announcement (see clause 12.4) and download services (see

clause 12.5) for specific CP Systems. For each SRM announcement and download service the list of supported CP
System IDs, optional CP System SRM |Ds (see clause 12.3) and information on how to access the service is provided.
Thelist of CP System IDs and CP System SRM |Ds can have a single entry, multiple entries or no entry. In the latter
case the HNED has to access the specific service in order to know which CP System IDs and CP System SRM IDs are
supported by the service. In case a CP System uses CP System SRM IDs and only the CP System ID is provided in the
announcement the HNED has to access the service in order to get information about which CP System SRM IDs are
supported by the service.

NOTE 1: Incaseof aHTTP unicast SRM download service announcements one and only one CP System ID or
combination of CP System ID and CP System SRM D has to be provided to clearly identify the SRM
provided by the service.

A SRM file version number shall be provided together with the CP System ID and optional CP System SRM ID for
HTTP unicast SRM download services and may be provided for FLUTE unicast SRM download services. This SRM
file version number shall be incremented each time an updated SRM file is available viathe HTTP download. An
announcement service version number may be provided for SRM announcement services. This announcement service
version number shall be incremented each time new or updated announcements are available viathe SRM
announcement service. A FLUTE session version number may be provided for FLUTE multicast SRM download
services. This FLUTE session version number shall be incremented each time new or updated SRM files are available
viathe FLUTE download session. For more information on the different version numbers and their usage see

clause 12.6.

NOTE 2: Multiple announcement and download services can be offered for a specific CP System ID and CP
System SRM ID. The behaviour of the HNED in selecting a particular servicein thiscaseis
implementation specific.

<xsd: conpl exType name="SRMX f eri ng">
<xsd: annot ati on>
<xsd: docunment ati on xmi :lang="en">Provides a |ist of SRM Announcerment and Downl oad
Ser vi ces</ xsd: docurnent at i on>
</ xsd: annot ati on>
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb: O f eri ngBase" >
<xsd: sequence>
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<xsd: el ement nanme="SRMAnnouncenent Servi ce" type="dvbl4: SRMAnnouncenent Servi ceType"
m nCccur s="0" maxCccur s="unbounded"/ >
<xsd: el enent nane="SRvVDownl oadServi ce" type="dvbl4: SRVMDownl oadServi ceType"
m nCccur s="0" maxCccur s="unbounded"/ >
</ xsd: sequence>
</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>

(D SRMOffering j o 0 ‘@—|
@ E’J—( <[> extends: dvb:OfferingBaze j (= @ e 0..ec SRMARnoUncementService |®

0.00

@

SRMDownloadService (@

[0 offeringBaze J®

Figure 7cj: SRMOffering

This element is used where the SP is offering SRM delivery over IP networks. It provides alist of SRM Announcement
and Download Services for specific CP System IDs.

Table 11cm: SRM Offering Fields

Name Definition Constraints
SRMAnnouncenent Servi ce  |Details of all of the SRM Announcement services, with one instance Optional
per service. The format of this is defined in clause 5.2.12.37.
SRVDownl oadSer vi ce Details of the SRM Download service provided, with one instance per  |Optional
service. The format of this is defined in clause 5.2.12.40.

5.2.13.10 CoD Announce Describe Record

Figure 7ck shows the structure of the CoDAnnounceDescribe which shall only be present in documents used as part of
the RTSP ANNOUNCE and DESCRIBE methods as outlined in clause 6.3.1.1 where full details of the elements are
provided.

<xsd: el ement nane="CoDAnnounceDescri be" >
<xsd: conmpl exType>
<xsd: sequence>
<xsd: el ement nane="Cont ent Descri pti on" type="tva: Basi cCont ent Descri pti onType"/>
<xsd: el ement nanme="FECI nf 0" type="dvb14?: FECI nf oType" m nCccurs="0"/>
<xsd: el ement name="RETI nfo" type="dvb: RETI nf oType" m nCccurs="0"/>
<xsd: el ement name="Server BasedEnhancenent Servi cel nf 0"
type="dvb: Ser ver BasedEnhancenent Ser vi cel nf oType" m nCccurs="0"/>
</ xsd: sequence>
<xsd:attribute name="RTSPControl URL" type="xsd:anyURl" use="optional"/>
<xsd:attribute name="Streani ng" type="dvb: Stream ngType" use="optional "/>
</ xsd: conpl exType>
</ xsd: el enent >
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CoDAnnouncelescribe @—@ = ContentDescription
_ . S ( |:| BaszicContentDescriptionType j ®

FECInfo |
[] FECIfoType |@

RETInfo
[] ReETfoType |®

ServerBasedEnhancementServiceinfo |E=—— 7
( |:| ServerBasedEnhancementServicelnfoType j ®

ATSPControlUAL |(S=——
© DT

@ Streaming |S——
- [7 StreamingType @

Figure 7ck: CoDAnnounceDescribe

Table 11cn: CoDAnnounceDescribe Fields

Name Definition Constraints
ContentDescription A description of the item, using the TVAnytime format |Mandatory
[60].
FECInfo Details of the FEC available for this content item, if Mandatory, if FEC is
any. This is defined in clause 5.2.12.9. available for this
item
RETInfo Details of the RET available for this content item, if Mandatory if RET is
any. This is defined in clause 5.2.12.26. available for this
item and no
ServerBasedEnhanc
ementServicelnfo is
present
ServerBasedEnhancementServicelnfo  |Details of the server-based enhancement service Mandatory if server-
available for this content item, if any. This is defined |based FCC is
in clause 5.2.12.31. available for this
item
RTSPControlURL The RTSP URL used to control this content item. Mandatory, if a
separate controlURL
is used for RTSP
Streaming When present, this attribute shall indicate the Optional
streaming format, as per the definition in
clause 5.2.10.

5.2.13.11 SRM Download Record

For completeness, thisrecord is listed here. Full information on the meaning and use of the SRM Download record is
contained in clause 12.

<xsd: el ement name="SRvDownl oadRecor d" >
<xsd: annot ati on>
<xsd: docunentati on xm :1ang="en">Provides a |list of SRM Downl oad
Servi ces</ xsd: docurent ati on>
</ xsd: annot ati on>
<xsd: conpl exType>
<xsd: conpl exCont ent >
<xsd: ext ensi on base="dvb: O f eri ngBase" >
<xsd: sequence>
<xsd: el enent nane="SRvDownl oadServi ce" type="dvbl4: SRVMDownl oadServi ceType"
maxCccur s="unbounded"/ >
</ xsd: sequence>
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</ xsd: ext ensi on>
</ xsd: conpl exCont ent >
</ xsd: conpl exType>
</ xsd: el ement >

SRMDownleadRecord |C—) I L[;ﬂ le I FE} I Provides a list of SRM Download Services |

9 9—( <> extends: dvb:Offerin qBESEJ 0 @ 6% SRMDownloadService |@
(G owmmn)e

Figure 7cl: SRMDownloadRecord

Table 11co: SRMDownloadRecord Fields

Name Definition Constraints
SRMDownloadService |The SRMDownloadServiceType is defined in clause 5.2.12.40. Mandatory, there may
be multiple instances

5.2.13.12  Cell Request Record

For completeness, thisrecord islisted here. Full information on the meaning and use of the Cell Request record is
contained in clause 5.4.2.3.

<xsd: el ement name="Cel | Request Recor d" >
<xsd: conpl exType>
<xsd: sequence>
<xsd: el ement name="CountryCode" type="xsd:string"/>
<xsd: el ement name="CA" type="dvb: G vi cAddress" maxCccur s="unbounded"/ >
</ xsd: sequence>
</ xsd: conpl exType>

</ xsd: el ement >
CelReguestRecord [Eﬁ—@ E}l\_.

CountryCode [@®

Figure 7cm: Cell Request Record

Table 11cp: Cell Request Record Fields

Name Definition Constraints
CountryCode The Country Code to which this cell applies. This element shall be |Mandatory
of the 2-letter format specified in 1ISO 3166 [50].
CA The civic address, or nested addresses to which this ID applies, in |Mandatory
the country specified by the CountryCode.

5.2.14 XML Schema

The full normative XML schema is available as the file sdns_v1.6r03.xsd in archive ts_102034v020101p0.zip which
accompanies the present document. Sections of the schema are included here for informative purposes.

The namespace of this schemais defined in clause 5.2.8.

Clause 5.2.13 provides details on the elements that may be contained within the Service Discovery element, and
additional elements that use the same delivery mechanism(s) and are contained within the same schema. This includes
the SRMDownloadRecord described in clause 12, and for completeness listed in clause 5.2.13.11, the
CoDAnnounceDescribe defined in clause 5.2.13.10 and the CellRequestRecord described in clause 5.2.13.12.
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Note that the namespace used in the present document for "BroadcastOffering”, "PackagedServices',
"ServiceProviderListType", "BCGOffering”, "RMSFUSDiscoveryType" and "SRMOffering” in the entry element

(" ServiceDiscovery") is modified to associate with XML instances based on this version of the present document
(DVB-IPTV phase 1.6). Legacy platforms with XML instances based on previous revisions of the specification will
associate with " ServiceDiscovery" in the imported schema associated with that version, i.e. for ETSI TS 102 034 r1.4
(ts_102034v010401) "sdns v1.4r13.xsd".

<?xm version="1.0" encodi ng="UTF-8"?>
<xsd: schema t ar get Nanespace="urn: dvbh: net adat a: i pt v: sdns: 2014- 1"
xm ns: tva="urn: tva: met adata: 2011"
xm ns: dvb12="urn: dvb: met adat a: i pt v: sdns: 2012- 1"
xm ns: dvb14="ur n: dvb: net adat a: i pt v: sdns: 2014- 1"
xm ns: dvb="urn: dvb: net adat a: i pt v: sdns: 2008- 1"
xm ns: mpeg7="urn: tva: npeg7: 2008"
xm ns: xsd="http://ww. w3. or g/ 2001/ XM_Schema"
el ement For nDef aul t =" qual i fi ed" attri buteFornDef aul t ="unqualified">
<xsd: annot ati on>
<xsd: docunent ati on>schema to validate the record of the description of the DVB-IPTV offering
of a service Provider
This is the phase 1.6.1 version of the schema
</ xsd: docunent at i on>
</ xsd: annot ati on>
<xsd:inmport nanespace="urn:tva: netadata: 2011" schemalLocati on="./tva_netadata_3-1_v171.xsd"/>
<xsd:inport namespace="urn: dvb: met adat a: i ptv: sdns: 2008- 1" schemaLocati on="./sdns_v1. 4r13. xsd"/ >
<xsd:inmport namespace="urn: dvb: met adata:i ptv: sdns: 2012- 1" schemaLocati on="./sdns_v1. 5r 25b. xsd"/ >
<xsd:inmport namespace="urn:tva: npeg7: 2008" schemaLocati on="./tva_npeg7_2008. xsd"/ >

<xsd: el enent nane="Servi ceD scovery">
<xsd: conpl exType>
<xsd: choi ce>
<xsd: el ement name="Broadcast D scovery" type="dvbl4: Broadcast Offering"
maxCccur s="unbounded"/ >
<xsd: el ement nane="CoDDi scovery" type="dvb: CoDX feri ng" maxCccur s="unbounded"/ >
<xsd: el ement nane="Servi cesFron her SP' type="dvb12: Ref erencedServi ces"
maxCccur s="unbounded"/ >
<xsd: el enent nane="PackageD scovery" type="dvbl4: PackagedServi ces"
maxCccur s="unbounded"/ >
<xsd: el ement nane="Servi ceProvi der Di scovery" type="dvbl4: Servi ceProvi derLi st Type"
maxCccur s="unbounded"/ >
<xsd: el enent nane="BCGDi scovery" type="dvbl4: BCGOX fering" maxCccurs="unbounded"/>
<xsd: el ement name="Regi onal i sati onDi scovery" type="dvb: Regi onal i sati onOffering"
maxCccur s="unbounded"/ >
<xsd: el ement nanme="RVSFUSD scovery" type="dvbl4: RVMSFUSD scoveryType" m nCccurs="0"
maxCccur s="unbounded"/ >
<xsd: el enent nane="SRMDi scovery" type="dvbl4: SRMXfering" m nCccurs="0"
maxCccur s="unbounded"/ >
</ xsd: choi ce>
<xsd:attribute name="Version" type="dvb: Versi on" use="optional"/>
</ xsd: conpl exType>
</ xsd: el ement >
</ xsd: schema>
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Figure 7cn: Service discovery

Figure 7cn shows the structure of a service offering. Each service offering shall contain only one of the "Element
Types' asdescribed in clause 5.2.13, but may have multiple instances of this type.

The version attribute of the offering is used as described in clauses 5.2.13 and 5.2.12.18. It is used to carry the version
number of the XML document within the XML. Note that for records described in all sub-clauses of 5.2.13 other than in
clause 5.2.13.7, the version number is provided through the OfferingBase type as defined in clause 5.2.12.18.

5.3 Service Selection

A streaming based service may be accessed by an individual HNED in the following ways:
. using RTSP;
. using the methods for joining a multicast group.

Live Media Broadcast services are delivered over IP multicast; they are streamed continuously and do not need to be
initiated by each HNED. End devices can join and leave multicast services simply by issuing the appropriate messages,
either for IPv4 or for IPv6. The element " Service Location" in the service discovery records gives all the information
required to issue the appropriate message. No control of the stream, for example pause or fast-forward, is allowed.
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Optionaly for Live Media Broadcast services, SPs may choose to require the HNED to engage in explicit set up and
tear down phases (possibl e reasons include accounting, conditional access, etc.). In such systems, the higher-layer
session protocol, RTSP [30], shall be used. The element " Service Location” in the service discovery record signals the
use of RTSP and gives al the information necessary to issue the appropriate RT SP method. Parameters required for the
multicast message will be acquired viathe SETUP method from RTSP. See clause 6 of RTSP [30] for the specification
of the DVB-IPTV RTSP profile.

Media Broadcast with Trick Mode services are similar to Live Media Broadcast but delivered over | P unicast to enable
control of the stream.

Content on Demand Services and Media Broadcast with Trick Mode Services are delivered using |P unicast and are
intended for a specific user and need to be initiated explicitly by the end device. RTSP shall be used to access such
services. Clause 6 on RTSP [30] specifies which methods to use.

Service selection for CDSsis covered in clause 10 of the present document.

54 Transport mechanisms

54.0 Overview

This clause specifies the protocols that are used to transport the SP Discovery Information and the Service Discovery
Information. Two mechanisms are defined, one for multicast and one for unicast.

The SP Discovery Information, as with other information, may be multicast (push model) or retrieved on request (pull
model). One or both models shall be supported by the server. Both models shall be supported by the client.

DVB defined anew protocol for the delivery of XML records over multicast. This protocol is called DVB SD&S
Transport Protocol (DVBSTP) and is specified in clause 5.4.1. It shall be used to transport the SD& S information over
multicast.

The protocol HTTP [39] shall be used to transport the SD& S information over unicast.

The two transport mechanisms shall be interchangeable in all steps and carry the same content encoded in the same
way, with the exception of the format of the Regionalization information which is different depending on the use of
Push or Pull modes, (i.e. the Regionalization information data transmitted in the Push or Pull mode is not
interchangeable, see clause 5.2.13.8.1).

54.1 Protocol for multicast delivery of SD&S information

541.0 General rules

When the service discovery information is transmitted using multicast UDP packet, the protocol DVBSTP defined in
this clause shall be used. All values defined below shall be transmitted in normal 1P network byte order (most
significant byte first).

The DVBSTP protocol is aso used for the multicast delivery of Broadband Content Guide data [62], for the multicast
delivery of firmware announcement messages [ 78] and for the multicast delivery of CDS XML download session
descriptions as defined in clause 10.5.5.1.

A URI scheme for DVBSTP isintroduced in clause G.3.

It is recommended that the version attribute of the root element (ServiceDiscovery) described in clause 5.2.14 is not
present when the XML is delivered via push mode (multicast) and in this case the value of the missing Version attribute
is equal to the Version field of the DVBSTP Segment header.
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5411 Datagram Syntax

0 1 2 3
01234567890123456789012345678901
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I I
I I
I I
B e i I S S i o S S e S  Th i e S S
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| | (Optional) CRC |
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Figure 8: Datagram Syntax IPv4 SD&S multicast delivery protocol

0 1 2 3
01234567890123456789012345678901
B S S S T E

| Ver | Resrv| Enc| C| Tot al _Segnent _Si ze |
B e i T T i S S S S i ST s sl il o S S SR S
Payl oad |1 D | Segnent 1D | Segnent _Ver si on|
Rl o T e R e o s e e R e h
Sect i on_Nunber | Last Section Nunber | Conpr | P| HDR_LEN|
B S S o i i T S S S T T i s S S S
(Conditional) |Pv6 ServiceProviderlD (hex digits 0-7) |

(hex digits 8-15) |
(hex digits 16-23)|
(hex digits 24-31)|
B i S e T i i i e e
(Optional) Private Header Data
B T S R e bk o s e s S e e S
I I
: payl oad :

I
+
I
+-
I
I
I
I
+-

| A S
| | (Optional) CRC |
o e e e e e e e e b b e e e e e e e e e b e e e e e e e e e e
|
+-

(Optional) CRC (Cont) |
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Figure 8a: Datagram Syntax IPv6 SD&S multicast delivery protocol

54.1.2 Semantics

Protocol Version (Ver): The protocol version. The value of this 2 bit field shall take a value as defined in Table 11cq
which indicates whether the packet is structured for IPv4 or | Pv6.

Table 11cq: IP Version values

Version value Meaning
00 IPv4 packet structure
01 IPv6 packet structure
10to 11 Not defined

Reserved (Resrv): These 3 bits are reserved and shall take the value "000".

Encryption (Enc): This 2 bit field shall be used to signal the presence of encryption. It shall take the value "00" to
indicate that the payload is not encrypted. The syntax, semantics, behaviour and meaning of other values are not
defined.
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CRC flag (C): If thevalueis"1", thisindicates the presence of a 32-bit CRC at the end of the packet. This flag may
only be set on the final packet in a segment, i.e. when section_number is the same as last_section_number.

Total segment size: A 24 bit field that specifies asizein bytes. For uncompressed data (i.e. Compression is "000"), this
isthe cumulative size of all the payloads of al the sections comprising the segment (i.e. ignoring headers and CRC, if
present).

For compressed data that is usable in the compressed form (e.g. BiM), thisisthe cumulative size of al the payloads of
all the sections (see also clause 5.4.1.3.1) comprising the segment (i.e. ignoring headers and CRC, if present) - thisis
referred to as the "transmitted size". For compressed data that shall be decompressed before use (e.g. zlib), thisisthe
size of the segment once decompressed by the specified algorithm (note that this may not be the same size as that of the
original XML) - thisisreferred to as the "decompressed size". The definition of the compression field value shall also
define which of these two interpretation of total segment size shall apply.

Payload ID: A 8 hit value used to identify the type of data being carried within the payload. The values this may take
areset out in Table 12a.

Segment ID: A 16 bit value used to identify a segment of datafor the declared PT (Payload I1D) (see note).

NOTE: For example, you may have multiple Broadcast Discovery Information records, and each one will be
assigned aunique Id.

Segment version: An 8 bit value used to define the current version of the segment being carried, i.e. the segment
version is keyed on Payload ID together with Segment ID. Thus when the data within a segment changes, the segment
version fields of all packets that comprise that segment ID and payload ID change. No other payload version fields are
necessarily changed. The segment version is modulo 256, and wraps round.

The segment version should only change at the start of a segment. However, to handle packet |oss, a receiver should
cope with the segment version changing at any point in the segment.

Section number: A 12 bit field identifying the number of this section. The first section in a segment shall be 0.

Last Section number: A 12 hit field which specifies the last section number (the one with the highest section humber)
in a segment.

Compression (Compr): A 3 bit field used to indicate the compression scheme, if any, used on the payload. All
segments of a given payload ID shall share the same compression value. The meanings of these values are givenin
Table 12. GZIPis only available with payload 1D 0x08 for use with RMS/FUS or for payload ID 0x07 with the
Regionalization Information Record.

Table 12: Compression values

Compression value Meaning Total Segment Size Meaning
000 No Compression Transmitted Size
001 BiM (as defined in the present document) Transmitted Size
010 GZIP Transmitted Size
011to 101 Reserved
110 For ITU-T use Transmitted Size
111 User Private User Defined

Provider|D Flag (P): Flag signalling if the ServiceProviderID field is present. The value "1" defines the presence of
the ServiceProviderID field in the header.

Private Header Length (HDR_LEN): A 4 bit field counting the number of 32 bit words in the header immediately
following the header length field, or the Provider ID field if present. Thisis used to signal the presence of private header
data. If no additional header datais sent, then this shall have the value "0000". The Provider ID field is not considered
part of the private header, and so is not counted by the Private Header Length field.

ServiceProvider ID: The semantics of thisfield depend on whether the network is using 1Pv4 or IPv6 (see Figure 8 and
Figure 8arespectively) as signalled in the version field. The usage of the Provider 1D value shall be as defined in
clause5.4.1.3.3.

For IPv4: Thisisa 32-bit number representing an IPv4 address that is used to identify the SP. This number shall be an
IPv4 address. Therest of the field shall be ignored.
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For IPv6: Thisisa 128-bit number (carried as four 32 bit words) representing an | Pv6 address that is used to identify
the SP. All digits of the IPv6 address shall be provided, including leading zeroes.

It isthe responsibility of the SP to ensure that this address is appropriately maintained with the appropriate authorities
and maintains a unique value within the scope it isused in. Note that the ServiceProviderID isonly for use by the
HNED and not for any network filtering.

A ServiceProviderID field is mandatory unless the provider knows that no other SPs can use the same multicast address.

Private Header Data: Thisis private data. The meaning, syntax, semantics and use of this data is outside the scope of
the present document. Thisfield shall be a multiple of 4 bytes.

Payload: The payload of the packet, which isan integral number of bytes. The size of the payload can be calculated
from the size of the received packet minus the size of the header (including the optional ProviderID field, if present and
any optional private header data present) and the CRC (if present). Note that the payload may be zero bytesin length.

CRC: An optional 32-bit CRC. The standard CRC from ISO/IEC 13818-1 [52], annex A, shall be used. It shall be
applied to the payload data of all sections comprising a segment. Thisfield is not necessarily aligned with a 32 bit
boundary.

54.1.3 Usage
5.4.1.3.0 Introduction

This profiling applies to services over both I1Pv4 and IPv6. However, different methods shall be followed if no suitable
unique | P address is provided in the ServiceProviderID field, the mitigation methods are described in clause 5.4.1.3.3.

54.1.3.1 Use of sections

The size of segments may be substantially larger than that supported by the underlying network. To allow efficient
delivery of data, it is necessary to be able to divide the segmentsinto smaller units for delivery. The section mechanism
provides this functionality.

Each section shall be sent in exactly one UDP datagram, and each UDP datagram shall carry exactly one section.

To assemble the entire segment, an HNED collects the payload from all the sections and orders them based on their
section numbers. Only after an entire segment has been assembled can the CRC, if present, be checked.

Figure 9 illustrates the relationship between sections, segments and records.

Payload ID
J\ W
v\ I

L] I

Segment_id,
Version

‘%\ | [ Section ]
v | |
v 1

Section_number,
Last section number

UDP Datagram

Figure 9: Relationship between records, segments and sections
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54.1.3.2 Maximum section size

The amount of data that can be encapsulated in each UDP packet, and therefore the potential size of a section, islimited
by the maximum size of the IP datagram (65 535 octets for both IPv4 and IPv6), minus the UDP and multicast protocol
header sizes. To avoid network fragmentation, it is recommended to set the maximum size such that the underlying
Maximum Transmission Unit (MTU) of the network is not exceeded.

Exceeding the network's MTU will lead to I P fragmentation, which significantly increases the effective loss rate of a
network. Thisis because if one fragment islost, the remaining fragments will need to be discarded by the receiver. It
also puts additional load on the routers performing fragmentation and on the end-systems re-assembling the fragments.

For an |EEE Ethernet-based network, with an MTU of 1 492 bytes, the maximum section size should be limited to a
maximum of 1 452 bytes. Where additional IP, UDP or multicast protocol options are used, then this value should be
reduced by the appropriate amount.

If the section size is set such that fragmentation occurs, any end devices that do not support fragmentation will be
unable to receive the SD& S payload. It is therefore recommended that SPs set the DF (Do not Fragment) bit in the IP
header. With this bit set, routers will return an ICMP "fragmentation needed and DF set" message if the packet length
exceeds the destination network's MTU. The SP can adjust the payload size, if such messages are received. IP

(IETF RFC 791 [11]) requires that all hosts shall be prepared to accept datagrams of at least 576 octets.

5.4.1.3.3 Use of ServiceProviderID field
5.4.1.3.3.0 Introduction

Filtering packets on the basis of the source | P address of a packet limits the transmission of packets to sources whose | P
addressesis constant and known to the HNED. The ServiceProvider|D field overcomes this limitation. It allows an
HNED to filter the packets without inspecting or decompressing them. It is expected that the ServiceProviderID field
will only be used with SP Discovery records, i.e. when PayloadI D is 0x01, since the discovery process will thereafter
ensure that only multicast addresses of interest will be received.

54.1.33.1 Mitigation method if no unique IPv4 address is provided

If aprovider does not have, and is not able to get, a suitable IPv4 address that is unique within the needed scope (that of
the network carrying the UDP packets), then the "origina_network_id" defined in ETSI TS 101 162 [2] may be used.
Thisis mapped into the I1Pv4 address range using the bottom section of the special 0.0.0.0/8 address range (the "this’
network), i.e. 0.0.0.0/16. As an example, an origina_network_id of 0x1234 would be represented as 0.0.18.52.

5.4.1.3.3.2 Mitigation method if no unique IPv6 address is provided

A valid IPv6 isrequired in the ServiceProviderID field. If no addressis provided or the address provided cannot be
validated, the DVBSTP section shall be ignored.

5.4.1.3.4 Repetition rates

The population of receiving devices (HNEDs) will be dynamically changing. It is not assumed that any HNED stores
the SD& S data permanently, so the data shall be continually retransmitted. This also provides a degree of reliability, as
any corrupted or lost data can be received on the next repetition. To provide flexibility, different segments within a
record (payload id) may be repeated more frequently if desired (e.g. to support faster access to some parts of the
record). Similarly, different records may be repeated at different rates.

The full cycle to transmit all the segments of the SD& S records for a SP shall not exceed the Maximum Cycle Time
defined in clause 5.4.4.3. A segment may be transmitted several times as required during the cycle and different
segments may be transmitted at different rates.

This means that an HNED can assume that the complete SD& S information set of a SP has been transmitted after the
Maximum Cycle Time.
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54.2 Protocol for unicast delivery of SD&S Information

5420 General rules

In the pull model of delivery of SD& S information, HTTP [39] Protocol shall be used for all communication between
the HNED and the SD& S server(s). The pull model may be used for:

. requests for discovery information relating to SPs (see clause 5.4.2.1);
e  requestsfor discovery information relating to the service offering of a SP (see clause 5.4.2.2);

. requests for obtaining the Cell ID, defined for the location, relating to the Regionalization offering of a SP.
(seeclause 5.4.2.3).

The HTTP request may contain header fields conforming to the IETF RFC 2616 [39].

The response to the HTTP requests above shall return the appropriate XML records defined in clause 5.2.6 unencrypted.
The HNED should evaluate the message returned from the SD& S server simply to ensure that it contains a 200 series
success status. If a 200 series success status is not returned then aretry should occur according to the congestion
avoidance mechanism defined in clause 9.1.2.1.

After receiving a 200 series success status, the TCP connection is closed.

The HTTP client and server should negotiate a suitable compression using the Accept-Encoding header in the following
way: both the client and server shall support the Accept-Encoding header (as defined in HTTP/clause 1.1 [39]).

In addition to this, clients and servers that choose to transfer SD& S datain aBiM encoded form shall signal BiM
encoded content with a proper Content-Encoding header upon transmission, and shall not change the Content-Type
corresponding to their content.

The content coding token corresponding to the BiM encoding shall be x-bim.

In case the transferred datais encoded in the BiM format, the client shall have acquired the DVB-TV A-init prior to
acquiring the SD& S segments.

5421 SP Discovery request

The SP discovery request shall return the SP discovery record as defined in clause 5.2.5 for one or all SPs operating on
the network. The request has one parameter which can take the value AL L to request discovery information relating to
all SPs (known to the queried server) or the domain name of a specific SP to request discovery information relating to
the specified SP. When using the "pull mode", records containing SP discovery information (i.e. Payload 1D 0x01) shall
not be segmented. This SP discovery record shall exist in two forms, asa single XML record with the list of discovery
information for the complete set of SPs operating on the network and as a collection of XML records, one per SP.

NOTE: A query with the parameter value set to ALL may not return every SP discovery record applicable to the
HNED asthe HNED may have to query multiple serversto get them all. The HNED may receive the
same SP discovery record from different servers.

The SP discovery request shall comply with the following format:

"GET ' path request ' HITP/1.1' CRLF
"Host: ' host CRLF

CRLF
Where:
request = 'sp_discovery?id=" '"ALL'/ SPId.
path ="/dvb/ sdns/".
host = the domain nanme or |P address of the SD&S entry point(s) obtained as specified in
cl ause 5.2.4.
SPI d = SP domai nNanme as defined in clause 3.3.1.1
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For example, this leads to the following two possible requests, the first one with the value ALL to request discovery
information relating to all SPs (known to the queried server) and the second one with the domain name of a specific SP
with MyDomainName as identifier to request discovery information relating to the specified SP:

" GET /dvb/sdns/sp_di scovery?i d=ALL HTTP/1.1' CRLF
"Host: ' host CRLF

and

' GET /dvb/ sdns/ sp_di scovery?i d=MyDomai nNanme HTTP/1.1' CRLF
"Host: ' host CRLF

The SP discovery request shall not be issued more than once per Maximum Cycle Time.

5422 Service Discovery request

The service discovery request shall return the service discovery record as defined in clause 5.2.6 describing the service
offering of a specific SP. The request has three mandatory parameters which take the domain name of the SP, the type
of service offering (i.e. payload ID) and the segment ID. Optionally a segment version may be specified in the request,
thiswill indicate to the server the current version of the segment that the HNED has.

When the segment version is specified, the response to the request shall return the service discovery record for the
specified segment only if anew version is available. The version number of the returned segment can be found in the
XML record. If the segment has not changed then the server shall return status code "204" as per the

IETF RFC 2616 [39] to indicate that the request has been processed successfully but that there is no entity-body to
return.

When the segment version is not specified, the response to the request shall return the service discovery record for the
specified segment.

When arecord is not found, the server shall return status code "404" as per the IETF RFC 2616 [39]; the HNED will
then need to issue the appropriate SP discovery request to check whether the segment 1d is till valid.

The HNED should only issue a service discovery request for the valid segment Ids as listed in the SP discovery record.

The service discovery request shall comply with the following format:

"GET ' path request ' HITP/1.1'" CRLF
"Host: ' host CRLF
CRLF

Where:

request 'service_di scovery?i d=' SPI d' &Payl oad=' Payl oadl d' &Segnent =' Segnent|tem

path the absolute path of the URI provided in the Location attribute of the Pull

el ement of the Ofering element (of type O feringlListType, see clause 5.2.12.19), with an additional
"/' appended at the end if not already present.

Host = the network location (authority) of the URL provided in the Location attribute of
the Pull elenent of the Ofering elenent (of type O feringListType, see clause 5.2.12.19).

SPI d = SP domai nNanme as defined above in clause 3.3.1.1.
Payl oadl d = 2 HEXDI G any hex nunber fromO0O to ff
Segrent | d = 4 HEXDI G any hex nunber from 0000 to ffff

Segnent | tem Segnent | d 0*1(' &Ver si on=' Ver si onNunber)

Segmentltem is a Segmentld with an optional field for the version number.
Ver si onNunber = 2 HEXDI G any hex nunber fromOO to ff

For exampl e the following request can be constructed to request the service discovery information relating to the
broadcast offering of a SP with MyDomainName as identifier:

" GET /dvb/sdns/ servi ce_di scovery?i d=MyDonmai nNane&Payl oad=02&Segnent =0001 HTTP/1.1' CRLF
"Host: ' host CRLF

The service discovery request should be used for the first acquisition of the SD& S information and then only when a
change is detected in one of the segments.
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5.4.2.3 Obtaining the Cell ID via HTTP (Pull mode)

Clause 5.2.13.8 provides description of the Regionalization mechanism and its operation which is relevant to this
clause.

For obtaining the Cell 1D using the pull mode, the HNED sends a POST message to the URI retrieved from the
Regionalization Offering. The body of the POST method shall include the Country Code and all Civic Address
information retrieved via DHCP option 99 (see clause 8.1.1.11). The server repliesto the HTTP POST with the Cell ID
defined for the location.

The Cell 1D request shall use the following format:

"POST ' path request ' HITP/1.1' CRLF
"Host: ' host CRLF
CRLF

nmessage_body

where;
request ='CelllD.
pat h = the absolute path of the URI provided in the Location attribute of the Pull elenent

of the Regionalization Ofering element (of type OferingListType, see clause 5.2.12.19), with an
additional '/' appended at the end if not already present.

host = the network location (authority) of the URL provided in the Location attribute of
the Pull elenent of the Regionalization Ofering elenent (of type O feringListType, see clause
5.2.12.19).

message_body = a Cell Request Record el enent (see clause 5.2.13.12) including the Country Code and

all Civic Address information retrieved via DHCP option 99 (see clause 8.1.1.11).
CountryCode is set to the value retrieved from the DHCP option 99, for example "FR" for France.
The CA elements can be listed in any order, but it is recommended to follow the same order as in the DHCP message.

When the DHCP GEOCONF_CIVIC data have multiple languages set of parameters (CAtype="0"), the HNED shall
provide all of them to retrieve the Cell ID.

The body of the response from the HT TP server shall be a Regionalization Offering (see clause 5.2.13.8.1) containing a
single Cell element with the resulting Cell 1D that the SP has supplied for the location provided by the CAtype valuesin
the request. The HNED should ignore the country code and CA elements possibly provided in the response.

Following is an example where the DHCP GEOCONF_CIVIC option has supplied the location of the HNED as:
. Country code = "FR"
. CAtype="0", CAvalue ="fr"
. CAtype="128", CAvalue="Latn"
e CAtype="1", CAvalue="IDF"
. CAtype="3", CAvalue = "Paris’
e  CAtype="24", CAvalue="75011"
. CAtype ="132", CAvaue = "private CA parameter"

The resulting request from the HNED is:

POST /dvb/sdns/Cel I 1D HTTP/ 1.1
Host: cellid.tv5.fr
Content-type: text/xm
<?xm version="1.0" encodi ng="UTF-8"?>
<Cel | Request Record xm ns="urn: dvb: netadata: i ptv: sdns: 2011- 1"
xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schena- i nst ance" >

<Count r yCode>FR</ Count r yCode>

<CA type="0" val ue="fr">

<CA type="128" val ue="Latn">
<CA type="1" val ue="I|DF">
<CA type="3" val ue="Paris">
<CA type="24" val ue="75011">
<CA type="132" val ue="private CA paraneter"/>
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</ CA>
</ CA>
</ CA>
</ CA>
</ CA>
</ Cel | Request Recor d>

And the responseis:

HTTP 200 K

Content-type: text/xmn

Date: "2009-01-26 18:35:39 UTC'

<?xm version="1.0" encodi ng="UTF-8"?>

<Servi ceDi scovery xm ns="urn: dvb: net adat a: i pt v: sdns: 2008- 1"

xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schena- i nst ance" >
<Regi onal i sati onDi scovery Donai nNane="M/Donmai nNane" >

<Cell ID="Paris East"/>

</ Regi onal i sati onDi scovery>

</ Servi ceDi scovery>

5.4.3 Signalling of changes

Changes in the SP offering or the SP discovery information shall be signalled by incrementing the version number of
the SP discovery information.

The Service Discovery Information describing the offering of a SP is divided up into segments per type of service
discovery information. A change in the offering will trandlate to a change in the associated segment. Any change in the
data carried in a segment shall be signalled by incrementing the segment version of a segment.

The HNED shall monitor the SP discovery record(s) on aregular basis to detect any change in version numbers. Upon
detection of a new version of the SP discovery record, the HNED shall check if the SP description needs updating and
then shall check if thereis any change in the service offering. The HNED will determine which part of the service
offering has changed by checking the segment version number of each segment the HNED wants to monitor. The
HNED shall then only acquire the segments which have changed.

When using the pull mode, the SP discovery record shall not be checked more than once per Maximum Cycle Time.

In the case where the list of segmentsis provided in the SP discovery record (mandatory in the "pull” mode, optional in
the "push” mode), the addition or removal of segments shall be detected by looking at the list of valid segment Ids for a
SP.

When using the "push” mode, in the case where the list of segmentsis not provided in the SP discovery record and the
SP discovery information changes without a change in the offering, it is accepted that the HNED will aso check the
version number of all the segment Ids it wants to monitor by joining the appropriate multicast address even though there
has not been a change in the offering.

In the push mode, in the case where the list of segmentsis not provided in the SP discovery record, a segment shall be
considered as deleted if no packet has been received for this segment for a minimum period of twice the Maximum
Cycle Time.

Asthe DVB-IPTV offering record does not contain any information on the segment it forms (i.e. Segment Id), itis
recommended that the HNED should keep arecord of the Segment Id together with the relevant DVB-IPTV offering
record.

5.4.4 Fragmentation of SD&S Records
5441 SD&S Information data types

The following different information types have been specified above; additional information types may be added in the
future, or by other standards:

. SD& Sinformation relating to a SP.
. four types of SD& S information relating to the service offering of a SP.

. Broadband Content Guide Discovery record.
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. Regionalization Discovery record to provide for local services.
. Firmware Announcement Information to alow for upgrade or changesto HNED firmware.

Thisisto cover the different types of service offering a SP may have. A SP offering can be made up of Live Media
Broadcast services which may not include S| information in the SD&S (i.e. "TS Full SI*) or which do include Sl
information in the SD& S (i.e. "TS Optional SI") records or CoD (viathe BCG Discovery record). The SP can also
reference services provided by another SP or define a package if it chooses to group several services and present them
asasingle entity.

These different types of SD& S information shall be identified by an 8-bit value called payload ID, and are defined in
ETSI TS101 162 [2], clause 9.1.2. For information, these values as of the time of publication are listed informatively in
Table 12a. Table 12aincludes payload 1Ds used outside of SD& S (e.g. CDS XML download session descriptions, BCG
data) which use the same transport mechanisms for XML data (e.g. DVBSTP).

Table 12a: Payload ID values (informative)

Payload ID value SD&S record carried
0x00 Reserved
0x01 SD&S Service Provider Discovery Information
0x02 SD&S Broadcast Discovery Information
0x03 SD&S COD Discovery Information
0x04 SD&S Services from other SPs
0x05 SD&S Package Discovery Information
0x06 SD&S BCG Discovery Information
0x07 SD&S Regionalization Discovery Information
0x08 FUS Stub file and SD&S RMS-FUS record
0x09 SRM announcement Information
0x0A to O0xAO Reserved
0xAl to OXAF BCG Payload ID values defined in [62]
0xB0O Reserved
0xB1 CDS XML download session description
0xB2 RMS-FUS Firmware Update Announcements [78]
0xB3 to OxBF Reserved
0xC1 Application Discovery Information
0xC2 to OXEF Reserved
O0xFO to OXFF User Private

The payload ID values are used in either the DVBSTP protocol defined in clause 5.4.1. or the HT TP mechanisms
defined in clause 5.4.2 to signal the type of information conveyed.

5.4.4.2 Fragmentation of SD&S records

The SD& S XML records may be of a substantial size, but only parts of them are needed by an HNED at any one time.
Also, changesto the SD& S records may be localized to part of the records. For these reasons segments shall be
supported to allow an SD& S record to be managed as a collection of smaller units. Segments are defined in the context
of asingletype of SD& Sinformation, i.e. segments are defined for a declared payload ID.

Each segment shall be assigned a segment Id to identify a ssgment of data for the declared SD& S data type (payload
ID). The segment Id shall be a 16-bit value. A segment shall be awell formed and valid XML record.

An 8-bit value shall be used to define the current version of a segment, this version shall be keyed on payload 1D
together with segment 1d. Thus when the data within a segment changes, its version number called segment version
shall be incremented. The segment versions of the unchanged segments do not need to change. The segment versionis
modulo 256, and wraps round.

Records containing SP discovery information (i.e. PayloadlD 0x01) shall not be segmented when using the "pull mode".
In al other cases, the XML records shall be segmented. Note that a record may be divided into a single segment.

Figure 9aillustrates the relationship between segments, payload |D and records.
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Figure 9a: Relationship between records, payload IDs and segments

5.4.4.3 Maximum cycle time of multicast delivery

The length of time required to transmit all the segments making up the full set of SD& S Information for aSPis called
the Cycle Time. The Maximum Cycle Time shall be set to 30 s.

5.4.5 XML records and payload ID

XML records shall be constructed such that each record only contains elements of one of the types from clause 5.2.13.
The payloadid field of the multicast protocol header shall be set to reflect the type of record contained within the
transmitted multicast packets. Thus any XML record shall contain the root element (ServiceDiscovery) which contains
an arbitrary number of only one type of element (e.g. BroadcastDiscovery). For the avoidance of doubt, any XML
record shall contain the root element (ServiceDiscovery) which contains only an arbitrary number of
BroadcastDiscovery elements, or only an arbitrary number of CoDDiscovery elements, or only an arbitrary number of
ServicesFromOtherSP elements, or only an arbitrary number of PackageDiscovery elements, or only an arbitrary
number of ServiceProviderDiscovery elements, or only an arbitrary number of BCGDiscovery elements, or only an
arbitrary number of RegionalizationDiscovery elements, or only an arbitrary number of RM SFUSDiscovery elements,
or only an arbitrary number of SRM Discovery elements.

5.4.6 Segmentation of XML records

Records containing SP discovery information (i.e. Payload ID 0x01) shall not be segmented when using the "pull
mode".

In al other cases, the XML records shall be segmented, that is divided up into smaller units, to enable easier processing
in the HNED, or variable access times. Note that a record may consist of a single segment.

Each segment shall contain a complete root element (ServiceDiscovery) which comprises of an integral number of child
elements (e.g. BroadcastDiscovery), as defined in clause 5.2.13 (specifically, a segment shall not contain part of a child
element). A segment shall not contain more than one type of child element (i.e. it shall be in accordance with

clause 5.4.5).

Each segment shall be valid and well formed.

Each segment shall have a segment 1D that is unique within the scope of the SP and the payload ID. For a shared
multicast address the SP shall be signalled by the conditional ServiceProviderID field of the DVBSTP header (see
clause 5.4.1). For amulticast address carrying only a single SP, thisinformation isinferred from the multicast address.
With HTTP, the SPisincluded in the request (see clause 5.4.2).

Segment | ds need not be contiguous.

Each segment may contain Broadcast Discovery elements or Package Discovery elements for only one package. If the
segment is built for a particular package, the referenced package information shall be signalled by the Packagel DRef
attribute of the TargetPackage element (see clause 5.2.12.44).
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5.5 Encoding
551 Introduction

SD& S segments may be encoded with BiM [61]. However, the network provider shall also make accessible
non-encoded SD& S segments either in the PULL or the PUSH mode, or both, so that HNEDs without a BiM
implementation can still obtain non-encoded SD& S segments. In the case where one encoded and one non-encoded
multicast stream are delivered, the HNED may discriminate between the streams according to the "compression” flag of
the DVBSTP header.

NOTE: If the SP deliversa BCG, then the HNED is expected to support BiM encoding. In thiscase, itis
recommended to use compression of SD&S.

5.5.2 Usage of BiM
55.2.1 Introduction

The format is compatible with the BiM format used in ETSI TS 102 323 [59] for the transport of TV-Anytime
information.

5.5.2.2 DVB-TVA-Init and InitialDescription

In DVB, the DVB-TVA-init (seetable 42 in [59]) is used to configure parameters required for the decoding of the
binary Access Units and to transmit the initial state of the decoder (Decoderinit message).

The EncodingVersion parameter in the DVB-TVA-Init shall be set to "0OxF0".

In the Decoderlnit field, at least one schema URN shall be transmitted. Consequently, the field NumberOf Schemas of
the Decoderlnit shall be greater or equal to 1 and the field SchemaURI[0Q] of the Decoderlnit shall be set to
urn:dvb:metadata:iptv:sdns:2008-1. DV BContextPath of additional schemas are specified by the ContextPathCodein
|EC 23001-1 [61].

Aseach SD& S segment is avalid stand-alone XML document tree, no initial description is required. Therefore, the
InitialDescription() field of the Decoderlnit message shall be empty.

55.23 BiM Access Unit

Each SD& S segment is transported in a DVBBiMAccessUnit as defined in ETSI TS 102 323 [59] (clause 9.4.2.3) with
the following constraints:

1) Aseach segment istransported independently, NumberOfFUU should be equal to 1.
2) Thetable55in ETSI TS 102 323 [59] is updated with the following values.

Value Description EquivalentStartType
0x0030 serviceDiscovery sdns:ServiceDiscovery type

where: sdns = urn:dvb: metadata:iptv:sdns;2008-1.

5.5.24 Codec
The BiM decoder used to decode SD& S segments shall use by default the Zlib codec, as defined in TV-Anytime (see

clause 4.2.4.4in ETSI TS 102 822-3-1[60]), for decoding string data. Thiswill be signalled in the Decoderlnit using
the ClassificationScheme "urn:tva:metadata:cs:CodecTypeCS:2004" defined in ETSI TS 102 822-3-2 [69].
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6 RTSP Client

6.1 Usage of RTSP in DVB

6.1.0 Introduction
In this clause the use of the Real Time Streaming Protocol (RTSP) [30] for a playback capable HNED is specified.
NOTE: A recording capable HNED is not specified in the present document.

RTSP isan application-level protocol for control over the delivery of data with real-time properties. Here the use of
RTSP for aclassical broadcast like type of delivery of video (TV) and audio (radio) as well asfor on-demand delivery
of video and audio is specified.

6.1.1 Service selection

The Service Discovery and Selection process as described in clause 5 shall provide the HNED with the necessary RTSP
information for accessing the RTSP based service in question. Depending on the number of streams composing the
service, there can be multiple RTSP URLs in the SD& S record:

o If control URLs are present for FEC streams, then the
/BroadcastDiscovery/Servicelist/SingleService/Servicel ocation/RTSPURL is the "aggregate” URL for the
entire service except for the retransmission stream. When the service is composed of asingle stream, this URL
isused for all RTSP messages (SETUP, PLAY, TEARDOWN, etc.). In any case, this URL shall be used for
the DESCRIBE message when description retrieval is needed.

e  The"control" URLs are used when several streams compose the service. They are used to SETUP each stream
separately. They can be used to control (PLAY, PAUSE) each stream separately when needed. They are used
to TEARDOWN each stream separately. The control URLSs are:

- RTSPURL @RT SPControlURL : this URL is used to control the main audio-video stream,;
- FECBaseL ayer @RT SPControlURL.: this URL is used to control the FEC Base layer stream;

- FECEnhancementLayer@RTSPControlURL: this URL is used to control the FEC Enhancement layer
stream;

- UnicastRET @RT SPControlURL : this URL is used for the RTSP control messages (SETUP) for unicast
RET stream.

As an example the HNED listens to a multicast address and port number to get the SD& S description, whichis
presented to the user and from which subsequently the user can make a selection. When the serviceis selected, the
HNED can use the associated RTSP URL () to access the service. The URL(S) indicate whether the session control is
based on RTSP. When thisis the case, the HNED shall use RTSP to access the service in question.

When the service uses retransmission or AL-FEC, it may be necessary to retrieve additional session description
information to setup the session. See clause 6.3.1.

6.1.2 Session transport

DVB compliant HNEDs should use a persistent TCP connection for exchanging RTSP messages with the RTSP server.
It isrecommended to use a persistent TCP connection; otherwise there is no reliable way for the RTSP server to reach
an HNED that is behind a firewall. Persistent TCP connections [39] are used in general to avoid using a separate
transport connection for each request/response transaction; thisis useful, for example, if the server intendsto send
asynchronous RTSP ANNOUNCE messages (see Table 13) to the HNED.

Multimedia streams, encapsul ated as described in clause 7 and controlled by an RTSP server can be transmitted in
either unicast or multicast mode. However, in multicast mode trick mode operation like pause, fast forward and similar
cannot be done.
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6.1.3 Service information

The HNED uses service information to inform the user about the kind - and availability of services, to locate and to
access them. Thisinformation needs to be kept up-to-date.

Where possible, the RT SP server can send asynchronously service information to the HNED by using the ANNOUNCE
method (see Table 13). Alternatively, the HNED can poll the server with the aid of a DESCRIBE method (see Table 13)
to detect whether the service information is updated. This can be used e.g. in the case atransient connection is used
between the HNED and the RTSP server.

When AL-FEC and/or RET is used according to annexes E and F, the session description parameters for LMB services
shall beincluded in the SD& S IPMulticastAddress Servicel ocation type element or/and in the information available via
the RTSP URL present in the SD& S RTSPURL Servicel ocation type element; both elements are in the Broadcast
Discovery Record.

For LMB services, an RTSP URL may also be available through CRID resolution as described in BCG [62] or
alternatively may also be available directly in the ProgramURL element of the tva: ScheduleEvent to confirm XML
structure. If present, the CRID resolution is the recommended mechanism.

For CoD and MBWTM services, an RTSP URL shall be used to obtain the session description [62]. This RTSP URL
may be available through CRID resolution as described in ETSI TS 102 539 [62] or aternatively may also be available
directly in the ProgramURL element of the tva:onDemandProgram XML structure. If present, the CRID resolution is
the recommended mechanism.

Whenever an RTSP URL is used by the HNED to retrieve the session description, either for LMB or COD/MBWTM
services, the HNED shall issue an RTSP DESCRIBE message to obtain the session description.

The ANNOUNCE and DESCRIBE methods are used for conveying the service information to the HNED.

6.1.4  Security considerations

Asthe present document is based on RTSP and HT TP, the same security considerations apply as with these protocols
(seerelated RFCs).

NOTE: It was decided not to specify security and authentication for DVB-IPTV Phase 1.

6.2 Profiles
6.2.1 Profile definitions

The present document defines the following three RTSP profiles:
. Live Media Broadcast (LMB).
o Media Broadcast with Trick Modes (MBWTM).
. Content on Demand (CoD).

Each RTSP profile contains a subset of the methods and headers defined in the RTSP protocol. The relationship
between the RTSP profilesis such that the "Live Media Broadcast” profile is a subset of the "Media Broadcast with
Trick Modes', which isin turn a subset of the " Content on Demand" one.

NOTE: TheRTSP profile used depends on the application and on whether the servicein question is delivered in
unicast or multicast mode. Only the LMB is delivered in multicast mode.

6.2.2 Live media broadcast

The Live Media Broadcast RTSP Profile is characterized as the equivalent of the traditional broadcast like TV and
radio. The actual media streams are delivered in multicast mode only. This means that the presentation is linear and that
there is no support for trick mode operation like pause, fast forward and similar. The presentation is available as part of
a continuous flow of events and not on demand.
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6.2.3 Media broadcast with trick modes

The Media Broadcast with Trick Modes RTSP Profile is characterized as the equivalent of the Live Media Broadcast
one with the addition of support for trick mode operation like pause, fast forward and similar. Therefore the actual
media streams are delivered in unicast mode only. The presentation is available as part of a continuous flow of events.
The difference with CoD Profile isthat the user cannot initiate it.

6.2.4 Content on Demand (CoD)

The CoD RTSP Profile adds to the Media Broadcast with Trick Modes the ability to initiate the start (and stop) of a
presentation as an isolated event. This means that this profile supports pause, fast forward and similar as well asthe
possibility to access media on atime of the user's choosing. Therefore the actual media streams are delivered in unicast
mode only.

6.3 RTSP methods
6.3.0 List of supported RTSP methods

Table 13 specifies the RTSP methods to be supported by the IPI-1 interface for unicast mode of delivery. This appliesto
MBWTM and CaoD profiles.

Table 13: RTSP methods for unicast mode

RTSP Method Direction: IETF DVB Requirement

H = HNED;

S = Server;
ANNOUNCE H-S MAY MAY
ANNOUNCE S—H MAY SHOULD
DESCRIBE H—S SHOULD SHOULD
GET_PARAMETER H—S MAY SHOULD
GET_PARAMETER S—H MAY MAY
OPTIONS H—S SHALL SHALL
OPTIONS S—H MAY MAY
PAUSE H—S SHOULD SHALL
PLAY H-S SHALL SHALL
REDIRECT S—H MAY SHALL
SETUP H—-S SHALL SHALL
TEARDOWN H—-S SHALL SHALL

6.3.1 DVB specific usage of RTSP methods
6.3.1.1 ANNOUNCE

The ANNOUNCE method can be used to update asynchronously the service information at the HNED. This can be
used for example in aLMB to update the service name.

The DVB RTSP client is required to support the reception of descriptionsin XML format. For the broadcast profiles
(LMB and MBWTM) the ANNOUNCE method shall contain the BroadcastOffering XML complex structure as
described in clause 5.2.13.2. For other, on-demand content, the ANNOUNCE method shall contain the XML complex
structure described in Table 11cn and clause 5.2.13.10).

The MIME Type in the Content-Type header (see Table 16) for such message shall bet ext / xm and the content of
the Content-Encoding header and XML description shall be UTF-8. See IETF RFC 3023 [45] on XML Media Types.

<xsd: el ement nane="CoDAnnounceDescri be" >
<xsd: conmpl exType>
<xsd: sequence>
<xsd: el ement nane="Cont ent Descri pti on" type="tva: Basi cCont ent Descri pti onType"/>
<xsd: el ement nane="FECI nf 0" type="dvbl4: FECI nf oType" m nCccurs="0"/>
<xsd: el ement name="RETI nfo" type="dvb: RETI nf oType" m nCccurs="0"/>
<xsd: el ement name="Server BasedEnhancenent Servi cel nf 0"
type="dvb12: Ser ver BasedEnhancenent Ser vi cel nf oType" m nCccurs="0"/>
</ xsd: sequence>
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<xsd:attribute name="RTSPControl URL" type="xsd:anyURl" use="optional"/>
<xsd:attribute name="Stream ng" type="dvb: Stream ngType" use="optional "/>
</ xsd: conpl exType>

</ xsd: el emrent >

CoDAnnouncelescribe @—@ &)

ContentDescription

( [] BasicContentDescriptionType j @

FECInfo |

[] FECInfoType |@®

RETInfo

[] RETInfoType |@
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ServerBasedEnhancementServicelnfo |

( |:| ServerBasedEnhancementServiceinfoType j ®

@ RTSPCentrolURL |C——
[/ anyURl }®

@ Streaming |S——
. [F StreamingType @

Figure 9b: RTSPAnnounceDescribe

Table 14: RTSPAnnounceDescribe Fields

Name

Semantic Definition

Constraints

Cont ent Descri ption

Uses tva:BasicContentDescription, defined in [60]

Mandatory

FECI nfo

Uses dvb14:FECInfoType as defined in clause 5.2.12.9.

Mandatory if FEC
Enhancement Layer
used

RETI nf o

Uses dvb:RETInfoType as defined in clause 5.2.12.26, with the following
exceptions:

e the MulticastRET element and associated attributes are not
defined for CoD RET and shall hence never be present as
session information in RTSP Describe response/RTSP
announce for CoD service;

e the following attributes of the RTCPReporting element are not
defined for CoD RET and shall hence never be present for CoD
service: dvb-enable-bye, dvb-t-wait-min, dvb-t-wait-max, dvb-
ssrchitmask, dvb-rsi-mc-ret and dvb-ssrc-upstream-client;

e the attribute RTCPReporting @ Destination Address in the
context of CoD RET is redefined as: "the IP address to which
the HNED shall send its RTCP reports. If provided, this value
shall match the IP address of the CoD server ( = the IP source
address in the original RTP stream packets)";

+ whenever used in the definitions of the attributes defined-for
LMB RET, the expression "LMB RET" shall be replaced with
"RET" and the expression "original MC" shall be replaced with
"original", when the service offering is a CoD item enhanced
with RET.

Mandatory if RET is
available, and

Ser ver BasedEnha
ncenent Ser vi cel
nf o not present

Ser ver BasedEnhanced
Servicelnfo

Based on dvb:ServerBasedEnhancedServicelnfoType as defined in

Mandatory if server-

clause 5.2.12.31. based FCC is
available
@RTSPCont r ol URL This element shall be identical to that described in Table 11cn with the Optional
addition that unicast sessions using RET aggregate URL is also allowed
when session multiplexing is used.
@5t reani ng This attribute shall indicate the streaming format, based on Optional

dvb:StreamingType defined in clause 5.2.10, as per the attribute of the
same name in Table 11cn.
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Additionally, DVB RTSP client supporting retransmission (RET) according to annex F or server-based FCC according
to annex |, should understand session descriptionsin SDP format [75]. The MIME Type of SDP descriptionsis

appl i cati on/ sdp andthe SDP description itself also uses UTF-8. The HNED may include appl i cat i on/ sdp
in the Accept Header to explicitly indicate support for SDP.

6.3.1.2 DESCRIBE

The DVB RTSP client is required to support the reception of descriptionsin XML format as supported for the
ANNOUNCE method and described in clause 6.3.1.1.

The MIME Type for XML descriptions shall bet ext / xm and the XML descriptions shall be UTF-8. See
IETF RFC 3023 [45] on XML Media Types. The HNED shall alwaysincludet ext / xm when the Accept header is
used.

Additionally, DVB RTSP client supporting retransmission according to annex F, should understand session descriptions
in SDP format [75]. The MIME Type of SDP descriptionsisappl i cati on/ sdp and the SDP description itself also
uses UTF-8. The HNED may include appl i cat i on/ sdp inthe Accept Header to explicitly indicate support for
SDP.

6.3.1.3 GET_PARAMETER

The MIME Type in the Content-Type header of a GET_PARAMETER request or response shall be
t ext / par amet er s and the content of the Content-Encoding header shall be UTF-8.

In the request, each parameter name is followed by a colon (":") and is separated by white space, and may be on
separate lines or all on the same line. Parameters in the response are expected to be returned one per line in the form:

paraneter = nane ":" *(VCHAR) CR
See also clause 3.3 for correct notation.

Table 15 defines the minimal set of GET_PARAMETER parameters that shall be supported by the IPI-1 interface, in
the case the GET_PARAMETER method is supported.

Table 15: GET_PARAMETER parameters

GET_PARAMETER Result Description
parameter

Stream-state <current stream state> |This parameter retrieves the current stream state.
Possible returned values are:
playing
paused
stopped

position NPT This parameter retrieves the current time position in a

CoD multimedia session. The position is the number of
seconds from the beginning of the multimedia session in
NPT format. This can be used for indication by the HNED
to the user how far the presentation of the current session
has advanced in time.

E.g. the result of a GET_PARAMETER request with the
parameter "position” can be:

position: npt=12:05:35.3-

This parameters is undefined for LMB and MBWTM
multimedia sessions.

6.3.1.4 SETUP

The HNED should not issue a SETUP request more than once for the same stream or multimedia session before issuing
a TEARDOWN reguest.
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6.3.2 Headers
6.3.2.1 RTSP request header fields

Table 16 presents the RTSP header fields that are generated by the HNED and are either mandatory or recommended
for the IPI-1 interface.

Table 16: RTSP headers generated by the HNED

RTSP Request IETF DVB Remarks on usage for DVB
Header requirement
Accept MAY SHOULD At least the media type: text/xml shall be supported. Other
presentation description content types are optional.
Accept-Language MAY SHOULD
Bandwidth MAY SHOULD
Content-Encoding  |SHALL SHALL
Content-Length SHALL SHALL
Content-Type SHALL |SHALL The content types: text/xml and text/parameters shall be
supported.
Cseq SHALL |SHALL The sequence number shall fit within an unsigned 32-bit number.
Timestamp MAY N.A. for LMB
SHOULD for
CoD
If-Modified-Since MAY SHOULD
Proxy-Required SHALL |SHALL
Range MAY SHOULD
Require SHALL |SHALL
Scale MAY N.A. for LMB  |At least the following scale factors should be supported:
SHOULD for  |-4: fast rewind
CoD. -2: rewind
0: pause
1: normal play
2: forward
4: fast forward
Session SHALL  |SHALL
Transport SHALL |SHALL The HNED may supply multiple transport options from which the
RTSP server may choose. The HNED shall support
RTP/ AVP/ UDP transport for RTP streaming. It shall support
MP2T/ H2221/ UDP and RAW RAW UDP for direct UDP streaming.
The following transport configuration parameters should be
provided by the HNED to help configuring intermediaries:
uni cast,mul ticast andclient_port.
User-Agent MAY SHOULD The following format for the User-Agent header is
recommended:
User - Agent = "User-Agent" ":" devicelD " HNED
V1. 0"
See also clause 3.3. E.g.: User - Agent :
PHI L1 PS- CE/ HN3200/ A6743ABCD201 HNED V1.0
NOTE 1: The column IETF presents the request headers required to be supported according to the IETF RTSP
specification: RFC 2326 [30]. The DVB requirement columns present the request headers required to be
supported for DVB.
NOTE 2: The key words in bold indicate where the DVB specification differs from the IETF.
NOTE 3: The HNED may generate RTSP request headers that are not listed in Table 16.

Table 17 presents the RTSP header fields that are supported by the HNED (either mandatory or recommended) on the
IPI-1 interface.
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Table 17: RTSP headers parsed and understood by the HNED

RTSP Response Header IETF DVB requirement Remarks on usage for DVB

Allow MAY SHOULD

Connection SHALL SHALL

Content-Encoding SHALL SHALL

Content-Language SHALL SHALL

Content-Length SHALL SHALL

Content-Type SHALL SHALL

Cseq SHALL SHALL It is expected that the server
generates sequence numbers
that fit within an unsigned 32-bit
number.

Expires MAY SHOULD

Last-Modified MAY SHOULD

Location SHALL SHALL

Public MAY SHOULD

Range MAY MAY

RTP-Info SHALL SHALL for RTP streaming

N.A. for UDP streaming
Scale MAY N.A. for LMB At least the following scale

SHOULD for MBWTM and factors should be supported:
CoD. -4: fast rewind

-2: rewind

0: pause

1: normal play

2: forward

4: fast forward

Retry-After MAY SHOULD

Server MAY SHOULD The content of this header is left
to the implementation of the
RTSP server.

Session SHALL SHALL It is expected that the RTSP
server uses the timeout
parameter with this header.

Transport SHALL SHALL RTP/ AVP/ UDP transport shall be
supported for RTP streaming.
MP2T/ H2221/ UDP and
RAW RAW UDP shall be
supported for direct UDP
streaming.

Furthermore, the HNED should
support (and the server is
expected to provide) at least the
following transport configuration
parameters: uni cast,

mul ti cast, destinati on,
port,client_port,source
and server _port. These
parameters can help
intermediaries in forwarding the
multimedia stream in question.

Timestamp MAY SHOULD

Unsupported SHALL SHALL

NOTE 1: The column IETF presents the response headers required to be supported according to the IETF RTSP

specification: IETF RFC 2326 [30]. The DVB requirement columns present the response headers
required to be supported for DVB.

NOTE 2: The key words in bold indicate where the DVB specification differs from the IETF.

NOTE 3: The HNED may ignore RTSP response headers that are not listed in Table 17.
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6.3.2.2 Transport Header parameters required for direct UDP encapsulation

The following additional "transport-protocol/profile/lower-transport” value sets for the RTSP "Transport:" header are
defined for UDP streaming:

. MP2T/H2221/UDP; and
. RAW/RAW/UDP.

Thisindicates that an MPEG-2 transport stream is used and transported directly over UDP (without RTP).

6.4 Status codes in response to requests
Table 18 lists the RTSP and HT TP status codes that the RTSP enable HNED shall be able to interpret.

Table 18: RTSP response codes

Status Code Description

200 "OK"

275 "OK - Request forwarded"

300 "Multiple Choices"

301 "Moved Permanently"

302 "Moved Temporarily"

304 "Not Modified"

400 "Bad Request”

401 "Unauthorized"

403 "Forbidden"

404 "Not Found"

405 "Method Not Allowed"

406 "Not Acceptable”

408 "Request Time-out”

410 "Gone"

411 "Length Required"

412 "Precondition Failed"

413 "Request Entity Too Large"”

414 "Request-URI Too Large"

415 "Unsupported Media Type"

451 "Parameter Not Understood"

453 "Not Enough Bandwidth"

454 "Session Not Found"

455 "Method Not Valid in This State"

456 "Header Field Not Valid for Resource"”

457 "Invalid Range"

459 "Aggregate operation not allowed"

460 "Only aggregate operation allowed"

461 "Unsupported transport”

462 "Destination unreachable”

463 "Destination required"”

500 "Internal Server Error"

501 "Not Implemented"

503 "Service Unavailable"

505 "RTSP Version not supported"

551 "Option not supported"

NOTE 1: Particular response codes will be raised with a
particular profile only.

NOTE 2: The HNED shall use the most significant digit of the
status code to identify its severity, in the case that the
given status code is unknown to the HNED.
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6.5 The use of RTSP with multicast

Optionally, it is possible to use RTSP for joining multicasts of Live Media Broadcasts.

NOTE 1: In principle a multicast does not support trick mode operation, therefore it cannot be used with the
MBWTM and CoD RTSP profiles.

Using RTSP for joining multicast gives intermediaries the opportunity to inspect the nature of the multimedia session.
Specificaly, firewalls will be able to ascertain the incoming port being used i.e. thiswill allow them to open the ports
and do any necessary port forwarding. Furthermore, it can be useful if the RTSP server wishes to count the number of
receivers "tuned-in".

MLD or IGMP shall be used (next to RTSP) to signal to IP network to forward the multicast in question, when the
media streams are delivered in multicast mode. During the set up of the multimedia session, an appropriate message
shall be issued by the HNED for joining the given multicast. Furthermore, the HNED shall issue an IGMP LEAVE
message (IPv4) or aMulticast Listener Done message (IPv6), when it leaves the multicast.

NOTE 2: It ismandatory thet either IGMP version 3 [47] or MLDv2 [118] is used for all such messages on the
IPI-1 interface.

The transport configuration parameters: dest i nat i on and sour ce (see Table 17) shall be used either by IGMP
version 3[47] or MLDv2 [118]. The former shall signal the multicast address, the latter can be used to signal the source
address of the multicast for Source-Specific Multicast (SSM) (see IETF RFC 3376 [47]).

NOTE 3: |IETF RFC 2326 [30] specifiesthat by default a multimedia stream is delivered in multicast mode, when
no indication is given by RTSP whether the mode of delivery is unicast or multicast. See also the
transport configuration parameters: uni cast andnul ti cast inTable 17.

ETSI



138 ETSI TS 102 034 vV2.1.1 (2016-04)

For multicast mode of delivery, Table 19 presents the RT SP methods to be supported by the IPI-1 interface.

Table 19: RTSP methods for multicast mode

RTSP Method Direction: DVB Remark
H = HNED; Requirement
S = Server;
ANNOUNCE H—S MAY
ANNOUNCE S—H SHOULD The multicast server can use this method
to update asynchronously the service
information.
DESCRIBE H—S SHOULD
GET_PARAMETER H—S SHOULD
GET_PARAMETER S—H MAY
OPTIONS H—S SHALL The HNED can use this method to request
from the RTSP server which methods it
supports.
PAUSE H—S N.A.
PLAY H—S SHALL This method can be used to signal to the

intermediaries that the delivery of the
multicast is about to start.

The Range and Scale request headers
should not be used (see Tables 16 and
17).

REDIRECT S—H SHALL The multicast server can use this method
for load balancing.

SETUP H—S SHALL This method can be used by the
intermediaries to allocate resources, open
ports, etc.

The SETUP method will have no effect on
the multicast RTSP server's state.

The server can use this method to count
the number of HNEDs "listening".
TEARDOWN H—S SHALL This method can be used by the
intermediaries to reverse the effect of the
SETUP method i.e. close ports, de-allocate
resources, etc.

The TEARDOWN method will have no
effect on the multicast RTSP server's state.
The server can use this method to count
the number of HNEDs "listening".

NOTE 1: The keywords in bold indicate where the DVB specification differs from the IETF.

NOTE 2: The RTSP methods RECORD and SET_PARAMETER are not supported.

7 Transport of MPEG-2 TS for real-time services

7.0 Overview

The present document covers the delivery of DVB services over |P networks, as described in clause 4. Theinitial
registration and configuration of the end-device (including I P address assignment), and the means of discovering and
choosing a DVB service are covered in other clauses of the present document. This clause concentrates on the format of
the service as it appears on the I P network and the requirements on that network for correct and timely delivery of real -
time services (Live Media Broadcast and CoD). In accordance with clause 4, clause 7 pertains to the interface | PI-1 of
the home network end device.

The present document has been designed to meet the requirements of direct-to-home (DTH) content delivery vialP, as
specified in clause 4.

The transport of MPEG-2 TS for non real-time services (CDSs) is covered in clause 10.
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7.1 Transport stream encapsulation

7.1.0 General rules

The present document can be used to encapsulate any ETSI TS 101 154 [58] compliant MPEG-2 Transport Stream
(MTS), whether containing single or multiple programs. Those transport streams that contain multiple Program Clock
References (PCRs) shall, by definition, be constant bitrate streams. Transport streams containing a single clock
reference may be constant or variable bitrate.

NOTE: However, inthe case of variable bitrate, the bitrate between PCRs is constant as defined by MPEG-2.

The Content Service Provider (CSP) may receive transport streams (e.g. from a satellite feed) that contain multiple
programs. The CSP may choose to decompose these transport streams and generate separate single program transport
streams (SPT Ss) for each program, or to transmit the Multiple Program Transport Stream (MPTS) inits entirety. Thisis
an operational decision.

All transport streams shall be ETSI TS 101 154 [58] compliant, and shall be encapsulated either in RTP (Real-time
Transport Protocol) according to IETF RFC 3550 [21] in conjunction with IETF RFC 2250 [29] or directly in UDP
(User Datagram Protocol) according to Recommendation ITU-T H.610 [68].

7.1.1 Real-time Transport Protocol (RTP) encapsulation
7.1.1.0 Real-time Transport Protocol (RTP)

IETF RFC 3550 [21] indicates that RTP should use an even UDP port number, with the corresponding RTCP stream
using the next higher (odd) port number.

Each I P packet [11] is made up of the standard IP header, a UDP header, an RTP header and an integer number of
188-byte MPEG-2 transport stream packets. See Figure 10. There is no requirement for every RTP packet in a stream to
contain the same number of transport stream packets. The receiver should use the length field in the UDP header to
determine the number of transport stream packets contained in each RTP packet.

IP UDP RTP

*
20 bytes 8 bytes 12 bytes n* 188 bytes

A
\

40 + n * 188 bytes

Figure 10: Minimal packet format (IPv4) for RTP encapsulation

The number of transport stream packets that can be encapsulated in each | P packet is limited by the maximum size of
the | P datagram (65 535 octets both for I1Pv4 and 1Pv6). Care should be taken not to exceed the underlying maximum
transmission unit of the network. Exceeding the network's MTU will lead to I P fragmentation, which significantly
increases the effective loss rate of a network. Thisis because if one fragment islogt, the remaining fragments will need
to be discarded by the receiver. It also puts additional load on the routers performing fragmentation and on the
end-systems re-assembling the fragments.

For any Ethernet-based network, with an MTU of 1 492 bytes (IEEE 802.3 [7] frame with LLC) or 1 500 bytes
(IEEE 802.3 [7] frame without LLC, see IEEE 802.3 [7] and |EEE 802.2 [6]), the number of MPEG packets per 1P
packet should be limited to seven (giving a maximum packet length of 1 356 bytes). Where |P or RTP header options
are used the number of MTS packets per | P packet may need to be less than seven to stay within the MTU.

If the RTP payload is set such that fragmentation occurs, any end devices that do not support fragmentation will be
unable to receive the stream. It is therefore recommended that CSPs set the DF (Do not Fragment) bit in the IP header.
With this bit set, routers will return an ICMP "fragmentation needed and DF set" message if the packet length exceeds
the destination network's MTU. The CSP can adjust the payload size if such messages are received. |IP

(IETF RFC 791 [11]) requiresthat all hosts shall be prepared to accept datagrams of at least 576 octets.

The CSP may choose not to calculate the UDP checksum and set this value to zero (as per IETF RFC 768 [10]).
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The RTP header is shown in Figure 11.

- 32 bits -
CSRC
VvV |P|X count M Payload Type Sequence Number
Timestamp

V = RTP Version (= 2)
P = Padding

Sync Source (SSRC) X = Extended Header
M = Marker bit

First Contributing Source (CSRC)

nth Contributing Source (CSRC)

Figure 11: RTP header format

The PT shall be set to MP2T (33), as specified in |ETF RFC 1890 [22].

The 16-bit sequence count in the RTP header should be used by the receiver to reorder out-of-order packets, delete
duplicates, and detect packet |oss.

The 32-bit timestamp in the RTP header is derived from a 90 kHz clock source that may be, but is not required to be,
locked to the clock reference of one of the programsin the transport stream. This clock shall conform to the accuracy
and slew constraints for MPEG-2 system clocks as defined in | SO/IEC 13818-1 [52].

Other fields are completed as per IETF RFC 3550 [21] and IETF RFC 2250 [29]. Optional CSRC fields should be
ignored by the end device.

For most streams, the RTP/UDP/IP overhead of respectively 40 bytes for IPv4 and 60 bytes for IPv6 per RTP packet
will below (for example for IPv4, 3 % with a1 316 byte payload). Although header compression could be beneficia in
certain low bit rate applications, the additional complexity at the receiver is not justified. As such, header compression
(such as IETF RFC 2508 [36]) shall not be used.

7111 Real-time Transport Control Protocol (RTCP)

The RTP specification defines a second protocol - the Real-time Transport Control Protocol (RTCP). It isintended to
provide feedback on the network reception quality from each participant and is also used to enable participants to
determine the other participantsin a session.

IETF RFC 3550 [21] defines two separate RTCP message sets. RTCP Compound Sender Reports are sent by the sender
to each receiver and are used to inform receivers about transmission statistics (number of packets and bytes sent). RTCP
Compound Receiver Reports are sent periodically from each receiver back to the sender to inform the sender about
reception statistics (e.g. delay and jitter).

The IPI-1 interface shall not generate RTCP (Compound) Receiver Reports, unless the HNED is RET-enabled (see
annex F). Thisdecision is based on scalability as for large scale deployments Receiver Reports can generate alarge
volume of traffic at the sender.

The IPI-1 interface shall accept Sender Reports. CSPs are recommended to send Sender Reports to enable HNEDs to
synchronize independent transport streams accurately (for picture in picture or other applications). If CSPs choose to
send Sender Reports the time between repeat transmissions shall not exceed 10 s.

For two-way applications the RT CP specification allows senders to include Receiver Report fields within Sender
Reports. These fields shall not be included in Sender Reports generated by CSPs.

An HNED may have the capability to receive and decode multiple transport streams simultaneously (picture in picture
for example). The problem hereis how to synchronize the two streams given that they are independently timed from
independent clocks that have arbitrary values. For this application, sender reports should be used to convey the
relationship between the RTP timestamp values and real time. Each sender report contains two timestamps taken at the
same instance, one of the RTP clock source and the other of the wall clock time as determined by the Network Time
Protocol (NTP) [18].
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The sender reports allow the end device to calculate at what offset the two streams need to run to keep themin
synchronization. The end device does not need to support NTP to synchronize multiple streams. The CSPs should use
NTP in order to generate their sender reports. To enable correct synchronization at the receiver, CSPs should
synchronize their NTP clocks to within 20 ms of each other (either by deriving them from a common clock or by some
other means).

7.1.2 Direct User Datagram Protocol (UDP) encapsulation

In case of managed I P networks that can provide guarantees concerning packet loss, jitter and packet routing (e.g. no
packet re-ordering), the transport stream may be directly encapsulated in UDP as defined in
Recommendation ITU-T H.610 [68].

Each I P packet [11] is made up of the standard IP header, a UDP header, and an integer number of 188-byte MPEG-2
transport stream packets. See Figure 12. Thereis no requirement for every UDP packet in a stream to contain the same
number of transport stream packets. The receiver should use the length field in the UDP header to determine the number
of transport stream packets contained in each UDP packet.

P UDP

20 bytes 8 bytes n X 188 bytes

<« 28+nx188byes P>

Figure 12: Minimal packet format (IPv4) for UDP encapsulation

The number of transport stream packets that can be encapsulated in each | P packet is limited by the maximum size of
the | P datagram (65 535 octets both for I1Pv4 and 1Pv6). Care should be taken not to exceed the underlying maximum
transmission unit of the network. Exceeding the network's MTU will lead to | P fragmentation, which significantly
increases the effective loss rate of a network. Thisis because if one fragment islogt, the remaining fragments will need
to be discarded by the receiver. It also puts additional load on the routers performing fragmentation and on the
end-systems re-assembling the fragments.

For any Ethernet-based network, with an MTU of 1 492 bytes (IEEE 802.3 [7] frame with LLC) or 1 500 bytes
(IEEE 802.3 [7] frame without LLC, see |EEE 802.3 [7] and |IEEE 802.2 [6]), the number of MPEG packets per |P
packet should be limited to seven (giving a maximum packet length of 1 356 bytes). Where | P header options are used
the number of M TS packets per | P packet may need to be less than seven to stay within the MTU.

If the UDP payload is set such that fragmentation occurs, any end devices that do not support fragmentation will be
unable to receive the stream. It is therefore recommended that CSPs set the DF (Do not Fragment) bit in the IP header.
With this bit set, routers will return an ICMP "fragmentation needed and DF set" message if the packet length exceeds
the destination network's MTU. The CSP can adjust the payload size if such messages are received. |P

(IETF RFC 791 [11]) requiresthat all hosts shall be prepared to accept datagrams of at least 576 octets.

- 32 bits >
0 15 16 31

Source Port Destination Port

Length Checksum

Figure 13: UDP header format

Setting of the source port is optional. If not used the CSP shall set it to zero. The CSP may choose not to calculate the
UDP checksum and set this value to zero (as per IETF RFC 768 [10]).
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7.1.3 Detection and Usage of RTP and direct UDP encapsulation
(Informative)

The use of RTP or direct UDP encapsulation is signalled by SD& S (see clause 5.2.11.4, and definition of Streaming
typein clause 5.2.10) for multicast and RTSP (see clause 6.3.2) for unicast streaming. In addition it is possible for a
device to detect the use of RTP or direct UDP encapsulation. This shall be done by looking for the value 0x47 in the
first byte after the UDP header. In case of direct UDP encapsulation thisisthe first byte of a188 byte MPEG-2 TS
packet which always has the value 0x47 (synchronization byte of transport stream header). In case of RTP
encapsulation thisis the first byte of the RTP header. Its value is always different from 0x47. So in case the byte has the
value 0x47 then direct UDP encapsulation is used, whilst if it has any other value then RTP encapsulation is used.

7.1.4 Embedded Service Information (SI)

For transport streams with optional Sl (TS - optional Sl), all MPEG-2 [52] and DV B [1] tables other than those required
by ETSI TS 101 154 [58] are optional.

TS - optional Sl transport streams are intended for the more advanced situation where the SP wants to present its
offering but where it cannot afford or does not want to use bandwidth for usual DV B service description information.

Where transport streams with SI (TS - Full SI) are transported over IP, they shall be compliant with
ETSI EN 300468 [1] and ETSI TR 101 211 [i.1] and contain all necessary DVB Sl with the exception of the network
information table (NIT). This table may be omitted asit has ho meaning in the context of 1P services.

7.2 Network requirements

7.2.0 General rules

The IP network shall comply with the mandatory network reguirements to guarantee successful delivery and decoding
by compliant HNEDs.

7.2.1 Mandatory constraints

7.2.1.1 Packet Jitter
MAXIMUM 40 ms peak-to-peak.

Packet jitter is defined as the variation in delay between the source of the stream and the end device. The peak-to-peak
jitter, J, impliesthat the deviation in network delay, d, isbounded by -J/2 < d < +J/2. To be more precise, the HNED
shall comply with the MPEG-2 Real Time Interface Specification (ISO/IEC 13818-9 [53]) with t_jitter = 20 ms.

7.21.2 Direct User Datagram Protocol (UDP) Packet Reordering

If the HNED isusing direct User Datagram Protocol (UDP) then the network shall not allow packet reordering.

7.2.2 Recommended constraints
7.2.2.0 Introduction

The recommended constraints are given for information only. They are provided as typical values that users might
consider acceptable. Failure to meet these recommendations will not prevent the system operating successfully, but may
significantly degrade the user's experience.

7.2.2.1 Packet loss
MAXIMUM one noticeable artefact per hour.

The |P packet error rate that resultsin this quality level depends on the transport stream bit rate. For a4 Mb/s transport
stream with seven transport stream packets per | P packet, one error per hour is equivalent to an | P packet error rate of
lessthan 1 x 1076,

When AL-FEC and/or RET is used according to annexes E and F then the acceptable | P packet |oss rate may be higher.
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7.2.2.2 Multicast timing
Leavetime: MAXIMUM 500 ms
Join time: MAXIMUM 500 ms

These congtraints are intended to bound the time taken to join and leave multicast groups. The "Leave time" isthe
maximum time that should elapse between an end device emitting an IGMP multicast LEAVE (1Pv4) or a Multicast
Listener Done (IPv6) and it receiving any further packets of the associated flow. The "Join time" is the maximum time
that should elapse between an end device emitting a multicast Join and the first packet of that flow arriving at the end
device.

7.3 Service initiation and control
7.3.0 Introduction

The present document supports the delivery of DVB services either to asingle user (using IP unicast), or to many users
simultaneously (using IP multicast). These two delivery mechanisms are intended to support different types of service -
multicast will be used to deliver "traditional” broadcast DVB services, whereas unicast can be used for personalized
DVB services such as video on demand.

7.3.1 Multicast services

Multicast-capable networks will typically restrict the distribution of multicast streams until such time that an end device
signalsthat it isinterested in receiving the stream. For such a signalling, the IPI-1 interface shall respectively support
IGMP version 3 asdefined in IETF RFC 3376 [47] for IPv4 and MLD version 2 as defined in IETF RFC 3810 [118] for
| Pv6.

IGMP version 3 aswell asMLD version 2 add support for "source filtering”; that is, the ability for a system to report
interest in receiving packets only from specific source addresses (or from all but specific source addresses) sent to a
particular multicast address. This facility eases the allocation of multicast addresses.

Toreceive a service, the HNED shall perform a group JOIN according to IGMPv3 for IPv4 or a Listener Report
according to MLD version 2 for IPv6. The appropriate join message shall include the list of valid source addresses
returned by the Service Discovery mechanism if provided.

To terminate reception of a service, the HNED shall perform a group LEAVE according to IGMPv3 for IPv4 or a
Listener Done according to MLD version 2 for | Pv6.

Services delivered over IP multicast are streamed continuously and do not need to be initiated by each end device.
HNEDs can join and leave multicast services simply by issuing the appropriate messages. However, SPs may choose to
require the end device to engage in explicit set up and tear down phases (possible reasons include accounting,
conditional access, etc.). In such systems, a higher-layer session protocol, such as RTSP, would be used. When a
session protocol is used, the messages for joining and leaving a multicast group shall be issued when appropriate (for
example when the set up and tear down phases are completed).

7.3.2 Unicast services

Services delivered using | P unicast are intended for a specific user and need to be initiated explicitly by the end device.
Once the flow is established, many applications will reguire stream control from the end device (typically VCR-like
controlsfor aVOD service).

Unicast services will be initiated and controlled using the DV B profile of the Real Time Streaming Protocol (RTSP) as
defined in clause 6.

7.4 Quiality of Service

In order to provide the required Quality of Service (QoS) MPEG-2 TS real-time streams shall be assigned to the
"real-time video bearer” traffic types as defined in clause 11.

ETSI



144 ETSI TS 102 034 V2.1.1 (2016-04)

8 IP Address allocation and network time services
8.1 IP Addressing and routing

8.1.1 IP Address assignment using IPv4 methods
8.1.1.0 Introduction

The HNED requires one | P address per interface, which will be obtained from a DHCP server. The DHCP server can
provide other information as detailed in clause 8.1.1.4.

8.1.1.1 Dynamic Addressing only

The IP address, subnet mask, DNS Server address(es), default gateway, gateway and, if necessary, WINS/NetBIOS
servers shall only be allocated dynamically via DHCP.

Static addressing using whatever method is not recommended.

8.1.1.2 Dynamic Host Configuration Protocol (DHCP)

DHCP is defined in a number of RFCs of which the main ones are IETF RFC 2131 [24] and IETF RFC 2132 [25]. The
protocol consists of a number of messages that have the same fixed format as shown in Figure 14.

0 78 1516 23 24 31

op [htype [hlen |hops
xid

secs |flags
ciaddr

yiaddr

siaddr

giaddr

chaddr (16 bytes)

sname (64 bytes)

file (128 bytes)

options (variable)

Figure 14: DHCP Format

The messages contain a variable size options part that allows the message to carry additional information other than the
IP address. The present document divides the specification of the DHCP client in the HNED into the messages and
options.

8.1.1.3 DHCP messages
The DHCP client shall support all the messages of IETF RFC 2131 [24] and IETF RFC 2132 [25].

DHCP reguires a client identifier which isthe MAC address in Ethernet or Ethernet like products (IETF RFC 2131 [24]
and IETF RFC 2132 [25]). Thisidentifier shall be unique.

8.1.14 DHCP options
8.1.1.4.0 List of (public) DHCP options

The DHCP option number space (1 to 254) is split into two parts. The site-specific option codes (128 to 254) are
defined as "Private Use", and are implementation dependent.

The public option codes (0 to 127, 255) are defined by arange of RFCsin addition to IETF RFC 2132 [25] and are
detailed in Table 20.
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Option description Reference Option Support on IPI-1
(IETF RFC 2132 [25] number
unless otherwise stated)
Pad Option 3.1 0 Mandatory
Subnet Mask 3.3 1 Mandatory
Time Offset 3.4 2 Optional
Router Option 35 3 Mandatory
Time Server Option 3.6 4 Optional
Name Server Option 3.7 5 Optional
Domain Name Server Option 3.8 6 Mandatory
Log Server Option 3.9 7 Optional
Cookie Server Option 3.10 8 Optional
LPR Server Option 3.11 9 Optional
Impress Server Option 3.12 10 Optional
Resource Location Server Option 3.13 11 Optional
Host Name Option 3.14 12 Optional
Boot File Size Option 3.15 13 Optional
Merit Dump File 3.16 14 Optional
Domain Name 3.17 15 Mandatory
Swap Server 3.18 16 Optional
Root Path 3.19 17 Optional
Extensions Path 3.20 18 Optional
IP Forwarding Enable/Dizble Option 4.1 19 Optional
Non-Local Source Routing Option 4.2 20 Optional
Policy Filter Option 4.3 21 Optional
Max. Datagram Reassembly Size 4.4 22 Optional
Default IP TTL 4.5 23 Optional
Path MTU Aging Timeout 4.6 24 Optional
Path MTU Plateau Option 4.7 25 Optional
Interface MTU Option 5.1 26 Optional
All Subnets are Local Option 5.2 27 Optional
Broadcast Address Option 5.3 28 Optional
Perform Mask Discovery Option 54 29 Optional
Mask Supplier Option 5.5 30 Optional
Perform Router Discovery Option 5.6 31 Optional
Router Solicitation Address Option 5.7 32 Optional
Static Route Option 5.8 33 Optional
Trailer Enacapsulation Option 6.1 34 Optional
ARP Cache Timeout 6.2 35 Optional
Ethernet Encapsulation Option 6.3 36 Optional
TCP Default TTL Option 7.1 37 Optional
TCP Keepalive Interval Option 7.2 38 Optional
TCP Keepalive Garbage Option 7.3 39 Optional
Network Information Service Domain Option |8.1 40 Optional
Network Information Servers Option 8.2 41 Optional
Network Time Protocol Servers Options 8.3 42 Mandatory
Vendor Specific Info 8.4 43 May be used with DSL
Forum TR-069 [99] as
the RMS.
NetBIOS over TCP/IP Name Server Option  |8.5 44 Optional
NetBIOS over TCP/IP Datagram distribution |8.6 45 Optional
server option
NetBIOS over TCP/IP Node Type Option 8.7 46 Optional
(see clause 8.1.1.4.2)
NetBIOS over TCP/IP Scope Option 8.8 a7 Optional
(see clause 8.1.1.4.2)
X Window System Font Server Option 8.9 48 Optional
X Window System Display Manager Option  [8.10 49 Optional
Requested IP Address 9.1 50 Mandatory
IP Address Lease Time 9.2 51 Mandatory
Option Overload 9.3 52 Mandatory
DHCP Message Type 9.6 53 Mandatory
Server Identifier 9.7 54 Mandatory
Parameter Request List 9.8 55 Mandatory
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Option description Reference Option Support on IPI-1
(IETF RFC 2132 [25] number
unless otherwise stated)

Message 9.9 56 Mandatory

Max DHCP Message Size 9.10 57 Mandatory if DHCP
message size exceeds
378 bytes, otherwise
Optional

Renewal (T1) Time Value 9.11 58 Mandatory

Rebinding (T2) Time Value 9.12 59 Mandatory

Vendor class identifier 9.13 60 May be used with DSL
Forum TR-069 [99] as
the RMS.

Client-identifier 9.14 61 Mandatory

Network Information Service+ Domain 8.11 64 Optional

Option

Network Information Service+ Servers 8.12 65 Optional

Option

TFTP Server Name 9.4 66 Optional

Bootfile Name 9.5 67 Mandatory see clause
9

Mobile IP Home Agent Option 8.13 68 Optional

SMTP Server Option 8.14 69 Optional

POP3 Server Option 8.15 70 Optional

NNTP (News) Server Option 8.16 71 Optional

Default WWW Server Option 8.17 72 Optional

Default Finger Server Option 8.18 73 Optional

Default IRC Server Option 8.19 74 Optional

StreetTalk Server Option 8,20 75 Optional

StreetTalk Directory Assistance Server 8.21 76 Optional

Option

User Class IETF RFC 3004 [43] 77 Mandatory

SLP (Service Location Protocol) Directory IETF RFC 2610 [38] 78 Optional

Agent

SLP Service Scope Option IETF RFC 2610 [38] 79 Optional

Rapid Commit IETF RFC 4039 [101] 80 Optional

Client FQDN (Fully Qualified Domain Name) |IETF RFC 4702 [102] 81 Optional

Relay Agent Information IETF RFC 3046 [46] 82 Optional

iISNS (Internet Storage Name Service) IETF RFC 4039 [101] 83 Optional

NDS Servers IETF RFC 2241 [28] 85 Optional

NDS Tree Name IETF RFC 2241 [28] 86 Optional

NDS Context IETF RFC 2241 [28] 87 Optional

BCMCS Controller Domain Name list IETF RFC 4280 [94] 88 Optional

BCMCS Controller IPv4 address option IETF RFC 4280 [94] 89 Optional

Authentication IETF RFC 3118 [89] 90 Optional

client-last-transaction-time option IETF RFC 4388 [95] 91 Optional

associated-ip option IETF RFC 4388 [95] 92 Optional

Client System Architecture IETF RFC 4578 [96] 93 Optional

Client Network Device Interface IETF RFC 4578 [96] 94 Optional

LDAP (Lightweight Directory Access IETF RFC 3679 [100] 95 Optional

Protocol)

UUID/GUID-based Client Identifier IETF RFC 4578 [96] 97 Optional

User Authentication Protocol List IETF RFC 2485 [34] 98 Optional

GEOCONF_CIVIC (used for CelllD IETF RFC 4676 [97] 99 Mandatory

Localization)

PCode (IEEE 1003.1 [117] TZ String) IETF RFC 4833 [98] 100 Optional

TCode (Reference to the TZ Database) IETF RFC 4833 [98] 101 Optional

Netlnfo Parent Server Address IETF RFC 3679 [100] 112 Optional

Netlnfo Parent Server Tag IETF RFC 3679 [100] 113 Optional

URL IETF RFC 3679 [100] 114 Optional

Autoconfigure IETF RFC 2563/2.0 [37] 116 Mandatory that this
option is not
implemented

Name Service Search (Search order) IETF RFC 2937 [41] 117 Optional

Subnet Selection IETF RFC 3011 [44] 118 Mandatory

DNS domain search list IETF RFC 3397 [88] 119 Optional
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Option description Reference Option Support on IPI-1
(IETF RFC 2132 [25] number
unless otherwise stated)

SIP Servers DHCP Option IETF RFC 3361 [87] 120 Optional
Classless Static Route Option IETF RFC 3442 [90] 121 Optional
CableLabs Client Configuration IETF RFC 3495 [91] 122 Optional
GeoConf Option IETF RFC 3825 [92] 123 Optional
Vendor-ldentifying Vendor Class IETF RFC 3925 [93] 124 Optional
Vendor-ldentifying Vendor-Specific IETF RFC 3925 [93] 125 Optional
PXE Options IETF RFC 4578 [96] 128,129,1 |Optional

30,

131,132,1

33,

134 and

135
End Option 3.2 255 Mandatory

8.1.1.4.1 Max DHCP message size

The maximum DHCP message size option is mandatory when the DHCP message size exceeds 378 bytes, however
under 378 bytesit is not required.

8.1.1.4.2 NetBIOS over TCP/IP options

The NetBIOS over TCP/IP options shall be implemented if the HNED requires connectivity to serversthat use
NetBIOS over TCP/IP. If thereis no requirement to connect to a NetBIOS/WINS server then these options shall not be
implemented.

8.1.1.4.3 DHCP user class option (RFC 3004 [43])

This shall be implemented in the DHCP client and provision shall be made for multiple user classes. It is not possible
for the user to change these class names, however the Remote Management System may add additional class names.
Following are the class I Ds currently defined.

The class designator should be:

Table 21: Class Designators

Class Name Description
dvb-ip-stb-video HNED that is using the IP address for decoding standard DVB video streams
dvb-ip-stb-voice HNED that is using the IP address for voice over IP
dvb-ip-stb-data HNED that is using the IP address for non-specific data such as web pages
Vendor defined class names |Subject to registration with DVB

8.1.1.4.4 DHCP relay agent information
There should be no need to implement the DHCP Relay Agent Option (IETF RFC 3046 [46]) in the HNED.
8.1.1.5 DHCP server unavailable

If the remote DHCP server is unavailable for some reason, then products on the home network should still be able to
communicate. The method shall use IETF RFC 3927 [49].

8.1.1.6 Multiple DHCP servers

The scenarios currently do not allow multiple DHCP servers on the same home network whether internal or external to
the DNG.

8.1.1.7 DNS Server allocation and default gateway

DNS server alocation shall happen via DHCP. A default gateway shall be specified by DHCP.
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8.1.1.8 Universal plug and play

Currently there is no need to implement any aspect of Universal Plug and Play in the HNED but it can be added as an
option.

8.1.1.9 Server Implementation

If a DHCP server isimplemented in an HNED then it shall be possible to enable and disable the server to allow only a
single active DHCP server on the network.

8.1.1.10 RTP Retransmission Server Address and future DVB DHCP Extensions

The RTP retransmission server address can be delivered by a DHCP option, however, the available options have been
used up, so al future DVB options will be structured as "V endor-ldentifying Vendor Specific Information Options"
according to |[ETF RFC 3925 [93] The Enterprise number assignment for DVB is 2696 (Reference [108]):
http://www.iana.org/assignments/enterprise-numbers]. The HNED should send the VVendor Identifying Class Option
(124) first with the DVB enterprise number assignment (2696) and a vendor-class-data N of 14 resulting in a data-Len
of 1.

The HNED, if using the RTP retransmission option and receiving the server address via DHCP, shall receive the
Vendor-ldentifying Vendor Specific Information Option (125) containing the DVB enterprise number assignment
(2696) with a suboption code of 10 and a suboption containing the a comma-delimited list of the |P addresses or URLs
of the RTP retransmission servers. The servers shall be in the order of priority from first to last server to connect to. The
method for connecting to the server and assuring its operation is vendor specific.

8.1.1.11 Location Parameter for CelllD

The location parameter for CelllD is obtained using DHCP option 99 as defined in the IETF RFC 4676 [97]
GEOCONF_CIVIC. Thisoption allows the DHCP server to supply country and postal address information of the
HNED based on the client address (chaddr) of the HNED sent to the DHCP server. The HNED shall use this option and
the DHCP server shall supply the appropriate civic address elements for CelllD to work.

Figure 15 shows the format of the GEOCONF_CIVIC option. The "what" field shall have avalue of "2" and the
country code shall represent the country of location of the HNED.

0 1 2 3
01234567890123456789012345678901
B i S S D

| GEOCONF_CIVIC | N | what | country ... |
B S i T i I e i S T S e
| ... code | civic address el ements S

B S T T

Figure 15: GEOCONF_CIVIC Format

A postal address consists of several parts which vary by country hence the option divides them up into different fields
with an index known as the CAtype (see Table 22). The HNED shall be able to accept any of the CAtypes including the
private information fields. It is recommended that where a postal/zip code provides sufficient location information that
this should be used. All fields shall be encoded in UTF-8. The CAtype list should in numerical order.

If a Network SP would like to use some other civic address element to indicate location, for example the name of the
DSLAM, then it shall use a CAtype outside of the range 0 to 128 for proprietary purpose with the appropriate value.

The contents of the civic address elements, once received by the HNED from the DHCP server, are then used to obtain
the CellID by either sending them to the SD& S server (see clause 5.4.2.3) or by matching against the SD& S provided
table (see clause 5.2.13.8).

0 1 2 3
01234567890123456789012345678901
B o e S S e i i R SRR R
| CAt ype | CAl engt h | CAval ue
B el I e e ol s ok i NI S e S e e i I o e e

Figure 16: Civic Address Elements
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Table 22: Example of Some Civic Address Types (CAtype)

CAtype NENA PIDF Description Examples
0 Language i-default
16 PRD PRD leading street direction N
17 POD POD trailing street suffix SwW
18 STS STS street suffix or type Ave, Platz
19 HNO HNO house number 123
20 HNS HNS house number suffix A, 1/2
21 LM LMK landmark or vanity address Columbia University
22 LOC LOC additional location information South Wing
23 NAM NAM name (residence and office occupant) Joe's Barbershop
24 ZIP PC postal/zip code 10027-1234
25 building (structure) Low Library

8.1.2
8.1.2.0

Introduction

IP address assignment using IPv6 methods

The HNED requires one | P address per interface which can either be obtained by using the SLAAC method of 1Pv6 for
autonomously generating global 1Pv6 addresses or from a DHCPv6 server in away that is functionally comparable to
the address assigning described in clause 8.1.1. The DHCPV6 server can also provide other information as detailed in

clause 8.1.2.4.

8.1.2.1

Dynamic addressing only

The | P address, the subnet mask, DNS server addresses, gateway addresses etc. shall be allocated dynamically.

8.1.2.2

Unicast IP address assignment using SLAAC

SLAAC (Stateless Address Autoconfiguration) is an I1Pv6 method in which the HNED is assigned a 64-bit prefix of the
IPv6 address (also called the subnet prefix) by the DNG, and then the last 64 bits of the HNED's | Pv6 address (also
called the interface ID) are derived with help of Extended Unique Identifier (EUI-64) process which ensures that the
autoconfigured 1Pv6 addressis unique on a global level. The steps the HNED shall follow to achieve a stateless

autoconfiguration are described in IETF RFC 4862 [120].

The assignment of the 64-bit prefix by the DNG shall be done using the message format as described in clause 4.6.2 of
IETF RFC 4861 [121]. By implementing the 64-bit EUI-64 format, the HNED can automatically assign itself aunique
64-bit IPv6 interface identifier without the need for manual configuration or DHCP. Thisis accomplished on Ethernet
interfaces by referencing the already unique 48-bit MAC address, and reformatting that value to match the EUI-64
specification. The creation of the EUI-64 based interface ID shall follow one of the approaches specified in

IETF RFC 3513 [129].

8.1.2.3 IP address assignment using Dynamic Host Configuration Protocol Version 6

(DHCPV6)

The assignment of |P addresses to the HNED can also be achieved by using DHCPV6. It enablesthe DNG to act asa
DHCP router and to pass configuration parameters such as | Pv6 network addresses to the HNED. This method offers
the capahility of automatic allocation of reusable network addresses and additional configuration flexibility. This
protocol which is specified in IETF RFC 3315 [122] isthe stateful counterpart to the SLAAC method of

IETF RFC 4862 [120].

The protocol consists of a number of messages. These messages contain a variable size options part that allows the
message to exchange specific information between the HNED and the DHCP server. All DHCP messages possess a
fixed format header and a variable format areafor options as shown in Figure 16a.
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Figure 16a: Format of a DHCPv6 message

e msg-type: Identifier for the DHCP message type as specified in clause 5.3 of IETF RFC 3315 [122].
. transaction-id: Transaction-ID for the message exchange.
. options: Options carried in this message.

In order to guarantee an unambiguous message exchange between the HNED and the DHCP server, each device
identifiesitself by the help of a DHCP Unique Identifier (DUID). Several possibilities to create such DUIDs are
described in clause 9 of IETF RFC 3315 [122]. The HNED shall support all the messages specified in

IETF RFC 3315[122].

The way the HNED locates the DHCP server and the set-up of the message exchange between these two devicesin
order to assign I P addresses and other types of information to the HNED shall follow the steps as described in clause 17
of IETF RFC 3315 [122].

The DHCPV6 options are spread over several RFC documents. For those | Pv4 options the support of which is marked as
"Mandatory" in Table 20, the following Table 22a contains information about their functional 1Pv6 counterpart. Some
options can contain other options, in which case the options contained in that option have meaning only for the option
they are contained in. As aresult of the IPv6 protocol architecture not al of the DHCPv4 options were mapped into
appropriate DHCPv6 options as mentioned in the last column of Table 22a. For the reader's convenience the rows of
thistable are listed in increasing order of DHCPv4 option numbers.

Table 22a: List of mandatory DHCPv4 options and their synonyms using IPv6 methods

Option No. Name DHCPv6 Description (unless DHCPv6 / ICMPV6
DHCPv4 otherwise stated)
0 Pad Option DHCPv4:Causes the subsequent fields |Not necessary because
to align on word boundaries. options are serially stored

with no padding in
between (see section 6 of
IETF RFC 3315 [122)).

1 Subnet Mask DHCPv4: Client's subnet mask, as per |IETF RFC 3633 [127] in
IETF RFC 950 [126]. If both the combination with
Subnet. IETF RFC 3315 [122]
Mask and the Router option are (Option 6)

specified in a DHCP reply, the Subnet
Mask option shall be first.

3 Router Option DHCPv4: List of IP addresses for Not necessary because
routers on the client's subnet. Routers |the client contacts routers
should be in order of preference. via multicast address.

6 Domain Name Server List of Domain Name System servers |IETF RFC 3646 [124]

Option available to the client. (Option 23)
Servers should be in order of
preference.

15 Domain Name Domain name that the client should IETF RFC 3646 [124]
use when resolving host names (Option 24)
through the Domain Name System.

42 Network Time Protocol  |List of IP addresses indicating NTP IETF RFC 5908 [130]

Servers Option servers that are available to the client. |(Option 56)
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Option No. Name DHCPv6 Description (unless DHCPv6 / ICMPv6
DHCPv4 otherwise stated)
43 Vendor Specific Info This option is used by clients and IETF RFC 3315 [122]
servers to exchange vendor-specific (Option 17)
information. The information is
interpreted as vendor-specific code on
the clients and servers.
DVB: May be used with DSL Forum
TR-069 [99] as the RMS.
50 Requested IP Address  |Used in a client request to allow the IETF RFC 3315 [122]
client to request that a particular IP (Option 5)
address be assigned.
51 IP Address Lease Time |Used in a client request to allow the IETF RFC 3315 [122]
client to request a lease time for the IP  |(Option 5)
address. In a server reply, a DHCP
server uses this option to specify the
lease time it is willing to offer.
52 Option Overload DHCPv4: Indicates that the DHCP No synonym in IPv6
name or file fields are being
overloaded by using them to carry
DHCP options. A DHCP server inserts
this option if the returned parameters
will exceed the usual space allotted for
options.
53 DHCP Message Type DHCPv4: Used to convey the type of  |Replaced by DHCP
DHCP message. Message Types as listed
in section 24.2 of
IETF RFC 3315 [122]
54 Server Identifier Used for identifying a server in a IETF RFC 3315 [122]
message exchange between a client (Option 2)
and a server.
55 Parameter Request List |Used by a DHCP client to request IETF RFC 3315 [122]
values for specified configuration (Option 3)
parameters.
56 Message DHCPv4: Used by a DHCP server to Replaced by status codes
provide an error message to a in DHCPV6, see
DHCPclient in a DHCPNAK message |section 24.4 in
in the event of a failure. IETF RFC 3315 [122] in
combination with Option
13
57 Max DHCP Message DHCPv4: Maximum length DHCP No synonym, there is no
Size message that a server is willing to message size limitation for
accept. IPv6.
The length is specified as an unsigned
16-bit integer. A client can use the
maximum DHCP message size option
in DHCPDISCOVER or
DHCPREQUEST messages, but
should not use the option in
DHCPDECLINE messages.
58 Renewal (T1) Time Time interval at which the client IETF RFC 3315 [122]
Value contacts the server from which the IP  |(Option 3)
addresses were obtained to extend the
lifetimes of the addresses.
59 Renewal (T2) Time Time interval at which the client IETF RFC 3315 [122]
Value contacts any available server to extend [(Option 3)
the lifetimes of the IP addresses
60 Vendor Class Identifier |Used by DHCP clients to optionally IETF RFC 3315 [122]
identify the vendor type and (Option 16)
configuration of a DHCP client.
Vendors can choose to define specific
vendor class identifiers to convey
particular configuration or other
identification information about a client.
61 Client identifier Used by DHCP clients to specify their |IETF RFC 3315 [122]

unique identifier. DHCP servers use
this value to index their database of
address bindings.

(Option 1)
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Option No. Name DHCPv6 Description (unless DHCPv6 / ICMPv6
DHCPv4 otherwise stated)
67 Bootfile URL Identifies a bootfile location for network [IETF RFC 5970 [128]
booting of the DHCP client. (Option 59)
77 User Class This option is used by a DHCP client IETF RFC 3315 [122]
to optionally identify the type or (Option 15)

category of user or applications it
represents. A DHCP server uses the
User Class option to choose the
address pool it allocates an address
from and/or to select any other
configuration option.

99 GEOCONF_CIVIC Used for CelllD location IETF RFC 4776 [123]
DVB: See section 8.1.1.11. (Option 36)

116 Autoconfigure Mandatory that this option is not No one-to-one counterpart.
implemented. The possibilities are

signaled by the M and O
flags in the ICMPV6 Router
Advertisement (section 4.2
of IETF RFC 4861 [121])

118 Subnet Selection DHCPv4: The option contains a single |No one-to-one counterpart.
IPv4 address that is the address of a ICMPV6 Router
subnet. The value for the subnet Advertisements carry
address is determined by taking any prefixes for a link, no need
IPv4 address on the subnet and for a subset mask

ANDing that address with the subnet
mask. This value is sent to the DHCP
server asking for an IP address on this

subnet.

255 End Option DHCPv4: This option is a single octet  |Not necessary because
of decimal 255 ("FF") used to indicate |the length of the option
the end of a DHCP options area in data field is signaled

DHCP message packets.

8.1.2.4 Implementation details for IPv6 functionalities

8.1.2.4.0 Introduction

The descriptions collected in this clause relate to the IPv6 methods introduced in clause 8.1.2.2 and in clause 8.1.2.3 and
give more detailed information about the implementation of methods and DHCPv6 options. In this clause the term
"DHCP" refers to the Dynamic Host Configuration Protocol for | Pv6.

DHCPv6 messages are exchanged over UDP port 546 and 547. Clients listen for DHCP messages on UDP port 546
while serverslisten for DHCP messages on UDP port 547.

8.1.24.1 Maximum DHCP message size

For DHCPv6 messages there is no limitation of the message size.

8.1.2.4.2 NetBIOS over TCP/IP options

These options are no longer supported.

8.1.2.4.3 DHCP user class option (IETF RFC 3315 [122])

This option shall be implemented in the HNED and provision shall be made for multiple user classes. It shall not be
possible for the user to change these class names, however the service provider's management system may add
additional class names. The class names currently defined are listed in Table 21.

8.1.2.4.4 DHCP relay agent information
There should be no necessity to implement DHCP Relay Agent Messages (see |IETF RFC 3315 [122]) in the HNED.
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8.1.2.45 DHCP server unavailable

If the remote DHCP server is unavailable for some reason, the devices on the home network should still be able to
communicate to each other in case they are connected to the same link. The devices shall use the method as described in
IETF RFC 4862 [120].

8.1.2.4.6 Multiple DHCP servers

In an IPv6 environment the HNED can communicate to all link-scoped DHCP servers using the well known multicast
address FF02::1:2. The procedure shall follow the steps as described in clause 17 of IETF RFC 3315 [122]. The HNED
sends out a Solicit message and waits for the reception of any Advertise message. Upon receipt of one or more
Advertise messages, the HNED starts a selection process for one DHCP server for further communication.

An HNED may also send messages directly to a dedicated server using unicast. This method is described as option 12
of IETF RFC 3315 [122].

8.1.2.4.7 DNS Server allocation and default gateway

DNS server allocation shall happen via DHCPv6 option 23 as described in IETF RFC 3646 [124]. In alist of DNS IPv6
addresses the first entry shall specify the default gateway for the HNED to use.

8.1.2.4.8 Universal plug and play

Currently there is no need to implement any aspect of Universal Plug and Play in the HNED but it can be added as an
option.

8.1.2.4.9 Server implementation

If aDHCP server isimplemented in an HNED then it shall be possible to enable and disable the server to allow only
one single active DHCP server on the network.

8.1.2.4.10 RTP Retransmission Server address and future DVB DHCP extensions

The RTP retransmission server address as well as other future DV B options can be delivered by the use of two DHCPv6
options, option 16, the Vendor Class Option and option 17, the Vendor-specific Information Option. Both options make
use of an enterprise number in order to assign a vendor to the data transported in these options. The enterprise number
assignment for DVB is 2696 (Reference [108]): http://www.iana.org/assignments/enterprise-numbers.

Asafirst step the HNED should send the Vendor Class Option (option 16) with the DV B enterprise number assignment
(2696) and a vendor-class-data N of 14 resulting in a vendor-class-len value of 2.

The HNED, if using the RTP retransmission option and receiving the server address via DHCPv6, shall receive the
Vendor-specific Information Option (option 17) containing the DV B enterprise number assignment (2696) with an opt-
code value code of 10 and an option-data area containing the comma-delimited list of the | P addresses or URL s of the
RTP retransmission servers. The servers shall be listed in the order of priority from first to last server to connect to. The
method for connecting to the server and assuring its operation is vendor specific.

8.1.2.4.11 Location parameter for CelllD

The location parameter for CelllD is obtained by using DHCPv6 option 36, GEOCONF_CIVIC, asdefined in

IETF RFC 4776 [123]. This option allows the DHCP server to supply country and postal address of the HNED based on
the client address of the HNED. The HNED shall use this option and the DHCP server shall supply the appropriate civic
address elements for CellID to work.

Figure 16b shows the format of the GEOCONF_CIVIC option for DHCPv6. The "what" field shall have a value of "2"
and the country code shall represent the country of location of the HNED.
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Figure 16b: GEOCONF_CIVIC format for DHCPv6

A postal address consists of several parts which vary by country hence this option divides them up into different fields
with an index known as the CAtype (see Table 22). The HNED shall be able to accept any of the CAtypes including the
private information fields. It is recommended to use the a postal/zip code where this provides sufficient information for
location. All fields shal be encoded in UTF-8. The CAtype list should be in numerical order.

If anetwork or service provider would like to use some other civic address elements to indicate location, for example
the name of the DSLAM, then it shall use a CAtype outside of the range 0 to 128 for proprietary purpose with the
appropriate value.

The contents of the civic address elements, once received by the HNED from the DHCP server, are then used to obtain
the CellID either by sending them to the SD& S server (see clause 5.4.2.3) or by matching the location information
against the table as provided by SD& S (see clause 5.2.13.8).

8.2 Network time services

8.2.0 Network time services types

The HNED will require network time services for areal-time clock, logging and optionally for the transport stream.
These services divide into two:

1) Network time services for applications such as a real-time clock with accuracy of 100 ms.
2)  Network time services for the transport stream with accuracy better than 50 ms.
It should be noted that both services can be implemented using the same time server.

It may be desirable to implement a secure real-time clock mechanism for security reasons, in which case section 15 of
IETF RFC 5905 [23] should be applied.

8.2.1 Real-Time Clock or other applications with an accuracy of 100 ms

The real time clock in the HNED should be implemented using the Simple Network Time Protocol (SNTP) defined in
section 14 of IETF RFC 5905 [23], Network Time Protocol Version 4.

8.2.2 Accurate time services

Network Time Protocol (Version 4) as detailed in IETF RFC 5905 [23] should be implemented when time services with
an accuracy of 1 msto 50 ms are needed.

For example, a clock with such accuracy may be required when decoding content encapsulated in a transport stream.
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8.2.3 Time server address discovery

The HNED shall ook for the time server addresses in the priority order defined below:
1) Provided viathe Network Time Server DHCP option (42).
2) Optionaly, pre-defined by the manufacturer.

NOTE: It should be noted that using public NTP time servers will result in huge overhead on these servers;
instead it is recommended to use dedicated NTP time servers.

9 File Upload System Stub (FUSS) to Enable Optional
Updates of the System Software of an HNED

9.0 Introduction

This clause replaces the clause "l dentification Agent for the transport of DV B Services over | P based networks' in the
versions of the present document prior to release 1.4.1. It isintended to work with the updated and separate "Remote
Management and Firmware Update System for DVB-IPTV Services' [78] to alow the system software of an HNED to
be updated on a power-cycle or reboot. The updating of the system software after power-cycle or reboot will be handled
by the mechanisms in the optional "Remote Management and Firmware Update System for DVB-IPTV Services'
specification [78].

The FUSS shall be supported in every HNED and its use is mandatory, however, downloading and replacement of the
system software pointed to by the stub, whilst strongly recommended, should only be done once vendor specific
security measures have been passed.

The procedure to upgrade the firmware of the HNED consists of 4 steps.

1) Obtaining the Stub File either via unicast or multicast. The filename in the unicast caseis always
"dvb-ipi-fus-stub.dvb".

2) Examination of the Stub File to find possible upgrade candidates.
3) (optional) Downloading the upgrade.

4)  (optional) Execution of vendor supplied security measures and replacement of current firmware.

9.1 Obtaining the Stub File
9.1.0  Acquiring Stub File location

On start-up of the device, the device shall find out a URL or | P address for the stub file in the following priority with
the following methods:

1) Check the DHCP next server "siaddr” field. If "siaddr” contains a valid unicast |P address then the device
shall obtain the stub file using HTTP(S) with the URL: http(s)://siaddr/dvb-ipi-fus-stub.dvb. If "siaddr"
contains a valid multicast address then the device shall obtain the file using DVBSTP as described below.

2) Ifthe"siaddr"” fieldisset to O or isaninvalid I P address then the device shall check the bootfile DHCP option
(67). The bootfile option shall contain the fully qualified URI for the file which should use HTTP(S) for
unicast asin method 1 above, or can contain a single multicast | P address for downloading using DVBSTP as
described below. If there are filenames or URIs without the dvb extension then they shall be skipped. If there
are multiple URIs with the extension dvb then they shall al be tried in no particular order.

3) If thereisno bootfile name or 1P address in the bootfile option then the device shall listen to aglobally
reachable and public IGMPv3/SSM address of 232.255.255.254 as defined for IPv4 in IETF RFC 3171 [i.3].
For IPv6, the device shall listen to a globally reachable and public SSM address of FF3F::FFFF.FFFE as
defined in IETF RFC 3306 [i.10]. The HNED shall listen for DVBSTP for a maximum of 10 s on this address.

4)  The device manufacturer has the option of hard coding a URL or |P address into the box for use with HTTP or
DVBSTP.
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9.1.1 Using DVBSTP to Obtain the Stub File via Multicast

Once the multicast address has been obtained, the HNED shall listen on the multicast address on the port number 3937
(dvbservdsc) as assigned by IANA. The HNED listens for payload ID 0x08 and Segment 1D 0x00 to find the payload
containing the Stub File. It uses the ServiceProviderID, if present, to select whether the Stub File is meant for this
HNED.

Clause 5.4.1 describes the use of DVBSTP for obtaining SD& S data. The use of the semanticsin clause 5.4.1.2 shall be
followed with the exceptions below:

Compression (Compr): The FUS Stub file should be fairly small so it should have no need to be compressed, thus this
value shall be 000.

Provider|D Flag (P): Thisflag signalsif the ServiceProviderID field is present in SD& S but in FUSS indicates
whether multiple FUS Stub providers are being used. The value "1" defines the presence of the ServiceProviderID field
in the header and that the SP is multicasting multiple FUS Stub Files to the HNEDSs. The setting of the Provider|D Flag
and use of the SP ID is optional.

ServiceProvider 1D: A 32-bit number that is used to identify the FUS Stub provider without examining the payload.
The 32-bit number shall be formed from the 24-bit ManufacturerOUI with the remaining 8-bits set to 0 to be reserved
for later usage. The HNED shall check the ServiceProviderID if the ProviderID flag is set to 1, and shall then compare
the lower 24-bits of the content of the ServiceProviderID to its ManufacturerOUI. If the ServiceProviderID isthe same
asits ManufacturerOUI then the DVBSTP payload should be taken, otherwise the whole DV BST P message should be
ignored asit is for a different type of HNED and the HNED should return to examining the multicast traffic.

CRC: The optiona 32-bit CRC should be used if there is no Manifest header within the payload. The standard CRC
from 1SO 13818-1 [52], annex A, shall be used. It shall be applied to the payload data of all sections comprising a
segment. Thisfield is not necessarily aligned with a 32 bit boundary.

9.1.2 Using HTTP(S) to Obtain the Stub File via Unicast

9.1.2.0 HTTP(S) mechanism
The unicast address for the FUS Stub file may be provided in the "siaddr" field of the DHCP message:

. If the siaddr carries avalid unicast |P address and the HNED carries a certificate to support the SSL/TLS
operation, the FUS Stub File may be obtained using the URL: https://siaddr/dvb-ipi-fus-stub.dvb based on the
"siaddr" supplied. TLSis specified in IETF RFC 2246 [106] and its association with HTTPin
IETF RFC 2818[107].

. If the siaddr carries avalid unicast IP address and no certificate is present or the HTTPS is unsuccessful the
operation should be repeated using the URL.: http://siaddr/dvb-ipi-fus-stub.dvb.

Alternatively the fully qualified HTTP or HTTPS URI of the FUS Stub file may be carried in DHCP option 67 in the
"bootfile name", e.g. https://10.1.5.51/stub_repository/ dvb-ipi-fus-stub.dvb".

9.1.2.1 HTTP Congestion avoidance mechanism

A congestion avoidance mechanismis required in case of a power cut or other failure that causes alarge number of
HNEDs to send data at startup so overloading the FUS servers.

Each time the HNED attempts to contact the HTTP(S) server, a Backoff timer shall be initialized to avalue of

2 seconds. Immediately before each attempt to establish a connection, arandom delay of between Backoff and
2xBackoff seconds shall be imposed. Upon failure to establish this connection, the Backoff timer shall be doubled and
the connection will be retried. When doubling of the Backoff timer resultsin an arithmetic overflow (just before the
16th attempt when Backoff is a 16 bit unsigned integer), retry attempts should be abandoned.
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9.2 Stub File Format

The Stub File format isasimple text like format that is simple to parse and compact. The contents are a subset of the
metadata defined in annex B of "RM S Remote Management and Firmware Update System for DVB-IPTV

Services' [78]. It may either be sent in compact or long form. The compact form uses the "Coding" representation while
the long form uses the full names enclosed in "[ ]"for easier human reading. All files have a header
"[_LDVB-STUB-HEADER-v1.0].

The compact form represents the elements by a coding number shown in Table 23 which have an "=" appended and
then the value. The elements shall be separated by a";" character, and if any ";" characters occur in the strings they shall
be expressed as escape val ues.

Example of long form:
[_DVB-STUB-HEADER - v1.0]

[DeviceClassInfo]
ManufacturerOUI = 4567
ProductClass = "Fred"
HardwareVersion ="1.01"
SoftwareVersion = "2.003"
SignedPackage = 0

[ SoftwarePackagel nfo]

Packagename = "Fred"

Packagesize = 12345

FootprintSizeV ol atile = 5000000
FootprintSizeNonV ol atile = 25000000
SignedPackaged = 0

[ResourceAccessinfo]
URL =http://downl oad.cisco.com/ST B-Software/fred1001.bin

Example of same long form infor mation in the compact for m:
[_DVB-STUB-HEADER - v1.0]

1a=4567;1b="Fred";1c="1.01";1d="2.003";2a="Fred";2b=12345;2c=5000000;2d=25000000;
2e=0;3a=http://downl oad.cisco.com/ST B-Software/fred1001.bin.

The URI can be used two ways:
1) Unicast only: This may point directly to afile image for downloading from the FUS directly.

2) Multicast and Unicast: Thiscan point to a pointer message in the multicast announcement service or to the
description announcement message sourced from the FUS which identifies the downl oad.

If the final image fileis to be made up of several component files, the URL shall point to the description announcement
message sourced from the FUS, either directly or through a pointer.

Table 23: Stub File Format Elements

Element description Coding Type Mandated/ Description
Optional/
Conditional
DeviceClassInfo ManufacturerOUI "la=" 24 bit M Organizationally unique
number identifier of the device

manufacturer. Represented
as a six hexadecimal-digit
value using all upper-case
letters and including any
leading zeros. The value
shall be a valid OUI as
defined in IETF.
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Element description Coding Type Mandated/ Description
Optional/
Conditional
ProductClass "1b=" String (0] Identifier of the class of

product for which the serial
number applies. That is, for
a given manufacturer, this
parameter is used to
identify the product or class
of product over which the
SerialNumber parameter is
unigue.

HardwareVersion "lc=" String @) A string identifying the
particular CPE hardware
model and version.

SoftwareVersion "1d=" String (0] A string identifying the
software version. To allow
version comparisons, this
element should be in the
form of dot-delimited
integers, where each
successive integer
represents a more minor
category of variation. For
example, 3.0.21 where the
components mean:
Major.Minor.Build.

SoftwarePackagelnfo |PackageName "2a=" String o Opaque string with no
specific requirements for its
format. The value is to be
interpreted based on the
HNED's vendor-specific
package naming

conventions.
PackageSize "2b=" Long o The size of the package in
integer bytes.
(bytes)
FootprintSizeVolatile |"2c=" Long 0] Required available size of
integer installed image in memory
(bytes) e.g. RAM that is erased at
power-off or reboot.
FootprintSizeNonVola |"2d=" Long @) Required available size of
tile integer installed image in memory
(bytes) e.g. Flash that is kept after
power-off or reboot.
SignedPackaged "2e=" Boolean |O Switch indicating that a
(Oorl) manifest is used - 0 = false,

1 = true, for the file reached
by the URL below.
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Element description Coding Type Mandated/ Description
Optional/
Conditional
ResourceAccessinfo  |URL "3a=" IPv4 M This URI may identify:
URI e  The location of a

unicast download

e  The "dvb-mcast" URI
(defined in clause
G.3) for the multicast
pointer or
announcement
message,

e  Multicast address for
the multicast pointer
or announcement
message; in this case
the "Protocol" field
below shall be used.

Protocol "3b=" Integer  |M for multicast |The multicast protocol used

except when  [for the IP address given by

"dvb-mcast" the URL. See Table 24.

URI used It is not required if the

"ResourceAccessInfo" field

above provides "dvb-mcast"

URI defined in clause G.3

but it shall be present if the

"ResourceAccessInfo" field

above provides the

multicast address only.

Where a multicast service isidentified, the use of the "dvb-mcast" URI form of the URL is recommended over the use
of the multicast address/protocol fields. The "dvb-mcast” URI is defined in clause G.3.

Table 24: ResourceAccess Info Protocol

Description Value

SAP
DVBSTP
Flute
DSMCC

AWIN(F

10 Content Download Service (CDS)

10.1 Overview

CDSs alow for the download of content itemsto aloca storage of the HNED via a broadband | P connection. A CDS
can be used to provide IPTV services in areas where a broadband connection suitable for streaming servicesis not
available or proneto errors, for simultaneous delivery of multiple content items to HNEDs or for reduced cost offers as
the bandwidth consumption may be limited compared to streaming services.

DVB-IPTV CDSs shall support two different service modes:

. The push download service mode that is defined as a distribution of content items where the distribution
decision is taken by the SP, without explicit request from the user.

e  Thepull download service mode provides for download of content items at the explicit request of a user.

In support of these two service modes, the CDS delivery system supports two "download modes": multicast download
and unicast download. The protocol used for the multicast download mode is the File Delivery over Unicast Transport
(FLUTE) protocol [70] and may be combined with afile repair mechanisms. The unicast download mode is based on

the HTTP 1.1 protocol [39]. Download of afile from asingle server and download of the file in chunks from multiple
servers are supported. A reception reporting procedure allows the HNED to report the successful download of content.
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NOTE: While the push download service mode might most often be realized using the multicast download mode
and the pull service mode might most often be realized by the unicast download mode, other
combinations are possible according to SP requirements. For example, a push download service to a small
population of HNEDs can make use of unicast download and a pull download service for popular content
items that is expected to be downloaded by alarge number of users can make use of carousel multicast
download.

The CDS functions enable to download content items. Content items consist of one or more files (e.g. A/V file and
related metadata). The available content items, the related files for download and the download mechanisms are
announced to the HNED using the BCG and dedicated download session descriptions. The HNED either automatically
initiates the download (push download service mode) or acts on a user request (pull download service mode).

While the content download mechanisms as such are agnostic to the file formats that are transferred, the present
document exclusively specifies the download of content encapsulated into an MPEG-2 transport stream and related
BCG metadata. The usage of the specification for other content formats is not in the scope of the present document.

CDSs are transparent to any content protection systems and therefore do not prevent the implementation of content
protection systems that build on the DVB CPCM specifications [103]. If authentication is required to set up unicast
connections between the CDS HNED and the CDS Network function for either session descriptions or file download, it
is recommended to use the methods described in RMS/FUS specification [ 78], clause 5.4.

10.2  Functional Architecture
10.2.0 CDS Functional Architecture Diagram

To support CDSs, the CDS functional architecture according to Figure 17 may serve as a reference architecture. The
architecture includes logical interfaces between HNED and other CDS network functional components. The present
document aims at specifying these functional components and interfaces. All CDS interfaces are part of the IPI-1
interface.

NOTE: All functionsidentified in the figure are logical rather than physical. No physical deviceisimplied. The
arrow direction indicates the main message flow.
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Figure 17: Content Download System Functional Architecture
Interfaces without any numbering are not in the scope of the present document.

10.2.1 CDS Functional Components
An overview of the functional componentsis provided:

CDSHNED: The user device aims at providing an easy, fast and secure accessto the IPTV services. HNEDs that
support CDS services shall implement the CDS HNED functions of the present document and shall provide storage
dedicated to CDSs. A prescriptive description of the overall behaviour of the HNEDs is out of scope of the present
document.
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CDS Announcement: The CDS Announcement function advertises the availability of content items for pull service or
push service download mode as well as the corresponding download session parameters. The details of the service
announcement within CDS are introduced in clause 10.3.

Multicast download functions: The multicast download mode reliably distributes content items to a group of receivers
simultaneously. The details of the multicast download functions are introduced in clause 10.6.2. The multicast
download functions include:

. M ulticast download: The multicast download component downloads content items to HNEDs. The multicast
download component is based on the FLUTE protocol. The details of the FLUTE protocol are introduced in
clause 10.6.2.2.

. Completion polling: This component is used by the CDS network function to determine when all HNEDs of
the multicast group have completed the reception of the contents to be able to stop a multicast download. The
details of the completion polling are introduced in clause 10.6.2.5.

. Filerepair: Thefile repair enables the repair of incomplete files after the multicast download session has been
completed. Two types of file repair are defined. For CDS specific file repair the HNED uses the unicast
download component of the unicast download function (see below) to download the missing parts of the file
over the CDS-5 interface. For IPDC like file repair dedicated repair data is requested by the HNED and
provided by the CDS network function. The details of the file repair are introduced in clause 10.6.2.6.

Unicast download function: The unicast download mode aims at reliably distributing content items to individual
receivers. The details of the unicast download functions are introduced in clause 10.6.3.

Unicast download: The unicast download component aims at distributing the content itemsto individual HNED's upon
their request. This download mode is based on the HTTP protocol [39]. The details of the unicast download component
areintroduced in clause 10.6.3.

Redirection management: This component aims at redirecting the unicast download requests to alternative download
sources such as a single aternative server, a multicast session on which the requested content is available or alist of
multiple servers each of which providing a different portion of the requested content. Moreover this component
indicates to the HNED when to carry out the redirection requests e.g. immediately or at some later time. Details on
redirection management are provided in clause 10.6.3.4.

Reception Reporting: After a successful download of file chunks, files or content items the HNED may inform the
reception reporting function on the successful download. This function offers the possibility for the CDS network to
collect statistics about the content download activity and can be used for monitoring or for adapting the download
strategy dynamically. The reception reporting function isintroduced in clause 10.6.5.

Local storage management: This function allows the CDS network to manage CDS storage and content on the HNED.
The details of the storage management are introduced in clause 10.7.

CDS management: This component controls all other CDS functions. This function is not within the scope of the
present document.

CDSnetwork content storage: The CDS network content storage function prepares and stores the content items and
associated metadata before they get delivered to the HNEDSs. This function is not within the scope of the present
document. Only the content item and file formats are addressed and are described in clause 10.4.
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10.2.2 CDS Interfaces

CDS defines eight interfaces between the CDS network functions and the CDS HNED function. All interfaces are part
of the IPI-1 interface. Table 25 provides the interfaces between the CDS HNED functions and the CDS Network
functions. The reference to the clause of the present document specifying each one of the interfacesis givenin

Table 25.

Table 25: CDS interfaces on IPI-1

Interface Description Protocols Clause
CDS-1 Carries CDS service announcement information to the HNEDs BCG 10.3
XML/DVBSTP and
XML/HTTP 10.5
XML/SOAP
SDP/SAP
SDP/HTTP
CDS-2 Multicast download of content items from the network to the HNEDs FLUTE 10.6.2.2
CDS-3 Multicast completion polling interface notifies the multicast content download LCT ext. 10.6.2.5
status to the CDS Network UDP
CDS-4 IPDC like file repair HTTP 10.6.2.6
CDS-5 Unicast download of the content items from the network to the HNEDs HTTP 10.6.3
CDS-6 Carries the redirection information of a unicast download request to the HNEDs |XML/HTTP 10.6.3.4
SDP/HTTP
CDS-7 Notifies the successful completion of the content download to the CDS XML/HTTP 10.6.5
Network
CDS-8 Carries information to manage the HNED local storage BCG 10.7

10.2.3 CDS Protocol Stack

Figure 18 shows the protocols used over the IPI-1 interface for the support of CDSs. The top layer of the stack signifies
the application (content item and service announcement). At the bottom the I P layer serves as the common network
transport layer and physical and datalink layers.

NOTE: The protocol stack isprovided for information only asit cannot express all functionsin CDS in sufficient

detail.
Content items CDS Announcements JE

MPEG-2 TS, BCG 4

poooeoees S | SD&S, BCG SDP S3

'DVB File Format: 5

[soan _

FLUTE |HTTP(S)|DVBSTP | rrp(s)| SAP |G

<

UDP TCP UDP TCP ubp |©

Physical and data link layers

Figure 18: CDS protocol stack

10.3 CDS Announcement through BCG
10.3.0 Introduction

The CDS Announcement functions provide the CDS HNED functions with information about content items that are
offered by the CDS network function for push and pull download service modes to the CDS HNED. Thisincludes
metadata for the content items, the availability for download and download session description information. The CDS
Announcement information is exclusively delivered over the CDS-1 interface.
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10.3.1 Usage of SD&S, BCG and TVA for CDS

The TV Anytime (TVA) based Broadband Content Guide (BCG) as defined in ETSI TS 102 539 [62] shall be used for
CDS announcement and the announcement of individual content items. Specifically, the metadata fragments as defined
in ETSI TS 102 539 [62], clause 6 with extensions shall be used for the announcement of content items for download.
An extended version of the OnDemandProgramType is defined in clause G.1.1 and is introduced for the announcement
of the content items available in the pull download service mode. A new PushDownloadType is defined in clause G.1.2
and isintroduced for the announcement of the content items available in the push download service mode. The
PushDownloadType is introduced as part of the ProgramLocationType. For this purpose the ProgramLocationType is
extended as defined in clause G.1.3. CRID resolution shall be performed as defined in ETSI TS 102 539 [62], clause 5.
Thelocator for CDS can be a URI locator or an extended on-demand decomposed binary locator as defined in

clause G.1.4. The URIs specifically used for CDS in the locators and ProgramURL are defined in clause 10.3.2.

NOTE: CDS Announcement reguires extension of the BCG as well as extension of TVA. The BCG
OnDemandProgram Type and the on-demand decomposed binary locator are extended in order to
differentiate between streaming and download modes and with content download specific information
(seeclause G.1.1). A new BCG type PushDownloadType is introduced. Relevant specifications are
expected to be updated in their next releases. To provide a consistent CDS specification in the present
document, these extensions are collected in clause G.1.

Content items that are available for pull download are announced viathe BCG in the same way asit is done for
streaming CoD content items. Information about the content item itself is provided by the Content Description Metadata
(see ETSI TS 102 822-3-1 [60], clause 6.3) and information about the actual download session is provided by the
extended OnDemandProgram Type Instance Description M etadata and/or by the URI locator or extended on-demand
decomposed binary locator provided by the CRID resolution.

Content items that are available within a pull download service can be selected by the user for download. The CDS
HNED shall initiate the download accordingly.

Content items that are available for push download service are announced via the BCG PushDownloadType I nstance
Description Metadata (see clause G.1.2). CDS HNEDs that have subscribed to the push download service shall
autonomously download these content items. PushDownloadType content item instances shall not be announced to the
user. After the successful download the content item can be announced via OnDemandProgramType Instance
Description Metadata and/or by the URI locator or extended on-demand decomposed binary locator provided by the
content resolution as available for consumption to the user with the URI pointing to the content item on the CDS HNED
storage (see clause 10.3.2). The OnDemandProgramType metadata can be provided via the normal BCG mechanisms or
as part of the content download.

The description of a content download session requires several parameters. These parameters are provided by a
dedicated download session description mechanism outside of the BCG. The download session description contains all
relevant information to reliable download a content item. Download session descriptions may be described in XML or
SDP syntax. CDS HNEDs shall support download session descriptionsin XML format and may support download
session descriptions in SDP format. The BCG instance description metadata and the locators provide the link to the
download session description. Thislink isreferred to as CDS URI and is specified in clause 10.3.2. The transport of
download session descriptions may be unicast or multicast. The transport methods for CDS download session
description are specified in clause 10.5.5.

The SD& S BCG record (see clause 5.2.13.1) may provide information about download session description being
delivered via multicast. This allows the HNED to listen to the announced multicast delivery and to cache the download
session descriptions. In case a specific download session description is requested from a multicast delivery the HNED
can access it from the cache and does not have to wait until this download session description is sent out on the
multicast delivery.

10.3.2 URIs for Download Session Description
10.3.2.0 Overview

Thelink to the CDS download session description may be provided by:
e  the ProgramURL of the PushDownloadType or the OnDemandProgramType; as well as

. the URI of the URI locator or the Extended-On-demand decomposed binary locator.
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The syntax of the URIs used for the different CDS download session description protocols and transport methods are
specified in this clause. Four different URIs schemas are specified taking into account different download session
description methods (XML and SDP) and transport mechanisms (unicast and multicast). CDS HNEDs shall support
CDS URIsthat locate XM L-based download session descriptions, i.e. the locators specified in clauses 10.3.2.1 and
10.3.2.2 and may support CDS URIs that locate SDP-based download session descriptions, i.e. the locators specified in
clauses 10.3.2.3 and 10.3.2.4.

10.3.2.1 CDS XML Multicast Locator

CDS content may be located by areference to an XM L-based download session description delivered over multicast.
The actual multicast delivery of XML -based session descriptionsis defined in clause 10.5.5.1 based on DVBSTP. In
this case, the XML segments with download session descriptions are constantly sent on a multicast group. The multicast
group information (multicast address, port and optional source address), the SegmentID and the optional
ServiceProviderl D have to be provided in order to access the specific XML segment containing the referenced
download session description.

As the segment may contain several download session description records the Download-Session-1D has to be provided
in addition in the download session description URI.

The CDS HNED function shall extract the specific download session description referenced by the
Download-Session-ID from the delivered segment. The Download-Session-ID is part of each session description record
as defined in clause 10.5.3.

The DVB-MCAST URI for DVBSTP as defined in clause G.3.2 is used for referencing the multicast delivery of an
XML session description. The payload is always provided and shall be set to 'dvbstp’. The dvbstpPayloadID is aways
provided and shall be set to the value "b1".

For CDSs and content items located by a CDS XML Multicast Locator, the following format shall be used:

‘dvb-mcast://' [ src-host '@' | mcast-addr [":' port] '?payload=dvbstp' ['& service-provider=" ServiceProviderI D] '& dvbstp-
payload="b1 ['& segment=" Segmentl| D] ['#? dvb-cds-session-id=" Download-Session-ID]

For instance, the following sample shows an URI referencing an XM L-based download session description to be
delivered over dvbstp:

dvb-ntast://132.45.1. 1@30. 100. 1. 1: 1000?payl oad=dvbst p&dvbst p- payl oad=bl&segment =23#?dvb- cds-
sessi on-i d=20

10.3.2.2 CDS XML Unicast Locator

CDS content may be located by areference to a XM L-based download session description delivered over unicast. The
actual unicast delivery of XML-based session descriptions is defined in clause 10.5.5.2 using http. The download
session description is provided in an XML segment from the host application. The session description URI needs to
provide the host, optional port, application (/dvb/cds/session_description), and the Segment ID have to be provided in
order to access the specific XML segment.

A HTTP URI is used to reference the XML -based download session description. In case the segment contains several
session description records the SessionlD has to be provided in addition. The CDS HNED function shall extract the
specific download session description defined by the Download-Session-1D from the delivered segment. The
Download-Session-1D is part of each session description record as defined in clause 10.5.3.

NOTE 1: A DVBSTP service provider ID is not provided. It is assumed that the host application supports asingle
SP.

NOTE 2: A DVBSTP payload ID is not provided. The application /dvb/cds/sesion_description already indicates
that a session description type of payload is requested.

NOTE 3: The segment version is not provided in the URI as always the latest version of the segment will be used. It
might be included automatically in the request by the HNED in case the segment is already in the local
cache.
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For CDSs and content items located by a CDS XML Unicast Locator, the following format shall be used:

"http://' host [':"' port ] '/dvb/cds/session_description?Segnent=" Segnentl|D ['#7?dvb-cds-sessi on-
i d=" Downl oad- Sessi on- 1| D]

Segrent | d
Downl oad- Sessi on-1D

4*4 HEXDI G any hex nunber from 0x0000 to Oxffff
String

For instance, the following sample shows a URI referencing an XM L-based download session description to be
delivered over http:

http://announcenent s. provi der 1. or g: 80/ dvb/ cds/ sessi on_descri pti on?Segnent =a0f f #?dvb- cds- sessi on-
i d=102

10.3.2.3 CDS SDP Multicast Locator

CDS content may be located by a reference to a SDP-based download session description delivered over multicast. The
actual multicast delivery of SDP-based download session descriptionsis defined in clause 10.5.5.3. The session
descriptions are constantly send on a multicast group. The multicast group information (multicast address, port and
optional source address) and the Download-Session-I1D have to be provided in the download session description URI in
order to access the specific SDP session description. The Download-Session-ID is part of each session description
record.

For CDSs and content items located by a CDS SDP Multicast Locator, the DVB-MCAST URI for SAP as defined in
clause G.3.3 shall be used. The payload is always provided and shall be set to 'sap'.

"dvb-ntast://' [ src-host '@ ] ntast-addr [':' port] '?payl oad=sap' '#?sdp-session-id=" Downl oad-
Session-1D

For instance, the following sample shows an URI referencing an SDP-based download session description to be
delivered over multicast:

dvb-ntast://132.45.1. 1@30. 100. 1. 1: 1000?pay| oad=sap#?sdp- sessi on-i d=12

10.3.2.4 CDS SDP Unicast Locator

CDS content may be located by areference to a SDP-based download session description delivered over unicast. The
actual unicast delivery of the SDP-based download session descriptions is defined in clause 10.5.5.4. The session
description is provided asfile. The host and the path to the file and the filename have to be defined in order to access
thefile. The default file extensionis™.sdp”, however other extensions can be used.

A HTTP URI isused to reference the SDP file. An SDP file contains a single session description. The
Download-Session-I1D therefore does not need to be defined in the reference. However, if it is defined the HNED shall
only accept the download session description in the delivered file if the Download-Session-1D in the reference and of
the session description record match. In case they do not match, the download session description shall be ignored.

For CDSs and content items located by a CDS SDP Unicast Locator, the following format shall be used:
"http://' host [':' port ] '/' path '/' filename ['#?sdp-session-id=" Downl oad- Sessi on-|D]
Downl oad- Session-1D = String

For instance, the following sample shows an URI referencing an SDP-based download session description to be
delivered over unicast:

http://announcemnent s. provi der 1. or g: 80/ sessi on_announcenent s/ sessi onl4. sdp
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10.3.3 URI for files on the CDS HNED storage

After the successful download of a content item, the HNED can access the files of the content item from the CDS
HNED storage. In order to reference afile located on the CDS HNED storage from the BCG metadata

(e.g. ProgramURL of OnDemandProgramType) and locators (e.g. URI locator, URI of Extended On-demand
decomposed binary locator) the DVB CDS Local URI scheme shall be used.

"dvb-cds-local://'File-Reference
Fi | e-Reference = absol ute path

<absol ute-path> as defined in clause 10.5.2

The File-Reference which identifies a specific file on the CDS HNED storage shall be the same as provided in the
download session description or FLUTE FDT for that specific file. The CDS network, i.e. the SP, shall ensure that the
File-Reference is unambiguous.

The content type of the file is available from the download procedure, either from the download session description
(File-Content-Type), the FLUTE FDT or the HTTP session.

In case of apush download the metadata which announces the downloaded content item to the user after the download
shall usethisDVB CDS Local URI.

In case of apull download the metadata will indicate that the content item is available for pull download. After the
download however the CDS HNED knows that the content item is available for local play out and it shall replace that
pull download information with alink to the file on the CDS HNED storage for immediate play out.

10.4 CDS Content Item and File Formats
10.4.1 General

The content item download procedures defined in clause 10.6 are in general transparent to the formats of the files that
are delivered. CDS however is focused on the download of content items that consist of one or more audio/video files
and optional related metadata. Specifically, the present document primarily specifies the download of content items
based on the MPEG-2 TSfile format [109].

CDS differentiates between content item formats and file formats. Content item formats provide a high-level description
of the content item, i.e. the collection of filesin one session description, and also provide hintsto the CDS HNED
function, how to handle the consumption and play-out of the content item. The content item format is part of the
download session description as Content-Item-Format parameter. Supported content item formats are defined in

clause 10.4.3.

Content items generally consist of one or several files whereby each file has a specific file format or content type. The
content type may signalled in the download session description in the File-Content-Type attribute, in entity header field
Content-Type of the http request or reply or in the Content-Type field of the FDT. Content types should be registered
MIME mediatypes. Supported file formats and the associated MIME media types are defined in clause 10.4.2.

10.4.2 File Formats and Media types
10.4.2.1 MPEG-2 Transport Stream file format

The CDS HNED shall support the reception and consumption of content filesin MPEG-2 transport stream format. An
MPEG-2 transport stream file consists of the concatenated 188 bytes transport stream packets stored in the order they
are delivered. The transport stream shall be compliant to ETSI TS 101 154 [58].

MIME mediatype:
. video/mp2t (for video and combined video and audio content), see IETF RFC 3555 [82].
e  audio/mp2t (for audio only content).

NOTE 1. Despite IETF RFC 3555 [82] defines the MIME mediatype video/mp2t only for transfer over RTP, it is
re-used here for the purpose of CDS.

NOTE 2: Audio/mp2t is not aregistered MIME mediatype.
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10.4.2.2 BCG Metadata file format

The CDS HNED shall support BCG metadatafiles as defined in ETSI TS 102 539 [62]. The XML file shall contain at
least an element of the type tva:Programl nformationType describing the associated content. The XML file may be
delivered as uncompressed or BiM compressed textual schema-valid XML file. In case BiM compression is used the
Content-Encoding parameter inthe FLUTE FDT and HTTP header shall be set to "x-bim".

After the successful download of a content item the CDS HNED shall interpret the downloaded BCG metadata files as
part of it BCG processing as defined in ETSI TS 102 539 [62].

MIME mediatype:

. application/xml.
10.4.2.3 DVB File Format

The CDS may support filesin the DVB File Format as specified in ETSI TS 102 833 [109].
MIME mediatype:

e  video/vnd.dvb.file (for video and combined video and audio content).

e audio/vnd.dvb.file (for audio content).

Files complying to the DVB File Format specification shall contain descriptive metadata as specified in
ETSI TS 102 833 [109].

NOTE: The DVB File Format can support content formats other than the MPEG-2 Transport Stream. At present it
is expected that the DVB file format would only contain the MPEG-2 Transport Stream representations of
content, but in the future other representations may be supported.

10.4.3 Content Item Formats

A single content item may include a single file or may consist of several files. All files of a content item shall be
announced in a single download session description and are downloaded in a single download session. The HNED shall
keep track of this association between content item and files. The download session description may announce the
content item format in the Content-Item-Format attribute.

The following content item formats shall be supported:

. Content-ltem-Format=0:
In this case, the download session description describes the download of any collection of files. The CDS
HNED should interpret the Content-Type of the first file in the download session description for the
consumption of the content item.

. Content-ltem-Format=1:
In this case, the download session description describes the download of a single MPEG-2 Transport Stream
with the content type according to clause 10.4.2.1.

. Content-ltem-Format=2:
In this case, the download session description describes the download of an MPEG-2 Transport Stream with
the format according to clause 10.4.2.1 and associated BCG metadata according to clause 10.4.2.2. The CDS
HNED shall always interpret the BCG metadata before accessing the MPEG-2 Transport Stream.

The following content item formats may be supported:

. Content-Item-Format=3:
In this case, the download session description describes the download of afilein DVB File format to
clause 10.4.2.3 where the file encapsulates an MPEG-2 TS.

If the content item format is not present, then Content-1tem-Format=0 shall be assumed.

NOTE 1: By the use for Content-ltem-Format=0, it is not prevented that other formats are carried within CDS
services, especidly if the appropriate MIME media type is defined.
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NOTE 2: Details of which codec(s) are used by the file may be signalled within the AV Attributes field within the
descriptive metadata associated with the file. An HNED is able to inspect this field and to decide if it
wishes to download thefile.

10.5 CDS Download Session Description
10.5.1 Overview

Each content item is acquired in a download session that is described by a download session description. A download
session description is composed of several download session parameters and provides information to initiate or join
download sessions and to reliably download content items. The download of content items reguires the download of one
or several individual files.

The acquisition of the individual files of a content item requires the construction of a unique reference link for each file.
The referencing methods of file locationsin CDS download session descriptions are introduced in clause 10.5.2. The
download session parameters and their semantics are introduced in clause 10.5.3. Different types of download sessions
are described in clause 10.5.4 along with the assigned download session parameters. The following download session
types are distinguished:

e  Scheduled Multicast Download (SMD) Session.
e Carousel Multicast Download (CMD) Session.
e Unicast Download (UD) Session.
The CDS HNED function shall support all mandatory features of al three types of download sessions.

Download session descriptions can be provided in XML or in SDP syntax. The CDS HNED shall support XML syntax.
The CDS HNED may support SDP syntax. Both download session descriptions support the same parameter set. The
XML syntax for the download session parametersis defined in clause C.2.3. The SDP syntax for the download session
parametersis defined in clause G.2.

The transport of download session descriptionsis defined in clause 10.5.5.

10.5.2 Referencing file locations for download

The downloading of content items includes the download of one or more files within a download session. The download
session description provides the information about al files that have to be downloaded for a specific content item. In
addition, each file within a content item may be downloaded from different locations. Therefore, the download session
descriptions for unicast download may define aternative sources in the initial session description or in the description
of aredirection of the actual file download (see clause 10.6.3). In case of multicast download the files have to be
identified within the File Delivery Table (FDT) and the file repair procedures have to know the location of the repair
data (see clause 10.6.2).

In CDSfile locations are uniquely referenced using the URI scheme defined in IETF RFC 3986 [ 79] with some
restrictions. The following definitions as defined in IETF RFC 3986 [79] are re-used in the present document:

e  Generic URI <URI> asdefined in IETF RFC 3986 [79], clause 3.

. Scheme syntax component <scheme> as defined in IETF RFC 3986 [79], clause 3.1.

. Authority syntax component <authority> as defined in IETF RFC 3986 [79], clause 3.2.
. Query syntax component <query> as defined in IETF RFC 3986 [79], clause 3.4.

. Fragment syntax component <fragment> as defined in IETF RFC 3986 [79], clause 3.5.
e  Absolute URI <absolute-URI> as defined in IETF RFC 3986 [79], clause 4.3.

. Relative reference <relative-ref> as defined in IETF RFC 3986 [79], clause 4.2.

e  Absolute path <path-absolute> as defined in IETF RFC 3986 [79], clause 3.3.

NOTE: The absolute path syntax <path-absolute> isa special case of the relative reference syntax <relative-ref>.
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The following definition is used in the context of the present document:

o HTTP-Server Base URI <http-server-base-URI> is an <absolute-URI> with a fixed scheme of "http://" and an
<authority> component (host, port) only. The URI shall not contain any absolute path, query or fragment
syntax component.

The following principles apply for referencing files:

e Afilelocationisreferenced by atarget URI that has the syntax of an absolute URI <absolute-URI>. By the
definition of the absolute URI syntax, a fragment syntax component shall not be used. Furthermore, the target
URI referencing the file location shall not use any query syntax component.

e A CDSHNED may construct atarget URI by reference resolution as defined in IETF RFC 3986 [79],
section 5. To create atarget URI by the application of reference resolution, the CDS HNED requires

- abase URI of syntax <http-server-base-URI>;
- arelative reference of syntax <path-absolute>.

. In the CDS context the base URI identifies the server part and the files that have to be downloaded are
referenced by an absolute path syntax component <path-absolute>.

10.5.3 Download Session Description Parameters
10.5.3.0 Introduction

Download session descriptions contain several parameters that describe the content item format as well as the methods
on how to acquire the content item. The semantics of the parameters is described.

10.5.3.1 General Parameters
The following download session parameters are applicable to any download session.

Service-Provider-Domain: The SP domain is an Internet DNS domain name registered by the SP that uniquely
identifies the SP. There shall be exactly one occurrence of a Service-Provider-Domain parameter in a download session
description.

Download-Session-1D: The download session ID is anumeric string and identifies a specific session description. There
shall be exactly one occurrence of a Download-Session-ID parameter in a download session description.

Download-Session-Version: The download session version identifies the version of a specific session description. Itis
an integer value between 0 and 255 which isincreased by 1 for each new version of a session description. It overflows
from 255 to 0. There shall be exactly one occurrence of a Download-Session-Version parameter in a download session
description.

Content-ltem-Format: The content item format describes the format of the content item. If the content item format is
not present, then Content-1tem-Format=0 shall be assumed. For details on content-item formats refer to clause 10.4.3.

Download-Session-Mode: The download session type specifies one of the three download session modes: "SMD",
"CMD" or "UD" according to clause 10.5.4. There shall be exactly one occurrence of a Download-Session-Mode
parameter in a download session description.

NOTE 1: The differentiation between single server and multiple servers unicast download is based on the unicast
download parameters and not the Downl oad-Session-Mode.

Download-Session-Time-Information: The Download-Session-Time-Information provides the information when aCDS
download session is active and the HNED can join it to perform the download. In case of a Unicast and Carousel
Multicast Download the start and end time of the active time window shall be defined. In case of a Scheduled Multicast
Download only the start time of the session shall be defined. The information is provided at the session level.

NOTE 2: Thisinformation isidentical to the availability for download information in BCG the extended
OnDemandProgramType and Extended On-demand decomposed binary locator defined above.

Successful reception of the advertised content items shall be reported to the CDS network function. To enable this, the
HNED requires reception reporting parameters.

ETSI



171 ETSI TS 102 034 V2.1.1 (2016-04)

For each reception reporting server:
. Reception-Reporting-Server-URI: HTTP URI of the reception reporting server.

. In case more than one server is provided the CDS HNED function shall randomly select one of the provided
servers. In the absence of the parameter, reception reporting is not supported for this download session.

If at least one reception reporting server is provided then the following parameters may be provided:
. Reception-Reporting-Mode: Defines the level of details provided by the reception reporting:
- Reception-Reporting-Mode=0: Content item reporting.
- Reception-Reporting-Mode=1: Content item and file reporting.
- Reception-Reporting-Mode=2: Content item, file and chunk reporting.

In the absence of the parameter, the CDS HNED function shall assume Reception-Reporting-Mode=0. |n case of
multicast download, Reception-Reporting-Mode=2 shall not be used.

Reception-Reporting-Offset-Time: This parameter defines the offset time for the reception reporting back-off time (see
clause 10.6.5). It isan integer value expressed in seconds. In the absence of the parameter, the CDS HNED function
shall assume Reception-Reporting-Offset-Time =0.

Reception-Reporting-Random-Time-Period: This parameter defines the random time period for the reception reporting
back-off time (see clause 10.6.5). It is an integer value expressed in seconds. In the absence of the parameter, the CDS
HNED function shall assume Reception-Reporting-Random-Time-Period=0.

10.5.3.2 Unicast Download Related Parameters
The following download session parameters are applicable to unicast download session.
For each file that has to be downloaded:

File-Reference: Thisis areference to the file to be downloaded. The syntax of this reference shall conform to
the absolute path syntax <path-absolute>.

File-Content-Type: Content-Type of file as defined in clause 10.4.2 referring to aregistered MIME-type.
File-Length: Length of file (as defined in IETF RFC 2616 [39] for the Content-Length entity header field).

File-Digest: Base64 of 128 bit MD5 digest of the file as defined in IETF RFC 2616 [39] for the Content-
MDO5 entity header field.

In case download of afilein individual chunksis provided:

Chunk-Length: Length of achunk of thefile. Thefileis divided into chunks of constant length as defined by
this parameter (except for the last chunk which could be shorter depending on the file length)
that can be downloaded separately.

For each chunk (chunks are numbered from 1 to n in the order they make up thefile):

Chunk-Digest: Base64 of 128 bit MD5 digest of chunk as defined in IETF RFC 2616 [39] for the Content-
MD5 entity header field.

For each server where the file is available for download:

Server-Base-URI:  The base URI of thefile location represents the server from which the file can be downloaded.
The Server-Base-URI syntax of thisreference shall conform to the <http-server-base-URI>
syntax (see clause 10.5.2).

In case download of afilein individual chunksis provided:

Available-Chunk-List:  List of al chunks of afile that are available on that server (chunks are numbered from 1 to
nin the order they make up thefile). If the parameter is not provided the whole file (all
chunks) is available on the server.
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"Available-Chunks-List" grammar using conventions of [39], clause 2;

chunks-1i st 1#( singl e-chunk-num | chunk-range-spec )

si ngl e- chunk- num = 1*DIAd T
chunk-range- spec = first-chunk-num"-" |ast-chunk-num
first-chunk-num = 1*DdT
| ast - chunk- num = 1*DIAdT

Examples of valid "Available-Chunks-List":

. 6.
. 8-11.
. 3, 14, 29.

. 5-12, 22, 36.

In case multiple servers and chunk information (at least File-Length and Chunk-Length) is provided, the download of
the file can be distributed over these servers (see clause 10.6.3.3), otherwise the file is downloaded from a single server
(see clause 10.6.3.2).

10.5.3.3 Multicast Download Related Parameters
The following download session parameters are applicable to multicast download sessions.
For each file that has to be downloaded:

File-Reference: Thisis areference to the file to be downloaded. The syntax of this reference shall
conform to the absolute path syntax <path-absolute>. In the absence of the
parameter, the CDS HNED function shall download all files transported by the
FLUTE session. In case Content-ltem-Format=0 is used and the content item
contains more than one file, thisfield is mandatory.

Tojoin aFLUTE multicast download session the following parameters based on the definitionsin
ETSI TS 102 472 [65], clause 6.1.13 are used.

| P-Source-Address: Source | P address of the multicast group of the FLUTE session. There shall be
exactly one | P source address per multicast file download session.

Transport-Session-ldentifier: Transport Session Identifier (TSI) of the session. The TSI together with the IP-
Source-Address uniquely identifiesa FLUTE session for a given | P source address
during the time that the session is active, and also for alarge time before and after
the session is active. There shall be exactly one occurrence of this parameter in a
FLUTE session description. The TSI shall be an integer value.

FEC-Encoding-ID: Describes the FEC scheme. Two schemes are supported:
- FEC-Encoding-1D=0: Compact No-Code FEC scheme.
- FEC-Encoding-1D=1: Raptor FEC scheme.
If the FEC-Encoding-1D is hot provided, the CDS HNED function shall assume FEC-Encoding-1D=0.

Note that FEC Object Transmission Information (OTI) shall be delivered using the ALC/LCT extension header
EXT_FTI or the FDT (see clause 10.6.2.2).

Number-Of-Channels: Number of FLUTE/LCT channels of the FLUTE session. The multiple channel
attribute parameter indicates to the receiver that the sender is using multiple
channelsin the FLUTE session to transmit data. The attribute also indicates the
number of channels used by the sender. In absence of this parameter, aCDS
HNED function shall understand that exactly one FLUTE channel is used for the
multicast download session.
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For each channel:

| P-Multicast-Address: IP multicast address for each FLUTE channel. There shall be exactly one
occurrence of this parameter for each channel in a FLUTE session description.

| P-Multicast-Port-Number: Port number for each FLUTE channel. There shall be exactly one occurrence of
this parameter for each channel in a FLUTE session description.

Max-Bandwidth: Maximum bandwidth to be used by each FLUTE channel. The TIAS bandwidth
modifier as defined in IETF RFC 3890 [80] shall be used. In the absence of the
parameter, no maximum bandwidth limit shall be assumed.

Furthermore, the order of FLUTE channels in the download session description provides the order in which the HNED
shall join and leave the channels.

To participate in completion polling in a scheduled multicast download session, the CDS HNED function needs to
know the following parameters associated with the completion polling. In the absence of the parameters, completion
polling is not applied for this download session.

Completion-Poll-Response-Server-Address: IP address to which CDS HNED function will send completion
poll responses.

Compl etion-Poll-Response-Server-Port-Number:  Port number for completion poll responses.

If the file repair mechanism for multicast download is supported (see clause 10.6.2.6), the CDS HNED function needs
to know the following parameters associated with file repair mechanism.

For each recovery server:

Recovery-Server-Base-URI:  The base URI of a unicast recovery server. The Recovery-Server-Base-URI syntax
of this reference shall conform to the <http-server-base-URI> syntax (see
clause 10.5.2).

If a Recovery-Server-Base-URI is provided then the following parameters may be provided:

Recovery-Mode: Describes which file repair procedure to be applied, an IPDC-like file repair
procedure or a specific CDS file repair procedure.

= Recovery-Mode=0: CDSfile repair procedure.
= Recovery-Mode=1: IPDC-like file repair procedure.
In the absence of the parameter, the CDS HNED function shall assume Recovery-Mode=0.

Recovery-Offset-Time: This parameter defines the offset time for the file repair back-off time (see
clause 10.6.2.6). It isan integer value expressed in seconds. In the absence of the
parameter, the CDS HNED function shall assume Recovery-Offset-Time=0.

Recovery-Random-Time-Period:  This parameter defines the random time period for the file repair back-off time
(see clause 10.6.2.6). It isan integer value expressed in seconds. In the absence
of the parameter, the CDS HNED function shall assume Recovery-Random-
Time-Period =0.

10.5.4 Download session Modes
CDS download sessions may be operated in one of four modes:
. Scheduled Multicast Download (SMD) Session.
e  Carousel Multicast Download (CMD) Session.
. Unicast Download (UD) session with Single Server (SS) downloads.

o Unicast Download (UD) session with Multiple Server (MS) downloads.

ETSI



174

ETSI TS 102 034 V2.1.1 (2016-04)

The download session descriptions of each of the download sessions requires and permits certain parameters from the
list of download session parametersin clause 10.5.3. Table 26 provides the mapping of download session parameters to
download session types. "M" refers to a mandatory parameter and shall be included by the CDS network functionin a
download session description. "O" refersto an optional parameter and may be included by the CDS network function in
an announcement of the respective download session. "N" refers to the case that this parameter shall not be included for
this download session mode. The table also provides the type for each parameter.

Table 26: Mapping of Download session Parameters to Download sessions Modes

Parameter Type CMD ub
SMD SS . MS
General parameters
Service-Provider-Domain domain name M M
Download-Session-ID unsigned integer M M
Download-Session-Version unsigned integer M M
Content-Item-FormatType unsigned integer(2) o o]
Download-Session-Mode syntax specific M M
Download-Session-Time-Information syntax-specific M M
Reception-Reporting-Server-URI (one per sever) <http-server-base-URI> o] (6]
Reception-Reporting -Offset-Mode (one per sever) unsigned integer (2) (6] (0]
Reception-Reporting -Offset-Time (one per server) unsigned integer(64) ®) N
Reception-Reporting-Random-Time-Period (one per unsigned integer(64) (0] N
server)
Unicast Download Related Parameters
File-Reference (one per file) <path-absolute> N N M | M
File-Content-Type (one per file) MIME type N N O I 0
File-Length (one per file) unsigned integer N N O M
File-Digest (one per file) base64 N N O . O
Chunk-Length (one per file) unsigned integer N N N ' M
Chunk-Digest (one per file and chunk) base64 N N N | O
Server-Base-URI (one per file and server) <http-server-base-URI> N N M M
Available-Chunk-List (one per file and server) list of unsigned integer N N N O
Multicast Download Related Parameters
File-Reference (1...n) <path-absolute> o] o] N
IP-Source-Address IP address or fully M M N
qualified domain hame
Transport-Session-ldentifier unsigned integer (48) M M N
FEC-Encoding-ID unsigned integer (8) O O N
Number-Of-Channels unsigned integer (4) (@) (0] N
IP-Multicast-Address (one per channel) IP address M M N
IP-Multicast-Port-Number (one per channel) unsigned integer (16) M M N
Max-Bandwidth (one per channel) unsigned integer ©) ©) N
Completion-Poll-Response-Server-Address IP address or fully 0] N N
gualified domain name

Completion-Poll-Response-Server-Port-Number unsigned integer (16) M N N
Recovery-Server-Base-URI (one per server) <http-server-base-URI> (@) (@) N
Recovery-Mode unsigned integer(1) (6] o N
Recovery-OffsetTime unsigned integer(64) O O N
Recovery- Random-Time-Period unsigned integer(64) (@) (@) N

NOTE: M=Mandatory.
O=Optional.

N=Not applicable.

10.5.5 Transport of download session descriptions

10.5.5.0 Introduction

The XML-based and SDP-based download session descriptions are provided to the HNED by use of unicast or

multicast transport viathe CDS-1 interface.
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10.5.5.1 Multicast transport of XML-based download session descriptions

For the multicast transport of XML session descriptions, the DVBSTP protocol as defined in clause 5.4.1 is used with
the following CDS specific profile:

e  ThePayload ID field shall be set to OxB1 as specified in Table 12a.

. XML -based session descriptions can be delivered un-compressed or BiM compressed as defined in
clause 5.5.2.

The CDS XML fragments are constantly sent out on the multicast group in a carousel manner. In order for the HNED to
access a specific segment it may have to wait until the segment is sent out on the multicast group. In case the multicast
download session is announced to the HNED beforehand viathe SD& S BCG record (see clause 5.2.13.1) the HNED
can constantly listen to the multicast group and cache the latest versions of the XML segments. The HNED canin this
case access the relevant segment immediately from the cache without the need to wait until the segment is send out on
the multicast group.

In case the segment contains more than one session description record the optional Download-Session-1D fragment
identifier in the referencing URI (see clause 10.3.2.1) identifies the specific session description record.

Where multicast is used to distribute the download session description information, XML records may be segmented,
that is divided up into smaller units, to enable easier processing in the HNED, or variable access times. Note that a
record may be divided into a single segment. Each segment shall contain an integral number of download session
elements as defined above (specifically, a segment shall not contain part of a download session element). Each segment
shall be valid and well formed. Segment IDs need not be contiguous.

The multicast group may be shared between several SPs. The optional ServiceProvider|D field of the DVBSTP header
isin this case used to identify the SP.

10.5.5.2 Unicast transport of XML-based download session descriptions

The unicast transport of XML session descriptionsis aligned with the SD& S unicast transport as defined in clause 5.4.2.
The HTTP Protocol shall be used for the communication between the HNED and the CDS session description server(s).
A session description request is defined for the delivery of a specific session description record. The request shall return
a XML segment with one or more download session description records.

NOTE: In case the returned segment contains more than one session description record the optional
Download-Session-1D fragment identifier in the locator identifies the specific session description record.
The specific session description record is always extracted by the HNED. The request aways delivers the
whole segment to the HNED.

The request has one mandatory parameter that takes the SegmentID. Optionally a segment version may be specified in
the request, this will indicate to the server the current version of the segment at the HNED.

The HNED may cache segments. In case a download session description from the same segment is requested later the
HNED can provide the version of the cached segment, which can be found in the XML record, in the request. The
response to the request shall return the service discovery record for the specified segment only if anewer versionis
available. If the segment has not changed then the server shall return status code "204" as per the IETF RFC 2616 [39]
to indicate that the request has been processed successfully but that there is no entity-body to return.

When the segment version is not specified, the response to the request shall return the actual version of the specified
segment. When arecord is not found, the server shall return status code "404" as per the IETF RFC 2616 [39].

The download session description request shall comply with the following format:

' GET /dvb/ cds/ session_description' '?Segment=" Segmentltem ' HTTP/ 1.1 CRLF
"Host: ' host [':' port ] CRLF

The Segmentltem parameter is a Segmentld with an optional field for the version number.
Segnent | tem Segnentld 0*1(' &Versi on=' Ver si onNunber)

Segrent | d = 4*4 HEXDI G any hex nunber from 0x0000 to Oxffff
Ver si onNunber = OCTET; any hex nunber from 0x00 to Oxff

Note that a payload ID as defined for the service discovery request in clause 5.4.2.2 is not provided as the request type
of "/dvb/cds/session_description” already indicates that session description information is requested.
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For example the following request can be constructed to request the session description records of segment 1 from the
server sdes.dvb.org:

" GET /dvb/cds/ session_description?Segnent =0001 HTTP/1.1' CRLF
'Host: Xxyz.conpany.com 1022 CRLF

10.5.5.3 Multicast transport of SDP-based download session descriptions

The multicast transport of SDP session descriptions uses the SAP Protocol as defined in IETF RFC 2974 [76] with the
following CDS specific profile:

. The PT is"application/sdp"”.
e  The payload can be compressed using zlib.
. Authentication is not supported.

SDP session descriptions are constantly sent out on the multicast channel in a carousel manner. In order for the HNED
to access a specific session description it may have to wait until it is send out on the multicast channel. In case the
multicast delivery channel is announced to the HNED in advance in the BCG record (see clause 5.2.13.1), the HNED
may constantly listen to the multicast channel and cache the latest versions of the session descriptions. The HNED can
in this case access the relevant session description immediately from the cache without the need to wait until the
segment is sent out on the multicast channel.

10.5.5.4 Unicast transport of SDP-based download session descriptions

The unicast transport of SDP session descriptions uses the HTTP Protocol for al communication between the HNED
and the CDS session description server(s). The HNED requests a SDP file from the CDS session description server. The
file shall contain a single SDP session description as defined in clause G.2. The Content-Type for the SDP file shall be
"application/sdp”. Thefileis delivered uncompressed.

10.6 CDS Content Item Download
10.6.1 Overview

CDS content item download is concerned with the reliable distribution of content itemsto asingle HNED or a
population of HNEDs in non real-time manner.

A content item may consist of one or more files. These can be video, audio, combined video and audio and related
metadata files as defined in clause 10.4. CDS supports the download of al files associated with a content item as part of
asingle download session. Within a CDS session the files are delivered either via unicast or multicast download. A
CDS session is announced either being unicast or multicast, but not a mixture of both. However by the use of unicast
file repair for amulticast session or multicast redirection of a unicast download session, the download mode may
change during a session.

CDSisonly concerned with the download of the content item, but not with the play out and presentation of the content
item. Appropriate consumption and presentation of a content item that consist of several files hasto be ensured by the
use of the Content-Item-Format.

A CDS HNED function shall support:
. al mandatory features of multicast content download as specified in clause 10.6.2;
e al mandatory features of unicast content download as specified in clause 10.6.3; and
. al mandatory features of the reception reporting procedures as specified in clause 10.6.5.

Before initiating the download of a content item, it is assumed that the CDS HNED function has access to a download
session description that describes the procedures on how to download the referenced content item (see clause 10.5).

The CDS HNED function has completed the download of the content item only if all files of the accessed content item
have been completely downloaded.

ETSI



177 ETSI TS 102 034 V2.1.1 (2016-04)

If the Download-Session-Mode is"SMD" or "CMD", the CDS network and CDS HNED functions shall apply the
multicast content download procedures specified in clause 10.6.2.

If the Download-Session-Mode is "UD", the CDS network and CDS HNED functions shall apply the unicast content
download procedures specified in clause 10.6.3.

Clause 10.6.4 provides guidelines for the parallel download of content items from one or multiple servers.

If the download session description contains at least one Reception-Reporting-Server-URI, the CDS network and CDS
HNED functions shall apply the reception reporting procedures as specified in clause 10.6.5.

10.6.2 Multicast Content Download
10.6.2.1 Overview

Multicast download modes provide download of content items to multiple HNEDs using IP multicast. It is therefore
suitable for efficiently downloading the same content items to many receivers. The availability of content itemsvia
Multicast download mode is advertised in the download session description.

Multicast Content Download is organized in download sessions. A download session is characterized as an instance of
the CDSs with a start time and optionally an end time as well as addresses of the | P flows used for the download of the
files between the start and end time. The start and end times are signalled in the Downl oad- Session-Time-I nformation
parameter.

A download session description refers to the download of exactly one content item. However, amulticast session may
include the files for more than one content item. In this case the download session description of specific content item
identifies which files belong to that content item and only these files will be downloaded. Otherwise all files shall be
downloaded.

The Download-Session-Mode parameter indicates if Scheduled Multicast Download (SMD) or Carousel Multicast
Download (CMD) is applied.

In SMD mode, a multicast session is explicitly scheduled by the network to begin at a start time. HNEDs may choose to
join the session at the appointed time. The CDS network function should use completion polling in SMD mode.

In the CMD mode, asession is scheduled to be available over along period of time and CDS HNEDs may join and
leave at any time. The CDS network function shall not use completion polling in CMD mode.

For the actual multicast file distribution, at the appointed session start time, the CDS Network Multicast Server
Function begins distribution of the files using the FLUTE protocol [70]. Details on the use of FLUTE in CDS are
specified in clause 10.6.2.2. The CDS HNEDSs join the session by joining one or more of the IP Multicast groups. For
multicast channel selection the IGMPv3 protocol IETF RFC 3376 [47] is used for IPv4 or the MLD protocol Version 2
[118] for IPv6. Procedures on which and how many IP Multicast groups are joined are specified in clause 10.6.2.3.

For SMD mode sessions the SP should continue the session until al receivers still joined to the group have received the
content items being downloaded. The length of the session can be determined using the completion polling function as
specified in clause 10.6.2.5.

Furthermore, for SMD sessions, the CDS HNED function should join the multicast session latest at the appointed start
time. In case a CDS HNED joins the scheduled session after the appointed start time and CDS system applies the
completion mechanism, the HNED shall not respond to the completion poll request messages of the CDS network
functions.

In case the CDS HNED cannot complete the download of the content item during the time the multicast session is
active, CDS providesfile repair mechanisms. These file repair mechanisms are described in clause 10.6.2.6.
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10.6.2.2 FLUTE Transport Protocol in CDS
10.6.2.2.0 General rules

The File deLivery over Unidirectional Transport (FLUTE) protocol [70] shall be used for CDS multicast download. The
usage of the FLUTE protocol is closely aligned with the Delivery Protocol for File Delivery Servicesin

ETSI TS 102 472 [65]. In addition to the basic protocol as specified in IETF RFC 3926 [70], the CDS multicast
download is comprised of parts that further specify how FLUTE is used. The purpose of file delivery isto deliver
content itemsin files. A file may contain any type of data (e.g. Audio/Video file, Binary data, Still images, Text, BCG
metadata). In the present document the term "file" is used for all objects carried by FLUTE (with the exception of the
FDT Instances).

FLUTE is built on top of the Asynchronous Layered Coding (ALC) protocol instantiation [72]. ALC combines the
Layered Coding Transport (LCT) building block [71] a congestion control building block and the Forward Error
Correction (FEC) building block [48] to provide congestion controlled reliable asynchronous delivery of content to an
unlimited number of concurrent receivers from a single sender. See Figure 19 for anillustration of FLUTE building
block structure.

FLUTE is carried over UDP/IP, and isindependent of the IP version and the underlying link layers used.

FLUTE

ALC
LCT | CC | FEC

Figure 19: Building block structure of FLUTE

ALC usesthe LCT building block to provide in-band session management functionality. The LCT building block has
severa specified and under-specified fields that are inherited and further specified by ALC. ALC usesthe FEC building
block to provide reliability. The FEC building block allows the choice of an appropriate FEC code to be used within
ALC, including using the no-code FEC code that simply sends the original data using no FEC coding.

ALC isunder-specified and generally transports binary objects of finite or indeterminate length. FLUTE isa
fully-specified protocol to transport files (any kind of discrete binary object), and uses special purpose objects - the File
Delivery Table (FDT) Instances - to provide arunning index of files and their essential reception parameters in-band of
aFLUTE session.

The CDS HNED and the CDS network shall implement all the mandatory parts of the FLUTE specification
IETF RFC 3926 [70], aswell asALC IETF RFC 5775 [72] and LCT IETF RFC 5651 [71] featuresthat FLUTE
inherits.

In addition, several optional and extended aspects of FLUTE, as described in the following clauses, shall be supported
by the CDS HNED and network functions.

10.6.2.2.1 Segmentation of files
Segmentation of files shall be provided by:
. ablocking a gorithm which cal culates source blocks from source files; and

. a symbol encoding algorithm which calcul ates encoding symbols from source blocks.
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10.6.2.2.2 Symbol Encoding Algorithm
The applied Symbol Encoding Algorithm is signalled in the download session parameter FEC-Encoding-ID.
The "Compact No-Code FEC scheme" [ 73] (FEC-Encoding-1D=0, also known as "Null-FEC") shall be supported.

The "Raptor FEC Scheme" (FEC-Encoding-1D=1) as defined in [65], clause 8 and IETF RFC 5053 [77] consists of two
distinct components:

e  Source block and source packet construction and reception.
. Repair packet construction and reception and Raptor FEC encoding and decoding.

The CDS HNED function shall support the source block and source packet construction and reception for the " Raptor
FEC Scheme". Support of the Source Block and Source Packet construction component requires support of the FEC
Payload ID and FEC Object Transmission Information defined in [65], clauses 8.1.2 and 8.1.3 as well as the source
packets constructed according to [65], clauses C.3.1 and C.3.2.1.

The CDS HNED function that supports repair packet construction and reception and Raptor FEC encoding and
decoding requires support of annex C of [65].

10.6.2.2.3 Use of multiple FLUTE channels
A file (or some encoding symbols of afile) may be sent simultaneously or at different times over multiple channels.
The number of FLUTE channelsis signalled in the delivery parameter Number-of-Channels.

The use of multiple FLUTE channelsfor a FLUTE session shall be supported by CDS HNEDs and may be supported
by CDS network functions.

The HNED shall support the reception of at least 16 FLUTE channels within one FLUTE session.
Multiple channels may be used to provide multicast rate adaptation according to clause 10.6.2.3.
10.6.2.2.4 Blocking Algorithm

In the case of the Compact no-Code FEC Scheme (FEC-Encoding-ID=0) [73], the "Algorithm for Computing Source
Block Structure” described within the FLUTE specification shall be used.

In the case of the Raptor FEC Scheme (FEC-Encoding-ID=1), the source block construction algorithm described in
ETSI TS 102 472 [65], clause C.3.1, shall be used.

10.6.2.2.5 Congestion Control

No mechanisms for multicast congestion control are provided in the present specification. Multicast rate adaptation as
introduced in clause 10.6.2.3 may be used for the purpose of congestion control.

10.6.2.2.6 Content encoding of files for transport

Files may be content encoded for transport in the file delivery method using the GZip agorithm IETF RFC 1952 [74].
Terminals shall support GZip content decoding of FLUTE files. For GZip-encoded files, the FDT File element attribute
"Content-Encoding” shall be given the value "gzip".

10.6.2.2.7 Further Considerations
For informative AL C packet size considerations, refer to ETS| TS 102 472 [65], clause 6.1.8.

For normative procedures on signaling the end of file delivery and end of file download session, refer to
ETSI TS 102 472 [65], clause 6.1.9.

Spanning files over several download sessions shall not be used.

File grouping as specified in ETSI TS 102 472 [65], clause 6.1.11 shall not be used. The grouping of files for a content
itemis signalled by the download session description.

File versioning as specified in ETSI TS 102 472 [65], clause 6.1.12 shall not be used. Instead content item versioning as
defined in clause 10.6.6 is used.

ETSI



180 ETSI TS 102 034 vV2.1.1 (2016-04)

10.6.2.2.8 Signalling of Parameters with FLUTE
10.6.2.2.8.1 Signalling of Parameters with basic ALC/FLUTE Headers

FLUTE and AL C mandatory header fields shall be as specified in the FLUTE specification IETF RFC 3926 [70] and
the ALC specification IETF RFC 5775 [72], with the following additional specializations:

. In FLUTE the following applies: The length of the CCI (Congestion Control Identifier) field shall be 32 bits
and it isassigned avalue of zero (C=0).

e  The Transmission Session Identifier (TSI) field shall be of length 16 bits (S=0, H=1, 16 bits) or 32 bits (S=1,
H=0) when TOI isan identifier of 32 hits.

. The Transport Object Identifier (TOI) field should be of length 16 bits (O=0, H=1) or 32 bits (O=1, H=0).
. Only Transport Object Identifier (TOI) O (zero) shall be used for FDT Instances.

e  Thefollowing features shall be used for signalling the end of session; the following features should be used for
signalling an end of object transmission to the receiver prior to the FDT expiry date:

- The Close Session flag (A) for indicating the end of a session as described in ETSI TS 102 472 [65],
clause 6.1.9.

- The Close Object flag (B) for indicating the end of an object as described in ETSI TS 102 472 [65],
clause 6.1.9.

In FLUTE the following applies:
. The LCT header length (HDR_LEN) shall be set to the total length of the LCT header in units of 32-bit words.

. For "Compact No-Code FEC scheme" (FEC-Encoding-1D=0), the payload ID shall be set according to
IETF RFC 3695 [ 73] such that a 16 bit Source Block Number (SBN) and then the 16 bit ESI are given.

10.6.2.2.8.2 Signalling of Parameters with FLUTE Extension Headers

FLUTE extension header fields EXT_FDT, EXT_FTI, EXT_CENC according to IETF RFC 3926 [70] shall be used as
follows:

. EXT_FTI shal beincluded in every FLUTE packet carrying symbols belonging to any FDT Instance.
. FDT Instances shall not be content encoded and therefore EXT_CENC shall not be used.
In FLUTE the following applies:
. EXT_FDT isin every FLUTE packet carrying symbols belonging to any FDT Instance.
. FLUTE packets carrying symbols of files (not FDT instances) shall not include the EXT_FDT.

The optional use of EXT_FTI for packets carrying symbols of files (not FDT instances) shall comply to FLUTE for the
signalling of FEC Object Transmission Information associated to FEC Encoding O.

When Raptor forward error correction code (FEC-Encoding-1D=1) is used, the EXT_FTI format as defined in
ETSI TS 102 472 [65], clause 8.1.3, shall be used.

10.6.2.2.8.3 Signalling of parameters with FDT instances

The FLUTE FDT Instance schema defined in clause 10.6.2.2.8 shall be used. Some of the data elements can be included
at the FDT-Instance or at the file level. In this case, the data element values in the file element override the samein the
FDT Instance element. In addition, the following applies to both the FDT-Instance level information and al files of a
FLUTE session.

The inclusion of these FDT Instance data elements is mandatory according to the FLUTE specification:

. Content-Location (URI of afile); this shall be an absolute path syntax <path-absolute> as defined in
clause 10.5.2. No server information shall be included;
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. TOI (Transport Object Identifier of afile instance);
. Expires (expiry data for the FDT Instance).

Additionally, the inclusion of the following FDT Instance data elements is mandatory:
. Content-Length (source file length in bytes);

. Content-Type (content Mime type). This attribute shall be either in the FDT-Instance or File element or in
both.

Theinclusion of the following FDT Instance data elementsis optional and depends on the FEC Scheme:
. FEC-OTI-Maximum-Source-Block-Length;
. FEC-OTI-Encoding-Symbol-Length;
. FEC-OTI-Max-Number-of-Encoding-Symbols;
. FEC-OTI-Scheme-Specific-Info.
These optional FDT Instance data elements may or may not be included for FLUTE in CDS:

. Complete (the signalling that an FDT Instance provides a complete, and subsequently not modifiable, set of
file parameters for a FLUTE session may or may not be performed according to this method);

. FEC-OTI-FEC-Encoding-1D (the default value is FEC Encoding ID 0);
. FEC-OTI-FEC-Instance-ID;

. Content_Encoding;

e  Transfer_length;

e  Content-MD5 (Checksum of the file as defined in IETF RFC 3926 [70]).
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10.6.2.2.9 FDT Structure

Table 27 provides an overview of the FDT structure. The corresponding XML schemais givenin
ETSI TS 102 472 [65], clause 6.1.15. For details on syntax and semantics refer to IETF RFC 3926 [70].

Table 27: Overview - FLUTE File Delivery Table (FDT) structure
(for details, refer to RFC 3926 [70])

Element/Attribute Name Element/Attribute Description Man(:jated/
Optional
FDT-Instance-Attributes Common Attributes for all the files described by the FDT instance
Expires expiry time of the FDT Instance. M
Complete wher_1 present and TRUE, signals th_at_no new da@a will be 0
provided in future FDT Instances within this session.
Content-Type content type. (0]
Content-Encoding Content encoding. O
FDT-Instance-Delivery-Attributes Attributes related to the delivery of all files described by the FDT instance
FEC-OTI-FEC-Encoding-I1D Identification of FEC algorithm. o]
FEC-OTI-FEC-Instance-ID FEC instance depending on the FEC algorithm identification. |O
FEC-OTI-Maximum-Source-Block-Length |The maximum number of source symbols per source block. |O
FEC-OTI-Encoding-Symbol-Length Length of encoding symbols in bytes. O
FEC-OTI-MaxNumber-Of-Encoding- Maximum Number of Encoding Symbols that can be 0
Symbols generated for a source block.
FEC-OTI-Scheme-Specific-Info O
File Attributes (one per file)
Content-Type MIME media type of content. (©)
Content-Encoding Compression. (@)
Content-Location <path-absolute>. M
Content-Length Size of the content. M
Content-Digest Hash of the content (MD5). ®)
Content-Delivery-Attributes Attributes related to the delivery of the file
TOI Transport Object Identifier. M
Transfer-Length Size of the transport object carrying the content. o]
Bandwidth-Requirement Aggregate rate of sending packets to all channels. o]
FEC-OTI-FEC-Encoding-ID Identification of FEC algorithm. ©)
FEC-OTI-FEC-Instance-ID FEC instance depending on the FEC algorithm identification. |O
FEC-OTI-Maximum-Source-Block-Length |The maximum number of source symbols per source block. |O
FEC-OTI-Encoding-Symbol-Length Length of encoding symbols in bytes. o]
FEC-OTI-MaxNumber-Of-Encoding- Maximum Number of Encoding Symbols that can be o
Symbols generated for a source block.
FEC-OTI-Scheme-Specific-Info O

NOTE 1: Mandatory (M) here means that if the Optional parent element is transmitted, then this field shall be present.
NOTE 2: Mandatory means that the CDS network function shall signal the corresponding element.

10.6.2.3 Multicast Rate Adaptation
10.6.2.3.0 General rules

Multicast rate adaptation is supported by the use of multiple FLUTE channels for asingle FLUTE session. All channels
are transported via different multicast groups.

10.6.2.3.1 CDS network procedures

To support multicast rate adaptation, the CDS network multicast download function should use multiple FLUTE
channels in combination with "Raptor FEC Scheme". The number of FLUTE channels is advertised in the download
session description in the parameter Number-Of-Channels.

Each FLUTE channel is transported via a dedicated multicast group identified by a unique IP-Multicast-Address. In
addition to support multicast rate adaptation the CDS network function should also signal the Max-Bandwidth
parameter, for each channel. By the order of the channelslisted in the download session description, the CDS network
function definesin which order the HNED shall join the channels.

The CDS network function shall not exceed the maximum bandwidth advertised by the Max-Bandwidth parameter, for
each multicast group.
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The distribution of source packets as well as FEC packets, if applicable, to different multicast groups may be donein
various fashions by the CDS network function and is beyond the scope of the present document.

In case Raptor FEC is supported by all CDS HNED functions, the CDS network function should evenly distribute
FLUTE/UDP packets across multicast groups according to the data rate for each group.

The allocation of bandwidth to multicast groups may be done in various fashions by the CDS network function and is
beyond the scope of the present document.

10.6.2.3.2 CDS HNED procedures

By the reception of the download session description the CDS HNED has access to the number of multicast groupsin
this session (Number-of-Channels) as well as for each multicast group access to:

e  multicast group identifier, | P-Source-Address, |P-Multicast-Address and | P-Multicast-Port-Number;
e the maximum bandwidth, Max-Bandwidth;

e themulticast group order, defined by the order in which the channels are listed in the download session
description.

CDS HNEDs may join the session by joining one or more of the multicast groups. HNEDs should join a number of
multicast groups such that the total bandwidth approximates the HNEDs avail able bandwidth. The HNED can detect the
current available bandwidth by measuring the incoming data rate from the subscribed multicast groups. If thisisless
than the sum of the advertised rates of the subscribed multicast groups, then this measured rate equals the available
bandwidth (at that time).

During reception of a CDS multicast session or sessions, the HNED shall calculate the following two figures:

Subscribed CDSbandwidth  Thisis the total bandwidth of the subscribed multicast groups being the sum of the
rates of the subscribed multicast groups as advertised in the download parameter Max-
Bandwidth.

Observed CDSbandwidth:  Thisisthe total observed data rate of incoming CDS data at any given time. The
timescale on which observed bandwidth is measured and the exact bandwidth
measurement algorithm are implementation specific. The timescale should be less
than the frequency with which multicast group membership is adjusted and should be
greater than one tenth of thistime.

The HNED should adjust multicast group membership on a continuous basis such that the Subscribed CDS bandwidth is
the least possible value which is not |ess than the Observed CDS bandwidth. The possible values of Subscribed CDS
bandwidth are constrained by the advertised multicast groups and their data rates. The HNED shall not adjust its CDS
multicast group membership more than once every 30 s.

The CDS HNEDs shall join and leave multicast groupsin the order as they are listed in the download session
description. Multicast groups that are listed first shall be joined first and left last.

10.6.2.4 File download from the FLUTE session

Thefiles that have to be downloaded by the HNED from the FLUTE session are provided in the download session
description (by the File-Reference parameters). If the File-Reference parameter is not present all files of the FLUTE
session shall be downloaded.

In case File-Reference parameters are provided the HNED compares them against the Content-Location URIsin the
Flute FDT in order to identify the filesin the FLUTE session.

In case that from a previous download session for the same content item (identified by the same CRID) afile with the
same <path-absolute> aready exists on the local storage and a MD5 digest and content Iength is provided for thefilein
the FLUTE FDT the HNED compares that against the content length and MD5 digest of the file on the local storage. If
they are the same the file should not be downloaded. Otherwise the file on the CDS HNED storage shall be deleted and
the new version of the file shall be downloaded.

If requested by the download session description, the HNED shall perform a reception reporting as defined in
clause 10.6.5 after the successful download of al files of the content item.
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10.6.2.5 CDS Network-based Session Completeness
10.6.2.5.1 Basic Principle

If the download session is a scheduled multicast session, i.e. Download-Session-Mode ="SMD", the CDS network
function should use a completion polling mechanism to determine when to stop the multicast download session at the
Multicast File Server.

CDS HNEDs, which have completely received the file or files being distributed, shall leave the subscribed multicast
groups and terminate their participation in this download session.

As aresult, the multicast tree will shrink as time passes and receivers compl ete the reception. However, it islikely that
not all receivers will complete at the same time due to:

o  different receivers have different incoming available bandwidth;
. different receivers experience different packet loss levels.

For this purpose the CDS Multicast Download Function periodically sends a”Completion Poll" message within the
FLUTE session. The Completion Poll contains asingle, 32-bit field, "POLL_MASK" which HNEDs use to determine
whether or not to send areply to the server. For this purpose, each CDS HNED function is configured with afixed
"pseudo-random" 32-bit number, referred to asPOLL_MASK _X. If not specified otherwise the HNED shall use the 4
least significant bytes of its MAC address.

To prevent the possibility of message implosion at the server when there are many HNEDs, the HNEDs use the
POLL_MASK field from the Completion Poll message to determine whether to reply. The poll request is received only
by those HNEDSs that have not completed the reception of the file. With the reception of the poll request the CDS
HNED calculatesthe logical AND of itsinternal POLL_MASK X and the POLL_MASK value provided by the server.
If the result is zero, the HNED replies to the Completion Poll message by sending a completion poll response message
using the completion poll response server connection information.

The Completion Poll response message uses a simple UDP-based protocol. The message is specified in
clause 10.6.2.5.2 and contains:

e  The sequence number of the request message to which the message refers to.

e  Thesource addressand TSI of the FLUTE session.

e  TheHNED'sloca poll mask.

e  The CDSHNED's estimation of the remaining time it requiresto receive the file or files.

NOTE: No special reliability mechanisms are required for the Completion Poll message or the reply. Since the
Completion Poll with POLL_MASK=0 will be repeated several times before ending the session the
chance that the session ends too early (whilst receivers are still listening) can be made exceedingly low.

The completion poll message formats, the CDS network procedures, and the HNED procedures are described.
10.6.2.5.2 Message formats
10.6.2.5.2.1 Completion Poll Request

The Completion Poll Request isaLCT Header Extension as defined in [71]. The Congestion Poll LCT Header
Extension shall beincluded in anormal FLUTE packet associated with a transport object and the normal rulesfor LCT
header settings apply.

The format of the Completion Poll Request LCT Header Extension is shown in Figure 20.

0 1 2 3
01234567890123456789012345678901
B S T
| HET (=65 [ HEL (=2) | Version| POLL_SEQUENCE |
P N I S S S N S S S S N S S S S S e S S S S i
| POLL_MASK |

i S S i T i S S S e L i S

Figure 20: Completion Poll Request LCT Header Extension
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Header Extension Type (8 bits) (HET): Thisfield identifies the header extension as a Completion Poll Request. The
value shall be set to 65 as assigned by IANA.

Header Extension Length (8 bits) (HEL): Thisfield givesthe length of the header extension in units of 32-bit words.
Version (4 bits): The protocol version. In this version of the protocol thisfield shall be set to zero.
POLL_SEQUENCE (12 bits): A sequence number for the Completion Poll Request.

POLL_MASK (32 hits): A vaue chosen by the CDS network function to support filtering of poll responses.
10.6.2.5.2.2 Completion Poll Response

The completion poll response message shown in Figure 21 is sent over UDP transport to the address specified in the
Compl etion-Poll-Response-Server-Address and the port Compl etion-Poll-Response- Server-Port-Number.

0 1 2 3
01234567890123456789012345678901
B i e i T T i i S e e Tk T i I S S
| Version| H S POLL_ SEQUENCE | Reser ved
B i i S T e ki R S e e ol T e
SOURCE_ADDRESS
B e s T T T i e N s sk s SIS I S S S
TSI (optional see bel ow)
B e o i e i S i i ST S i S SR S i S g S e e
TSI (optional see bel ow)
B e s T T T i e N s sk s SIS I S S S
POLL_MASK_X
B e e i i i T S S S e S e S S e e e e e i i I NI N
Predi cted remai ni ng duration
B i I e S e i ok i NI RIS R e S R R S i ol =

+—+— +— +— +— +— +

4+ — +—

'
+
'
+
'
+
'
+
}

Figure 21. Completion Poll Response

Version (4 bits): Thisshall be set to zero in this version of the protocol.

Transport Session ldentifier flag (S, 1 bit): Thisisthe number of full 32-bit wordsinthe TSI field. The TSI field is
32*S+ 16*H bitsin length, i.e. the length is either 0 bits, 16 bits, 32 bits, or 48 bits. It shall be identical to the S-flag of
the FLUTE session to which this completion poll response corresponds.

Half-word flag (H, 1 bit): The TSI field isamultiple of 32-bits plus 16*H bitsin length. Shall be identical to the
H-flag of the FLUTE session to which this completion poll response corresponds.

Reserved (10 bits): Thisshall be set to zero in this version of the protocol. The receiver shall ignore this field.

POLL_SEQUENCE (12 bits): Thisshall be set to the POLL_SEQUENCE value of the Completion Poll Request
message which triggered this response.

SOURCE_ADDRESS (32 bits): This shall be set to the IPv4 Source Address of the FLUTE session as provided in the
download session description.

TSl (0, 32, 64 bits): Depending on the S and H flag, the length of the field is:
. 0 bit for S=H=0;
. 32 hit if S=1 and H=0 or S=0 and H=0;
e  64bitfor SSH=1.

Thefirst 32* S+16*H hit of thisfield shall be identical to the TSI-value of the FLUTE session to which this completion
poll response corresponds. The last 16*H bit shall be set to "0".

POLL_MASK X (32 bits): Thisshall be set to the POLL_MASK_X value used by the client when processing the
Completion Poll Request.

Predicted Remaining Duration (32 bits): This shall be set to an estimate of the remaining time in seconds that will be
required for this receiver to complete reception of the file, or zero if no estimate can be made. The estimation of the
remaining time is implementation specific.
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10.6.2.5.3 CDS network procedures

In the scheduled download session mode (Download-Session-Mode="SMD") the CDS network function should use
completion poll mechanism.

The CDS network function shall indicate the use of completion polling by the provisioning of completion poll response
server information (Compl etion-Poll-Response-Server-Address and Completion-Poll-Response-Server-Port-Number) in
the download session description.

The Completion Poll procedureisinitiated by the CDS network function by including a Completion Poll Request
message in one or more packets of the multicast transmission of the base FLUTE channel. If there are multiple
multicast groups, the Completion Poll Request shall only be included in the base FLUTE channel.

The CDS network function sets the POLL_SEQUENCE value according to the number of executions of the Completion
Poll procedure for the session so far: for the first Completion Poll Request procedure, the POLL_SEQUENCE value
shall be zero and it shall be incremented by one for each new Completion Poll Request procedure.

The CDS network function should set the POLL_MASK value preferably based on an estimate of the number of active
receivers and atarget number of responses. Note that before execution of the Completion Poll procedure, there is no
way to estimate this number and so the server should use a default, maximal value. The target number of responseis
implementati on-specific.

Initially, the CDS network function should choose a POLL_MASK value with alarge number of non-zero bits. The
probability that a HNED sends areply to the Completion Poll is then very low (in fact it is 2, where b is the number of
non-zero bitsin POLL_MASK.) Even if there are many receivers till listening to the session, the response to the
Completion Poll will be small.

If there are no replies to a Completion Poll message after a short time, the CDS network function should repeat the
message with fewer non-zero bits. This processis repeated until either areply isreceived, or anumber of Completion
Poll message have been sent with POLL_MASK = 0 (in which case all HNEDs should reply) and there are no replies.
In thislast case the session ends.

The Completion Poll Request should be included in Nrepeat packetsin each multicast group, in which case the
POLL_SEQUENCE and POLL_MASK values shall be the same in every message. The recommended value of Nrepeat
is20.

On receipt of a Completion Poll Response message, the server shall check the POLL_SEQUENCE field of the received
response against the POLL_SEQUENCE value included in the last sent Completion Poll Request message. If they are
different, the received message shall be discarded.

Otherwise, the CDS network function shall calculate the logical AND of the received POLL_MASK X value and the
POLL_MASK of the last sent Completion Poll Request message. If the result is hon-zero the server shall discard the
received message.

Otherwise, the CDS network function may use the Predicted Remaining Duration field to determine the remaining
duration of the session. The exact use of the Predicted Remaining Duration field is outside the scope of the present
document.

The CDS network function should count the number of received responses within atimeout of Tresponse. The
recommended value of Tresponse is 10 seconds. This number, multiplied by 2%, where w is the poll weight used to
calculatethe POLL_MASK field of the Completion Poll Request may be used as the estimated number of active
receivers for the next Completion Poll Request.

Finally, if no responses are received to the Completion Poll Request within Tresponse, and if the poll weight, w, used
was non-zero, the CDS network function should repeat the Completion Poll procedure using poll weight w-1.

10.6.2.5.4 CDS HNED procedures
The CDS HNED shall determine the end of file delivery according to the procedures provided in clause 10.6.2.2.

If aCDS HNED has completely received al the files being defined by the download session description, the download
session is completed for this HNED and it shall leave the subscribed multicast groups terminating its participation in the
download session. It will therefore also no longer receive completion poll request messages.
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If completion poll response server information (Compl etion-Poll-Response-Server-Address and Compl etion-Poll-
Response-Server-Port-Number) is provided in the scheduled download session mode (Download-Session-
Mode="SMD") and the HNED is participating in this download session the CDS HNED shall expect the reception of
Completion Poll Request messages on the first joined multicast group.

On receipt of a Completion Poll Request message, the HNED first checks the POLL_SEQUENCE value. If the HNED
has previously processed a Completion Poll Request with a POLL_SEQUENCE value greater than or equal to this one,
then the message shall be discarded.

Otherwise, the HNED checks the received POLL_MASK value. Each HNED is provided, by implementation-specific
means, with a fixed pseudo-random 32-bit number POLL_MASK_X. The HNED calculates the logical AND of the
received POLL_MASK and the provided POLL_MASK _X. If this calculated value is non-zero, the Completion Poll
Reguest shall be discarded.

Otherwise, the HNED shall construct and send a Completion Poll Response message according to the procedures of
clause 10.6.2.5.2 and send it to the address indicated in the Compl etion-Poll-Response-Server-Address parameter of the
download session description and the UDP destination port indicated in the Completion-Poll-Response-Server-Port-
Number parameter of the download session description.

A single message is sent from HNED to the server over UDP containing identification of the session the message refers
to, the POLL_SEQUENCE, as well asthe CDS HNEDs estimate of the remaining time it requires to receive al the files
of this download session.

An HNED compliant to this version of the protocol shall ignore the Version field of the Completion Poll Request and
shall ignore any additional data after the POLL_MASK field.

An HNED compliant to this version of the protocol shall set the Version field of the Completion Poll Response to zero.
10.6.2.6 File Repair Procedure
10.6.2.6.1 General Procedure

The purpose of the File Repair Procedure isto repair and complete files for which the multicast download session was
not completed successfully.

Incomplete reception of a multicast download session may occur for different reasons. Examples are that the HNED is
forcibly disconnected from a session, or that an HNED joins a scheduled session after the appointed start time and the
download cannot be completed, etc.

The CDS network function indicates the availability of afile repair procedure for this download session by providing
the base URI (see clause 10.5.2) of one or more recovery serversin the download session description (Recovery-Server-
Base-URI parameter).

Moreover a Recovery-mode flag in the download session description indicates to the CDS HNED which kind of file
repair procedures to apply: an IPDC-like file repair procedure or a specific CDS file repair procedure.

The CDS HNED shall only initiate the file repair procedure in case the content version of the content item has not
changed. For the detailed behaviour see clause 10.6.6.

In case of an IPDC-likefile repair procedure the CDS HNED follows exactly the File Repair Strategy described in
ETSI TS 102 472 [65], clause 7.3. The general procedure is then:

. The HNED identifies the missing data from afile delivery according to ETSI TS 102 472 [65], clause 7.3.3.
. It waits for the Back-off Time as defined in clause 10.6.2.6.3 of the present document.
o It sends requests for the missing parts of the file according to ETSI TS 102 472 [65], clause 7.3.6.

. The CDS network function responds to the message with repair data according to ETSI TS 102 472 [65],
clause 7.3.7.
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. Optionally aredirection of the file repair to another repair server or a multicast session that delivers the same
filesasdefined in ETSI TS 102 472 [65], clauses 7.3.7 and 7.3.8 can be used.

- In case of aredirection to aunicast repair server the returned URI shall contain the server base URI in
<http-server-base-URI> syntax.

- In case of aredirection to a multicast repair service the returned URI shall point to the download session
description of the multicast download session as defined in clause 10.5, i.e. the returned URI shall be any
URI as defined in clause 10.3.2. Both unicast and multicast transport of the session description are
supported. The CDS HNED shall then follow the multicast content download procedures defined in this
clause to join the session and download the missing data.

In case of a specific CDSfilerepair the procedure basically follows the IPDC-like file repair procedures except that the
unicast download procedures as specified in clause 10.6.3 are used for the file repair procedure. In this case the general
procedure is the following:

. The HNED identifies the missing data from afile delivery according to clause 10.6.2.6.2.

o By applying reference resolution, it generates a request-URI in absolute URI syntax <absolute-URI>
constructed from the Recovery-Server-Base-URI in <http-server-base-URI> syntax of arandomly selected
recovery server and the File-Reference in <path-absolute> syntax of the file with the missing data.

° It waits for the Back-off Time as defined in clause 10.6.2.6.3.

. It sends a HT TP reguests for the missing parts of the file using the request-URI. The HTTP range header of the
reguest identifies the missing and requested data.

e  The CDS network function responds to the request and returns the data or initiates a redirection as defined in
clause 10.6.3.4.

e  Theresponse could be aredirection as defined in clause 10.6.3.4.

Note that in this case HNEDs which entirely miss afile in the multicast session should simply use the Unicast download
mode in straightforward fashion.

10.6.2.6.2 Identification of file repair needs

At the end of afile delivery (see clause 10.6.2.2) the HNED identifiesitsfile repair needs associated to the delivered
content item. The FLUTE stack provides the receiver with sufficient information to determine the source block and
encoding symbol structure of each file and corresponding FDT instance.

In case of IPDC-like file repair (Recovery-mode=1), the proceduresin ETSI TS 102 472 [65], clause 7.3.3 shall be
applied. In case of CDS-based file repair (Recovery-mode=0) the CDS HNED function should invert the Source
Blocking as specified in clause 10.6.2.2 to map the received encoding symbolsto a partially received file. From this
information, the receiver is able to determine the ranges of missing bytes sufficient to complete the reception and
recovery of the file and request those bytes range over the recovery procedure.

In the case that the Raptor FEC scheme is used, the receiver should take into account any Raptor parity symbols that
have already been received when determining the ranges of missing bytes sufficient to complete the reception of the
specific file. Specifically, the acquired data through the repair procedure should be mapped to encoding symbols by the
use of the Source Blocking as specified in clause 10.6.2.2 and if appropriate, FEC decoding should be applied to
recover source blocks and the entirefile.

Every time the end of a multicast download session is detected, every CDS HNED shall check whether there is missing
content in the session in comparing the files received in the FLUTE session against the files announced in the service
advertisement (e.g. download session description or FLUTE FDT). If some parts of the delivered content are missing
the CDS HNED shall request sufficient data to recover the entire content item.

10.6.2.6.3 Distribution of Recovery requests over time

To resolve the problem of feedback implosion at each end of file delivery and at the end of the download session every
request messages to a unicast download mode server is delayed in adopting the same strategy than in

ETSI TS 102 472 [65], clause 7.3.4. The offset time and random time period parameters are provided by the session
announcement (Recovery-Offset-Time and Recovery-Randon-Time).
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10.6.3 Unicast Content Download
10.6.3.1 General

The Unicast content download mode provides download of content items to single HNEDs using IP unicast based on
HTTP as defined in RFC 2616 [39]. The availability of content items via Unicast download mode is advertised in the
download session descriptions according to clause 10.5.

Unicast Content Download is also organized in download sessions. A download session is characterized as an instance
of the CDS with a start time and optionally an end time as well as download URI s for the files corresponding to the
content item between the start and end time. The start and end times are signalled in the Download-Session-Time-
Information parameter.

The download session parameter Download-Session-Mode="UD" shall be used by the CDS network function to
indicate unicast download.

Individual files of different content items may be either downloaded from a single server (single server unicast
download) as defined in clause 10.6.3.2 or from multiple servers (single server unicast download) as defined in
clause 10.6.3.3.

In case of asingle server unicast download, redirection to an alternative single server download, to a multiple server
download or to amulticast download session as defined in clause 10.6.3.4 may be performed.

In case that from a previous download session for the same content item (identified by the same CRID) afile with the
same File-Reference already exists on the local storage and aMD5 digest and content length is provided for thefilein
the download session description the HNED compares that against the content length and M D5 digest of the file on the
local storage. If they are the same the file should not be downloaded. Otherwise the file on the CDS HNED storage shall
be deleted and the new version of the file shall be downloaded.

10.6.3.2 Single server unicast download

Single server file download shall be performed if no file chunk information (missing File-Length and Chunk-Length
parameters) or only asingle server location (Server-Base-URI parameter) is provided for the file.

The HNED shall generate the request-URI by reference resolution with the base URI Server-Base-URI of arandomly
selected server out of the list of announced servers for the file and the relative reference File-Reference and initiates a
HTTP transfer of the file using the request URI. In case the File-Content-Type is present in the download session
description an Accept header shall be included in the request with the specified Content-Type.

The CDS network function (HTTP server) may respond with:
. the requested file;
. aredirection request as defined in clause 10.6.3.4;

. a"503" (Service Unavailable) status code and a " Retry-After" response header which indicates to the HNED to
retry the initial file request after the deltatime or after the date and time provided by the " Retry-After" header;

. a"410" (Gone) status code which indicates that the download session is terminated (see clause 10.6.6).

If the server does not respond as above, e.g. a"500" (Internal Server Error) status code or a"503" (Service Unavailable)
without a"Retry-After" response, the CDS HNED shall select another server out of the list of servers announced for
that file and start a new file download. The CDS HNED shall continue this procedure until the request was successful or
all announced servers have been tried.

In case reception reporting servers are defined in the download session description, the HNED shall perform reception
reporting as defined in clause 10.6.5 after the successful download of afile and/or all files of the content item.
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10.6.3.3 Multiple server unicast download

Multiple server file download shall be performed if file chunk information (at least File-Length and Chunk-Length
parameters) and multiple server locations (Server-Base-URI parameters) are provided for acertain file. In this case the
following procedures shall apply.

In this case the HNED shall randomly distribute the download of individual chunks of the file over the server locations
provided for the file, taking into account the availability of the chunks on the individual servers (Available-Chunk-List
parameter). The HNED shall ensure that all chunks of the file are downl oaded.

NOTE 1: The method for distributing the requests over the server locations is outside the scope of the present
document.

For each selected server the HNED shall generate the request-URI by reference resolution with the base URI Server-
Base-URI and the relative reference File-Reference.

For each chunk that shall be downloaded from the server the HNED calculates the byte range based on the constant
chunk length (File-Chunk-Length parameter) and the chunks position. The byte range shall be calculated as defined for
the HTTP range header in IETF RFC 2616 [39]. It should be noted that the length of the last chunk could be shorter
than the constant chunk length.

The HNED initiates aHTTP request for the chunk using the request-URI and including the byte range of the chunk that
isrequested from this server into the HTTP range header. In case the Content-Type of the fileis specified
(File-Content-Type parameter) an Accept header shall be included in the request with the specified MIME media type.

The CDS network function (requested HTTP server) shall return the requested chunk with a status code of 206 (Partia
content) and indicate the delivered content range in the Content-Range header.

A HNED may combine the requests for several chunks from the same server location (same request-URI) into asingle
HTTP request by including the byte ranges of all the chunks into the range header. The server shall respond to a request
for multiple none consecutive byte ranges (chunks) with a multipart message (multipart media type
"multipart/byteranges") as defined in IETF RFC 2616 [39]. Each byte range is delivered in a separate part of the
multipart message.

NOTE 2: The use of asingle combined request or several individual requests of chunks from the same server
location is outside the scope of the present document.

If the MD5 digest is provided for the chunks in the download session description (Chunk-Digest parameter) the HNED
shall verify the correct reception of the chunk by comparing that digest with the digest of the received chunk. If they are
different the received chunk shall be discarded.

In case the server returns a 410 (Gone) status code the download session is terminated (see clause 10.6.6).

If a chunk cannot be downloaded successfully the HNED shall try to download the chunk from another server if
available.

The HNED constructs the file from the received chunks. If the MD5 digest is provided for the file in the download
session description (File-Digest parameter) the HNED shall verify the correct reception of the file by comparing that
digest with the digest of the file constructed from the received chunks. If they are different the received file shall be
discarded.

The HNED may try to download the file again from other serversif available.

In case reception reporting servers are defined the HNED shall perform reception reporting as defined in clause 10.6.5
after the successful download of a chunk and/or file and/or the content item.

NOTE 3: It isworth to note that nothing in the multiple server unicast download procedures makes any
assumptions about the location or topology of the various servers. For example, servers may be network-
based or may reside on HNEDs to support advanced distributed media delivery. However, server
locations and management is not in the scope of the present document.
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10.6.3.4 Redirection

10.6.3.4.0 Types of redirection

A single server unicast download request might be redirected to:
. an aternative single server file download (see clause 10.6.3.4.1);
. amultiple server file download (see clause 10.6.3.4.2);
e amulticast download session (see clause 10.6.3.4.3).

Redirection isindicated by the CDS network function by providing a HT TP response with a redirection status code
(3xx) totheinitial HTTP request of the HNED.

10.6.3.4.1 Alternative single server redirection

For aredirection to an alternative single server file download the CDS network function shall response to the file
download request with a status code of "302" (Found). A new base URI with syntax of <http-server-base-URI> for the
alternative server is provided by the location field of the response. A "Retry-After" response header may be provided
which indicates to the HNED to perform the redirection after the deltatime or after the date and time provided by the
"Retry-After" header.

The HNED shall initiate a single server file download after the deltatime or data and time defined by the "Retry-After"
header or immediately if this header is not provided. The single server file download procedures as defined in

clause 10.6.3.2 shall be performed. The new base URI provided by the redirection shall be used as the new Server-Base-
URI.

10.6.3.4.2 Multiple server redirection

For aredirection to amultiple server file download the CDS network function shall respond to the file download request
with a status code of "300" (Multiple Choices). The entity of the response contains the description for the multiple
server file download. A "Retry-After" response header may be provided which indicates to the HNED to perform the
redirection after the delta time or after the date and time provided by the "Retry-After" header assuming that this time
fallsinto the download session time announced in the download session description (see clause 10.5).

The description for the multiple server file download uses the semantics and syntax defined in clause 10.6.3.3 for a
unicast download session. The CDS HNED shall support XML syntax and may support SDP syntax. The syntax is
indicated by the appropriate Content-Type in the response. For the interpretation of the redirection information see
clause 10.6.3.4.4.

NOTE 1. The same redirection method is al'so used for the multicast download redirection. The HNED will know
from the Download-Session-Mode parameter which kind of redirection isused. A value of "UD"
indicates a unicast redirection. A value of "SMD" or "CMD" indicates a multicast download redirection.

The HNED uses the original File-Reference of the file to identify the relevant information in the download session
description.

NOTE 2: The download session description may contain information for more than one file, for example if the
download session description for the whole content item is reused. Each fileis uniquely identified by its
File- Reference parameter.

The HNED shall initiate the multiple server download after the delta time or data and time defined by the " Retry-After"
header or immediately if this header is not provided.

The multiple server file download procedure defined in clause 10.6.3.3 shall be used.

It should be noted that the download session description may define a single server file download instead of a multiple
server file download for thefile. In this case the single server file download procedure as defined in clause 10.6.3.2
shall be used.
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10.6.3.4.3 Multicast download redirection

For aredirection to a multicast download the CDS network function responses to the file download request with a status
code of "300" (Multiple Choices). The entity of the response contains the description for the multicast download. A
"Retry-After" response header shall not be used. Information about the time of the multicast download session is
provided in the session description.

The description for the multicast download uses the semantics and syntax defined in clause 10.5 for multicast download
session. The CDS HNED shall support XML syntax and may support SDP syntax. The syntax isindicated by the
appropriate MIME type in the response. For the interpretation of the redirection information see clause 10.6.3.4.4.

NOTE 1. The same redirection method is also used for the multiple server download redirection. The HNED will
know from the Download-Session-M ode parameter which kind of redirection is used. A value of "SMD"
or "CMD" indicates a multicast download redirection. A value of "UD" indicates a unicast redirection.

The HNED shall initiate the multicast download after the deltatime or data and time defined by the "Retry-After"
header or immediately if this header is not provided.

The multicast download procedure defined in clause 10.6.2 shall be used. The HNED shall use the File-Reference
parameter of the fileto identify it in the FDT of the FLUTE session.

NOTE 2: The FLUTE session and download session description may contain more than one file, for example if the
redirection points to a FLUTE session for the whole content item. Each file is uniquely identified by its
path-absol ute relative reference (File-Path-Absol ute parameter).

The present document does not define the procedures used by the CDS network function to determine whether
redirection to a multicast session should be used. However, by way of example, one possibility for deciding when to
establish a multicast session vs. serving the request via unicast download mode servers, and for coordinating the
establishment of the session across multiple servers is described here:

. Unicast download mode requests may be received by many different unicast download mode servers. These
servers inform the CDS management function whenever they begin serving a content item.

e  The CDS management function is responsible for detecting when a substantial number of users request the
same content item and, based on this, establishing a Multicast download session for that content item.

e  When aMulticast Download session is established, the CDS management function sends a Session
Advertisement over alocal multicast group (for example using the Session Announcement Protocol (SAP)).
This Session Advertisement is received by the various unicast download mode servers. The unicast download
mode server will then redirect subsequent requests for the same content item to the multicast download
session.

. Unicast download mode file servers which receive a session announcement for a multicast distribution session
may choose to terminate unicast download mode sessions that are in progress for the content item. This should
cause HNEDs to re-request the item, receiving the multicast session advertisement in response.

Redirection to both carousel and scheduled multicast download sessions is supported. However carousel multicast
download is more likely to be used as it does not require the HNED to join the session at a specific time.

10.6.3.4.4 Interpretation of redirection information

The redirection information provided in the entity body by a 300" (Multiple Choices) response uses the download
session description information as defined in clause 10.5 either in XML or SDP format. This information shall be
interpreted as follows:

. Service-Provider-Domain and Download-Session-ID shall be the same asin the original request. If thisis not
the case the redirection information shall be ignored.

. Download-Session-Version might be different.
e  Content-ltem-Format information shall be the same asin the original request in caseit is provided.

. Download-Session-Mode shall be provided and the indicated download mode shall be used for the redirection.
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. Download-Session-Time-Information shall be provided. In case of unicast download ("UD") the HTTP
redirection Retry-After information shall be taken into account. In case the time calculated based on the Retry-
After information is outside the announced download session time window the HNED shall perform the
redirection at the earliest time that fits into the announced download session time window. In case of a
multicast download ("CMD" or "SMD") the HNED shall perform the redirection at the earliest time that fitsto
the announced download session time information.

. In case Reception Reporting information (Reception-Reporting-Server-URI, Reception-Reporting -Mode,
Reception-Reporting -Offset-Time, Reception-Reporting-Random-Time-Period) is provided, it shall be the
same as in the original request.

o Unicast or multicast specific information has to be provided for the redirected file download. The File-
Reference parameter for the redirected file has to be the same as in the original download session description.
The HNED shall use the origina File-Reference parameter to identify the file specific parametersin the
redirection information. In case of aredirection to a multicast download the HNED shall use the original
File-Reference parameter to identify the filein the FDT of the FLUTE session (compare against the FDT
Content-L ocation).

The CDS HNED shall update initial download session description with the information received in the redirection
information.

10.6.4 Parallel downloads

A CDSHNED may perform parallel download of multiple content items in parallel download sessions. This depends on
time of availability of the content items, the requested content items by the user in the pull download mode and the
announced content items by the SP in the push download mode. The parallel content item download sessions can have
different download session modes.

In case of parallel multicast downloads of multiple content items, the CDS HNED should adapt the multicast rate
adaptation asintroduced in clause 10.6.2.3 and share the observed bandwidth among the multicast downloads.

In case of any unicast download the HNED may perform parallel download of the files of a single content item. The
details of parallel file downloads is outside the scope of the present document.

In case of a multiple server file download the HNED may perform parallel download of file chunks. The details of
parallel file chunk downloads is outside the scope of the present document.

10.6.5 Reception Reporting
10.6.5.1 General

The CDS network function shall indicate the use of reception reporting by provisioning one or more Reception-
Reporting-Server-URIs in the download session description.

The Reception-Reporting-Mode parameter defines the details of the reporting. This can be:
. content item reporting (Reception-Reporting-Mode=0);
. content item and file reporting (Reception-Reporting-Mode=1); and
e  content item, file and chunk reporting (Reception-Reporting-Mode=2).

If the Reception-Reporting-Maode parameter is not provided, content item reporting (Reception-Reporting-Mode=0)
shall be used. If chunk reporting is requested for the content item, it shall only be used for multiple serversfile
downloads. For filesthat are downloaded from a single server, Reception-Reporting-Mode=1 (file reporting) shall be
used.
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The CDS HNED shall determineif the item(s) for which reporting is requested (e.g. content item, file, chunk) are
successfully downloaded as defined in the download specifications above and send the reception reporting reportsto a
reception reporting server. The reception reporting server shall be chosen randomly from the list of reception reporting
servers provided in the download session description (Reception-Reporting-Server-URI parameter). In case of a
multicast download session the request shall be delayed by the back-off time as defined in clause 10.6.5.2. The
reception reporting server shall respond as defined in clause 10.6.5.4.

10.6.5.2 Distribution of Reception reporting request over time

To resolve the problem of feedback implosion in case of multicast download, every request messages to a reception
reporting server is delayed in adopting the same strategy used in ETSI TS 102 472 [65], clause 7.3.4. The offset time
and random time period parameter are provided by the download session description (Reception-Reporting-Offset-Time
and Reception-Reporting-Random-Time-Period parameter).

NOTE: The"Offset-Time" and "Random-Time-Period" used for delivery confirmation in multicast download
mode may have different values from those used for file repair.

This back-off timing mechanism for the reception reporting is not used in unicast download mode. In this case the CDS
HNED function shall initiate the reception reporting process immediately after the verification of download completion.

10.6.5.3

The HNED shall send a Reception Report request using the HTTP 1.1 POST request IETF RFC 2616 [39] carrying
XML formatted reception reporting message.

Reception reporting message

Table 28 describes the parameters of the Reception Reporting message. The corresponding XML schemais provided in
clause C.2.4.

For the successful download of a content item a content item reception report message shall be sent which includes
information about the content item and all files of the content item as provided by the download session description. For
each fileit isindicated whether the download was performed or not performed in case the latest version of thefile as
identified by the file length and digest was already available at the HNED.

For the successful download of afile, afile reception report message shall be sent. In case the file download was not
performed as the latest version of the file asidentified by the file length and digest was already available at the HNED
no reception reporting message shall be sent.

For the successful download of afile chunk a chunk reception report message shall be sent.

Table 28: Reception Reporting message

Parameter Description Type Usage
Reporting type Content item, file or chunk report. inherent all messages
Client-1D Identification of the client. string all messages
Push-Action Indicates that the download was initiated by a boolean all messages

PushDownloadType (see clauses 10.3.1 and
G.1.2).
CRID Content Reference Identifier as provided by the URI all messages
BCG.
Content-Version Content Version number (see clause 10.6.6). unsigned all messages
integer (8)
Download-Session-Parameters
Service-Provider-Domain  |Service provider domain (see clause 10.5.3). domain name | all messages
Download-Session-ID Identification of the download session (see unsigned all messages
clause 10.5.3). integer
Download-Session- Version of the download session (see unsigned all messages
Version clause 10.5.3). integer
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Parameter | Description |  Type | Usage
Files (one per file)
File-Reference Relative reference of the file (see clause 10.5.2). |<path- all messages
absolute>
Download-Action Indicates for the file whether the download was values: content item
performed or not performed in case the latest download, messages only

version of the file as identified by the file length skipped
and digest was already available at the HNED.

Chunks (one per chunk)
Byte-Range Byte range of the chunk of the file (as defined for (first byte Chunk message
HTTP range header IETF RFC 2616 [39]). position only

(unsigned
integer);
last byte
position
(unsigned
integer)

The Mime type of XML reception reporting message shall be set to application/xml.

The reporting for several items of the same type (e.g. several chunksin a chunk reception report message, several files
in afile reception reporting message) can be aggregated into a single message.

Multiple messages of different types can be aggregated into asingle HT TP request using Multipart MIME
(multipart/mixed).

The"Client-ID" provides a unique identification of the CDS HNED that sends the reception reporting message. The
specific value of the client ID and its provisioning at the HNED is outside the scope of the present document. If not
specified otherwise the HNED shall useits MAC address as Client-1D.

NOTE: TheHNED IP address cannot be assumed a unique identification asthe HNED may use a private IP
addressin caseit islocated in a home network with network address trandlation.

10.6.5.4 Reception report response message

The reception reporting server shall respond with a HT TP response with status code "200" (OK) to signal successful
reception and processing of a reception report. Other status codes may be used in error cases as defined in

IETF RFC 2616 [39]. The HNED shall in case of aresponse with an error status code or in case no response is received
resend the reception reporting message to an alternative server if provided.

10.6.6 Content Version Numbering

A content item announced for download might have errors that prevent the correct play out of the content item. In order
to provide an updated version of such a content item a Content Version number is provided in the BCG instance
description metadata (OnDemandProgramType and PushDownloadType Content Version attribute, see clauses G.1.1
and G.1.2) and decomposed binary locator (Extended On-demand decomposed binary locator content_version attribute,
see clause G.1.4).

In case of achange to any file of a content item, the CDS network function shall setup a new download session for the
content item and announce the new download session in the BCG with a new content version number (using the same
CRID). A new multicast download session shall use adifferent TSI.

In case the change occurs while the download session for the old content version is active the CDS network function
shall stop this download session. For unicast download sessions the servers shall response with a HT TP status code of
410" Gone'" to any download request. For multicast download sessions the CDS network function shall terminate the
FLUTE delivery the session. CDS HNEDs that actively participate in a download session shall terminated their
participation in this outdated download session (including file repair, redirection and reception reporting actions) and
delete the already downloaded data as soon as they receive an updated BCG announcement with a new content version
number. For unicast download the HNED shall in addition check for an updated content version number in case it
receives a HT TP status code of 410 "Gone" to a file download request. For multicast download the HNED shall in
addition check for an updated content version number before it starts afile repair in case the file download is

incompl ete.

The HNED shall join the new download session as announced in order to download the updated content item.
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In case the HNED has already successfully downloaded the content item and terminated its participation in the
download session, the HNED shall download the updated content item if it receives a BCG PushDownloadType
announcement with a new content version. For pull download announcements (via the OnDemandProgramType or
Extended On-demand decomposed binary locator), the HNED shall check for a new content version before the play out
of the content item. In case a new content version is available it shall be downloaded before the play out is started.

Thefiles of the outdated content version shall be deleted and replaced by the updated content version. Files that have
not changed (indicated by the same <path-absolute>, file length and MD5 digest) should be kept from the old version
and not be downloaded again.

10.6.7 Periority settings

CDS unicast and multicast download sessions shall use the "Best effort data” traffic type with the associated |P DSCP
and Ethernet priority marking as defined in clause 11. Thus CDS download traffic is unable to cause congestion except
for other CDS download traffic itself or any other traffic using this traffic type.

10.7 CDS HNED Storage Management

The current version of the present document provides alimited set of content and storage management functionality.

If the HNED supports CDS, it shall dedicate a sufficient amount of storage to the CDS. This dedicated storageis
referred to CDS HNED Storage.

NOTE 1. A 4 MBit/s MPEG-2 TS stream would for example requires roughly 1,8 GByte of storage per hour.

Before acquiring a new content item the HNED shall verify that sufficient space on the CDS HNED storage is
available. If storage is not sufficient the HNED shall not initiate the download session for the content item.

The CDS network function may monitor the CDS HNED Storage by tracking reception reporting of content items of
individual HNEDs. However, the detailed usage of reception reporting for Storage Management is outside the scope of
the present document.

A downloaded content item may have an associated "ExpiryTime" provided in the BCG OnDemandProgramType,
PushDownloadType or on-demand decomposed binary locator (see clauses G.1.1, G.1.2 and G.1.4). When this
"ExpiryTime" is due, the CDS HNED function shall automatically delete all the files that are associated with the content
item from the CDS HNED storage.

Specifically, the download of new content items shall not be prevented by content items on the CDS HNED Storage
with expired "ExpiryTime" (e.g. due to insufficient storage space).

NOTE 2: Content item deletion only refersto the removal of the content item from the CDS HNED storage. Any
content item that has been moved outside or is moved outside the CDS HNED storage - even if it was
acquired through CDS - is not affected by this deletion process. The permission to move the content item
from the CDS HNED storage to a private storage on the HNED or even to a different device is outside the
scope of the present document. Hence, the content item deletion processis no secure way of preventing
access to the content item after the deletion. Content protection mechanisms are required if restricted
access to the content needs to be provided.

11 Quality of Service
11.0 Classification

For the network to provide the required Quality of Service (QoS) to the end user there shall be a method for determining
the type of data contained in each datagram and a mechanism for prioritizing the traffic based on this classification.

The method of classification will follow the Differentiated Services model described in IETF RFC 2475 [33]. IP
packets passing over the | PI-1 interface shall be appropriately marked at the originating source, as described in
clause 11.1.

NOTE: Itisassumed that other guideline documents will be needed to recommend good practice within both the
home and the Service Provider(s) domain.
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11.1 DSCP packet marking

The Differentiated Services marking uses the 8-bit Type of Service field in the P header and is described in

IETF RFC 2474 [32]. Networks compliant with IETF RFC 2474 [32] use 6 bits of this ToS field to contain the
differentiated services codepoint - a numeric value used within the network to manage queuing policies. Networks not
compliant with IETF RFC 2474 [32] use a 3-hit field within the ToS to determine precedence.

Within IP networks designed to carry DV B services, the markings detailed in Table 29 shall be used. It is recommended
that the full DSCP value be used.

Table 29: DSCP markings

Traffic Type IP DSCP Value Corresponding
IP Precedence
Voice Bearer 0b110000 0b110
(see note 1)
Real-time Video Bearer 0b100010 0b100

(high priority)

(see note 2)

Real-time Video Bearer 0b100100 0b100

(lower priority)

(see note 3)

Voice and Video Signalling 0b011010 0b011

Best effort data 0b000000 0b000

NOTE 1: The voice bearer is listed here to ensure that there is no interference with
DVB-IPTV services.

NOTE 2: Normal marking for real-time video.

NOTE 3: Use of this marking is application dependent. It is intended to allow a CSP
to suggest that some video packets are less important than others.

11.2  Ethernet Priority

The interface IPI-1 on an Ethernet MAC based HNS shall support IEEE 802.1Q [5], with defined user priority classes.
The IEEE 802.1D [9] field shall be supported in an |EEE 802.1Q [5] compliant Ethernet frame. The marking shall be
based on the Diff Serv CodePoint (DSCP) marking method [42] as described in clause 11.1.

Table 30: DSCP Values and corresponding Ethernet IEEE 802.1D [9] marking

Traffic type IP DSCP value Corresponding IEEE 802.1D
[9] User Priority value
Voice bearer (see note) 0b110000 0b110
Video bearer (high priority)  |0b100010 0b100
Video bearer (lower priority) |0b100100 0b100
Video signalling 0b011010 0b011
Best effort data 0b000000 0b000
NOTE: The voice bearer is listed here to ensure that there is no interference with
DVB-IPTV services.

For aHNS based on Ethernet MAC these DSCP values are used to map a traffic type onto the corresponding

|EEE 802.1D [9] priority codes. Packets shall be marked using the Layer 2 Class of Service (CoS) settingsin the User
Priority bits of the IEEE 802.1D [9] portion of the 802.1Q header. These can be mapped to the | P Precedence/DSCP
bitsin the Type of Service (ToS) byte of the IPv4 header. Note that the 802.1Q header adds an additional 4 bytes of data
into an Ethernet frame header. The IEEE 802.1D [9] priority field is one of the fieldsin the 802.1Q header, andisa3

bit field. Any switching device that implements the |IEEE 802.1Q [5] specification can use the user-priority field to
determine the scheduling class a packet belongsto.

Note that mapping the | P precedence field is easy, asit can be copied to the user-priority field directly, as both the fields
are 3 bitslong. To map the DSCP field to the user-priority field, the DSCP shall be shifted right by 3 bits, i.e. the
user-priority field isthe first 3 bits of the DSCP field. To map the user-priority field to the DSCP field, the user-priority
field shall be tested for val ues that match the user-priority value in Column 3. If the user-priority value does not match
any of the values shown in column 3, the packet shall be marked with a DSCP value which is the user-priority shifted
left by 3 bits.
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12 SRM delivery over IP networks

12.1 Overview

An important function of Content Protection (CP) Systemsiis the field renewability of important parts of the system
implementation in order to replace or revoke such parts which have been compromised and fail in further preventing
undesired use of content. That renewability information is conveyed to consumer eguipment in the form of System
Renewability Messages (SRMs). SRMs are for example delivered as part of the content on packaged media like DV Ds.
For delivery over broadcast networks DVB has defined SRM transport in a MPEG-2 transport stream in

ETSI TS 102 770 [110]. While MPEG-2 transport streams with SRMs can also be delivered over IP networks, the
following clauses define the delivery of SRMsto HNEDs directly over |P out-of-band of the media delivery.

NOTE: The SRM delivery service defines no support for securing the announcement and download of SRMs. It
can therefore not guarantee that the HNEDs always have the latest and correct SRMs. It is up to the CP
Systems to take care of that.

12.2 Functional Architecture

Figure 22 shows the SRM delivery functional architecture. The architecture includes logical interfaces between the
SRM network functional components and the SRM Delivery Client on the HNED (SRM-x, see Table 31). These
interfaces are part of the IPI-1 interface and defined in the following clauses. Interfaces between network functional
components (e.g. between SRM Management and SRM Storage) and between the SRM Delivery CP System on the
HNED are out of scope of the present document.

SRM Network Functions
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
i SRM Download Services
i
H ! SRM-5 HNED
i i -
1 Multicast Download : >
i i
: ! CP System 1
SRM Storage : ;
‘ ) | SRM-4 | | | e ‘
Y 3 Unicast Download < 1 > 4*1 CP System 2 3
CITITITIIIIIIIIIIIIIIIIIIIILT n :
SRM Announcement Services g °
——————————————————————————————————————— )
! Dedicated SRM ‘ (.? [ CP System n |
' Announcement Services ! = femmeeeed
1 i
L i ¥ SRM-3 Y
SRM Management —> Multicast o >y <2
' ' Announcement "
bl | o
; @
i =}
' =
i i
HIN Unicast nE SRM-2 | |
' Announcement o
SRMs from Content ! ! '
Protection System T e -
Administrators !
L, sSb&sskRm | SRM-1 | |
Announcement i

NOTE: All functions identified in the figure are logical rather than physical. No physical device is implied. The
arrow direction indicates the main message flow.

Figure 22: SRM Delivery Functional Architecture

The SRM Storage holds the SRMs which are delivered to the HNED via the multicast or unicast download services.
The SRM Management receives the SRMs from the CP System administrators, puts them on the SRM storage and
generates the SRM announcement information accordingly. The SRM Download and Announcement Services and the
SRM Delivery Client functionality are defined in the following clauses. SRM Storage and SRM Management are out of
scope of the present document.
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Table 31: SRM-x interfaces

Interface Functionality
SRM-1 SD&S SRM announcement (see clause 12.4.1)
SRM-2 Dedicated SRM unicast announcement (see clause 12.4.2.1)
SRM-3 Dedicated SRM multicast announcement (see clause 12.4.2.2)
SRM-4 Unicast SRM download (see clause 12.5.1)
SRM-5 Multicast SRM download (see clause 12.5.2)

12.3  SRM specific identifiers
12.3.0 General

SRM specific identifiers are defined to differentiate between different SRMs in the delivery process and to indicate the
CP System for which the SRM isissued.

12.3.1 CP System ID

SRMs are issued for a specific Content Protection System. The SRM delivery system uses the CP System ID defined in
ETSI TS 101 162 [2] to identify the Content Protection System for which a SRM isissued. The CP System ID isaso
used in ETSI TS 102 770 [110Q] to identify the CP Systems for which SRMs are delivered over MPEG-2 transport
streams.

12.3.2 CP System SRM ID

Some Content Protection Systems support different SRMs (e.g. different protocol versions, different compliance
regimes) which have to be distributed in parallel. In order to support the individual announcement and download of
such SRMs a CP System SRM D can optionally be used in combination with the CP System ID. This CP System SRM
ID shall be abinary string (hexadecimal coded) with a maximum length of 256 bytes. The usage of the CP System SRM
ID is CP System specific and has to be defined by the CP System. However for the SRM delivery systemit is required
that SRMs with the same CP System ID which have to be delivered individually (dedicated announcement and
download) shall have unique CP System SRM |Ds so that the SRM delivery system can differentiate between them by a
simple equal/not equal comparison.

12.4 SRM Announcement Services

12.4.0 General rules

SRM announcement services provide announcements for SRM download services or provide pointers to other SRM
announcement services.

The announcements provide the list of CP System IDs and optional CP System SRM |Ds (see clause 12.3) that are
supported by the SRM download or announcement service and information on how to access the service. Thelist of CP
System IDs and CP System SRM 1Ds can have a single entry, multiple entries or no entry. In the latter case the HNED
has to access the service in order to know which CP System IDs and CP System SRM |Ds are supported by the service.
In case a CP System uses CP System SRM IDs and only the CP System ID is provided in the announcement the HNED
has to access the service in order to get information about which CP System SRM |Ds are supported by the service.

In case CP System SRM IDs are provided for a certain CP System ID by the SRM announcement and download
services the SRM delivery client on the HNED shall provide the list of all announced CP System SRM IDsto the CP
System specific functional block on the HNED. Based on this information the CP System specific functional block shall
decide which SRM announcement and download services the HNED hasto accessin order to receive the relevant
SRMs. The CP System specific functional block shall instruct the SRM delivery client to access these relevant services
by providing the list of CP System SRM IDsin whichit isinterested in.

SRM announcements may include different types of version numbers (record version, announcement service version,
FLUTE session version, SRM file version). For details on the version numbers and their usage see clause 12.6.

Note that multiple download or announcement services (e.g. multicast and unicast delivery) can be provided for a
specific CP System ID and CP System SRM ID. The behaviour of the HNED in selecting a particular servicein this
case isimplementation specific.
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12.4.1 SD&S SRM Announcements (SRM-1 interface)

The entry point for all SRM services (announcement and download) is SD&S. SD& S SRM announcements are
provided with the SRM Offering Record defined in clause 5.2.13.9. The SRM Offering Record can either directly
announce SRM download services or can point to dedicated SRM announcement services.

12.4.2 Dedicated SRM Announcement services
12.4.2.0 General rules

A dedicated SRM announcement service provides alist of SRM download services for one or more CP System IDs and
optional CP System SRM |Ds.

Further indirection from the dedicated SRM announcement service, to other dedicated SRM announcement servicesis
not supported.

Dedicated SRM announcement services are delivered via unicast using HTTP or via multicast using SAP.

Note that more than one Download Service might be announced for the same CP System ID or combination of CP
System ID and CP System SRM ID. The behaviour of the HNED in selecting a particular download service in this case
isimplementation specific.

12.4.2.1 HTTP unicast SRM announcement service (SRM-2 interface)

Dedicated SRM unicast announcements are distributed using HTTP [39]. The service provides XML coded SRM
download offering records reusing the SD&S SRM download service offering scheme as defined in clause 5.2.13.9.
Table 32 lists the element of the SRM Download Record.

Dedicated unicast SRM announcement services are announced in SD& S (SRM announcement service offering) by
providing the HTTP URL of the announcement, the list of CP System IDs and optional CP System SRM IDs that are
handled by this announcement service and the announcement service version number (see clause 12.6 on the use of
version numbers).

Table 32: SRM Download Record

Element/Attribute Name Element/Attribute Description Mandated/
Optional
SRMDownload SRM Download Record (extending the OfferingBase from Table 11az). |O
SRMDownloadService (one SRM Download Service information (as defined in Table 11cm) M
entry per service)

12.4.2.2 SAP multicast announcement service (SRM-3 interface)

Dedicated SRM multicast announcements are distributed using SAP [76]. The service provides SDP coded SRM
download offerings records with the information as defined in Table 32. The SDP syntax for SRM announcementsis
defined in annex H.

Due to the limitations of SAP to 1 Kbyte for a single SDP message a SDP message shall announce only a single SRM
download service. Several SRM download services shall be announced by separate SDP messages which can be
delivered viathe same SAP multicast session. The record version number (see clause 12.6 on version numbers)
provided by the "o=" line of the SDP message (see clause H.2.1) is used to indicate a new version of a SDP message for
a specific SRM download service.

Dedicated multicast SRM announcement services are announced in SD& S (SRM announcement service offering) by
providing the SAP multicast address, port, optional source address (in case of source specific multicast), the list of CP
System IDs, optional CP System SRM IDs that are handled by this multicast announcement service and the optional
announcement service version number (see clause 12.6 for version numbers).

The HNED hasto join the SAP multicast session in order to access the SRM announcement information distributed via
this session.
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12.5 SRM download services
12.5.0 Overview

SRM download services deliver the SRMs for specific CP System IDsto the HNED. The download serviceis
transparent to the content of the SRMs.

HTTP unicast and FLUTE multicast download services are defined.

12.5.1 HTTP unicast SRM download service (SRM-4 interface)
Unicast SRM download services use HTTP [39] to download the SRM file for a specific CP System ID.

The SD& S or dedicated SRM announcement service offering provides the location of the SRM file together (URI) with
the CP System ID and optional CP System SRM D for which the SRM fileisvalid and the SRM file version (see
clause 12.6.1).

Content encoding of the SRM filesis not supported.

The HTTP server may use redirection to a different server location or ask for a delayed request (retry-after) to prevent
overload conditions.

12.5.2 FLUTE multicast SRM download service (SRM-5 interface)

The FLUTE protocol defined in IETF RFC 3926 [70] and further detailed in clause 6 of ETSI TS 102 472 [65] and
clause 10.6.2.2 of the present document is used for multicast SRM download services.

The SD& S or dedicated SRM announcement service offering provides the FLUTE session information (multicast
address, port, TSI, optional source address), the list of CP System IDs, optional CP System SRM ID and SRM File
version number supported by the service and the FLUTE session version number (see clause 12.6 on version numbers).

One or more SRM files can be delivered by a FLUTE session. A SRM FLUTE session runs as dynamic carrousel as
defined in clause 6.2.1.5 of ETS| TS 102 472 [65]. This allows a HNED to join the session at any time to acquire the
SRM file. SRM files can be updated and SRM files for new CP System IDs can be added during the session.

The FLUTE FDT is extended to provide the CP System ID, CP System SRM ID and SRM file version number for each
SRM file as shown in Table 33. HNEDs can join the FLUTE session and check the FDT for CP System IDs for which
they want to download SRM files. The SRM file version number shall be incremented each time the SRM file for a
specific CP System ID is modified (see clause 12.6.1). A change of the SRM file version number will also resultin a
change of the FDT instance number. Modified versions of SRM files shall be sent with a different Transport Object
Identifier (TOI) as defined in clause 6.1.12 of ETSI TS 102 472 [65].

ETSI



202 ETSI TS 102 034 vV2.1.1 (2016-04)

Table 33: Extended SRM FLUTE File Delivery Table (FDT) structure

Element/Attribute Name

Element/Attribute Description

Mandated/
Optional

FDT-Instance-Attributes

Common Attributes for all the files described by the FDT instance

Expires expiry time of the FDT Instance. M

Complete whelj present and TRUE, signals th.at.no new da@a will be 0
provided in future FDT Instances within this session.

Content-Type content type. 6]

Content-Encoding Content encoding. o]

FDT-Instance-Delivery-Attributes

Attributes related to the delivery of all files described by the FDT

instance

FEC-OTI-FEC-Encoding-ID Identification of FEC algorithm. o]
FEC-OTI-FEC-Instance-ID FEC instance depending on the FEC algorithm identification. (@)
FEC-OTI-Maximum-Source-Block-Length | The maximum number of source symbols per source block. 0
FEC-OTI-Encoding-Symbol-Length Length of encoding symbols in bytes. o]
File Attributes (one per file)

Content-Type MIME media type of content. (@)
Content-Encoding Compression. (@)
Content-Location Location of file. M
Content-Length Size of the content. M
Content-MD5 Hash of the content (MD5). o]
CP-System-ID CP System ID of the SRM file. M
CP-System-SRM-ID CP System SRM ID of the SRM file (of the CP Systems o

supports several types of SRM files)

SRM-File-Version Version of the SRM file for download. M
Content-Delivery-Attributes Attributes related to the delivery of the file

TOI Transport Object Identifier. M
Transfer-Length Size of the transport object carrying the content. (®)
Bandwidth-Requirement Aggregate rate of sending packets to all channels. o]
FEC-OTI-FEC-Encoding-ID Identification of FEC algorithm. ©)
FEC-OTI-FEC-Instance-ID FEC instance depending on the FEC algorithm identification. (@)
FEC-OTI-Maximum-Source-Block-Length | The maximum number of source symbols per source block. (@)
FEC-OTI-Encoding-Symbol-Length Length of encoding symbols in bytes. (@)

The use of asingle multicast channel for SRM FLUTE sessions shall be supported. Multiple multicast channels for a

SRM FLUTE session are not supported.

The "Compact No-Code FEC scheme" [73] (FEC Encoding ID 0) shall be supported for SRM FLUTE sessions. The

Algorithm for Computing Source Block Structure defined in IETF RFC 3926 [70] shall be used. Other symbol encoding
schemes are not be supported for SRM FLUTE sessions. If an error occurs during the download of a SRM file it can be

recovered at alater time when it is repeated in the carrousel.

Content encoding of the SRM filesis not supported.

12.6  Version Numbers

12.6.0 Overview of the different types of Version Numbers and their usage

Different types of version numbers are used by the SRM Announcement and Download Services. The different types of
version numbers and their usage is defined in this clause. Figure 23 provides an overview on the use of the different

version numbers.
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Figure 23: SRM version numbers

12.6.1 SRM File Version Number

A SRM file version number shall be provided in download service offerings for HTTP unicast SRM download services
(SD& S SRM Offering Record or SRM Download Record) and inthe FLUTE FDT for each SRM file delivered by the
FLUTE multicast SRM download service. It may also be used in the download service offerings for FLUTE unicast
download services.

The SRM file version number is specific to the SRM file for a dedicated CP System ID or combination of CP System
ID and CP System SRM D and shall be incremented (modulo 256) each time an update of that SRM file is available.

In case a SRM file for a specific CP System ID is delivered viaFLUTE and HTTP, the SRM file version number in the
FLUTE FDT and in the download service offering for the HTTP unicast SRM download services shall be the same for
the same version of the SRM file. This provides a consistent check of the version of the SRM file over the different
download services.

Note that the SRM file version number is not related to any version number within the SRM dataitself. The SRM file
version number is used to indicate the availability of updated SRM files within the SRM delivery and is generated by
the SRM delivery service independently of any version number within the SRM dataitself.
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12.6.2 FLUTE Session Version Number

A FLUTE session version number can be provided in download service offerings for FLUTE multicast SRM download
services. The FLUTE session version number shall be incremented (modulo 256) each time new or updated SRM files
are available via the specific FLUTE download session.

A change of the FLUTE session number in the download service offering indicates to the HNED that new or updated
SRM files are available from a SRM FLUTE download service. The HNED shall join the FLUTE session and check if
new SRM files are available for the CP System IDs and CP System SRM IDsit isinterested in. If the FLUTE session
version number is not provided the HNED has to check the FLUTE session regularly for updates.

12.6.3 Record Version Number

Each SD& S SRM Offering Record and SRM Download Record has arecord version number which indicates the
version of thisrecord. The record version number shall be incremented (modulo 256) each time the record is modified
(i.e. new, updated or deleted SRM announcement or download service offerings).

The record version is provided by the version attribute in the SD& S OfferingBase type (clause 5.2.12.18, Table 11az)
used by the SD& S SRM Offering Record (clause 5.2.13.9, Table 11cm) and the SRM Download Record (Table 32) and
by the session version attribute of the SDP "o=" line (see clause H.2.1).

The record version number tellsthe HNED if the record has changed from a previous received version.

12.6.4 Announcement Service Version Number

Each SRM announcement service offering within an SD& S SRM Offering may have an announcement service version
included. A dedicated SRM announcement service provides 1 or more SRM Download Records. The announcement
service version number shall be incremented (modulo 256) each time SRM Download Records are updated, added to or
removed from the dedicated SRM announcement service.

The use of the announcement service version number is optional for SRM multicast announcement service offerings
and mandatory for SRM unicast announcement service offerings. If aHNED detects a change of an announcement
service version number for a SRM announcement service it isinterested in the HNED shall join this announcement
service and check for updated information. If the announcement service version number is not provided the HNED has
to check the announcement service regularly for updates.

12.6.5 Segment Version Number
Segment version numbers are specific for the SD& S delivery and are defined in clause 5.4.

A SD& S Segment provides one or more Service Offering records. The segment version number isincremented each
time any of these Service Offering records is updated, removed or a new record is added.

13 Dynamic Service Management (DSM)

13.1 Overview

Dynamic Service Management is a feature to enable the HNED and/or users to make smarter decisions about which
service to select out of agroup of equivalent DVB servicesin order to provide an optimum service when multiple DVB
services are offered to the users home. A group of equivalent DVB services may include SD, HD, 3D and possibly
multiple bitrate versions.

In order to provide the Dynamic Service Management functionality, clause 13 of the present document defines:
e A datamodel.
. A messaging structure.
e A message transport based on a peer to peer model (i.e. not client-server).

e A processto allocate atemporarily unique identifier to each HNED in ahome.
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Clause 5 of the present document contains the required SD& S extensions. The address of the DSM Manager shall be
provided in the SD& S "RM SFUSDiscovery” element from the Service Provider where DSM is supported. Only one
DSM Manager will be available for any service offering of one service provider and therefore only a single address will
be provided.

In order to manage multiple HNEDs in a home it is necessary to allocate a unique HNED idendifier (HNED _ID) to
each HNED, the process to do thisis described in clause 13.9.

The DSM functionality enables a decision about whether new service delivery reguests from other HNEDs in the home
(using the same access network connection) can be granted without compromising those HNEDs to which content is
already delivered. In case of contention DSM defines the messaging functionality for some negotiation to take place for
the home environment, using the IPI-1 interface.

Clause K.1 includes an analysis of the use cases where there are 2 HNEDs in a home, with some expanded examples to
illustrate the exchange of message sequences. The DSM method can a so be used in more complex multi-HNED home
scenarios.

In Dynamic Service Management, the admission controls operate on a service layer requiring information exchanges
and caching between the headend servers and the HNEDs, managed through a Dynamic Service Management Manager
function. In order to enable this, suitable metadata shall be available to both, the Dynamic Service Management
Manager and the HNED. It is the responsibility of the HNED implementation to manage access to the services based on
the messaging provided. The policy logic of how to use the information about available equivalent servicesis out of
scope of the present document and is defined by the HNED implementation.

13.2 DSM Functional Architecture

Two examples of functional architecture are shown in Figure 24 and Figure 25, these can be used as reference models
for implementation of the DSM methods, however the practical implementations associated with actual deploymentsis
not necessarily exposed.

IPTV Headend

Content servers
(i Out of scope of
DVB
specification

Delivery network sssss=as D5M Manager

.........

Delivery
network

Home Gateway — DVB DNG

I Scope of DVB
IPI-1 PR
specification

IPTV

Functionality DSt client

DVB HNED

= Communications internal to headend and delivery network infrastructure

=== Communications internal to headend, network infrastructure and DNG required for DSM
aperations

Delivery network, out of scope.
w—— |PI-1. Currently specified in combination of TS 102 034, 75 102 824 and TR-069.

s |P]-1. Proposed for DSM.

Figure 24. Example functional DSM architecture, DSM Manager resides in the Headend
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IPTV Headend

Content servers —pe——

CMS, etc Out of scope of

DVB
specification

'—1

Delivery network

Delivery
network
Home Gateway — DVB DNG

D5M
Manager = Scope of DVB

specification
i | Pt

IPTV
Functionality

DSM client

DVE HNED

s Communications internal to headend and delivery network infrastructure

=== Communications internal to headend, network infrastructure and DNG required for
DSM operations

Delivery network, out of scope.
= IPI-1. 5pecified in combination of TS 102 034, TS 102 824 and TR-069.

= |PI-1. Specified for DSM.

Figure 25: Example functional DSM architecture, DSM Manager resides in the DNG

Operating Assumptions

The structure of the data model and messaging is based on some assumptions about the services supported by the
headend. The main assumptions are;

All DVB equipment connected to the | P access network in the home is managed by the headend, and therefore
the headend is assumed to have realtime information about the status of all HNEDs served by it and of all the
services being delivered to those HNEDSs.

The headend manages the delivery of a set of DVB services to the home.

The delivery bitrate on the access network may not be sufficient for delivery of multiple services to the home
and should not vary in an unmonitored way with time, i.e. it shall be assumed to be quasi-static.

A home may contain multiple HNEDs connected to the SP through a single DNG.

HNEDs cannot communicate directly with each other within the home (that would represent "DVB HN/DLNA
style Home Network™ behaviour).

The SP defines the actual DSM management "policy", assumed to include the options offered and the content
of information and messaging to be offered to customers.

It is not assumed that any data model will be maintained by the HNED, all settings will be stored on the server
from where they can be queried or modified (if agreed with SP).

Most of the functionalities required by the headend are already available (i.e. no additional to current
reguirements), although it may not be either aggregated nor used at present.

The location of the DSM Manager is out of scope of the present document.

A single point of storage of DSM data, on aDSM Manager, ensures consistency of HNED status and removes
the need for frequent synchronization.
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. The policy may be managed directly from the headend or locally in any of the HNEDs.

e  Themetadata (SD& S, BCG, etc.) provided to any HNED may only describe and expose the most appropriate
instances of a content item to the HNED.

. For services supporting DSM the SD& S metadata shall indicate the intended usage of a service in an extension
of the "IPService" field as shown in clause 5.

13.4 DSM Process

Figure 26 explains the basic DSM process.The left side of Figure 26 shows the HNED boot-up process, the
asynchronous messaging required to maintain DSMM-HNED synchronization is shown in the centre of the flowchart,
and the process shown on the right hand side shows the decision process associated with HNED initiated actions.

DSMM
HNED bootup <

l : l

Bandwidth
Update
message

User action

HNED requests IDs
from DSMM

Select programme
from EPG based on
SD&S/BCG

‘, l l

HNED based cache

based on DSM data HNED queries local

DSMM provides IDs Cache in all HNEDs —3 e «—P—> Al
A l
Is bitrate DS process
v available? ———3 DSMM requests other HNEDs to give up
HNED/DSMM v No bitrate to allow User to watch service
exchange HNED
priority settings Yes l

HNED informs
DSMM about
new selected

Connect (IGMP/
RTSP) to selected
service

l

User watches
selected service

i

More bitrate
Available?

lNo

Yes User denied ability to

watch selected service

service

Figure 26: Basic DSM process

13.5 Data Model for information stored by the DSM Manager
13.5.1 DSM Data Model

The hierarchical nature of the data model structure allows data to be stored on a"per customer”,"per HNED" and " per
session” basis. The representation below shows the hierarchy of the fields required to describe the service status for a
home, HNED and IP service delivery session. Since thisis managed by the Service Provider and created within the
headend, further definition of the datais out of scope of DV B and therefore of the present document.

Clause K.2 includes an XML schema for the data model which includes support for IPv4 and |Pv6 and may be used for
the implementation of this database.

The data model fields are profiled in Figure 27.
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Cust omer {
Custoner| D
Tot al Avai |l abl eBitrate
ServiceTypePriority
Content TypePriority
HNED {
HNED_| D
HNEDpriority
Session {
Sessionl D
ServiceBitrates {
Bitrate
Usages {
Usage
}

}

Servi cel D{
Domai nNane
Ser vi ceNane

Equi val ent Servi ce {
ServiceBitrates {
Bitrate
Usages {
Usage
}
}

Equi val ent Ser vi cel D{
Donai nNane
Ser vi ceNane

Equi val ent Servi ceLocat i on

Figure 27: Data model structure

Support for the DSM service is optional for IPTV installations based on the present document. Where the DSM service
isimplemented the DSM Manager shall support all the fields appropriate for the service supported, for example, one or
more ServiceTypePriority levels, and the HNED shall support al the elements of the data model.

Table 34: Profiling of Data Model fields

Field Profiling Status Instances |Usage applied
DSMM |HNED
CustomerID In combination with HNED_ID this M 1 RW R
describes the combination of HNEDs in (Optional
the home per customer, there shall only for
be one CustomerID per access network | DSM001)
connection and it shall be uniquely
maintained within the SP domain.
TotalAvailableBitrate Indicates the total available bitrate for M 1 RW R
DVB services to the DNG which is
connected both to the SP domain and to
the HNEDs in the Home domain.
ServiceTypePriority This defines the priority of selected 0] 1 per field | RW RW

service types for the HNED, the
supported types are as follows:
e DeliveryType:

- LMB.

- CoD.
LMB and CoD fields are integer based,
with values of "1" = highest priority, "2" =
lowest priority.
The <field><value> combinations are
detailed as below.
If no values are provided for either of the
type parameters then unqualified types
within that group will have equal priority.
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Field

Profiling

Status  |Instances |Usage applied

DSMM |HNED

The priority value may be set by the
HNED (locally) or the DSM Manager
depending on the policy for the HNED
within the home.

ContentTypePriority

SD, HD and 3D fields are integer based,
with values of "1", "2" and "3" being
defined. "1" has highest priority, "3" has
lowest priority, etc.

Defined contentTypes are:

e 3D.
If no values are provided for any or all of
the types then the unqualified types
within that group will have equal priority
with value "3".
The priority value may be set by the
HNED (locally) or the DSM Manager
depending on the policy for the HNED
within the home.

@) 1 perfield | RW RW

HNED_ID

Single identifier for each HNED in the
home, this will be allocated by the DSM
Manager. Each HNED shall have only
one HNED_ID and it shall be unique in
the scope of the CustomeriD.

This unique identification string allows
DSM Manager to synchronize service
negotiations with multiple HNEDs, this
may be fixed only until the HNED is
made inactive (powered off).

HNEDpriority

Priority values applied to HNEDs
determine the order of pre-emption and
weight in decision making, the values 1
to 3 are defined as follows:

- A priority value of "1" gives the HNED
the most significant weight in the
system, there should only be a single
HNED with priority "1" at any time,
priority"2" and "3" HNEDs will be asked
or required to give up bitrate to a priority
"1" HNED if required.

- A priority value of "2" means that the
HNED may be requested to give up
bitrate when required by a priority "1"
device, but may request that a priority
"3" HNED or another priority "2" HNED
gives up bitrate when required.

- A priority "3" HNED is expected to give
up bitrate to either of a priority "1" or "2"
HNED when required.

The priority value may be set by the
HNED (locally) or the DSM Manager
depending on the policy for the HNED
within the home. If undefined for all
HNEDs an equal priority shall be
assumed.

SessionIlD

In this context "Session" means IP
content delivery session. There may be
multiple sessions in progress at any
time, and for each session the
characteristics may be stored. It is
assumed that the DSM Manager has
access to all the current information for
each open session.
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Field

Profiling

Status  |Instances |Usage applied

DSMM |HNED

ServiceBitrates

All bitrates required for the service,
unique per session for the current
service session.

M 1 per RW R
session

Bitrate

Bitrate of the current service. The stream
is identified by its usage.

M 1-n RW R

Usages

List of different usages for the current
service. One service can have more
than one usage, e.g. FCC and PiP
usage share the same stream.

Available usages are: Main, SD, HD, 3D,
FCC, PiP, DSMService.

M 1-n RW R

ServicelD

Reference unique to content item for the
current service, identical to the
Textualldentifier that is used in SD&S
containing the domain and service
names.

M 1 per RW R
session if
required

ServicelD.DomainName

Unique DNS domain name registered by
the SP providing the current service, as
provided in the IPService element for the
service.

M 1 per RW R
session

ServicelD.ServiceName

A unique host name for the current
service within the SP's domain, as
provided in the SD&S IPService element
for the service.

M 1 per RW R
session

EquivalentService

Alternative service which is editorially
the same in terms of content but
different in terms of encoding or delivery.
Reference unique to service and
identical to that used in SD&S.
Equivalent services can be identified
from the Service element of the Package
element.

M 0-n per RW R
session

EquivalentService.ServiceBitrates

All bitrates required for the equivalent
service, unique per session for the
equivalent service session.

M 1 per RW R
session

EquivalentService.Bitrate

Bitrate of the equivalent service. The
stream is identified by its usage.

M 1-n RW R

EquivalentService.Usages

List of different usages for equivalent
service. One stream can have more than
one usage, e.g. FCC and PiP usage
share the same stream.

Available usages are: Main, SD, HD, 3D,
FCC, PiP, DSMService.

M 1-n RW R

EquivalentServicelD

Reference unique to content item for the
equivalent service, identical to that used
in SD&S containing the domain and
service names.

M 1 per RW R
equivalent
service

EquivalentService.DomainName

Unigue DNS domain name registered by
the SP providing the equivalent service,
as provided in the Textualldentifier
element in the SD&S IPService element
for the service.

M 1 per RW R
equivalent
session

EquivalentService.ServiceName

A unique host name for the equivalent
service within the SP's domain, as
provided in the Textualldentifier element
in the SD&S IPService element for the
service.

M 1 per RW R
equivalent
session

EquivalentServiceLocation

Connection URL at which the equivalent
service can be found. The
dvb14:ServiceLocation type is used,
equal to the ServiceLocation as provided
in the SD&S IPService element,
described in clause 5.2.12.33.

@) 1 per RW R
equivalent
service

NOTE:
maximum bitrate.

No values are provided for the RET component of a service since this is a TCP service and does not have a
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In addition to the data model fields defined in Table 34 NegotiationSessionl D and ProposedSessionID are used in the
messages, these fields are used to support a DSM message sequence but are not stored outside of the the lifetime of that
message sequence. They are defined in Table 35.

Table 35: Profiling of additional Session based ID fields

Field Profiling Status |Instances |Usage applied
DSMM |HNED
NegotiationSessionID Defined by the entity (HNED or M 1 per RW RW
DSMM) which initiates a DSM DSM
message sequence. It shall be unique message
while the DSM message sequence is sequence

in progress but shall then be deleted.
The lifetime is therefore the period until
the DSM message sequence is

completed.

ProposedSessionID The IP session ID which is created to M 1 per RW R
identify the service for a proposed service
change. If that change is accepted the proposal

ProposedSessionID becomes the
SessionlD for the service to be stored

in the DSMM.

RequestedServicelD Identifier for service (domain and M 1 per RW R
service names), to be populated from service
SD&S IPService element for the request
service.

RequestedServicelD.DomainName Unigue DNS domain name registered M 1 per RW R
by the SP providing the service, as service
provided in the Textualldentifier request

element of the SD&S IPService
element for the service.

RequestedServicelD.ServiceName A unique host name for the service M 1 per RW R
within the SP's domain, as provided in service
the Textualldentifier element of the request
SD&S IPService element for the
service.

ProposedServicelD Identifier for service (domain and M 1 per RW R
service names), to be populated from service
SD&S IPService element for the proposal
service.

ProposedServicelD.DomainName Unigue DNS domain name registered M 1 per RW R
by the SP providing the service, as service
provided in the Textualldentifier request

element of the SD&S IPService
element for the service.

ProposedServicelD.ServiceName A unique host name for the service M 1 per RW R
within the SP's domain, as provided in service
the Textualldentifier element of the request
SD&S IPService element for the
service.

13.5.2 Equivalent Services

Equivalent services can be found in the Packages definitions. Multiple services (with the same editoria content) can
belong to a single package service, allowing to link those services together. Identified by their TextuaID, the DSMM
can identify the type of the IPService (1P, Broadcast, etc.).

13.6 DSM Message Set

For an effective DSM service the DSM Manager shall asynchronously keep all the HNEDs informed about the available
bitrate of the access network to the home and other issues related to the home network involving the HNEDs, therefore
the DSMM shall be updated by the HNEDs after every service change about the actual servicein use.

ETSI



212

ETSI TS 102 034 V2.1.1 (2016-04)

Also, in order to allow an HNED to cal culate whether a service connection is viable within the constraints of the access
network connection the maximum bitrate needed for any selected service described in the SD& S shall be provided in

the DSM extension to the SD&S. Thisis supported by re-profiling the "MaxBitrate" element of the "IPService" element
to be mandatory for services supporting DSM.

The detailed message descriptions are provided in clause 13.7. Some examples of the Use Cases and associated message
sequences based on a home (defined by "CustomerID") having 2 HNEDs with each HNED having alocally unique
identifier (HNED _ID) are described in Annex H. All messages refer to asingle HNED only but a service change
scenario may involve negotiation with several HNEDs in a home with multiple HNEDs.

The format of the messages allows extension of the messages in future, by addition of more parameter-value pairs.

The set of messages required is listed and profiled in Table 36, and the messages below are logically grouped. Where
HNED numbers are specifically used, for example "HNED1", the numbers used are used in the same way asin the Use

Cases.
Table 36: Overview of DSM Message Set
Message From/to Purpose of Message Section Comment
Type ref
DSMO001 - Messages for 13.7.1
DSM004 identification and
priority setting
DSMO001 HNED to DSMM Request ID by HNED at 13.7.1.1 |HNED requests ID from DSM
boot-up Manager to identify HNED during
service negotiations.
This message shall also be
interpreted by the DSM Manager as
the method of announcement that the
HNED has been switched to an
active state from "Off".

DSMO002 DSMM to HNED Assignment of an ID 13.7.1.2 |ldentification of the HNED until
re-boot.

DSMO003 HNED to DSMM Passing of pre-assigned 13.7.1.3

HNED parameters to
DSMM at boot-up.
DSM004 DSMM to HNED Confirming acceptance of | 13.7.1.4
HNED parameters by
DSMM to HNED.

DSM101 Assynchronous service 13.7.2

delivery and HNED
status updates from
DSMM to HNEDs

DSM101 DSMM to HNED Available bitrate 13.7.2.1 |Sent after identification of the HNED
Sent to all HNEDs when any change
in the remaining available bitrate to a
home occurs.

DSM201 - Messages directly 13.7.3  |Only required if thereis

DSM209 associated with a insufficient bitrate to deliver the

service selection HNED?2 request.

DSM201 HNED to DSMM Change request 13.7.3.1 |Message from HNED to DSM
Manager when a service is selected
and there is insufficient bitrate to
deliver it.

DSM202 DSMM to HNED Change proposal 13.7.3.2 |Sent to HNED where change is
proposed by DSM Manager,
indicating what is offered. Note that
capability to deliver this can be
dependent on response from
HNED1.

DSM203 HNED to DSMM Change accept/refuse 13.7.3.3 |Message from HNED accepting or

refusing proposed service delivery
change.
Defined values are:

e "0" = Accept change.

e "1"=Refuse change.
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Message
Type

From/to

Purpose of Message

Section
ref

Comment

DSM204

DSMM to HNED

Change
Confirmed/cancelled

13.7.34

Sent to HNED where change has
been completed or cancelled.
Defined values are:
e "0" = Change confirmed.
e "1"=Change cancelled.

DSM205

HNED to DSMM

Service Change
Acknowledge

13.7.3.5

Sent by all HNED involved in
transaction to acknowledge
completion

DSM206

HNED to DSMM

Service Change complete

13.7.3.6

Sent to DSM Manager to synchronize
status when no DSM session has
been necessary to enable service
connection.

DSM301 -
DSM308

Data value manipulation
messages

13.7.4

Uses "parameter - value" pairs.

DSM301

HNED to DSMM

Query Value

13.7.41

Used by any HNED to query the
settings of any field in the stored data
structure in the DSM Manager. The
argument will be the field to be
queried, multiple fields can be
queried using a space separated
format, and a "QueryValue" with no
argument should return all values
stored for that HNED.

DSM302

DSMM to HNED

Return Value

13.7.4.2

The DSM Manager should return
values of requested fields.

DSM303

HNED to DSMM

Set Value

13.7.4.3

Allows any HNED to modify settings
stored in the DSM Manager for that
HNED. This may only apply for some
values. This message can be used to
inform the DSM Manager in case of
an autonomous service change by an
HNED.

DSM304

DSMM to HNED

Set Value Success

13.7.4.4

Return message from DSM Manager
for each request to change a field
value.

DSM305

DSMM to HNED

Query Value

13.7.4 .5

Used by the DSM Manager to query
the settings of any field in the stored
data structure in any HNED. The
argument will be the field to be
queried, multiple fields can be
queried using a space separated
format, and a "QueryValue" with no
argument should return all values
stored in that HNED.

DSM306

HNED to DSMM

Return Value

13.7.4.6

The HNED should return values of
requested fields.

DSM307

DSMM to HNED

Set Value

13.7.4.7

Allows the DSM Manager to set the
parameter values in any specific
HNED.

DSM308

HNED to DSMM

Succesfull transaction

13.7.4.8

Indicates that the transaction was
succesfull.
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13.7 DSM messages
13.7.1 Overview

The message descriptions and Use Cases described in annex H are based on multiple HNEDs in a home; in the
examples used to explain the message set there are 2 HNEDs in the home (defined by "CustomerID") with:

o HNEDL1 - the HNED already receiving a service.
o HNED?2 - the HNED requesting to connect to a service.
The format of the messages allows future extension of the messages by addition of more parameter-value pairs.

NOTE: Itisproposed that these messages will be represented in XML to allow definition of the fragmentsto be
carried.

The structure and hierarchy of the messages is defined in clause 13.8 and the Use Casesin Annex K.1 include some
examples of message sequence diagrams.

13.7.2 Messages at boot time
13.7.2.1 DSMOO01 - HNED ID request - HNED to DSM Manager

MessageType=DSMD01 {
Negoti at i onSessi onl D
HNEDPr i ori t y=<Val ue>

}

Table 37: DSM001 Message Profiling

Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSMO001" acts as request to DSM M

Manager for Customer and HNED IDs for the current
active session.

NegotiationSessionID An ID covering the transaction to obtain the M
Customer_ID and HNED_ID. This ID shall be set by
the HNED, as defined in Table 35.

HNEDPriority Carries value as defined in Table 34. M

13.7.2.2 DSMO002 - Assignment of IDs to HNED - DSM Manager to each HNED

MessageType=DSMD02 {
Negot i at i onSessi onl D
Cust oner | D=<val ue>
HNED _| D=<val ue>

}

Table 38: DSM002 Message Profiling

Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM002" carries IDs from DSM Manager to M

HNED which are necessary to synchronize DSM Manager and
HNED for continued service negotiations.

NegotiationSessionID An ID covering the transaction to obtain the Customer_ID and M
HNED_ID, as defined in Table 35. This ID shall be set by the
HNED.
CustomerID As defined in Table 34. M
HNED ID As defined in Table 34. M
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}
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DSMO003 - HNED ID exchange - HNED to DSM Manager

Table 39: DSMO003 Message Profiling

Element/Attribute Name Element/Attribute Description Mandated/
Optional

MessageType Message type "DSM003" acts as a means to pass a pre-assigned M

(e.g. embedded) HNED_ID from the HNED to the DSMM at boot-up

for the current active session.
HNED_ID The identifier which has been pre-assigned to the HNED. M
NegotiationSessionID An ID covering the transaction to obtain the Customer_ID and M

HNED _ID, as defined in Table 35. This ID shall be set by the HNED.
HNEDPriority Carries value as defined in Table 34. M
13.7.2.4 DSM004 - HNED_ID Confirmation by DSMM - DSM Manager to each HNED

MessageType=DSMD02 {
Negoti ati onSessi onl D
Cust oner | D=<val ue>
HNED_| D=<val ue>

}

Table 40: DSM004 Message Profiling

Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM004" is used by the DSMM to M
confirm acceptance of the pre-assigned HNED_ID
passed to it from the HNED in DSM003.
carries IDs from DSM Manager to HNED which are
necessary to synchronize DSM Manager and HNED
for continued service negotiations.
NegotiationSessionID The ID covering the transaction to obtain the M
Customer_ID and HNED_ID, as defined in Table 35.
This ID shall be set by the HNED.
CustomerID As defined in Table 34. M
HNED_ID The HNED_ID as passed from the HNED to the M
DSMM in DSMO003. As defined in Table 34.

13.7.3 Status synchronization updates

13.7.3.1

DSM101 - Sychronisation of current status - DSM Manager to HNED

This message is used by the DSM Manager to synchronize the status settings of all the HNEDs as they are switched
from off or standby to one of the active states, and also to be used as a method of asynchronously synchronizing the
values held by the HNEDs and the DSM Manager in the event of a service status change, such as an access network

bitrate change or HNED priority change.

MessageType=DSMLO1 {
Custoner| D {
HNED_| D
HNEDPriority
Servi ceTypePriority
Cont ent ModePriority
Tot al Avai |l abl eBitrate

}
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Table 41: DSM101 Message Profiling

Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM101" from DSM Manager to HNED to carry M
updates of delivery and service status values. This may be used

whenever anything has changed, e.g. available bitrate, or an HNED is
brought from off or out of standby.
Message type "DSM101" also carries information about the HNED and
service priorities where they have been set by the DSM Manager.

CustomerID As defined in Table 34. M
HNED _ID As defined in Table 34. M
HNEDPriority As defined in Table 34. 0]
ServiceTypePriority As defined in Table 34. 0]
ContentModePriority As defined in Table 34. 0
TotalAvailableBitrate As defined in Table 34. M
13.7.4 Messages directly associated with a service selection
13.7.4.1 DSM201 - Change request - HNED to DSM Manager
MessageType="DSM201" {
Custoner| D {
HNED_I D {
Negot i at i onSessi onl D
Sessionl D
Servi cel I
Domai nNane
Ser vi ceNane
RequLst edServi cel I
Domai nNane
Ser vi ceNane
Request edSer vi ceLocat i on
Request edServi ceBitrate
}
}
}
Table 42: DSM201 Message Profiling
Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM201" from HNED to DSM Manager to M
carry the request from the HNED which wants to set up a
new connection or change connections where a bitrate
contention will exist if the simple change is carried out.
CustomerID As defined in Table 34. M
HNED_ID As defined in Table 34. M
NegotiationSessionID SessionID associated with current service change M
transaction, as defined in Table 35.
SessionID As defined in Table 34. M
ServicelD As defined inTable 34. M
ServicelD.DomainName As defined in Table 34. M
ServicelD.ServiceName As defined in Table 34. M
RequestedServicelD As defined in Table 35. M
RequestedServicelD.DomainName  |As defined in Table 35. M
RequestedID.ServiceName As defined in Table 35. M
RequestedServiceLocation Connection URL or IP address (IPv4 or IPv6) and port (0]
number, provided from SD&S.
RequestedServiceBitrate A value provided in SD&S in "MaxBitrate" element of M
IPService.
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13.7.4.2 DSM202 - Change proposal - DSM Manager to HNED
MessageType="DSM202" {
Custoner| D {
HNED_| D {
Negot i at i onSessi onl D
Pr oposedSessi onl D
ProposedServi cel D {
Domai nNarre
Servi ceName
ProposedServiceBitrate
ProposedSer vi ceLocat i on
Pref erence
}
}
}

Table 43: DSM202 Message Profiling

Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM202" from DSM Manager to HNED to M
carry requests from the DSM Manager to the HNED for
which the service would be affected by the service changes
proposed by the associated DSM201 message.
CustomerID As defined in Table 34. M
HNED_ID As defined in in Table 34. M
NegotiationSession ID SessionID associated with a service change transaction. M
ProposedSession|D Service delivery session ID for proposed service. If the M
message is used to terminate the service which an HNED is
receiving, this field will be populated with "0".
ProposedServicelD Service ID for proposed service. If the message is used to M
terminate the service which an HNED is receiving, this field
will be populated with "0".
ProposedServicelD.DomainName DomainName as defined in Table 35. M
ProposedServicelD.ServiceName ServiceName as defined in Table 35. M
ProposedServiceBitrate Service bitrate for proposed service. If the message is used M
to terminate the service which an HNED is receiving, this
field will be populated with "0".
ProposedServiceLocation Location for proposed service. If the message is used to (0]
terminate the service which an HNED is receiving, this field
will be populated with "0".
Preference Ranking number for services to be offered. A value of "1" (0]
marks highest preference, increasing values (2, 3, etc.)
should be interpreted as reduced preference.
13.7.4.3 DSM203 - Change accept/refuse - HNED to DSM Manager

MessageType="DSM203" {
Customer| D {
HNED | D {

Negot i at i onSessi onl D

ProposedServi cel D {

Domai nNane
Ser vi ceNane

}

Response="Accept"

}

" Ref use”
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Table 44: DSM203 Message Profiling

Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM203" from HNED to DSM M
Manager to accept or refuse the change proposal
(DSM202).
CustomerID As defined in Table 34. M
HNED ID As defined in Table 34. M
NegotiationSession 1D SessionID associated with a service change M
transaction.
ProposedServicelD ServicelD for proposed service which has been M
accepted or refused.
ProposedServicelD.DomainName DomainName as defined in Table 35. M
ProposedServicelD.ServiceName ServiceName as defined in Table 35. M
Response Value ="Accept" | "Refuse". M

13.7.4.4 DSM204 - Change confirmed/cancelled - DSM Manager to HNED

MessageType="DSM204" {
Customer| D {
Total Avai | abl eBitrate
HNED_|I D {

Negoti ati onSessi onl D

Pr oposedSessi onl D

Response="Confirned" | "Cancelled"
}
}
}
Table 45: DSM204 Message Profiling
Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM204" from DSM Manager to M
HNED to inform that the change proposal will be
carried out (confirmed) or will be cancelled.
CustomerID As defined in Table 34. M
HNED 1D As defined in Table 34. M
NegotiationSession 1D SessionID associated with a service change M
transaction, as defined in Table 35.
ProposedSessionID Service delivery session ID for proposed service, M
as defined in Table 35.
Response Value = "Confirmed" | "Cancelled". M

13.7.4.5 DSM205 - Service Change Acknowledge - HNED to DSM Manager

Sent by both HNEDs to DSM Manager to acknowledge that the transaction is complete and the negotiation session

should be closed.

MessageType="DSM205" {
Customer| D {
HNED | D {

Negot i at i onSessi onl D

}
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Table 46: DSM205 Message Profiling

Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM205" from HNED to DSM Manager M

to acknowledge that the transaction is complete and the
negotiation session should be closed.

CustomerID As defined Table 34. M
HNED_ ID As defined Table 34. M
NegotiationSession 1D SessionID associated with a service change M

transaction, as defined in Table 35.

13.7.4.6 DSM206 - Service Change complete - HNED to DSM Manager

Sent by a HNED when a service change has happened in which the DSM Manager was not involved to acknowledge
that the service change transaction is complete. Note that since this is a single message with no associated negotiation
session there is no "NegotiationSessionID" field.

It is assumed that "NegotiationSessionlD" is used by the DSM Manager and all HNEDs involved to track the
components of any service change.

MessageType="DSM206" {

Custoner| D {
HNED_I D {
Sessi onl D
Servicel D {
Domai nNane
Ser vi ceNane

ServiceBitrate
Servi ceLocati on

}
}
}
Table 47: DSM206 Message Profiling
Element/Attribute Name Element/Attribute Description Mandated/
Optional

MessageType Message type "DSM206" from HNED to DSM Manager to M

acknowledge that the service change transaction is

complete.
CustomerID As defined in Table 34. M
HNED 1D As defined in Table 34. M
SessionID SessionlID associated with a service change transaction M
ServicelD Service ID for a service the HNED has connected to. M
ServicelD.DomainName As defined in Table 35. M
ServicelD.ServiceName As defined in Table 35. M
ServiceBitrate Service bitrate for a service the HNED has connected to. M
ServicelLocation Location for proposed service the HNED has connected to. (0]

13.7.5 Data value messages
13.7.5.1 DSM301 - Query value - HNED to DSM Manager

MessageType="DSM301" {
Custoner| D {
HNED_| D {
Negot i at i onSessi onl D
Par amet er| D

}
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Table 48: DSM301 Message Profiling

Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM301" from HNED to DSM Manager M
requesting current value of parameter.
CustomerID As defined in Table 34. M
HNED_ID As defined in Table 34. M
NegotiationSessionID ID set by HNED of session associated with data value M
exchange, as defined in Table 35.
ParameterID Parameter for which value is requested. M
13.7.5.2 DSM302 - Return value - DSM Manager to HNED
MessageType="DSM302" {
Customer| D {
HNED_I D {
Negot i at i onSessi onl D
Parameter| D <Val ue>
}
}
Table 49: DSM302 Message Profiling
Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM302" from DSM Manager to HNED M
returning current value of parameter.
CustomerID As defined in Table 34. M
HNED_ID As defined in Table 34. M
NegotiationSessionID ID set by HNED of session associated with data value M
exchange, as defined in Table 35.
ParameterID <Value> Parameter and current value. M
13.7.5.3 DSM303 - Set value - HNED to DSM Manager
MessageType="DSMB03"
Customer| D {
HNED_I D {
Negot i at i onSessi onl D
Parameter| D <Val ue>
}
}
Table 50: DSM303 Message Profiling
Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM303" from HNED to DSM Manager containing new M
value of parameter to be set in DSM Manager. Multiple "ParameterID
<Value>" pairs may be carried sequentially.
CustomerID As defined in Table 34. M
HNED_ID As defined in Table 34. M
NegotiationSessionID ID set by HNED of session associated with data value exchange, as M
defined in Table 35.
ParameterID <Value> ParameterID and value to be set in DSM Manager. M
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MessageType="DSM304"
Custoner| D {
HNED_| D {

221

DSM304 - Set value success - DSM Manager to HNED

Negot i at i onSessi onl D

Par aneter| D

}

Table 51: DSM304 Message Profiling

ETSI TS 102 034 V2.1.1 (2016-04)

Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM304" from DSM Manager to HNED confirming that M
the new value of parameter has been set.
CustomerID As defined in Table 34. M
HNED_ID As defined in Table 34. M
NegotiationSessionID ID set by HNED of session associated with data value exchange, as M
defined in Table 35.
ParameterID Parameter for which value has been set. M
13.7.5.5 DSM305 - Query value - DSM Manager to HNED
MessageType="DSMB05"
Custoner| D {
HNED_I D {
Negot i at i onSessi onl D
Par amet er| D
}
}
Table 52: DSM305 Message Profiling
Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM305" from DSM Manager to HNED requesting M
current value of parameter.
CustomerID As defined in Table 34. M
HNED_ID As defined in Table 34. M
NegotiationSessionID ID set by HNED of session associated with data value exchange, as M
defined in Table 35.
ParameterID Parameter for which value is requested. M
13.7.5.6 DSM306 - Return value - HNED to DSM Manager
MessageType="DSMB06"
Custoner| D {
HNED_I D {
Negot i at i onSessi onl D
Parameter| D <Val ue>
}
}
Table 53: DSM306 Message Profiling
Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM306" from HNED to DSM Manager M
returning current value of parameter.
CustomerID As defined in Table 34. M
HNED_ID As defined in Table 34. M
NegotiationSessionID ID set by HNED of session associated with data value M
exchange, as defined in Table 35.
ParameterID <Value> Parameter and current value. M
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13.7.5.7 DSM307 - Set value - DSM Manager to HNED

MessageType="DSM307"
Custoner| D {
HNED_| D {
Negot i at i onSessi onl D
Paraneter| D Val ue

}

Table 54: DSM307 Message Profiling

Element/Attribute Name Element/Attribute Description Mandated/
Optional
MessageType Message type "DSM307" from DSM Manager to HNED M

containing new value of parameter to be setin DSM
Manager. Multiple "ParameterID <Value>" pairs may be
carried sequentially.

CustomerID As defined in Table 34. M

HNED ID As defined in Table 34. M

NegotiationSessionID ID set by HNED of session associated with data value M
exchange, as defined in Table 35.

ParameterID <Value> ParameterID and value to be set in DSM Manager. M
13.7.5.8 DSM308 - Succesfull transaction - HNED to DSM Manager
MessageType="DSMB08"

Custoner| D {

HNED_I D {
Negot i at i onSessi onl D
Par amet er | D
}
}
Table 55: DSM308 Message Profiling
Element/Attribute Name Element/Attribute Description Mandated/
Optional

MessageType Message type "DSM308" from HNED to DSM Manager M

confirming that the new value of parameter has been set.

CustomerID As defined in Table 34. M

HNED ID As defined in Table 34. M

NegotiationSessionID ID set by HNED of session associated with data value M

exchange, as defined in Table 35.
ParameterIlD Parameter for which value has been set. M

13.8 Message Structure and Transport

13.8.1 Structure of the messages

All messages shall be structured in the same way, to conform with the schema shown in clause 13.8.3 The elements for
any message may be included in any order within the following rules:

e  All sub-elements shall be grouped with their parent element.
. Elements which are not required may be omitted.

o Multiple DSM messages which may be associated from DSM Manager to HNED or vice versa may be
combined inasingle HTTP(S) payload string, for example, the response from the DSM Manager to an HNED
to aDSMO001 request could include a sequence of message types DSM002 and DSM 101, and also DSM004 if
the DSM Manager is used to set the HNED priority. If multiple DSM messages are carried all the elements of
each DSM message shall be listed together.
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13.8.2 Transport of the messages

M essages shall be exchanged between a single HNED within a home (defined by the combination of " CustomerID" and
"HNED_ID") and the DSM Manager. The messages shall be transported over HTTP or HTTPS, asdefined in

IETF RFC 2616 [39]. The HTTP GET method shall be used for all message exchanges. As the delivery of DSM
messages is based on a peer to peer model, the HTTP response is not used to carry the DSM response message, but the
DSM response message is carried using another HTTP GET message. This means that the HNED shall host aHTTP
server.

The HTTP messages shall contain the DSM messages defined in clauses 13.6 and 13.7 according to the rules defined in
clause 13.8. Clause 13.8.3 describes the schema of the HTTP transport messages.

Optionally, message security and authentication shall be carried out using the methods defined in the DVB RMS/IFUS
(ETSI TS 102 824 [78]) specification.

13.8.3 Message Schema

Asaresult of the rules defined in clause 13.8 and the DSM message contents defined in clause 13.7 the HT TP message
schemais asfollows.

The message elements shall be prefixed using reserved characters as defined in IETF RFC 2396 [31] as follows:

Message type prefixed by "?"
Message el enents prefixed (hierarchically) as:
Main identifiers (Custonerl D, HNED |ID, NegotiationlD) prefixed by "$"
El enent pre-fxed by "&"
Message term nated by “;;"

The general message schemais therefore as follows:

http://' SourceAddress: [<port]'?' <MessageType> {' $Custoner| d='<string>} {' $HNED_ | D=' <stri ng>}
{" $Negot i ati onSessi onl D=" <val ue>} {'& <El ement>' =' <val ue>} {'& <El enent>'=' <val ue>} {'& <Chil d-
el enent >' ='<value>} {'& <Child-elenment >'='<value>}{'& <El enment>' =" <value>}"; ;"

Where:

Sour ceAddr ess = address

port = associated port nunber (optional)

MessageType = DSM nessage identifier, e.g. dsmlOl

Custoner| D as defined in clause 13.5.1, this is not required for all messages

HNED | D as defined in clause 13.5.1, this is not required for all nessages

Negot i ati onSessi onl D = NegotiationlD as defined in clause 13.5.1, this is not required for all
messages and may not be present

<El ement > = El enent-nane as defined in clause 13.7 or as used during a DSM negoti ati on

<val ue> = Value as defined in clause 13.7 or as used during a DSM negoti ati on

';;"' = Message term nator

For example:
A DSM001 message might be:

'http://SourceAddress:[ port] ?M essageT type=D SM 001$N egoti ationSessionl D=ASDF1234
[$HNEDPriority="2];;

A DSM306 message returning the value of a parameter following a query might be:

'http://SourceAddress:[ port] ?M essageType=DSM 306 $Customer| D=5678ad $HNED_|D=qwertyl
$NegoiationlD=123098 & Total DSM Bitrate=3500500;;

A composite message containing DSM 002 and DSM 101 may be:

‘http://SourceAddress:[ port] ?M essageType=D SM 002$Customer| D=5678ad$HNED _| D=qwerty1$Negoiationl
D=123098?DSM 101$Customer| D=5678ad$HNED _|D=qwerty1$HNEDPriority=2$ServiceTypePriority=1$C
ontentM odePriority=2%T otal Avail abl eBitrate=400050050;;
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Setting of HNED Identifier (HNED _ID) for each HNED

Only one DSM Manager will be available for any service offering and therefore only a single URI will be provided.

The process by which the unique HNED_ID is set for each HNED in ahome is not mandated in this present document.

From the SD& S metadata at first boot-up, as follows:;

HNED follows standard boot process defined in clause 8 to connect to the Service Provider SD& S service.
The HNED acquires the RM SFUSDi scovery record from the SD& S record.

The DSMProvider element of the SD& S"RMSFUSDiscovery" element from the Service Provider which
supports DSM shall contain the address of the DSM Manager.

Exchange of HNED_ID by one of the following options:

- If the HNED_ID has not been pre-assigned then the HNED requests the HNED_ID information from the
DSM Manager using the DSM 001 message, as defined in clause 13.7.2.1. The DSM Manager returns the
HNED _ID information as requested using the DSM002 message, as defined in clause 13.7.2.2.

- If the HNED_ID has been pre-assigned then the HNED passes the HNED_ID information to the DSM
Manager using the DSM003 message, as defined in clause 13.7.2.3. Acceptance of thisHNED _ID will
be confirmed by the DSMM using the DSM 004 message.

The DSM Manager sends a DSM 101 Status Synchronization message to the HNED, as defined in
clause 13.7.3.1.

Normal HNED startup and operation then continues.

NOTE: The service provider may validate the HNED before exchanging the HNED_ID using means not specified

in the present document.
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Annex A (informative):
MPEG-2 Timing Reconstruction

A.O Overview

This annex describes one way in which RTP timestamps can be used to reconstruct an MTS that is encapsulated in RTP
packets using IETF RFC 2250 [29] and transported over ajitter-inducing network e.g. 1P or Ethernet. This descriptionis
for information only and is not a normative part of the present document.

The Transport Stream System Target Decoder (T-STD) is defined fully in ISO/IEC 13818-1 [52]. It is a conceptual
decoder model used to define terms precisely and to model the decoding process. The input to the T-STD isaMTS. A
MTS may contain multiple MPEG programs with independent time bases. However, the T-STD decodes only one
program at atime.

Datafrom the MTS entersthe T-STD at a piecewise constant rate. The ith byte enters at time t(i). The time at which this
byte entersthe T-STD can be recovered from the input stream by decoding the input PCR fields, encoded inthe MTS
packet adaptation field of the program to be decoded and, by counting the bytes in the complete MTS between the
successive PCRs of the program to be decoded. The value encoded in the PCR field indicates the time t(i), where i
refers to the byte containing the last bit of the PCR.

For al other bytes the input arrival time t(i) is computed from PCR(i") and the transport rate at which the MTS arrives.
The transport rate is determined as the number of bytesin the MTS between the bytes containing the last bit of two
successive PCR fields of the same program plus one, divided by the difference between the time values encoded in
these same two PCR fields (see also figure A.1):

1) =CCRk=D) i (A1)
27MHz  R(i)
Where:
[ istheindex of any byteinthe MTSfori" < i < i'.
i" istheindex of the byte containing the last bit of the most recent PCR field applicable to the
program being decoded.
PCR(k-1) isthe time encoded in the PCR field in units of the 27 MHz system clock.
R(i) isthe trangport rate which is calculated as follows:
R() = (i'-i")x27 MHz A2)
PCR(k) - PCR(k-1)
Where:
i istheindex of the byte containing the last bit of the immediately following PCR applicable to the
program being decoded.
and i"< i<

Note that equation A.2 assumes that the transport rate between two successive PCRs is constant, but that the transport
rate may change at any PCR. Note furthermore that the transport rate for multi-program transport streamsis typically
constant, but that the transport rate of a single-program transport stream may vary within the piece-wise constant rate
concept defined by equation A.2. (See also ISO/IEC 13818-1 [52]).

A toleranceis specified for the PCR values. The PCR tolerance is defined as the maximum inaccuracy allowed in
received PCRs. Thisinaccuracy may be due to imprecision in the PCR values or to PCR modification during
remultiplexing. Note that it does not include errorsin packet arrival time due to network jitter or other causes. The PCR
tolerance is£500 ns. In the T-STD model, the inaccuracy will be reflected as an inaccuracy in the calculated transport
rate R(i) of equation A.2.
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A.1  Clock recovery in a RTP receiver

It is assumed that ajitter-smoothing network adapter is inserted between a network's output and an MPEG-2 decoder.
The network adapter exploits the RTP timestamps to achieve jitter smoothing. The MPEG-2 decoder is assumed to
conform to the real-time MPEG-2 interface specification [53]. This interface requires an MPEG-2 decoder with more
jitter tolerance than the idealized decoder of the System Target Decoder. The network adapter processes the incoming
jittered bit stream and outputs a system stream whose actual byte delivery schedule conforms to the real-time
specification.

Note that for immediate decoding the network adapter approach may not be necessary or cost effective. Instead asingle
stage of clock recovery can be used.

According to IETF RFC 2250 [29], each RTP packet contains a timestamp derived from the sender's 90 KHz clock
reference. This timestamp is the target transmission time of the first byte of the RTP payload i.e. the "ideal" time that
the packet should be fed into the IP network. It is assumed that the time between the last byte put in the RTP packet and
the time value inserted as the RTP timestamp into the packet is constant. In this way the RTP timestamp is the time of
the last byte that entered the RTP packet plus some constant delay. Note that the boundary of the IP network may still
be somewhat vague and this may affect the jitter processi.e. the transmitter can also add some (scheduling and
processing) jitter to the packet before it appears on the (IP) network. However, the receiver should be able to handle this
additional jitter adequately.

In this regard, the difference between the (RTP) target transmission time and the (MPEG) target delivery timeisatime
constant plus the (constant) delay imposed on the delivery of the MTSto the RTP receiver. Both can be ignored,
because they are constant, and hence for the RTP receiver the target transmission time is functionally equivalent to the
target delivery time.

|

» €« RTPP(n-1) —Pi—— RTPP(n) —Pi€—— RTPP(1+1) — P
R(i+1)
i PCRIK) ¢
S i
0 =TT ¢
i I PCRk-T) Z\ T~
N —RTPP() P € RTPP(n+1)—-—
L L =
R(-D) e RO
ey
k-2) —
__R(i-2) --
i t(n+1)
RTP(n)
t(n-1) t(h) ti)  t(ntl) t(ni2) 27MHz STC ——)»
EvW_ClkRec01.vsd
RTP(n-2) RTP(n-1) RTP(n) RTP(n+1)  90kHz HTC ——)

Figure A.1: Timing

In terms of the MPEG-2 system time clock, the first byte of the payload of RTP Packet (n+1), referred to as RTPP(n+1)
infigure A.1, entersthe T-STD at time t(n+1). Time t(n+1) can be recovered as follows:

_PCRK) p_
tn+h= 27MHz R() (A-3)
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where:
n+1 istheindex of the RTP packet i.e. the value n+1 in RTPP(n+1).
k istheindex of the first PCR in RTPP(n+1).
p is the number of bytes preceding the byte that contains the last bit of PCR(k).
PCR(K) isthetime encoded in the first PCR of the MPEG program that is selected as reference to
reconstruct the MTS.
R(i) isthe transport rate of the transport stream between PCR(k-1) and PCR(K) of the MPEG program

that is selected as reference to reconstruct the M TS, as calculated by equation A.2.

The target transmission time RTP(n) plus a constant delay, expressed in units of the 90 kHz Head-end Time Clock
(HTC) of the sender correspondsto time value t(n+1) of the first byte of RTPP(n+1). Time vaue t(n+1) is expressed in
units of the 27 MHz MPEG-2 STC. In many, if not all cases, it is reasonable to assume that the drift between the HTC
and the STC can be ignored for the duration of the transport stream contained in one RTP packet and between two
consecutive RTP packets.

Therefore, if desired, it is also possible to map the value of any contained PCR to a 90 kHz value of the sender, as
follows:

PCR(K) = RTP(n) + 90 kHzx (gz)l) (A.4)

The mapping information between the STC and the 90 kHz clock of the sender can be used to reconstruct the MPEG-2
transport stream at the receiver.

Note that there is an uncertainty of about 11 pus (1/90 kHz), due to the 90 kHz resolution of the RTP time stamps. Thisis
perceived by the receiver as delivery jitter and conforms to the MPEG-2 real-time interface specification [53]. A
well-constructed 27 MHz STC PLL should be able to remove thisjitter.

Note that the RTP timestamps can be derived from an arbitrary 90 kHz HTC, which may be, but is not required to be,
locked to the STC of one of the programsinthe MTS.

A.2 Recommendation

To use this two-stage M TS reconstruction method based on RTP timestamps, it is recommended that the time between
putting the last byte in the RTP packet and inserting the RTP timestamp value into the RTP packet is constant.
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Annex B (informative):
SD&S data model

Following restructuring, the text for this annex can now be found in clause 5.2.7: "Data Model (Informative)”.
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Annex C (normative):
Schemas

C.1 SD&S XML schemas

C.1.1 Namespace

Following restructuring, the text for this clause can now be found in clause 5.2.8: "M etadata Namespace'.

C.1.2 Simple types

Following restructuring, the text for this clause can now be found in clause 5.2.10: " XML Basic Types'.

C.1.3 Complex types and attribute groups

Following restructuring, the text for this clause can now be found in clause 5.2.11: "XML Complex Types - Attribute
Groups'.

C.1.4 Element Types

Following restructuring, the text for this clause can now be found in clause 5.2.12: "XML Complex Types - Element
Groups'.

C.1.5 Schema

Following restructuring, the text for this clause can now be found in clause 5.2.13: "XML Main Types".

C.1.6 Multicasting SD&S XML documents

Following restructuring, the text for this clause can now be found in clause 5.4: "Transport mechanisms’.

C.2 CDS XML Schemas
C.2.0 Introduction

The following clauses define the various types and elements that are used in the CDS XML schema. The full normative
XML schemaisavailable asthe file dvb_metadata iptv_cds 2008-1r3.xsd in archive ts_102034v020101p0.zip which
accompanies the present document.

C.2.1 Namespace

The namespace for the CDS XML schema is urn:dvb: metadata:iptv:cds:2008- 1.

C.2.2 Basic schema definitions

<?xm version="1.0" encodi ng="utf-8"?>
<Il-- Created with Liquid XM_ Studio 1.0.8.0 (http://wwmwv|iquid-technol ogi es.com -->
<xs: schema "urn: dvb: net adat a: i pt v: cds: 2008- 1"

xm ns: cds="ur n: dvb: net adat a: i pt v: cds: 2008- 1"

xm ns: xsi ="http://wwm wW3. or g/ 2001/ XM_Schena- i nst ance"

xm ns: sdns="ur n: dvb: met adat a: i pt v: sdns: 2008- 1"

xm ns: hf p="htt p: // www. W3. or g/ 2001/ XM_Schema- hasFacet AndPr operty"

xm ns: xs="http://ww. w3. or g/ 2001/ XM_Schema"

"qualified" "unqual i fied">
<xs:inport "urn: dvb: met adat a: i ptv: sdns: 2008- 1" "./sdns_v1. 4r13. xsd"/ >
<xs:annot ati on>
<xs: docunentati on xm "en">

The present docunent defines XML schemas used for DVB | PTV Content Downl oad Services
(CDhS)and is
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conpatible with rl1.4 of ETSI TS 102 034 and | ater using associations with
"sdns_v1. 4r 13. xsd"
</ xs: docunent ati on>
</ xs:annot ati on>

</ xs: schema

C.2.3 Download session description

<xs: conpl exType nanme="Downl oad- Sessi on- Gener al - Par anet er sType" >
<XS: sequence>
<xs: el ement m nCccurs="1" maxCccurs="1" nane="Servi ce- Provi der-Domai n" type="sdns: Domai nType"
/>
<xs: el ement m nCccurs="1" maxCccurs="1" nanme="Downl oad- Sessi on-1 D' type="xs: nonNegati vel nt eger"
/>
<xs: el ement m nCccurs="1" maxCccurs="1" nane="Downl oad- Sessi on- Ver si on"
t ype="xs: nonNegati vel nteger" />
<xs: el ement m nCccurs="0" maxCccurs="1" nanme="Content-|tem Formt">
<xs: si npl eType>
<xs:restriction base="xs: unsi gnedByte">
<xs:enuneration val ue="0" />
<xs:enuneration val ue="1" />
<xs:enuneration val ue="2" />
<xs:enuneration val ue="3" />
</xs:restriction>
</ xs: si npl eType>
</ xs: el enent >
<xs:el ement m nCccurs="1" maxQccurs="1" name="Downl oad- Sessi on- Ti me- | nf or mati on" >
<xs: conpl exType>
<xs:attribute name="Start-Ti me" type="xs:dateTi me" use="required" />
<xs:attribute name="Stop-Ti me" type="xs:dateTi ne" use="optional" />
</ xs: conpl exType>
</ xs: el ement >
<xs: el ement m nCccurs="0" maxCccurs="1" nanme="Recepti on- Reporting">
<xs: conpl exType>
<xs: conpl exCont ent m xed="fal se">
<xs: ext ensi on base="cds: Di stributi on-Of - Request s- Over - Ti me- And- Ser ver sType" >
<xs:attribute default="0" nanme="Mode" use="optional ">
<xs: si npl eType>
<xs:restriction base="xs:unsi gnedByte">
<xs:enuneration val ue="0" />
<xs:enuneration val ue="1" />
<xs:enuneration val ue="2" />
</xs:restriction>
</ xs: si npl eType>
</xs:attribute>
</ xs: ext ensi on>
</ xs: conpl exCont ent >
</ xs: conpl exType>
</ xs: el ement >
</ xs: sequence>
</ xs: conpl exType>
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DownIDad—SesSion-General-ParametersType)E) —( Service-Provider-Domain | (S
(D S | [ DomainType |®

Dowwnload-Session-I0 [(S—
[ nonhlegativelnteger |@®

—{ Dowenload-Sessian-Yersion | (S=——
| [ nontegstivelntsger (&

Contert-ttem-Format @—@ E)—( [#] restricts: zsdunsignedByte )@
_( Dowvnload-Session- Time-Information |@—@@ @ Start-Time |®

@ Stop-Time (&

Reception-Reporting |[(®
Figure C.1: Download-Session-General-ParametersType

Reception-Reporting @—@ E) @—( <] [> extends: cds:Distribution-Of-Requests-Over-Time-And-ServersType j@

Figure C.2: Reception-Reporting

<xs: el ement nanme="Uni cast - Downl oad- Sessi on" >
<xs: conpl exType>
<xs: conpl exCont ent m xed="fal se">
<xs: ext ensi on base="cds: Downl oad- Sessi on- Gener al - Par anet er sType" >
<Xs: sequence>
<xs: el ement m nCccurs="1" maxQccur s="unbounded" nanme="Fil e-|nfo">
<xs: conpl exType>
<xs: choi ce>
<xs:el ement name="Fil e-Server-Info" type="cds: File-Server-I|nfoType" />
<xs: el ement name="Fil e- Server - Chunk- | nf 0" type="cds: Fil e- Server - Chunk- | nf oType" />
</ xs: choi ce>
</ xs: conpl exType>
</ xs: el ement >
</ xs: sequence>
</ xs: ext ensi on>
</ xs: conpl exCont ent >
</ xs: conpl exType>
</ xs: el enent >

| Inicast-Download-Session |€l—@ E) @—( ][> extends: cds:Download-Session-General-ParametersType j@

Figure C.3: Unicast-Download-Session

1..
( ][> extends: cd=:Dowvnlosd-Session-General-ParametersType ) o @ o =1 File-Info @—@ @\_.

File-Serverdnio (@

File-Server-Chunk-Infa

®

(D Dovvnload-Session-General-ParametersType j @

Figure C.4: Extended Download-Session-General-ParametersType

<xs: conpl exType nanme="Mil ti cast - Downl oad- Sessi onType" >
<xs: conpl exCont ent m xed="fal se">
<xs: ext ensi on base="cds: Downl oad- Sessi on- Gener al - Par anet er sType" >
<Xs:sequence>
<xs: el ement m nCccurs="0" maxCccur s="unbounded" nanme="Fil e- Ref erence" >

<xs: conpl exType>

<xs: si npl eCont ent >
<xs: ext ensi on base="xs:anyURl " />

</ xs: si npl eCont ent >

</ xs: conpl exType>
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</ xs: el ement >
<xs: el ement m nCccurs="1" maxCccurs="1" name="|P- Mil ti cast - Addr ess- Sour ce"
t ype="sdns: | POr Donai nType" />
<xs:element m nCccurs="1" maxCccurs="1" nane="Transport-Session-ldentifier">
<xs: si npl eType>
<xs:restriction base="xs: unsi gnedLong">
<xs: maxl ncl usi ve val ue="281474976710655" />
<xs: m nl ncl usi ve val ue="0" />
</xs:restriction>
</ xs: si npl eType>
</ xs: el enent >
<xs:el ement m nCccurs="0" default="1" name="Nunber- O - Channel s">
<xs: si npl eType>
<xs:restriction base="xs:unsi gnedByte">
<xs: maxl ncl usi ve val ue="16" />
<xs: m nl ncl usi ve val ue="1" />
</xs:restriction>
</ xs: si npl eType>
</ xs: el enent >
<xs: el ement maxQCccur s="unbounded" nane="Channel ">
<xs: conpl exType>
<xs:attribute nane="I|P-Milticast-Address" type="sdns:|PType" use="required" />
<xs:attribute name="|P-Milticast-Port-Nunber" type="xs:unsignedShort" use="required" />
<xs:attribute name="Max- Bandw dt h- Requi renment" type="xs: positivelnteger" use="optional"
/>
</ xs: conpl exType>
</ xs: el enent >
<xs: el ement m nCccurs="0" default="0" nanme="FEC-Encodi ng-|D"' type="xs:unsi gnedByte" />
<xs: el ement m nCccurs="0" nanme="Recovery">
<xs: conpl exType>
<xs: conpl exCont ent m xed="fal se">
<xs: extensi on base="cds: Di stribution- O - Request s- Over - Ti me- And- Ser ver sType" >
<xs:attribute default="0" nanme="Mode" use="optional ">
<xs: si npl eType>
<xs:restriction base="xs:unsi gnedByte">
<xs:enuneration val ue="0" />
<xs:enumeration val ue="1" />
</xs:restriction>
</ xs: si npl eType>
</xs:attribute>
</ xs: ext ensi on>
</ xs: conpl exCont ent >
</ xs: conpl exType>
</ xs: el enent >
</ xs: sequence>
</ xs: ext ensi on>
</ xs: conpl exCont ent >
</ xs: conpl exType>

(|:| Multicast-Download-Session Type )B E)—( ][> extends: cds:Download-Session-General-ParametersType j@l

Figure C.5: Multicast-Download-SessionType
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[
( ][> extends: cos:Download-Session-General-ParametersType j@c O * File-Reference @—@ @ © <[> extends: xsdianyURl J®
—| IP-hiutticast-Address-Source |
[ IPorDomainType |®

—| Transport-Session-ldentifier |€l—@ @—( D(] restricts; xsd unsignedLong j@
Mumber-Of-Channels @—@ E)—( [] restricts: wsdunsignedByte j@

1.
= 6—@ @ IP-huticast-sddress [®

@ P-Muticast-Port-Number |@

@ Max-Bandwidth-Requirement |@

FEC-Encaoding-IC
[7 unsignedByte |@

Recovery (@

(D Dowvnload-Session-General-ParametersType j@

Recovery |2 O 1= £ ﬁ‘ 3 (5 ( <[> extends: cds:Distribution-Of-Requests-Cver-Time-And-ServersType )@

Figure C.6: Extended Download-Session-General-ParametersType

<xs: el enent nanme="Carousel - Mul ti cast - Downl oad- Sessi on" >

<xs: conpl exType>
<xs: conpl exCont ent m xed="fal se">
<xs: ext ensi on base="cds: Mil ti cast - Downl oad- Sessi onType" />
</ xs: conpl exCont ent >
</ xs: conpl exType>
</ xs: el ement >
See Figure C5..

<xs: el enent nanme="Schedul ed- Mul ti cast - Downl oad- Sessi on" >

<xs: conpl exType>
<xs: conpl exCont ent m xed="fal se">
<xs: ext ensi on base="cds: Mil ti cast - Downl oad- Sessi onType" >
<Xs:sequence>
<xs: el ement m nCccurs="0"

<xs: conpl exType>
<xs:attribute name="|P- Address" type="sdns:|PO Domai nType" use="required" />

<xs:attribute name="Port-Nunber" type="xs:unsignedShort" use="required" />

</ xs: conpl exType>
</ xs: el ement >
</ xs: sequence>
</ xs: ext ensi on>
</ xs: conpl exCont ent >
</ xs: conpl exType>
</ xs: el ement >

| Scheduled-Multicast-Dovwnload-Session |®—@ E) @—( {] [> extends: cds:Multicast-Download-SessionType j@

@ IP-Address

name="Conpl et i on- Pol | - Response- Server" >

@

( <] [> extends: cds:Mutticast-Dovnload-SessionType ) (= @ [ Completion-Poll-Response-Server @@

@ Port-MNumber

( O Muticast-Download-SessionType )@

Figure C.7: Extended Multicast-Download-SessionType

<xs: conpl exType nanme="Di stributi on- O - Request s- Over - Ti me- And- Ser ver sType" >

<XS: sequence>
<xs: el enent maxQccur s="unbounded"

</ xs: sequence>

nane="Server-URl" type="xs:anyURl" />
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<xs:attribute default="0" name="Ofset-Time" type="xs:unsignedShort" />
<xs:attribute default="0" name="Random Ti me- Peri od" type="xs:unsignedShort" />
</ xs: conpl exType>

1..00
Distribution-Of-Reguestz-COver-Time-And-ServersType )@ Server-LRI |(S—
(D S [7 anylR @

@ Offset-Time |2
[ unsignedShort &

Randaom-Time-Period |2
e [ unsignedsShart |(®

Figure C.8: Distribution-Of-Requests-Over-Time-And-ServersType

<xs: conpl exType nanme="Fil e- | nf oType" >
<Xs: sequence>
<xs:el ement m nCccurs="1" maxCccurs="1" nane="Fi | e- Ref erence" type="xs:anyUR" />
<xs: el ement m nCccurs="0" maxCccurs="1" nanme="Fil e- Content-Typ" type="xs:string" />
<xs: el ement m nCccurs="0" maxCccurs="1" nanme="Content-|tem Formt">
<xs: si npl eType>
<xs:restriction base="xs: unsi gnedByte">
<xs:enuneration val ue="0" />
<xs:enuneration val ue="1" />
<xs:enumeration val ue="2" />
<xs:enumeration val ue="3" />
</xs:restriction>
</ xs: si npl eType>
</ xs: el enent >
<xs:el ement m nCccurs="0" maxCQccurs="1" name="Fil e-Length" type="xs:unsignedLong" />
<xs: el ement m nCccurs="0" maxCccurs="1" nane="Fil e-Di gest" type="xs: base64Bi nary" />
</ xs: sequence>
</ xs: conpl exType>

File-InfoType | File-Reference [
S =)o

File-Content-Typ (=)
[ string &

File-L h |
b-Length 1O (P’wmwmmw)@

File-Digest [
( [ bazebdBinary j@

Figure C.9: File-InfoType

<xs: conpl exType name="Fi | e- Server - | nf oType" >
<xs: conpl exCont ent m xed="fal se">
<xs: extensi on base="cds: Fil e-|nfoType">
<Xs:sequence>
<xs:el ement m nCccurs="1" maxQccur s="unbounded" nane="Server-|nfo">
<xs: conpl exType>
<Xs:sequence>
<xs: el ement m nCccurs="1" maxCccurs="1" nane="Server-Base-UR " type="xs:anyURl" />
</ xs: sequence>
</ xs: conpl exType>
</ xs: el enent >
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</ xs: sequence>
</ xs: ext ensi on>
</ xs: conpl exCont ent >
</ xs: conpl exType>

(D File-Server-InfaType )E) E)—( ][> extends: cd=File-InfaType ) .E. = Server Info @

|:| FI|E InfoType |®

Figure C.10: File-Server-InfoType

B_@@E«];—| Server-Baze-UR |B 7 iR )®

Figure C.11: Server-Info

<xs: conpl exType name="Fi | e- Server - Chunk- | nf oType" >
<xs: conpl exCont ent m xed="fal se">
<xs: extensi on base="cds: Fil e-|nfoType">
<Xs:sequence>
<xs:el ement m nCccurs="1" maxCQccurs="1" name="Chunk-Length" type="xs:unsignedLong" />
<xs: el ement m nCccurs="0" maxCOccur s="unbounded" nane="Chunk-Di gest">
<xs: conpl exType>
<Xs: sequence>
<xs: el emrent name="Di gest" type="xs: base64Bi nary" />
<xs: el ement nanme="Chunk- Nunber" type="xs: unsi gnedLong" />
</ xs: sequence>
</ xs: conpl exType>
</ xs: el ement >
<xs: el ement m nCccurs="1" maxCQccur s="unbounded" nane="Server-|nfo">
<xs: conpl exType>
<Xs: sequence>
<xs: el ement m nCccurs="1" maxCccurs="1" nane="Server-Base-UR " type="xs:anyURl" />
<xs: el ement m nCccurs="0" maxCccurs="1" nanme="Avai | abl e- Chunk- Li st"
t ype="cds: Avai | abl e- Chunk- Li st Type" />
</ xs: sequence>
</ xs: conpl exType>
</ xs: el ement >
</ xs: sequence>
</ xs: ext ensi on>
</ xs: conpl exCont ent >
</ xs: conpl exType>

(D File-Server-Chunk-InfaType j@ E)—( ][> extends: cds:File-InfoType j = @ o)

Chunk-Lendgth

[] File-infoType @&

Figure C.12: File-Server-Chunk-InfoType
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Digest |

Chunk-Digest 3@—@6 @ o

( [ bazeSdEinary j@

Chunk-Mumber [&

( [ unszignedLong jl:‘f«j

Figure C.13: Chunk-Digest

@_@@‘_.@H Server-Base-UR |‘3 ( 7 anyURI j@

Available-Chunk-List |15
( [7 svailable-Chunk-ListType j@

Figure C.14: Server-Info

<xs: si npl eType name="Avai | abl e- Chunk- Li st Type" >
<xs:list itenflype="xs:positivelnteger" />
</ xs: si npl eType>

Available-Chunk-List | (Se—

(|7 Availshle-Chunk-ListType )e—{ list of: x=d positivelrteger |O

[ postivelnteger &

Figure C.15: Available-Chunk-List

C.2.4 Reception reporting message

<xs: el ement nanme="Content-|tem Recepti on- Report">
<xs: conpl exType>
<xs: conpl exCont ent m xed="fal se">
<xs: ext ensi on base="cds: Basi c- Recepti on- Report - Type" >
<xs: sequence m nCccurs="1" maxCccurs="1">
<xs:el ement m nCccurs="1" maxCccurs="unbounded" nanme="File">
<xs: conpl exType>
<XS: sequence>
<xs: el ement name="File-URl" type="xs:anyURl" />
<xs: el ement name="Downl oad- Acti on">
<xs:si npl eType>
<xs:restriction base="xs:string">
<xs: enuneration val ue="downl oad" />
<xs:enuneration val ue="ski pped" />
</xs:restriction>
</ xs: si npl eType>
</ xs: el enent >
</ xs: sequence>
</ xs: conpl exType>
</ xs: el enent >
</ xs: sequence>
</ xs: ext ensi on>
</ xs: conpl exCont ent >
</ xs: conpl exType>
</ xs: el enent >
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1.
Cortert-tem-Reception-Report |@—@ E) @—( 4[> extends: cos:Basic-Reception-Report-Type j O @ o o @

( [] Basic-Reception-Report-Type j@

Figure C.16: Content-ltem-Reception-Report

[ anyURIl &

Diovvriloacd-Action |E‘,- 7 15 ([}{] restricts: xad string j@l

Figure C.17: File

<xs: el ement name="Fil e- Recepti on- Report">
<xs: conpl exType>
<xs: conpl exCont ent m xed="fal se">
<xs: ext ensi on base="cds: Basi c- Recepti on- Report - Type" >
<xs:sequence m nCccurs="1" maxCccurs="1">
<xs:el ement m nCccurs="1" maxCQccurs="unbounded" nanme="File">
<xs: conpl exType>
<XS: sequence>
<xs:el ement name="File-URl" type="xs:anyURl" />
</ xs: sequence>
</ xs: conpl exType>
</ xs: el enent >
</ xs: sequence>
</ xs: ext ensi on>
</ xs: conpl exCont ent >
</ xs: conpl exType>
</ xs: el ement >

1.
File-Reception-Report @—@ E) E)—( <][» extends: cds:Basic-Reception-Report-Type j o x O]

(D Basic-Reception-Report-Type j O]

Figure C.18: File-Reception-Report

= Jo—@eo—@o—{rmlo— Zmme

Figure C.19: File
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<xs: el ement name="Chunk- Recepti on- Report">
<xs: conpl exType>
<xs: conpl exCont ent m xed="fal se">
<xs: ext ensi on base="cds: Basi c- Recepti on- Report - Type" >
<xs:sequence m nCccurs="1" maxCccurs="1">
<xs: el ement m nCccurs="1" maxCOccur s="unbounded" nanme="File">
<xs: conpl exType>
<Xs: sequence>
<xs:el ement name="File-URl" type="xs:anyURl" />
<xs: el ement m nCccurs="1" maxCccur s="unbounded" nane="Byt e- Range"
t ype="cds: Byt eRange" />
</ xs: sequence>
</ xs: conpl exType>
</ xs: el enent >
</ xs: sequence>
</ xs: ext ensi on>
</ xs: conpl exCont ent >
</ xs: conpl exType>
</ xs: el enent >

Chunk-Reception-Repart [ = [©)] entends: cos Bazic-Reception-Repoit-Type | O Lo File |@®
G

( [0 Basic-Reception-Repart-Type j ®

Figure C.20: Chunk-Reception-Report

© [ anyl Rl @&

File-LIR

Byte-Range

S (O evteRange @«[: @ first-byte-pos |@

i@ last-byte-pos | (]

Figure C.21: File

<xs: conpl exType nane="Basi c- Recepti on- Report - Type">
<xs: sequence>
<xs:el ement name="Client-|1D"' type="xs:string" />
<xs: el ement nanme="Push- Action" type="xs:bool ean" />
<xs: el ement nanme="CRI D' type="xs:anyURl" />
<xs: el ement name="Cont ent - Ver si on" type="xs: unsi gnedByte" />
<xs: el ement name="Servi ce- Provi der - Domai n" type="sdns: Donmai nType" />
<xs: el ement nanme="Downl oad- Sessi on_| D' type="xs: nonNegati vel nteger" />
<xs: el ement nanme="Downl oad- Sessi on- Ver si on" type="xs: nonNegativel nteger" />
</ xs: sequence>
</ xs: conpl exType>
<xs: conpl exType nanme="Byt eRange" >
<xs:attribute name="first-byte-pos" type="xs:unsignedLong" use="required" />
<xs:attribute name="| ast- byt e-pos" type="xs:unsignedLong" use="required" />
</ xs: conpl exType>
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1

(D Basic-Reception-Report-Type jl:E) =) Cliernt-o | S—— @

Push-iction (&
[¥ boolean J@

;

DD

Cortert-Yersion [
[7 unsignedByte &

—| Service-Provider-Domain l@

[ DomainType @

—| Dovwwnlosd-Session_ID ['8

( [ nonegstiveinteger j@

\—| Dowynlosd-Session-Yersion [E?

( [ nonhlegativeinteger j =

Figure C.22: Basic-Reception-ReportType

C.3 FLUTE FDT XML Schema for SRM

This clause defines FLUTE FDT XML schema for the FLUTE multicast SRM download service defined in
clause 12.5.2. It supports the attributes defined in Table 33.

Thebase FLUTE FDT XML schemadefined in IETF RFC 3926 [70] is not avalid schema. Therefore the XML schema
defined in draft-ietf-rmt-flute-revised-07 is used as the base schema for the SRM extensions. This base schemais
extended with the CP System ID, CP System SRM ID and SRM file version attributes as defined in Table 33.

<xs: el ement name="FDT- | nstance" type="FDT-I|nstanceType"/>

FOT-Inztance |S
( [] FOT-InstanceType j (]

Figure C.23: FDT-Instance

<xs: conpl exType nanme="FDT- | nst anceType" >

<Xs: sequence>

<xs: el ement name="File" type="Fil eType" maxCccurs="unbounded"/>

<xs:any namespace="##ot her" processContents="skip" m nCccurs="0" maxCccurs="unbounded"/>
</ xs: sequence>
<xs:attribute name="Expires" type="xs:string" use="required"/>
<xs:attribute name="Conpl ete" type="xs:bool ean" use="optional"/>
<xs:attribute name="Content-Type" type="xs:string" use="optional"/>
<xs:attribute nane="Content-Encodi ng" type="xs:string" use="optional"/>
<xs:attribute nane="FEC- OTl - FEC- Encodi ng- | D' type="xs: unsi gnedByte" use="optional "/>
<xs:attribute name="FEC- OIl - FEC- | nst ance- | D' type="xs:unsi gnedLong" use="optional "/>
<xs:attribute name="FEC- OTl - Maxi mum Sour ce- Bl ock- Lengt h" type="xs: unsi gnedLong"

use="optional "/ >
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<xs:attribute name="FEC- OIl - Encodi ng- Synbol - Lengt h" type="xs: unsi gnedLong" use="optional "/>
<xs:attribute name="FEC- OTl - Max- Nunber - of - Encodi ng- Synbol s" type="xs: unsi gnedLong"
use="optional "/ >
<xs:attribute name="FEC- OTl - Scheme- Speci fi c-Info" type="xs:base64Bi nary" use="optional "/>
<xs:anyAttribute processContents="skip"/>
</ xs: conpl exType>

( [] FOT-InstanceType )E}- 4.
E( » #other

— @ Bk Jo—] (7 s )@

Z let =
2 Fompte 9 [ boolean |
2 e
i [ string &

Contert-Encoding | S——
2 sl Ty

FEC-OTI-FEC-Encoding-ID 5
e : [ unsignedByte &

FEC-OTI-FEC-Instance-ID |2
e [ unsignedLong &

i@ FEC-OTI-Maximum-Source-Block-Length |2
[ unsignedLong @&

i@ FEC-OT-Encoding-Symbol-Length |12
. [ unsignedLong @&

@ FEC-OTI-Max-Mumber-of-Encoding-Symbols :C-_"}
[ unsignedLong |@&®

@ FEC-OTl-Scheme-Specific-Info |2
[ bazeBdBinary |

ooo
=]

Figure C.24: FDT-InstanceType

<xs: conpl exType name="Fi | eType">
<XS:sequence>
<xs:any nanespace="##ot her" processContents="skip" m nCccurs="0" maxCccur s="unbounded"/>
</ xs: sequence>
<xs:attribute name="Content-Location" type="xs:anyURl" use="required"/>
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nane="TO " type="xs: positivelnteger" use="required"/>

nane="Cont ent - Lengt h" type="xs: unsi gnedLong" use="optional"/>

name="Tr ansf er-Lengt h" type="xs:unsi gnedLong" use="optional "/>
name="Cont ent - Type" type="xs:string" use="optional"/>

name=" Cont ent - Encodi ng" type="xs:string" use="optional"/>

nane="Cont ent - MD5" type="xs: base64Bi nary" use="optional"/>

nane="FEC- OT| - FEC- Encodi ng- | D' type="xs: unsi gnedByte" use="optional"/>
name="FEC- OTl - FEC- | nst ance-| D' type="xs: unsi gnedLong" use="optional"/>
name="FEC- OT| - Maxi num Sour ce- Bl ock- Lengt h" type="xs: unsi gnedLong"

name="FEC- OTl - Encodi ng- Synbol - Lengt h" type="xs: unsi gnedLong" use="optional "/>
nanme="FEC- OT| - Max- Nunber - of - Encodi ng- Synbol s" type="xs: unsi gnedLong"

nane="FEC- OT| - Schene- Speci fi c-1nfo" type="xs: base64Bi nary" use="optional"/>
nane="CP- System | D' type="dvb1l2: CPSyst em DType"/ >

name="CP- System SRM | D' type="dvb1l2: CPSyst enSRM DType" use="optional "/>
name="SRM Fi | e- Ver si on" type="dvb: Version"/>

<xs:anyAttribute processContents="skip"/>

</ xs: conpl exType>
</ xs: schema>
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Annex D (informative):
Void
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Annex E (normative):
Application Layer Forward Error Correction

E.1 Introduction

This annex defines an optional protocol for Application Layer FEC (AL-FEC) protection of streaming media for
DVB-IPTV services carried over RTP transport. This AL-FEC protocol is alayered protocol based on a combination of
the following two forward error correction codes:

. a simple packet-based interleaved parity code, equivalent to a subset of the code defined in [66];
. the Raptor code, as defined in [64] and [65].

Note that the code defined in [66] is only applicable to the case of media carried within asingle RTP flow. In this case,
FEC repair packets may be sent in one (or more) layers, the first layer containing packets generated by the interleaved
parity code and the optional second and subsequent |ayers containing packets generated by the Raptor code. Receivers
process only packets from the layer or layers they support. A key property of the code defined in the present document
isthat simultaneous support of multiple layersis possible and FEC packets from these multiple layers can be combined
at the receiver to achieve error correction performance which is better than any single layer alone.

Clause E.3 defines the first layer, based on [66].
Clause E.4 defines the subsequent layers, based on [64] and [65].
Clause E.5 describes hybrid decoding procedures which can make use of packets from all layers of the code.

Finally, clause E.6 defines complete FEC protocols for multicast and unicast video with both MPEG-2 Transport
Stream encapsulation and direct transport of audio and video over RTP, constructed using the components described in
the previous clauses.

E.2 Terms and Acronyms

Table E.1: Terms and Acronyms

Term/Acronym Definition/Description
Bundle Collection of Streams (a.k.a. Flows) that are collected into a single
Source Block, and used to generate a single stream of Repair
Symbols. For example, a low-bitrate audio stream might be
bundled with a high-bitrate stream, providing better FEC protection
than if it had not been bundled.
Flow Another term for "Stream", used in the context of Bundles.
Intermediate Block A block of data derived from the original Source Block data in the
case of Raptor Encoder or the combination of Received Source
Symbols and Repair Symbols in the case of Raptor Decoder.

Repair Symbol A Symbol generated by the Raptor Encoder that is derived from
Source Symbols.

Source Block A block of source data over which the Raptor Encoder provides
FEC repair information.

Source Symbol The unit of data from a Source Block. All Source Symbols within a
source block are the same size.

FEC Forward Error Correction.

Encoding Symbol A source symbol or a repair symbol.

Source Packet Information  |Information included in a source block related to or from a source

(SPI) packet.
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Term/Acronym Definition/Description
FEC Streaming Information which controls the operation of the FEC Streaming
Configuration Information Framework.
FEC Payload ID See [48].
Source FEC Payload ID See [48].
Repair FEC Payload ID See [48].
FEC Object Transmission See [48].
Information
FEC Encoding ID See [48].
Content Delivery Protocol See [48].

E.3 SMPTE 2022-1-based code

SMPTE 2022-1 [66] based coding may be applied for streams which meet the requirements of SMPTE 2022-2 [67].

All requirements of [66] and [67] shall apply, with the modifications and exceptions as shown in Table E.2.
M odifications/exceptions are classified as follows:

(R Additional requirement (normative).
(B) Exception (normative).
(N) Note (informative).

Table E.2: Modification/exceptions to [66] and [67]

Clause from [66] and [67]

Modification/exception

[66] 7.1 RTP/UDP/IP Layer

(E) The SSRC of the source stream shall be chosen randomly (with
collision detection) per the requirements of [21]. RTCP CNAME field should
be used to associate the FEC streams with the source streams.

[66] 7.1 RTP/UDP/IP Layer

(E) The initial value of the sequence number for the source stream shall be
random per [21].

[66] 7.1 RTP/UDP/IP Layer

E) The source packets have a zero CC field.

[66] 8 FEC Scheme

(N) The term "FEC Scheme" used here does not have the same meaning
as "FEC Scheme" in the present document or in [64].

[66] 8.1 FEC Packet Arrangement

(E) When used with multiple layers, then the L x D block of packets
protected by one or more FEC packets shall be wholly contained within a
single source block of the Raptor code.

[66] 8.1 FEC Packet Arrangement

(E) Only the first (interleaved) FEC stream shall be supported.

[66] 8.3 FEC Packet RTP Header
Format

(E) The FEC stream should use the PT number specified in SD&S which
defaults to 96, the same value as in the SMPTE 2022-1 specification [66].

[66] 8.3 FEC Packet RTP Header
Format

(E) The SSRC of the FEC stream shall be 0. RTCP CNAME field should be
used to associate the FEC streams with the source streams.

[66] 8.3 FEC Packet RTP Header
Format

(E) The initial value of the sequence number for the FEC stream should be
random per [21] and it shall be one higher than the sequence number in the
previously transmitted FEC packet.

[66] 7.1 (or [66] 8.2) FEC buffer
Overhead and Latency Implications

(E) The limits defined in this clause shall not apply. Receivers shall support
values of L and D within the restrictions LxD <= 400 and L <= 40 (L is the
length of burst protection - in packets). Receivers may also support values
of L and D outside this range.

[66] 8.4 FEC Header Format

(R) The D bit shall be set to 0.

[66] 8.4 FEC Header Format

(R) The SNBase ext bits shall be ignored by receivers.

[66] 8.5 FEC Traffic Shaping Issues

(E) The requirements of this clause shall not apply.

[66] 8.6 Reorder Tolerance

(E) The requirement for reordering capability of minimum 10 packets before
applying FEC does not apply.

[66] annex B Non Block Aligned FEC
Arrangement

(E) If hybrid decoding procedures are supported (clause E.5.2), the sending
arrangement described in this annex shall not be used.

NOTE: TheDVB AL-FEC base layer conformsto [66] with the restrictions/exceptionslisted in Table E.2.
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E.4  Raptor code
E.4.1 Introduction

The FEC Building Block [48] defined by the IETF Reliable Multicast working group describes an approach to the
present document of protocols using FEC but separates the definition of the protocol from the present document of the
FEC code itself. In the language of the FEC Building Block, separate specifications are provided for " Content Delivery
Protocols" and for "FEC Schemes', the former defining the protocols and the latter defining the actual FEC codes. The
FEC Building Block describes rules that both kinds of specification shall follow so that they can be used together and so
it providesthe "glue" between Content Delivery Protocols and FEC Schemes.

Following this approach, this clause is organized as a number of modular components. These are then combined to form
complete protocols suitable for the DVB-IPTV services. These componentsinclude:

. An FEC Streaming Framework, equivalent to that defined in ETSI TS 126 346 [64], which provides an overall
protocol framework for the application of FEC to media streams. Thisis described in clause E.4.2.

e A number of FEC Schemes, which define protocol components according to the IETF FEC Building
Block [48] suitable for various classes of application and which define how the Raptor FEC code is applied for
streaming applications. These are defined in clause E.4.3.

Complete protocol specifications for multicast and unicast video with both MPEG-2 Transport Stream encapsul ation
and direct transport of audio and video encapsulated in RTP are then described in clause E.5. In both cases, the
construction is based on the building blocks described above.

E.4.2 FEC Streaming Framework
E.4.2.1 Introduction

This clause defines a framework for the definition of CDPs, in the sense of the FEC Building Block, which provides for
FEC protection of streamed data flows over UDP. This clause does not define a complete Content Delivery Protocol,
but rather defines only those aspects that are expected to be common to all Content Delivery Protocols that support
streaming data over UDP.

The framework defined in this clause is not specific to a single streaming application protocol. The framework provides
FEC protection for application protocol flows over UDP and for combined protection of multiple such flows. For
example, multiple RTP flows may be protected together with the associated RTCP flows and potentially also other
related flows such as security protocol packets.

Content Delivery Protocols which use this framework shall provide for communicating two kinds of information from
sender to receiver:

. FEC Streaming Configuration Information.
o FEC Object Transmission Information.

FEC Streaming Configuration Information is information independent of the FEC Scheme being used that is needed by
the FEC Streaming Framework, e.g. the definition of the UDP flows that are protected by the FEC Streaming
Framework. The FEC Streaming Configuration Information is defined in this clause and the meansto transport it (for
example with Service Discovery Information) shall be defined by each Content Delivery Protocol.

FEC Object Transmission Information is information which is specific to a particular FEC Scheme. The FEC Object
Transmission Information is defined by each FEC Scheme. Content Delivery Protocols shall define a means to transport
the FEC Object Transmission Information from sender to receiver.

ETSI



247

The architecture outlined aboveisillustrated in figure E.1.
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Figure E.1: FEC Streaming Framework Architecture

E.4.2.2 Procedural overview

E4.221

The mechanism defined in this clause consists of three components:

0]

(if)

(iii)

General

Construction of a"source block" from source media packets belonging to one or several UDP packet flows.
The UDP flows may include, for example, RTP and RTCP packets and also other protocols related to the
Stream.

Optional extension of source packets to indicate the source block and the position within the source block
occupied by the data from and related to the source packet.

Definition of repair packets, sent over UDP, which can be used by the FEC decoder to reconstruct missing
portions of the source block.

The protected data may be from several different UDP flows that are protected jointly. In general, multiple source
blocks will be constructed for a stream; each source block is constructed from different sets of source packets. For
example, each source block may be constructed from those source packets related to a particular segment of the stream

intime.

A receiver supporting this streaming framework shall support the packet format for FEC Source packets and shall also
support the packet format for FEC Repair packets.

This clause does not define how the sender determines which source packets are included in which source blocks. A
specific Content Delivery Protocol may define this mapping or it may be left asimplementation dependent at the
sender, possibly including some memory constraints at receivers. However, a CDP specification shall define how a
sender communicates to the receiver the maximum length of time that the sender will allow between a source packet
and arepair packet that protects that source packet.
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At the sender, the mechanism processes original UDP packetsto create:

0] A stored copy of the original packetsin the form of one or more "source block(s)". The source block isa
logical block of datato which the FEC code will subsequently be applied. It is constructed by
concatenating " Source Packet Information” (SPI) for each source packet. Generaly, the SPI for a packet
contains a short identifier for the flow the packet belongs to, alength indicator for the packet, the UDP
payload and possible padding bytes.

(i) FEC Source packets for transmission to the receiver.

The FEC Streaming Framework uses the FEC encoder specified by the FEC Scheme in use to generate the desired
guantity of repair symbols from a source block. These repair symbols are then sent using the FEC repair packet format
to the receiver. The FEC Repair packets are sent to a UDP destination port different from any of the original UDP
packets' destination port(s) as indicated by the FEC Streaming Configuration Information.

The receiver recovers original source packets directly from any FEC Source packets received. The receiver also uses the
received FEC Source Packets to construct a stored copy of the original packets in the same source block format as
constructed at the sender.

If any FEC Source packets related to a given source block have been lost, then this copy of the source block at the
receiver will beincomplete. If sufficient FEC source and FEC Repair packets related to that source block have been
received, the FEC Framework may use the FEC decoding algorithm defined by the FEC Scheme to recover a
(hopefully, but not necessarily, complete) copy of the source block. The SPI for the missing source packets can then be
extracted from the completed parts of the source block and used to reconstruct the source packets to be passed to the
application.

The receiver of FEC Source packets shall be able to identify the source block and the position within the source block
occupied by the SPI derived from each packet. Thisinformation is known as FEC Source Packet Identification
Information and may be communicated in several ways. The FEC Source Packet |dentification Information may be
encoded into a specific field within the FEC Source packet format defined in this Annex, called the Source FEC
Payload ID field. The exact contents and format of the Source FEC Payload ID field are defined by the FEC Scheme.
Alternatively, the FEC Scheme or CDP may define how the FEC Source Packet |dentification Information is derived
from other fields within the source packets. This clause defines the way that the Source FEC Payload ID field, if used,
is appended to source packets to form FEC Source packets.

The receiver of FEC Repair packets shall also be able to identify the source block and the relationship between the
contained repair data and the original source block. Thisinformation is known as FEC Repair Packet |dentification
information. This information shall be encoded into a specific field, the Repair FEC Payload ID field, the contents and
format of which are defined by the FEC Scheme.

Any FEC Schemes to be used in conjunction with this framework shall be a systematic FEC Scheme and shall be based
on source blocks. The FEC Scheme may define different FEC Payload ID field formats for FEC Source packets and
FEC Repair packets.

E.4.2.2.2 Sender Operation

It is assumed that the sender has constructed or received original data packets for the session. These may be RTP, RTCP
or other UDP packets. The following operations describe a possible way to generate compliant FEC Source packet and
FEC repair packet streams:

1) A sourceblock is constructed as specified in clause E.4.2.3.2, by concatenating the SPI for each original
source packet. In doing so, the Source FEC Packet I dentification Information of the FEC Source packet can be
determined and included in the Source FEC Payload ID field, if used. In the SPI the identity of the packet's
UDP flow is marked using a short "UDP flow ID", defined in this Annex. The association of UDP flow
specificationsto UDP flow IDsis defined by the FEC Streaming Configuration Information.

2) TheFEC Source packet is constructed according to clause E.4.2.3.3. The identity of the original flow is
maintained by the source packet through the use of the same UDP ports and | P addresses which have been
advertised by the Content Delivery Protocol (for example using DVB Service Discovery), as carrying FEC
Source packets generated from an original stream of a particular protocol (e.g. RTP, RTCP, etc.). The FEC
Source packet generated is sent according to normal UDP procedures.
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3) TheFEC encoder generates repair symbols from a source block and the FEC Streaming Framework places
these symbolsinto FEC Repair packets, to be conveyed to the receiver(s). These repair packets are sent using
normal UDP procedures to a unique destination port to separate them from any of the source packet flows. The
portsto be used for FEC Repair packets are defined in the FEC Streaming Configuration Information.

E.4.2.2.3 Receiver Operation
The following describes a possible receiver algorithm, when receiving an FEC source or repair packet:
1) If an FEC Source packet isreceived (asindicated by the UDP flow on which was received):

a) Theorigina source packet is reconstructed by removing the Source FEC Payload ID, if used. The
resulting packet may be buffered to allow time for the FEC repair.

b)  The Source FEC Packet Identification Information is determined, either from the Source FEC Payload
ID, if used, or by other means.

¢) The SPI for the resulting packet is placed into the source block according to the Source FEC Packet
Identification Information and the source block format described in clause E.4.2.3.2. The IP addresses
and UDP ports the packet was received on/sent from are used to determine the UDP flow I D within the
SPI.

2) If an FEC Repair packet isreceived (as indicated by the UDP flow on which it was received), the contained
repair symbols are associated with a source block according to the Repair FEC Payload ID.

3) If at least one source packet is missing and at least one repair packet has been received for a source block then
FEC decoding may be desirable. The FEC decoder determines if the source block constructed in step 1 plus
the associated repair symbols received in step 2 contains enough symbols for decoding of any or al of the
missing source symbols in the source block and, if so, performs a decoding operation.

4)  Any SPI that was reconstructed during the decoding operation is then used to reconstruct the missing source
packets and these are buffered as normal received source packets (see step 1a above).

NOTE: The above procedure may result in a situation in which not all original source packets are recovered.

E.4.2.3 Protocol Specification
E.4.2.3.1 General

This clause specifies the protocol elements for the FEC Streaming Framework. The protocol consists of three
components which are described in the following clauses:

1) Construction of a source block from source packets. The FEC code will be applied to this source block to
produce the repair data.

2) A format for packets containing source data.
3) A format for packets containing repair data.

The operation of the FEC Streaming Framework is governed by certain FEC Streaming Configuration Information. This
configuration information is also defined in this clause. A complete protocol specification that uses this framework shall
specify the means to determine and communicate this information between sender and receiver.

E.4.2.3.2 Structure of Source Block

This clause defines the layout of the source block. A source block consists of the concatenation of SPI for at least one
original source UDP packet.

Let:
n be the number of UDP packets in the source block. n may be determined dynamically during the
source block construction process.
T be the source symbol sizein bytes. Note: thisinformation is provided by the FEC Scheme as

defined in clause E.4.2.3.6.
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i the index to the (i+1)-th UDP packet to be added to the source block, 0 <=i <n.

R[i] denote the number of octets of the UDP payload of the i-th UDP packet.

I[i] be alength indication associated with the i-th UDP packet - the nature of the length indication is
defined by the FEC Scheme.

L[i] denote two octets representing the value of I[i] in network byte order (high order octet first) of the
i-th UDP packet.

f[i] denote an integer "UDP flow ID" identifying the UDP flow from which the i-th packet was taken.

F[i] denote a single octet representing the value of f[i].

il be the smallest integer such that gi]xT >= (I[i]+3). Note §i] is the length of SPI[i] in units of
symbols of size T bytes.

P[i] denote i]xT-(I[i]+3) zero octets.

NOTE: P[i] are padding octets to align the start of each UDP packet with the start of a symbol.
SPIi] be the concatenation of F[i] ,L[i], R[i] and P[i].

Then, the source block is constructed by concatenating SPI[i] fori =0, 1, 2, ... n-1. The source block size, S, isthen
given by sum {di]xT, i=0, ..., n-1}.

Source blocks are identified by integer SBNs and symbols within a source block by integer ESIs. This clause does not
specify how SBNs are allocated to source blocks. Symbols are numbered consecutively starting from zero within the
source block. Each source packet is associated with the ESI of the first symbol containing SPI for that packet. Thus, the
ESI value associated with the j-th source packet, ESI[j], is given by:

ESI[j] =0, for j=0 (E.D
ESI[j] = sum{ di], i=0,...,(j-1)}, for0<j<n (E.2)

The Source FEC Packet Identification Information consists of the identity of the source block and the ESI associated
with the packet.

A UDP flow is uniquely defined by an | P source and destination address and UDP source and destination port values.
The assignment of UDP flow ID valuesto UDP flowsis part of the FEC Streaming Configuration Information.

E.4.2.3.3 Packet format for FEC Source packets

The packet format for FEC Source packets shall be used to transport the payload of an original source UDP packet. As
depicted in figure E.2, it consists of the original UDP packet, followed, optionally, by the Source FEC Payload ID field,
if used.

e +
| | P header |
T T T +
| UDP header |
B +
| Original UDP Payl oad |
e mm e e e +
| Source FEC Payload ID (optional) |
B +

Figure E.2: Structure of FEC Source Packets
The IP and UDP header fields shall be identical to those of the original source packet. The Original UDP Payload field

shall beidentical to the UDP payload of the original source packet. The UDP payload of the FEC Source packet shall
consist of the Original UDP Payload followed by the Source FEC Payload ID field.
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The Source FEC Payload ID field, if present, contains information required for the operation of the FEC algorithm, in
particular for the derivation of the Source FEC Packet Identification Information. The format of the Source FEC
Payload ID and the derivation of the Source FEC Packet Identification Information are defined by the FEC Scheme.
Note that the FEC Scheme or CDP may define a means to derive the Source FEC Packet | dentification Information
from other information in the source packet (for example the RTP Sequence number). In this case the Source FEC
Payload ID field described here is not appended to the packet and the Source FEC packet isidentical in every way to
the original Source packet.

E.4.234 Packet Format for FEC Repair packets

The packet format for FEC Repair packetsis shown in figure E.3. The UDP payload consists of a Repair FEC Payload
ID field and one or more repair symbols generated by the FEC encoding process.

o m e e e e m e e e e e e mmmmmm oo +
| | P header |
T T T +
| UDP header |
o m e e e m e e e e e e mmmemm oo +
| Repair FEC Payl oad I D |
T T +
| Repair Synbol s |
o m e e e m e e e e e e mmmemm oo +

Figure E.3: FEC Repair packet format

The Repair FEC Payload 1D field contains information required for the operation of the FEC algorithm. This
information is defined by the FEC Scheme. The format of the Repair FEC Payload ID field is defined by the FEC
Scheme.

Any number of whole repair symbols may be contained within an FEC Repair packet, subject to packet size restrictions
or other restrictions defined by the FEC Scheme. The number of repair symbols within a packet can be determined from
the symbol length and the packet length. Partial repair symbols shall not be included in FEC repair packets.

E.4.2.3.5 FEC Streaming Configuration Information

The FEC Streaming Configuration Information is information that the FEC Streaming Framework needsin order to
apply FEC protection to the UDP flows. A complete Content Delivery Protocol specification for streaming that uses the
framework specified here shall include details of how this information is derived and communicated between sender
and receiver.

The FEC Streaming Configuration Information includes identification of a number of UDP packet flows. Each UDP
packet flow is uniquely identified by atuple { Source |P Address, Destination |P Address, Source UDP port,
Destination UDP port }.

A singleinstance of the FEC Streaming Framework provides FEC protection for all packets of a specified set of source
UDP packet flows, by means of one or more UDP packet flows containing repair packets. The FEC Streaming
Configuration Information includes, for each instance of the FEC Streaming Framework:

1) Identification of the UDP packet flow(s) carrying FEC Repair packets, known as the FEC repair flow(s).
2)  For each source UDP packet flow protected by the FEC repair flow(s):
a) ldentification of the UDP packet flow carrying source packets.

b) Aninteger identifier, between 0 and 255, for this flow. Thisidentifier shall be unique amongst all
source UDP packet flows which are protected by the same FEC repair flow.

3) TheFEC Schemethat isto be applied.

Multiple instances of the FEC Streaming Framework, with separate and independent FEC Streaming Configuration
Information, may be present at a sender or receiver. A single instance of the FEC Streaming Framework protects all
packets of al the source UDP packet flows identified in (2) abovei.e. al packets on those flows shall be FEC Source
packets as defined in clause E.4.2.3.3. A single source UDP packet flow shall not be protected by more than one
FEC-SF instance.
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A single FEC repair flow provides repair packets for a single instance of the FEC-SF. Other packets shall not be sent
within thisflow i.e. al packetsin the FEC repair flow shall be FEC repair packets as defined in clause E.4.2.3.4 and
shall relate to the same FEC Streaming Framework instance.

The FEC Streaming Framework shall be informed of the symbol size to be used for each source block. Thisinformation
may be included in the FEC Streaming Configuration Information or it may be communicated by other means, for
example within the FEC Repair Payload ID field. A complete Content Delivery Protocol specification SHALL specify
how this information is communicated between sender and receiver.
E.4.2.3.6 FEC Scheme requirements
In order to be used with this framework, an FEC Scheme shall:

. adhere to the requirements of IETF RFC 5052 [48];

. be systematic;

. be based on source blocks which are non-overlapping and contiguous within the stream;

. specify how the SBN and ESI associated with a source packet are derived or communicated from sender to
receiver (for example, within the Source FEC Payload ID field);

. specify how the symbol length is derived or communicated from sender to receiver (for example, as part of the
FEC Object Transmission Information);

. specify how the length indication, I[i], included in the Source Packet Information, is derived from a UDP
packet;

. specify how the Source Packet Information length, gi], is derived from a UDP packet.
E.4.3 FEC Schemes for streaming

E.4.3.1 Raptor FEC Scheme for arbitrary packet flows
E.4.3.1.0 Introduction
This clause defines an FEC Scheme for Raptor protection of arbitrary packet flows over UDP.
E.4.3.1.1 Formats and Codes
E43.111 FEC Object Transmission Information
This FEC Object Transmission Information elements for this FEC Scheme and their value ranges are as follows:
Maximum Sour ce Block Length
A non-negative integer less than 216, in units of symbols.
Encoding Symbol Size
A non-negative integer less than 216, in units of bytes.

An encoding format for thisinformation in a4 octet field is defined in figure E.4.

1 2 3
01234567890123456789012345678901
B T S S S s i A s S S S S S S S S S e
| Synbol Size (T) | Max. Source Bl ock Length |
B i S N i Sk SN S

Figure E.4: Encoded Common FEC Object Transmission Information for
Raptor FEC Scheme for arbitrary packet flows
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E.4.3.1.1.2 FEC Payload ID
E.4.3.1.1.2.1 Source FEC Payload ID

The Source FEC payload ID is composed as follows.

1 2 3
01234567890123456789012345678901
B o e S S e s o SR SRR R
| Sour ce Bl ock Number (SBN) | Encodi ng Synbol 1D (ESI) |
B i s s s i i e S i S S S e E ks =

Figure E.5: Source FEC Payload ID format for Raptor FEC Scheme for arbitrary packet flows

Sour ce Block Number (SBN), (16 bits): Aninteger identifier for the source block that the source data within
the packet relatesto.

Encoding Symbol ID (ESI), (16 bits): The starting symbol index of the source packet in the source block.
The interpretation of the ESI is defined by the FEC Streaming Framework (see clause E.4.2).
E.4.3.1.1.2.2 Repair FEC Payload ID
The structure of the Repair FEC Payload 1D is defined in figure E.6.

1 2 3
01234567890123456789012345678901
B T R e i o o o S i e T e e e e
| Sour ce Bl ock Nunber (SBN) | Encodi ng Synbol 1D (ESI) |
B i S S S T i A S S S S Tl ik i
| Source Bl ock Length (SBL) |
B o e e i s RIS SR e S S

Figure E.6: Repair FEC Payload ID

Sour ce Block Number (SBN), (16 bits): Aninteger identifier for the source block that the repair symbols
within the packet relate to.

Encoding Symbol ID (ESI), (16 bits): Integer identifier for the encoding symbols within the packet.
Source Block Length (SBL), (16 bits): The number of source symbolsin the source block.
The interpretation of the SBN, ESI and SBL is defined by the FEC Code Specification according to clause E.4.3.1.3.

E.4.3.1.2 Procedures

This FEC Scheme uses the procedures of the framework defined in clause E.4.2.2 to construct a source block to which
the FEC code can be applied. The sender shall allocate SBNs to source blocks sequentially, wrapping around to zero
after SBN 216-1.

During the construction of the source block as per clause E.4.2.3.2:

. The length indication, I[i], included in the Source Packet Information for each packet shall be the UDP
payload length.

. The value of i] in the construction of the Source Packet Information for each packet shall be the smallest
integer such that gi]xT >= (I[i]+3).

E.4.3.1.3 FEC Code specification

The Raptor FEC encoder defined in clause E.7 shall be used. The source block passed to the Raptor FEC encoded shall
consist of the Source Block constructed according to clause E.4.2.3.2 extended with zero or more padding symbols such
that the total number of symbolsin the source block is equal to the Maximum SBL signalled in the FEC Object
Transmission |nformation. Thus the value of the parameter K used by the FEC encoded is equal to the Maximum SBL
for all blocks of the stream. Padding symbols shall consist entirely of bytes set to the value zero.
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The symbol size, T, to be used for source block construction and the repair symbol construction areis equal to the
Encoding Symbol Size signalled in the FEC Object Transmission Information. The parameter T shall be set such that
the number of source symbolsin any source block isat most Kyax = 8 192.

The Maximum SBL parameter - and hence the number of symbols used in the FEC Encoding and Decoding operations -
shall be set to one of the values specified in clause E.7. Recommended derivation of other parametersis presented in
clause E.4.3.1.6.

E.4.3.14 Encoding packet construction
Asdescribed in clause E.4.2.3.4, each repair packet contains the following information:
. Source Block Number (SBN).
. Encoding Symbol 1D (ES!).
. Source Block Length (SBL).
o Repair symbol(s).

The number of repair symbols contained within arepair packet is computed from the packet length. The ESI value
placed into arepair packet is given by the following formula:

ESIrepair: Irepair + K (E3)

Where | epair iS the index of the repair symbol in the sequence of repair symbols generated according to clause E.7,
where the first repair symbol has index 0, the second index 1, etc. and K is the number of source symbols (equal to the
Maximum SBL parameter).

The SBL field of the Repair FEC Payload ID field shall be set to the number of symbolsincluded in the Source Packet
Information of packets associated with the source block i.e. before padding to the Maximum SBL.

E.4.3.1.5 Transport

This clause describes the information exchange between the Raptor encoder/decoder and any transport protocol making
use of Raptor forward error correction for streaming.

The Raptor encoder for streaming requires the following information from the transport protocol for each source block:
. The symbol size, T, in bytes.
. The number of symbolsin the source block, K.
e  The Source Block Number (SBN).
. The source symbols to be encoded.

The Raptor encoder supplies the transport protocol with encoding packet information consisting, for each repair packet,
of:

e  Source Block Number (SBN).
. Encoding Symbol ID (ESI).
e  Source Block Length (SBL).
. repair symbol(s).
The transport protocol shall communicate this information transparently to the Raptor decoder.

A suitable transport protocol is defined in the present document.

ETSI



255 ETSI TS 102 034 V2.1.1 (2016-04)

E.4.3.1.6 Example parameters

E.4.3.1.6.1 Parameter derivation algorithm

This clause provides recommendations for the derivation of the transport parameter T. This recommendation is based on
the following input parameters:

B the maximum source block size, in bytes. For further explanation, see below.

A the symbol alignment factor, in bytes, i.e. symbol size T isamultiple of A.

P the maximum repair packet payload size (not including Repair FEC Payload ID), in bytes, which
shall be multiple of A.

Kmax the maximum number of source symbols per source block. As defined in clause E.7, Kuax = 1 281.

Kmin aminimum target on the number of symbols per source block.

Gmax a maximum target number of symbols per repair packet.

A requirement on these inputs is that ceil (B/P) < Kuax. Based on the above inputs, the transport parameter T is
calculated as follows:

Let:
G = min{ ceil (P-Kmin/B), P/A, Guax} (E.4)
- the approximate number of symbols per packet
T = floor(P/(A-G))-A (E.5)

The value of T derived above should be considered as a guide to the actual value of T used. It may be advantageous to
ensure that T dividesinto P, or it may be advantageous to set the value of T smaller to minimize wastage when full size
repair symbols are used to recover partial source symbols at the end of lost source packets (as long as the maximum
number of source symbolsin asource block does not exceed Kuax). Furthermore, the choice of T may depend on the
source packet size distribution, e.g. if al source packets are the same size then it is advantageous to choose T so that the
actual payload size of arepair packet P*, where P" isamultiple of T, isequal to (or as few bytes as possible larger than)
the number of bytes each source packet occupiesin the source block.

Recommended settings for the input parameters, A, Kmin and Guax are as follows:
A=16 Kwmin = 640 Guax = 10
E.4.3.1.6.2 Examples

The above algorithm leads to transport parameters as shown in Table E.3, assuming the recommended values for A,
Kwin and Guax and P = 1 424.

Table E.3: Example parameters settings

Max source block size B G Symbol size T GT
16 KB 10 128 1280
32 KB 10 128 1280
128 KB 7 192 1344
256 KB 4 352 1408

E.4.3.2 Raptor FEC Scheme for a single sequenced packet flow
E.4.3.2.0 General

This clause defines an FEC Scheme for FEC protection of a single packet flow in which source packets each carry a
unique segquence number. Such a packet flow is called a " sequenced flow". A primary example would be FEC
protection of an RTP flow containing an MPEG-2 Transport Stream within which all data for the service is multiplexed.
In this case the RTP Sequence Numbers can be used to derive the Source FEC Packet Identification Information.
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Compared to the FEC Scheme defined in clause E.4.3.1, the primary advantage of this scheme isthat it does not modify
source packetsin any way. As aresult this FEC scheme can be used in the presence of legacy equipment which would
not recognize source packets which had been modified according to the schemes defined in clause E.4.3.1.

In this FEC Scheme, the role played by the Source FEC Payload 1D in the scheme of clause E.4.3.1is replaced by the
sequence number. The sequence numbers of packets within each flow to be protected shall be incremented by one for
each packet in the stream.

The size of the Source Packet Information within a given Source Block for each packet within a given sequenced flow
shall be the same and is derived from the size of the FEC Repair packets, which shall also all be the same size for a
given source block.

E.4.3.2.1 Formats and Codes

E.4.3.2.1.1 FEC Object Transmission Information
Seeclause E.4.3.1.1.1.

E.4.3.2.1.2 FEC Payload ID

E.4.3.2.1.2.1 Source FEC Payload ID

The Source FEC Payload ID field is not used by this FEC Scheme. Source packets are not modified by this FEC
Scheme.

E.4.3.2.1.2.2 Repair FEC Payload ID
The Repair FEC Payload 1D for this FEC scheme consists of two parts:
. an optional RTP header for the DVB AL-FEC enhancement layer;
. a Repair FEC Payload ID Field for the DVB AL-FEC enhancement layer.

The RTP header shall only be added if the SD& S flag FECEnhancementL ayer @T ransportProtocol is present for this
FEC enhancement layer and the SD& S flag FECEnhancementLayer @T ransportProtocol signals RTP/AVP as transport
protocol. If the SD& S flag FECEnhancementLayer@T ransportProtocol is not present or the SD& S flag
FECEnhancementLayer@T ransportProtocol signals UDP/FEC, the RTP header shall not be added.

An HNED shall only join/request an AL-FEC enhancement layer if it supports the reception of the signalled Repair
FEC Payload ID.

All thefieldsin the RTP header of DVB AL-FEC packets are used according to IETF RFC 3550 [21], with for some of
them further clarification as follows:

Marker bit: The marker bit shall be set 1 for the last protection RTP packet sent for each source block,
and otherwise set to 0.

Timestamp: The timestamp rate shall be 10 kHz and shall be set to atime corresponding to the packet's
transmission time. The timestamp value has no use in the actual FEC protection process and
isonly set to avalue to produce reasonable resolution for arrival measuring and jitter
calculation.

Sequence number: Is set in accordance with IETF RFC 3550 [21]. The sequence number is primarily used to
detect losses of the protection RTP packets.

Payload type (PT):  If SD&Sisused for service discovery, it isdynamically allocated using
FECEnhancementL ayer @PayloadTypeNumber in the SD& S. If the SD& S
attribute FECEnhancementL ayer@Payload TypeNumber is not present the transmitter may
use any dynamic payload number between 96 and 128 and the receiver shall ignore this PT
field.

SSRC: One SSRC is used per source SSRC. The SSRC used by the protection payload format shall
be different the one used by the source RTP packets. The binding of the source SSRC to the
repair SSRC shall be performed using the RTCP SDES CNAME, which shall beidentical for
the two SSRCs.
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The Repair FEC Payload 1D Field format for this FEC Schemeis shown in figure E.7.

1 2 3
01234567890123456789012345678901
B o e S S i S R R
| Initial Sequence Nunber | Encodi ng Synbol 1D |
B i i T i I e i S R S e e e e s
| Source Bl ock Length |
B o e e e E o o o S

Figure E.7: Repair FEC Payload ID Field format

Initial Sequence Number (Flow i ISN) - 16 bits

Thisfield specifies the lowest 16 bits of the sequence number of the first packet to be included in this sub-block. If the
sequence numbers are shorter than 16 bits then the received Sequence Number shall be logically padded with zero bits
to become 16 bits in length respectively.

Encoding Symbol 1D (ESI) - 16 bits

Thisfield indicates which repair symbols are contained within this repair packet. The ESI provided is the ESI of the
first repair symbol in the packet.

Sour ce Block Length (SBL) - 16 bits

Thisfield specifies the length of the source block in symbols.
E.4.3.2.2 Procedures
E.4.3.2.2.0 General

This FEC Scheme uses the procedures of the framework defined in clause E.4.2 to construct a source block to which the
FEC code can be applied. The sender shall alocate SBNs to source blocks sequentially, wrapping around to zero after
SBN 2%6-1.

During the construction of the source block as per clause E.4.2.3.2:

e  Thelengthindication, I[i], included in the Source Packet Information for each packet shall be dependent on the
protocol that is carried. Rules for RTP are specified below in clause E.4.3.2.2.3.

. The value of i] in the construction of the Source Packet Information for each packet shall be equal to the
number of repair symbols placed in each repair packet, which shall be the same for all repair packets of a
block.

E.4.3.2.2.1 Derivation of Source FEC Packet Identification Information

The Source FEC Packet Identification Information for a source packet is derived from the sequence number of the
packet and information received in any Repair FEC packet belonging to this Source Block. Source blocks are identified
by the sequence number of the first source packet in the block. Thisinformation issignalled in al Repair FEC packets
associated with the source block in the ISN field.

The length of the Source Packet Information (in bytes) for source packets within a source block is equal to length of the
payload containing encoding symbols of the repair packets (i.e. not including the Repair FEC Payload ID) for that
block, which shall be the same for all repair packets. The Source Packet Information Length (SPIL) in symbolsis equal
to thislength divided by the Encoding Symbol Size (which is signalled in the FEC Object Transmission |nformation).

The set of source packets which are included in the source block is determined from the ISN and SBL as follows:

Let:
I be the Initial Sequence Number of the source block.
Lp be the Source Packet Information Length in symbols.
Le be the Source Block Length in symbols.

Then, source packets with sequence numbers from | to | +Lg/Le-1 inclusive are included in the source block.
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Note that if no FEC Repair packets are received then no FEC decoding is possible and it is unnecessary for the receiver
to identify the Source FEC Packet Identification Information for the source packets.
The ESI for a packet is derived from the following information:
. The sequence number, Ns, of the packet.
. The Source Packet Information Length for the source block, Le.
. The Initial Sequence Number of the source block, 1.

Then the ESI for packet with sequence number Nsis determined by the following formula:
ES =(Ns-1I)-L; (E.6)
Note that al repair packet associated to a given Source Block shall contain the same SBL and ISN.

E.4.3.2.2.2 Derivation of repair packet ESls

The ESI for arepair packet indicates which repair symbols the packet contains. Thisis given directly by the ESI field of
the Repair FEC Payload ID.

E.4.3.2.2.3 Procedures for RTP flows

In the specific case of RTP packet flows, then the RTP Sequence Number field shall be used as the sequence number in
the procedures described above.

The length indication included in the Source Packet | nformation shall be the RTP payload length plus the length of the
CSRCs, if any, and the RTP padding bytes, if any. Note that this length is always equal to the UDP payload length of
the packet, minus 12.

E.4.3.2.3 FEC Code specification

The requirements of clause E.4.3.1 apply.

E.4.3.2.4 Example parameters

E.4.3.2.4.1 Parameter derivation algorithm

It is recommended that the algorithm of clause E.4.3.1.6.1 is used.

In the case of RTP streams carrying MPEG-2 Transport Streams, then the maximum repair packet size should be set to
P = ceil((n-188 + 15)/A)-A (E.7)

Where n isthe nominal number of 188 byte TS packets per | P Source packet.

The maximum source block size is determined by application configuration at the sender.

E.4.3.24.2 Examples

The above algorithm leads to transport parameters for MPEG-2 Transport Streams as shown in Table E.4, assuming the
recommended values for A, Kmin and Guax.

Table E.4: Example parameters settings

Maximum packets per Nominal TS Maximum Packet Maximum .
. - packets per IP - Source Block G Symbol size T
protection period packet Size, P Size, B
100 7 1344 134 400 7 192
200 7 1344 268 800 4 336
300 7 1344 403 200 3 672
400 7 1344 537 600 2 672
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E.5 FEC decoder

E.5.1 Decoder requirements (normative)

E.5.1.1 Minimum decoder requirements

FEC decoders that are compliant to this annex shall support processing of the SMPTE 2022-1 [66] packets. This means
that whenever:

1) an SMPTE 2022-1 FEC packet has been received; and

2) dl but one of the media packets protected by this FEC packet have been received within the previous
max-block-size source packets and/or within atime window beginning max-block-size-time before the current
time; and

3) thetime at which the remaining media packet is useful to the media decoder has not passed,

then, the SMPTE 2022-1 decoding operation shall be applied and the resulting recovered packet passed to the media
decoder.

The above requirement applies independently of the arrival time or order of the packets involved.

NOTE: The parameters max-block-size and max-block-size-time are part of the FEC Configuration Information
and are discussed further in clause E.6.

E.5.1.2 Enhanced decoder requirements

FEC decoders may additionally support Raptor FEC packets. In this case, if areceiver receives a mathematically
sufficient set of encoding packets (which may include both SMPTE 2022-1 FEC packets and Raptor FEC packets) for
reconstruction of a source block within the previous max-block-size source packets and/or within a time window
beginning max-block-size-time before the current time then the decoder shall recover the entire source block. Note that
the example decoder procedures described in clause E.5.2 fulfil this requirement and thus a decoder is compliant to this
Annex only if it can successfully decode given any set of packets with which the example decoder can aso decode.

E.5.2 Hybrid decoding procedures (informative)
E.5.2.1 Outline

In the case that areceiver receives FEC repair packets from multiple layers, including packets generated according to
the codes of both clauses E.3 and E.4, then combined decoding may be provided. This clause outlines procedures which
may be followed to achieve this.

Combined decoding proceedsin 3 steps:
Step 1: SMPTE 2022-1 decoding

In this step, the packets encoded according to SMPTE 2022-1 [66], together with the received
source packets, are processed as usual to recover zero of more source packets.

Step 2: Raptor decoding

In this step, if source packets are still missing, then packets encoded according to Raptor, together
with the received source packets and any source packets which were recovered in Step 1, are
processed using standard Raptor decoding procedures (for example as described in [65]) to recover
zero of more source packets.

Step 3: Hybrid decoding

In this step, if source packets are still missing, then remaining (unprocessed) SMPTE 2022-1 [66]
packets are converted to aform in which they can be added to the Raptor decoding process, and
Raptor decoding is then continued.

Conversion of SMPTE 2022-1 packets and their use in Raptor decoding are described in the following clauses.
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E.5.2.2 Conversion of SMPTE 2022-1 packets

The objective of this conversion operation of SMPTE 2022-1 packets is to convert them into aform such that they can
be included in the Raptor decoding process. According to SMPTE 2022-1, each FEC packet is constructed by applying
a protection operation, based on the exclusive OR operation (XOR), to a number, D, of the source packets (the
"protected packets"). The UDP payload of the SMPTE 2022-1 packet contains the following data:

. An RTP header for the SMPTE 2022-1 packet.
e  AnFEC header containing:

- The Length Recovery field, which isthe XOR of the unsigned network-ordered 16-bit representation of
the lengths of the protected packetsin bytes minus 12 (for the fixed RTP header), i.e. the sum of the
lengths of all the following if present: the CSRC list, header extension, RTP payload, and RTP padding.

- The PT Recovery field, which isthe XOR of the Payload Type (PT) fieldsin the RTP headers of the
protected packets.

- The Timestamp Recovery field, which isthe XOR of the Timestamp fieldsin the RTP headers of the
protected packets.

e  The XOR of the CSRC ligt, header extension, RTP payload and RTP padding of the protected packets.

After the SMPTE 2022-1 [66] decoding, if all missing source packets associated with an SMPTE 2022-1 [66] FEC
packet have been recovered, it is not necessary to perform the conversion operation for that SMPTE 2022-1 [66] FEC
packet. However, if there are still remaining unrecovered protected packets, a conversion operation is needed for each
such SMPTE 2022-1 [66] FEC packet. The conversion is achieved by concatenating the following fields to form a
"virtual" Raptor repair packet payload i.e. the virtual Source Packet Information that includes in addition to the virtua
payload also the fields for the UDP flow ID, the length indication field, and padding:

e Asinglezero byte.

e A two bytelength indication, which is equal to the XOR of the unsigned network-ordered 16-bit representation
of the lengths of the unrecovered protected packets in bytes minus 12 (for the fixed RTP header). Thisis equal
to the XOR of the Length Recovery field in the SMPTE 2022-1 [66] FEC header and the 16-bit representation
of the lengths of the received protected packets in bytes minus 12.

e  Atwo-hit field, which is equal to the XOR of the RTP Version fields of the unrecovered protected packets.
Thisisequal to zero if the number of unrecovered protected packetsis even and 2 otherwise.

e A seven(7) bit field, equal to the XOR of the RTP Padding (P), Extension (X), CSRC Count (CC) and Marker
(M) fields of the unrecovered protected packets. Thisis equal to the XOR of the concatenated P, X, CC and M
fieldsin the SMPTE 2022-1 RTP header and the concatenated P, X, CC and M fields of the received protected
packets.

e A seven (7) bit field equal to the XOR of the RTP PT fields of the unrecovered protected packets. Thisis equal
to the XOR of the PT Recovery field in the SMPTE 2022-1 FEC header and the PT fields of the received
protected packets.

e A 16-bit field equa to the XOR of the RTP Sequence Number fields of the unrecovered protected packets. The
Sequence Numbers of the unrecovered protected packets can be explicitly calculated based on the SNbase,
offset and NA fields of the SMPTE 2022-1FEC header.

. A 32-hit field equal to the XOR of the RTP Timestamp (TS) fields of the unrecovered protected packets. This
isequal to the XOR of the TS Recovery field in the SMPTE 2022-1 FEC header and the TS fields of the
received protected packets.

. A 32-hit field equal to the XOR of the RTP SSRC fields of the unrecovered protected packets. Thisis equal to
zero if the number of unrecovered protected packetsis even and equal to the SSRC of the stream otherwise.
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. The XOR of the CSRC lists, header extensions, RTP payloads and RTP paddings of the unrecovered protected
packets,. Thisis equal to the XOR of al the bitsin the SMPTE 2022-1 FEC packet except its RTP and FEC
headers and all the bits in the received protected packets except their 12-byte fixed RTP headers (padded as
necessary). Note that a header extension and CSRC list are never present in an SMPTE 2022-1 FEC packet,
independent of the values of the X and CC fieldsin its RTP header.

e A number of zero-valued padding bytes, such that the total length of the "virtual" repair packet payload is
equal to the length of the other Raptor repair packet payloads (which are all required to be the same according
to clause E.4.3.2.5).

The resulting "virtual" repair packet payload is then equal to the XOR of the Source Packet Information of the
unrecovered protected packets.

E.5.2.3 Extension of Raptor decoding

A possible Raptor decoding algorithm is described in clause C.7 of [65] in terms of a Gaussian Elimination process
upon amatrix A. If decoding is not possible without use of the SMPTE 2022-1 [66] packets, then this decoding process
will fail during the second phase described in clause C.7 of [65]. At this point, the matrix A haslessthan L non-zero
rows (Note, the symbol L here denotes the number of intermediate symbols of the Raptor code as defined in [65], not
the L value associated with the SMPTE 2022-1 [66] packets).

Let G be the number of symbols per packet (which can be calculated as the Raptor repair packet payload size divided by
the symbol size). Then each "virtual" Raptor repair packet constructed above consists of exactly G new symbols, each
of which isthe XOR of exactly Ns source symbols (which we call the "unrecovered protected symbols"), where Ns is the
number of unrecovered protected packets associated with the SMPTE 2022-1 [66] FEC packet from which the "virtual”
Raptor repair packet was constructed.

For each such new symbol, a new row is added to the decoding matrix A. Thisrow is constructed as follows:
. Therow isinitialized to zero.

. For each of the Ns unrecovered protected symbols, the LTENnc generator is used to determine the set of
intermediate symbols whose sum is equal to the unrecovered protected symbol. For each such intermediate
symbol a"1" is XORed into the appropriate position of the new row.

Phase two of the decoding process is then continued with these additional rows and symbols.

E.6 FEC Content Delivery Protocols
E.6.0 Introduction

This clause defines several complete FEC Content Delivery Protocols, making use of the components defined in the
foregoing clauses.

E.6.1 Multicast MPEG-2 Transport Stream over RTP
E.6.1.0 Introduction

This clause defines a Content Delivery Protocol for FEC protected multicast delivery of MPEG-2 Transport Streams
over RTP.

E.6.1.1 Control protocols

FEC Configuration information shall be delivered using the DVB Service Discovery mechanisms as described in
clause 5. The DVB Broadcast Discovery record may contain the multicast address(es) and port(s) for one or more FEC
layers. Receivers may choose which layers to join depending on capability and local configuration.

When the Raptor layer is provided, the Flow ID within the Source Packet Information for the MPEG-2 TS flow shall be
zero.
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E.6.1.2 Transport protocol
The MPEG-2 Transport Stream shall be transported according to clause 7.1.1.

FEC protection of the MPEG-2 Transport Stream may be provided according to clauses E.3 and E.4. When a Raptor
layer is provided, the FEC Scheme defined in clause E.4.3.2 shall be used.

E.6.2 Unicast MPEG-2 Transport Stream over RTP
E.6.2.0 Introduction

This clause defines a Content Delivery Protocol for FEC protected unicast delivery of MPEG-2 Transport Streams over
RTP.

E.6.2.1 Control protocols

The receiver shal indicate in the Transport header of the RTSP SETUP request which FEC layers are requested by
supplying port numbers that should be used for the FEC repair packets. Only requested FEC layers shall be sent to the
receiver.

The server may supply the FEC parameters max-block-size, max-block-size-time and FEC Object Transmission
Information in the Transport header of the RTSP SETUP response.

The Flow ID for the MPEG-2 TS flow shall be zero.
E.6.2.2 Transport protocol

The MPEG-2 Transport Stream shall be transported according to clause 7.1.1.

FEC protection of the MPEG-2 Transport Stream may be provided according to clauses E.3 and E.4 above. When a
Raptor layer is provided, the FEC Scheme defined in clause E.4.3.2 shall be used.

E.6.3 Generic multicast video (informative)
E.6.3.0 Introduction

This clause defines a Content Delivery Protocol for FEC protected multicast delivery of arbitrary audio/video streams
(for example H.264 encapsulated in RTP).

E.6.3.1 Control protocols
FEC Configuration information shall be delivered using the DVB Service Discovery mechanisms as described in

clause 5. The DVB Broadcast Discovery record may contain the multicast address(es) and port(s) for one or more FEC
layers. Receivers may choose which layers to join depending on capability and local configuration.

E.6.3.2 Transport protocols

The audio/video stream is assumed to be carried by one or more UDP flows. FEC protection of these UDP flows may
be provided using the procedures of clause E.4.2.2 and in particular the FEC Scheme defined in clause E.4.3.1.

E.6.4 Generic unicast video (informative)
E.6.4.0 Introduction

This clause defines a Content Delivery Protocol for FEC protected unicast delivery of arbitrary audio/video streams (for
example H.264 encapsulated in RTP). This clause is provided to describe how FEC can be applied to future extensions
to the DVB-IPTV Handbook which address direct encapsulation of audio/video streamsin RTP.
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E.6.4.1 Control protocols

The receiver shal indicate in the Transport header of the RTSP SETUP request which FEC layers are requested by
supplying port numbers that should be used for the FEC repair packets. Only requested FEC layers shall be sent to the
receiver.

The server may supply the FEC parameters max-block-size, max-block-size-time and FEC Object Transmission
Information in the Transport header of the RTSP SETUP response.

E.6.4.2 Transport protocols

The audio/video stream is assumed to be carried by one or more UDP flows. FEC protection of these UDP flows may
be provided using the procedures of clause E.3 and in particular the FEC Scheme defined in clause E.4.

E.6.5 MIME Types definitions for AL-FEC

Two MIME media subtypes have been registered with IANA (http://www.iana.org/) for DVB-IPTV AL-FEC:

. "application/vnd.dvb.iptv.afec-base" to identify the Base layer;
. "application/vnd.dvb.iptv.afec-enhancement” to identify the Enhancement layer(s).

These two MIME types shall be used when the description of DVB-IPTV services using FEC layers require MIME type
usage (e.g. with SDP).

E.7 Raptor explicit encoding sequences

The Raptor code defined in this annex is defined in terms of explicit encoding operation sequences which shall be
applied to generate repair symbols from source symbols.

NOTE: The FEC code which results from these encoding sequencesis identical to that generated by the
procedures described in annex C of [65]. As aresults, the example decoder procedures described in [65]
may be used.

The Maximum Source Block Size used with the FEC Schemes defined in clause E.4.3 shall be one of the following
values:

. 101, 120, 148, 164, 212, 237, 297, 371, 450, 560, 680, 842, 1 031, 1 139 and 1 281.

Explicit encoding operation sequences are provided for each of the block sizes indicated above, supporting highly
efficient implementation of encoders for the Raptor code for these block sizes.

This clause describes the notation used for the encoding sequences. The encoding sequences are provided astext files
attached to the present document.

Each text file consists of two parts, a"pre-coding” section and a "repair symbol encoding” section. The two sections of
the file are separated by a blank line.

The encoding sequence assumes that the data to be encoded is stored in a (virtual) block of memory. Each virtual
memory location stores a complete symbol. At the start of the process, the source symbols are assumed to be stored
consecutively in memory locations 0 to K-1 inclusive, where K isthe block size.

Additiona working memory locations are required to be available up to and including memory location L-1, where L is
given in the following table for each value of K. Note that the L value here is exactly the value of L calculated according
to annex C of [65]. The additional working memory shall be initialized to zero.
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Figure E.8: Total memory requirement in symbols (L) for different block sizes

Each line of the "pre-coding” section of the text file consists of a series of memory location indices (in decimal
notation), separated by spaces and each optionally preceded by the character ">". Each line is interpreted as follows:

Let:
A be a working register which stores one symbol.
n be the number of memory location entries on the line.
m be theith entry of theline, fori =0, ..., n-1.
C[x] be the symbol at memory location x.
0 be the zero symbol (al bits are zero).
@ be the bitwise exclusive OR operation.

The following algorithm should be followed for each line in sequence:

A:=0
FORi=0ton-1
IF mispreceded by ">" THEN
Clm] :=C[m] ® A
ELSE
A=A @C[m]
ENDIF

Each line of the "repair symbol encoding” section of the file lists the memory locations which shall be X ORed together
to produce arepair symbol, the first line providing the list for the repair symbol with ESI K, the second for the repair

symbol with ES| K+1 etc.

For example, when included within the pre-coding section of the file, the line:

4835>76>10
Would result in the following symbol assignments:
C[7] :=C[7] ® C[4] & C[8] ® C[3] ® C[5]
and:

C[10] := C[10] @ C[6] @ C[4] ® C[8] ® C[3] ® C[5]
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Annex F (normative):
RTP Retransmission Solution

F.1 Introduction

This annex defines an option for an HNED to provide immediate feedback (FB) using RTCP and then an RET server to
retransmit the missing packets. This mechanism can be used instead of the optional AL-FEC solution or in combination
with an AL-FEC solution, to provide for protection against packet loss of RTP streams. It can be used both for unicast
services (CoD and Broadcast TV service with trick mode) and multicast (Live Media Broadcast service).

F.2  Terms and Acronyms

See clauses 3.1 and 3.2 of the present document.

F.3 Retransmission (RET) architecture
F.3.0 Introduction

The Retransmission (RET) architecture clause describes how RTP retransmission works for unicast and multicast
services, as defined in other parts of the present document.

F.3.1 RET for CoD/MBWTM service

The simplest retransmission architecture is for unicast CoD and Media Broadcast with Trick Mode (CoD/MBWTM), as
shown in figure F.1. This architecture contains two components: an HNED with an RTP client for mediaand an RTP
client for repair and a CoD/MBWTM streamer with an RTP mediaand RTP RET server function. If the HNED uses
SSRC multiplexing then it is the same RTP client for both media and repair. The RET server may not be in the same
physical box asthe CoD/MBWTM server. The Retransmission repair consists of 3 steps:

1) The CoD/MBWTM data stream is unicast over RTP (1, in the figure) with a packet loss.

2)  Upon RTP packet loss detection by the HNED, the RET client in the HNED sends an RTCP FB message to
the RET server (2).

3) The server respondsto the RTCP FB message by retransmitting the requested packet (called a RET packet)
over RTP to the RET client (3).

The unicast RTP RET packets can be regarded as a separate RTP stream which is one-to-one associated with the
original unicast RTP stream composed of the original packets. Thisisimportant when you consider the concept of RTP
sessions, as described in [21], which are each distinguished by a full, separate space of SSRC identifiers. If the RTP
source coincides with the RTP retransmission server, as shown in figure F.1. then the original and retransmission
streams are combined into a single RTP session with different SSRC identifiers only if the same transport addresses are
used.

DVB RET recommends the use of SSRC multiplexing for a CoD/MBWTM stream and associated RET stream, resulting

inasingle RTP session. If session multiplexing is used the DVB RET server shall use an SSRC identical to the SSRC in
the original stream as defined in IETF RFC 4588 [85].
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Figure F.1: RET Architecture and messaging for CoD/MBwWTM services overview

F.3.2 RET for LMB service
F.3.2.0 RET architecture for LMB service

RTP retransmission for Live Media Broadcast (LMB) is more complex than for CoD/MBwWTM because the media
stream is multicast whilst the repair stream can be multicast or unicast. Figures F.2 and F.3 show the elements and
communication flowsinvolved in aRET architecture for LMB service. In this architecture, there can be several DVB
LMB RET servers which handle unicast RTCP (FB) messaging from the RET clients, typically each server acting as an
RTCP target for a subset of the HNEDs. RET enabled LMB services use SSM multicast with unicast feedback as
discussed in IETF RFC 5760 [111].

A packet loss event may take place anywhere in the network: Downstream from the DVB LMB RET server (see

figure F.2) and upstream from the DVB LMB RET server (see figure F.3). The packet loss event upstream of the

DVB LMB RET servers can be repaired by adding aretransmission client to the server and use the same retransmission
mechanism to repair the packet loss (see Figure F.3). Note that the scope of the present document is the IPI-1 interface
and hence communication between DVB LMB RET servers and any retransmission server positioned deeper upstream
in the network is not addressed in the present document.

There are two ways for repairing the packet loss event for LMB services:
. Unicast (see Figure F.2).
. Multicast (see Figure F.3).

The unicast repair method works similarly to the CoD/MBWTM case. The HNED detects packet |oss, transmits a FB
message, and the responseis a unicast RET packet. The SSRC used by the LMB RET server shall be identical to the
SSRC inthe original MC RTP session (IETF RFC 4588 [85]).
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Figure F.2: RET Architecture and messaging for LMB services: unicast retransmission

Figure F.3 shows the multicast repair method for LM B services based on a packet |oss event that has taken place
upstream of the DVB LMB RET server, impacting many HNEDs. The LMB RET server does not need the RTCP FB
message from the HNEDs to know about the packet loss asthe LMB RET server itself can detect this packet loss. The
LMB RET server, having detected the loss, requests the impacted HNEDs to not transmit the FB message by sending
itself an RTCP Feed Forward (FF) message over multicast (step 2 in figure F.3) so preventing "NACK storms.” The
RET packet, once it has been made available to the LMB RET server, isthen sent to the impacted HNEDs (step 3) also
over multicast. This mechanism assumes that the RET clients respect some minimum waiting time between packet 1oss
detection and RET requesting, either through randomization of waiting times (see IETF RFC 4585 [84]) or amore
advanced mechanism as explained in clause F.7.2.

Packet Loss

P

| MB RET; - =
‘ @ RTCP FB (I

RTP RET (llI)

; e .o".

Not in scope of DVB

Figure F.3: RET Architecture and messaging for LMB services:
MC retransmission and MC NACK suppression

The LMB RET server does not usually coincide with the Head End (HE) acting as the RTP media source, and
retransmissions can occur both unicast (default) and multicast. Thisresultsat IPI-1 in an original multicast RTP session
plus 2 associated RTP Retransmission sessions, which gives 2 RTP sessionsif only unicast repair isused and 3 if both
multicast and unicast repair are used.

ETSI



268 ETSI TS 102 034 vV2.1.1 (2016-04)

The Multicast RTP RET session differs from the original Multicast RTP session because of a different source IP (the IP
address of the LMB RET server), adifferent destination port and/or group Multicast 1P address. The default
retransmission repair being unicast, al the unicast and optional multicast repair parameters including availability shall
be configured or signalled to the RET client. The multicast repair session functions just like any other SSM stream, for
example, using the "join" methods of IPv4 or IPv6 to get the MC RTP RET stream.

F.3.2.1 RTP Sessions for the RET Enabled LMB service

Whenever a RET-enabled HNED connectsto a RET-enabled LMB service, along with the establishment of an RTP
session for the original multicast stream, a new unicast RTP RET session should be autonomously established.

The "media source SSRC" and/or the destination transport address of the unicast RTCP FB packets issued by the
HNEDs indicate to the LMB RET server from which original RTP stream a packet is requested for retransmission. This
resultsin, for a service with unicast and multicast repair, N + 2 RTP sessions where N is the number of serviced RET
clients. Specifically theN + 2 RTP sessions are:

1) Theorigina RTP MC session, which is a source-specific multicast (SSM) with the headend being the source,
in which the DVB LMB RET server acts both as receiver (receiving the MC RTP stream) and as an RTCP
target (receiving the unicast RTCP reports of the HNEDS).

2) Nxunicast RET RTP sessions (one for each RET-enabled HNED): the LMB RET server acts as RTP
sender/source.

3) (optional) A source-specific multicast RET RTP session wherethe LMB RET server acts as the source. This
source-specific multicast may also be used by the LMB RET server for distributing the RTCP Feed Forward
messages for NACK suppression in the original multicast RTP session (see clause F.5.2).

F.4  RTCP signalling by RET-enabled HNEDs
F.4.0 RTCP reports

The HNED's RTCP reports for RET enabled LMB services are always transmitted in unicast towards the DVB LMB
RET server that shall also be the RTCP target [112]. The LMB RET server shall never return the reports towards the
HNEDs except when the LMB RET server forwards the RTCP FF message (see clause F.5.2).

The following clauses describe the RT CP reports that can be transmitted by an HNED and shall be supported by a
RET-enabled HNED for both RET-enabled CoD and LMB services.

F.4.1 RTCP FB message

The protocol that isused by an HNED for requesting retransmission is RTCP. The format of the Generic NACK
transport layer FB message as specified in IETF RFC 4585 [84] will be used for packet retransmission requests, as
shown in Figures F.4 and F.5. The HNED shall support the timing rules set forth in IETF RFC 4585 [84].

0 1 2 3
0123456789012 345a789201=2345678901
e e St S e e e e e e at St b R e e e
[wv=2]P| FMT | BT | length |
e B e e e T e e e e B e e e e e e ek e e ek L Y
| SERC of packet sender |
tot—t—t—t—t—t—t—t—t -ttt -ttt -ttt -ttt -ttt -ttt —+—+
| S8RC of media source |
e T s e e e et S A e e

Feedback Control Information (FCI)

Figure F.4: Packet format for RTCP FB message
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Figure F.5: Format of the Generic NACK put in the FCI field in the RTCP FB message

The PT inthe RTCP FB messageisfilled in as"RTPFB" (value 205) and the Feedback Message Type (FMT) field in
the RTCP FB message shall be 1.

The Feedback Control Information (FCI) field in the RTCP FB message contains at least one Generic NACK and may
contain more than one.

The format of the generic NACK is shown in figure F.5. The Packet ID (PID) field refers to the sequence number of the
first reported lost packet. The bitmask of following lost packets (BLP) field allows for reporting losses of any of the 16
RTP packets immediately following the RTP packet indicated by the PID (see IETF RFC 4585 [84] for a thorough
definition). This allows a single Generic NACK to report up to 17 (consecutive) packet |osses.

The RTCP messages issued by the HNED are always unicast towards the network, even for LMB services. The
transport address for the RTCP messaging (destination IP address and UDP destination port) is obtained by the HNED
through the configuration methods as explained in clause F.6.

The "SSRC of packet sender” in the RTCP FB message has the SSRC value used by the HNED in the original RTP
session for LMB services. The "SSRC of media source" isthe SSRC of the headend used for the LMB service for
which the RTCP Feedback message reports packet |oss.

Note: When multiple LMB services have the same media source SSRC, for example when LMB streams are sourced
from different LMB SPs, the "SSRC of media source" in the RTCP Feedback message might not uniquely define the
LMB service. This means that the HNED needs to be configured with different transport addresses for the unicast
RTCP FB packets associated with these LMB services. Once configured, the combination of the "SSRC of media
source" and the RTP RET session transport address of the IPFUDP/RTCP FB packet uniquely definesthe LMB service
for which the RTCP Feedback message reports packet |oss.

F.4.2 RTCP RR, RTCP SDES and RTCP BYE packets
F.4.2.0 Introduction

A RET-enabled HNED shall support the RTCP Source Description (SDES) packet, RTCP Receiver Reports (RR), and
RTCP BY E packet as defined by the formatsin [21].

F.4.2.1 RTCP SDES Packet
The SDES packet shall only contain the CNAME item with the format following [21].

The SDES packet can be sent by the RET-enabled HNED in two different RTP sessions: in the original RTP session
(multicast or unicast), and in the unicast RTP RET session. The CNAME, identifying the HNED shall beidentical for
the two RTP sessions.

The support by the HNED for the SDES packet is mandatory for the original MC RTP session. An HNED, for the RTP
RET session, may support sending RTCP, and when it is enabled to do so it shall always send the RR combined with an
SDES as a compound message (see [84], clause 3.1).

F.4.2.2 RTCP RR Packet

The RR contains the reception quality data of an RTP session as defined by [21].

The RET-enabled HNED shall support sending RR packets that contain reception quality data on the RTP packets
received in the original RTP session, both for LMB and CoD services. This RR reporting may be disabled with the
attribute dvb-disable-rtcp-rr.
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The RET-enabled HNED may support sending RR that contain reception quality data on unicast RTP RET packets. The
HNED is not allowed to send RTCP packets for a RET stream before RTCP packets for the original session have been
sent.

When an HNED sends RTCP reporting data on both the original and RET packets, it may do so by including the RET
RR and original RR into the same compound RTCP report or using two separate sessions, depending on

configuration. When including the RET RR and original RR into the same compound RTCP report, the HNED uses one
and the same SSRC but when using a separate session the HNED may use either different SSRCs for the RTCP reports
in the two sessions or the same SSRC.

F.4.2.3 RTCP BYE packet

When a participant wishes to leave a RTP session, a BY E packet shall be transmitted to inform the other participants of
thisevent as defined in [21]. A BY E packet shall be sent on an SSRC collision.

A BYE packet shall only be sent for LMB services by the HNED if it has been configured through the parameter
"dvb-enable-bye" and when configured should only be sent if RTCP FB or SDES/RR have already been exchanged by
the HNED in the original RTP session with the RTCP Target.

F.4.3 RTCP messaging types

An HNED shall be able to support both compound and non-compound RTCP FB packets for the original RTP session.
A compound RTCP packet shall contain an SDES, an RR and FB messages (see [84]), while a non-compound (reduced
size) RTCP packet contains only RTCP FB message(s) (see [113]). The use of both types of RTCP packets enables the
split between longer term statistical information and retransmission repair information. [113] provides more information
on reduced size RTCP messaging.

SD& S or RTSP configuration determines the message type when requesting retransmissions. When the HNED uses
non-compound RTCP FB messages, the frequency of sending compound packets for statistical reporting is governed by
[21]. DVB recommends that for compound reporting for statistical purposes, this frequency be once every 5s.

The BYE packet for the original RTP session, when used, is always sent out in compound format containing at |east one
SDES and the BY E packet, as per [21]. The RR shall also be included if RR reporting is enabled.

RTCP compound statistical reporting (comprising SDES +RR) may also be disabled through configuration with the
"dvb-disable-rtcp-rr" attribute.

For the RTP RET session non-compound reporting by the HNED is forbidden.

F.5 RTCP signalling towards RET-enabled HNEDs
F.5.0 Introduction

The following clauses describe the RT CP packets that shall be supported by a RET-enabled HNED.

F.5.1 The RTCP SDES/SR packets

An HNED shall be able to receive RTCP Sender Report (SR) and RTCP SDES packets in the original multicast RTP
session from the RTP multicast source.

A DVB LMB/CoD RET server may send RTCP SR and RTCP SDES packetsin the unicast RTP RET session.

A DVB LMB RET server may send RTCP SR and RTCP SDES packets in the multicast RTP RET session.

F.5.2 The RTCP Feed Forward (FF) message (LMB service only)

The RTCP FF message is an RTCP FB message relayed by the LMB RET server downstream. The RTCP FB message
originated either at an "upstream RTP client” or at immediate reporting HNEDSs:

e Anupstream RTP client means the client is located upstream from the LMB RET server so it is able to detect
upstream packet losses impacting all HNEDs serviced by the LMB RET server and receiving the LMB
service. Figure F.3 shows such an upstream client.
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. Immediate reporting HNEDs is a subset of HNEDs that are configured to report missing packets immediately,
thus reporting before al the other RET-enabled HNEDSs serviced by the same LMB RET server. Their SSRCs
are distinguishable from the SSRC of non-immediate reporting HNEDs (see clause F.7.2).

The relayed messages are now called RTCP FF messages because they are multicast back to the HNEDs in the opposite
direction to the RTCP FB messages issued by the HNEDs. The sending of the RTCP FF message to the HNEDs assists
in preventing or reducing NACK storms. The operation of the LMB RET Server, when handling such aRTCP FB
message originating from an upstream client or a set of immediate reporting HNEDS, isthat of an RTP trandator that
"simply forwards RTCP packets unmodified" as described in clause 7.2 of [21].

Thetypical event sequence when a RTCP FF message isrelayed by the RTCP target/LMB RET server is:

. Thereis a packet loss event on an upstream link or on a downstream aggregated link impacting several
HNEDs serviced by the LMB RET server.

. An RTCP FB message is sent by an upstream RTP client and/or by al immediate reporting HNEDs receiving
the LMB service, indicating packet lossto the RTCP target/LMB RET server.

. Upstream packet loss: The LMB RET server, acting as RTP trandator, trandates the transport address of
RTCP FB message and forwardsit as an RTCP FF message inthe MC RTP RET session. The LMB RET
server discards any RTCP FB messages received by immediate reporting HNEDs.

. Downstream packet loss event impacting all or alarge subset of HNEDs. The RTCP target will get RTCP
FB messages of all immediate reporting HNEDs, but it needs to forward only one FB message as FF message
inthe MC RTP RET session.

e TheLMB RET server transmitsin the MC RTP RET session the RET packet(s) asindicated by the RTCP FF
message. Note that in the case of upstream packet loss, thisis only done once the missing packets are available
at the LMB RET server.

The different logical functionalities: upstream client, translator and LMB RET server may or may not be implemented
in the same physical entity. The SSRC of the upstream client is signalled through the parameter " dvb-ssrc-upstream-
client".

The format of the RTCP FF messages is the RTCP Generic NACK transport layer FB message as specified in [84]. The
feedback control information field in the RTCP FF message shall contain at least one NACK and may contain more
than one.

The "packet sender SSRC" field in the FF message is the "upstream-client” SSRC or the SSRC of an immediate
reporting HNED. The "media source SSRC" field is the same as found in the originating RTCP FB message and will
have the SSRC value asin the original RTP MC packets.

The RTCP FF message is sent from the LMB RET server anticipating the loss detection of a certain packet by the
HNED. The LMB RET server shall send this message in the MC RTP RET session.

When the HNED receives this message, it should not send out an RTCP FB message asking for retransmission of those
packets asindicated in the received RTCP FF message. If, after time "dvb-t-ret" (see clause F.7) as defined in SD& S,
not all the expected RET packets have been received then the HNED may send an RTCP FB message.

F.5.3 The RTCP Receiver Summary Information (RSI)

packets(LMB service only)
The RTCP RS packets are RTCP packets that signal information towards the HNEDs relating to the original MC RTP
session. In general, these packets convey information which otherwise could be retrieved by the HNEDs if multicast
distribution of HNED's RTCP packets were allowed in the original MC RTP session.

The RTCP RSI packet has the format as defined in Figure F.6.
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Figure F.6: Format of RSI packet
. Length: 16 bits: the length of the RTCP packet in 32-bit words minus one, including the header and any
padding.
e  SSRC: 32 bhits: The SSRC, which equals the SSRC in the original RTP MC stream packets.

. Summarized SSRC: 32 hits: The SSRC (of the Media Sender) of which this report contains a summary; thisis
generally the same value as found in the previous SSRC field.

. Timestamp: 64 bits: Indicates the wallclock time when this report was sent. Wallclock time (absolute date and
time) is represented using the timestamp format of the Network Time Protocol (NTP), which isin seconds
relative to Oh UTC on 1 January 1900. Itsformat is similar to the time stamp in the RTCP sender reports. The
timestamp value is used to enable detection of duplicate packets, reordering and to provide a chronological
profile of the feedback reports.

Four sub-reports are defined in the present document, which the RET-enabled HNED shall be able to parse and
interpret. The sub-reports all share the following format:

0123458678 9%01%234568789%0123456878901
+—+—+—++-+-++-+-+-+-+-+-+-+-+-+-+-+-+-+-+-4+-+-+-+-+-4+-+-+-+-4+-4
| SRET | Length | I
R e e e e SRET-specific data +
I I
e s e e e e S i i S e e e e e E e e S e e e e e T s

Figure F.7: Generic Format of RSI Packet

. SRBT: 8 hits: Sub-Report Block Type. The sub-report block type identifier. The values for the sub-report
block types can be:

- 0: IP4 Unicast Feedback Address; thisisthe address of the LMB RET server to which the RTCP (FB)
messages shall be addressed.

- 1: IP6 Unicast Feedback Address.

- 2: DNS name for Unicast Feedback: thisis the address of the LMB RET server, being the RTCP target to
which the RTCP (FB) messages shall be addressed.

- 8:SSRCcallision list.
- 11: "Receiver Bandwidth".

o Length: 8 bits: The length of the sub-report in 32-bit words.
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. SRBT-specific data: <Length*4 - 2> octets. Thisfield contains type-specific information based upon the
SRBT value.

The sub-report block type 0,1 or 2 has the following format.

0 1 2 3
0123456782012 345e789%90123456782901
frtatanbofolatsbodslntalatalatabatadintfasbatalbntalat st oot atafatad
| SRBT={0,1,2} | Length | Port |
Ebar Bk ot e e s B R et e i R e St et et et e B e S et B et et R
I I
: Address :
I I
e e e e e B e R B L B e e e B e B e et
Figure F.8: Format of RSI Packet with sub-report block type equal to 0,1 or 2

. Length: 8 bits: The length of the sub-report block in 32-bit words. Thisis 2 for an IPv4 address
(Total length =4 + 4 = 2*4 octets) and 5 for an IPv6 address (Total length =4 + 16 =5 * 4 octets). For aDNS
name, the length field indicates the number of 32-bit words making up the string plus 1 byte and any additional
padding required to reach the next word boundary.

. Port: 2 octets: The port number to which the HNEDs send RTCP reports.

e  Address. 4 octets (IPv4), or 16 octets (IPv6) or n octets (DNS name). The address to which receivers send
RTCP reports. A DNS name is an arbitrary length string that is padded with null bytes to the next 32 bit
boundary. The string shall be UTF-8 encoded.

The sub-report type 8 has the following format:

0 1 2 3
0123457 89012345567 89290123457 8901
ottt ottt -ttt bttt —t—+—t-+
| SRET=8 | Length | FEegserved |
bttt -ttt -ttt -ttt -ttt -ttt —F—F—+
I I
: Collizion SERC :
I I
e s T T e e e e e s S S it St Tt Sk SR R S Y

Figure F.9: Format of RSI Packet with sub-report block type equal to 8

o Length: 8 bits: The length of the sub-report block in 32-bit words.

. The collision SSRC sub-report provides a mechanism to report SSRC collisions amongst the group. In the
event that a non-unique SSRC is discovered based on the tuple [SSRC,CNAME], the callision is reported in
this block and the affected nodes shall reselect their respective SSRC identifiers. The "Collision SSRC" isa
n x 32 hitsfield; thisfield contains alist of SSRCs that are duplicated within the group.

This sub-report is used when multiple HNEDs independently choose the same SSRC for the LMB origina RTP session.
This SSRC collision is not detected by the HNEDS, rather by the network elements such as the RTCP target, by looking
at the (SSRC, CNAME) and/or the transport addresses used by the HNEDs. The "SSRCcollision list" RS packet
signals such an SSRC collision and advertises the HNED SSRCs for which a collision is detected. When an HNED
receives such a packet, and it recognizesits own SSRC in the "collision SSRC" list then it shall adapt its SSRC, only
sending an RTCP BY E packet when RTCP BY Es are enabled in SD&S.

In case the HNEDs are configured not to use the SDES (including CNAME) packets for their RTCP reporting in the
original MC RTP session, SSRC collision may also be detected based on the tuple [ SSRC, transport address].
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The sub-report type 11 has the following format:

0 1 2 3
01232 45a7 8501234567 8590123 45678205901
e Lt L R et ok ol e et et e R Tl h e e Rt L L L e b T
| SRBT=11 | Length | 2R Regserved |
e B e e e e T e e e e e B e e e e e e ek T e ek L Y
| RETCP Bandwidth |
e T Bt T e e e e B s Rat e R It R R et o

Figure F.10: Format of RSI packet with sub-report block type equal to 11
o Length: 8 bits: The length of the sub-report block in 32-bit words.
e Sender (S): 1 bit: Shall be set to 0.
. Receivers (R): 1 bit.
Shall be set to 1 and explicitly indicates that the contained bandwidth value appliesto each RET-enabled HNED.
J Reserved: 14 bits.
Shall be set to zero upon transmission and ignored upon reception.
. RTCP Bandwidth: 32 bits.

This field indicates the maximum bandwidth allocated per HNED for sending RTCP datarelating to the origina RTP
session. Thisis afixed-point value with the binary point in between the second and third bytes. The val ue represents the
bandwidth allocation per-receiver in kilobits per second with values in the range 0 <= BW < 65536.

The information in the RSI packets always relates to the original multicast RTP session, but they can be distributed
either in the original multicast RTP session or in the multicast RTP RET session (with a source address of the LM B
RET server address), but never in both multicast RTP sessions. By default the RSl messages are transmitted in the
original multicast RTP session. When they are transmitted in the multicast RTP RET session, thisisindicated by means
of the "dvb-rsi-mc-ret" attribute.

The configuration of both the RTCP target/LMB RET server address and the RTCP bandwidth use SD& S Broadcast
Discovery Recordsaswell asRSI. The LMB RET server address may also be signalled via DHCP. If the RSI packets
are received, the HNED shall use the information in these packets so overriding SD& S or DHCP.

F.6 Retransmission Format and RTP Retransmission
Session SSRC and transport address

F.6.1 Retransmission Format

The HNED shall support RET packets with a 2-byte RET payload format header containing the original sequence
number as defined in IETF RFC 4588 [85]. This format increases the | P packet size in two bytes and this should be
considered when packetizing original mediato avoid IP level fragmentation.

The sequence number in the RTP header of the retransmission packet shall follow the standard definition of being one
higher than the sequence number of the preceding packet sent in the retransmission stream. The retransmission packet
timestamp in the RTP header shall be set to the timestamp of the original packet. The SSRC shall be the same as the
SSRC of the original packet if retransmission session multiplexing is used. The Payload Type in the RTP header of the
RET packetsis dynamically assigned and configured in the HNED. The RTP payload section in the RET packet is
identical to the original packet.
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F.6.2 Some Observations on Retransmission Transport
Addresses and SSRC Identifiers

F.6.2.1 Unicast services (CoD and MBwWTM)

The IP address and port numbers of the original RTP and retransmitted RTP packets are recommended to be identical,
resulting in asingle RTP session.

The SSRC of the RTP retransmission packets shall be different from the SSRC of the RTP original packetsif RTP
retransmission and RTP original packets are transported in the same session. This allows the HNED to distinguish
among RET and original packets based on the SSRC.

F.6.2.2 LMB service

When using unicast RET repair for LMB, the SSRC of the RTP retransmission packet shall have the same value as the
SSRC of the MC RTP original packets. Thisisrecommended in cases where it is required to distinguish original from
RET packets, for example for network monitoring.

When an HNED sends RTCP packetsin a RTP RET session, it may use an SSRC different from the one it uses for
RTCP reporting in the original RTP session.

NOTE: One canovercometypica NAT arrangements like "port restricted cone" (see [86]) and avoid opening an
additional "pinhole" in the firewall for the RET RTP and RTCP packets transmitted by the LMB RET
server in the retransmission session by:

" Having the retransmission server using the same destination port/address for the RTP packetsin the
retransmission session as the source port/address of the RTCP (FB) messages issued by the HNED.

L] Having the retransmission server using the same source port/address for the RTP packetsin the
retransmission session as the destination port/address of the RTCP (FB) messages issued by the
HNED. The latter is signalled to the HNED by means of the RT CPReporting@DestinationPort
parameter (SD&S).

L] Having the retransmission server multiplexing the RET RTP and RTCP on the same port as per
[113].

In the case that the LMB RET server sends the RTP and RTCP packetsin the RTP RET session to the same destination
transport address, the combination of the Marker value and expected Payload Type value in the RET RTP packet header
will be different from the possible Packet Type valuesin the RTCP packets. This allows the HNED to distinguish
between incoming RTP and RTCP packets in the unicast RTP RET session.

When a system is deployed as described above, the UDP destination port of RTCP packets issued by the HNED in the
retransmission session shall be different from the port of the RTCP packets issued by the HNED in the original
multicast session. Thisis necessary to allow the LMB RET server to distinguish between RTCP messages received in
the original multicast RTP session and RTCP messages received in the RTP retransmission session. The UDP
destination port of RTCP packets issued by the HNED in the retransmission session is signalled by means of the
Retransmission_session @DestinationPortForRTCPReporting parameter. When sent over multicast, the multicast group
address of the multicast RET packets may be identical to the one of the original multicast packets, but using a different
source | P address.

The source |P address of the MC RTP RET packets may be different from the source IP address of the unicast RTP
RET packets so allowing the LMB RET server for unicast repair to be different from LMB RET server for multicast

repair.
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F.7  Retransmission Requesting Behaviour of
RET-enabled HNED

F.7.0 General

A RET-enabled HNED will buffer incoming RTP packets over a certain time duration, providing time for packet loss
detection, RET requesting and packet repair. The buffering delay is afixed value and is determined based on some RET
timing parameters which are described in this clause separately for CoD/MBWTM and for LMB services.

If an RTP packet is received, which may be a RET packet or an original packet, which carries a payload which was
already received in a RET packet or in an original packet, than this RTP packet shall be discarded by the HNED. This
behaviour of the HNED mirrors the behaviour of an RTP receiver that shall drop duplicate received RTP packets as
defined in [21].

F.7.1 CoD/MBwWTM RET (requesting) Timing Parameters
The RET timing parameters for CoD/MBWTM as signalled viaRTSP are:
rtx-time

"rtx-time" is the amount of time a packet is available for retransmissions in milliseconds. Thisis defined in [85]. This
value represents a meaningful maximum for the buffering delay as aresult of RET.

dvb-t-ret

A RET-enabled HNED may issue multiple retransmission requests for the same packet loss event in the original RTP
session, to take into account loss of RET packets or RTCP FB messages.

"dvb-t-ret” is defined as the minimum time in milliseconds a receiver should wait for a requested repair packet per
retransmission request before issuing another retransmission request for the same packet(s). Thistime period has as
starting point the sending of the retransmission request. This parameter is optional but the HNED shall be ableto
support this parameter if signalled. If the parameter is not signalled the HNED shall then choose an appropriate delay
time with which failed retransmissions are retried. This delay time may be based on observing the time that elapses
between sending out an RTCP FB for a single packet loss and the time of reception of the requested RET packet at the
HNED and could be dynamically adapted (see [85], clause 6.3).

. "rtx-time" will determine how many retransmission attempts the HNED may perform, taking into account the
"dvb-t-ret" parameter.

. "dvb-t-ret" is determined by round trip time (RTT) between the HNED and RET server and the RET server
performance in processing the HNED generated RTCP FB messages. This could be set to a maximum
anticipated value under normal circumstances.

Note that, the following relationship shall be valid:
. "rtx-time" > "dvb-t-ret" > average RTT.

The RET buffer delay shall be chosen by the HNED between:
J minimum value= "dvb-t-ret".
. maximum value= "rtx-time".

An HNED shall restrict the maximum bandwidth that is allowed for the RTCP reporting. For this, two parameters are
defined:

trr-int

"trr-int" as defined by IETF RFC 4585 [84] defines the minimum interval between two regular full compound RTCP
packetsin milliseconds for the RTP session. If "trr-int" is not specified, adefault value of 0 is assumed.

Full compound RTCP packets include Receiver Reports. RTCP packets containing only FB messages are not subject to
the "trr-int" restriction.
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rtcp-bandwidth

The "rtcp-bandwidth" XML parameter indicates the maximum amount of bandwidth that can be consumed by the
HNED for its RTCP reporting. The default value is5 % of the original stream bandwidth. If SDP is used, this parameter
can be signalled using the "b=RR:<bandwidth-value>" bandwidth modifier as described in IETF RFC 3556 [83].

F.7.2 LMB RET (requesting) Timing Parameters

The RET timing parameters for RET-enabled LMB as distributed by SD& S include those defined in the previous
clause F.7.1.

For CoD, a RET-enabled HNED may always transmit an RTCP FB message immediately upon packet |oss detection,
provided the "rtcp-bandwidth" value is not violated. For LM B, two parameters are defined that determine the window in
which the HNED may issue an RTCP FB message upon packet oss detection: "dvb-t-wait-min" and " dvb-t-wait-max".
Thisresultsin amore scalable LMB RET solution for those cases where a single multicast packet loss event impacts
many HNEDs causing NACK storms. An additional bitmask "dvb-ssrc-bitmask” can be configured at the HNED that
makes an HNED an immediate reporter by setting the " dvb-t-wait-min" and "dvb-t-wait-max" parameter valuesto zero.

The RET-enabled HNED shall behave as follows when requesting retransmission for LMB services:

When a packet lossis detected, the HNED sends out a RET request after waiting for an interval time which is randomly
selected between "dvb-t-wait-min" and "dvb-t-wait-max." Thistime interval is called the "waiting time."

"dvb-t-wait-min," "dvb-t-wait-max" and "dvb-ssrc-bitmask" are configured with SD& S. " dvb-t-wait-min" can be zero
and "dvb-t-wait-max" can be set equal to "dvb-t-wait-min" and "dvb-t-wait-max" >="dvb-t-wait-min." The default
value for al of these parametersis zero.

The following applies when SD& S signals "dvb-t-wait-min" with a value different from zero:

The HNED shall not send the RTCP FB message after the waiting period has elapsed with "dvb-t-wait-min" <= waiting
period <= "dvb-t-wait-max" if one of the following events occurs during the waiting time;

. An RTCP FF message is received from the LMB RET server advertising the packet loss detected by the
HNED.

e  Themissing original packet(s) is/are received.
. RET packet(s) associated with the missing RTP packet(s) is/are received.

However, if an RTCP FF message was received and "dvb-t-ret" has elapsed since the reception of the first RTCP FF
message then the HNED may issue an RTCP FB message, provided all of the following conditions are met:

. No additional RTCP FF message arrived reporting the same packet loss as the first received RTCP FF
message.
e  Theexpected RET packets have not arrived.

e  Theorigina missing packets have not arrived.

Aslong as RTCP FF messages are received from the LMB RET server reporting the same loss, the HNED shall not
send an RTCP FB message.

If an RTCP FF message was received by the HNED prior to the packet loss detection by the HNED, the HNED shall
wait for at least "dvb-t-ret" starting from the reception of the FF message before issuing itself an RTCP FB message, if
till required.

For non-zero "dvb-t-wait-min" values signalled by SD& S, a 32-bit wide bitmask (signalled as dvb-ssrc-bitmask) may
also be used to cope with packet l1oss occurring downstream of the LMB RET server affecting several HNEDs serviced
by the server.

The "dvb-ssrc-bitmask" makes a small subset of HNEDs immediate reporters, and at least one RTCP FB message
issued by these HNEDs may be trandlated and forwarded by the LMB RET server as an RTCP FF message downstream
over the RET SSM to all HNEDs (see clause F.5.2).
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If the "dvb-ssrc-bitmask™ is provided by SD& S, the RET-enabled HNED shall compare, on a bit per bit basis, its own
32-bit SSRC which it usesin the original multicast RTP session with the 32-bit SSRC carried in the original MC RTP
stream, on those bit positions that have the value 1 in the bit mask. If the two SSRC identifiers have the same values on
al the non-zero "dvb-ssrc bitmask” bit positions, the HNED is an immediate reporter, which means that its
"dvb-t-wait-min" and "dvb-t-wait-max" equal zero, and hence overrule any SD& S signalled "dvb-t-wait-min" and
"dvb-t-wait-max" parameter values.

Asthe HNEDs select their SSRC randomly, on average the ratio of immediate reporting HNEDs to all RET-enabled
HNEDsis (1/ (2*N)) with N the number of "1"sin the bit mask (0 <= N <= 32). For example, if there are two non-zero
valuesin the bit mask, this means that on average 1 out of 4 HNEDs will be an immediate reporter.

If the "dvb-t-wait-min" parameter is configured to be zero or not provisioned in SD& S then the LMB RET server
should issue no RTCP FF messages. When packet 10ss detection occurs, the HNED shall send out an RTCP FB message
after atime interval randomly selected between 0 and "dvb-t-wait-max".

F.8  Configuration method and configuration parameters

RET-enabled LMB use SD& S to configure the RET client while CoD uses RTSP to configure the RET client. The
exception to thisistheinitial 1P address of the LMB RET servers that can be configured in three different ways:

1) DHCP RTP Retransmission Server Address option

DHCP should be used at start up to get alist of |P addresses of LMB RET servers as described in

clause 8.1.1.10 for IPv4 and in clause 8.1.2.4.10 for IPv6. These | P addresses are the same for all LMB
services. The servers shall be in the order of priority from first to last server to connect to. The method for
connecting to the server and assuring its operation is vendor specific.

2) SD&S

SD& S may aso contain LMB RET server addresses which can be specified per LMB service. These addresses
overrule the LMB RET server address obtained from DHCP for the specific LMB service where SD& S
contains avalue.

3) RSl messages

The RSI messages with sub report block type equal to 0,1 or 2 that may be distributed in the RET SSM group
to signal the new address of an LMB RET server. The LMB RET server addresssignalled in an RSl is only
valid for a specific SSM group (LMB service), being the original SSM group associated with the RET SSM.
The LMB RET server address signalled through RS takes precedence over the LMB RET server address(es)
that may be configured via SD& S for that specific service, and also takes precedence over the LMB RET
server address(es) that may be configured via DHCP.

If SD& S records are updated with new LMB RET server addresses after an RSl message then the new SD& S values for
the LMB RET server will take preference over addresses in the RSl message.

Note that LMB RET server addresses signalled via DHCP or RSI can be different for different access service regions as
they can be distributed locally viathe DHCP server or viathe operational LMB RET server (RSl).

F.9 QoS Priority settings

The RTP RET packets take over video bearer priority of corresponding original RTP packets (which is DSCP 0b100010
or 0b100100). All RTCP packets issued by the HNED have voice/video signalling priority setting (DSCP 0b011010).
The RTCP packets that are transmitted to the HNEDs are considered to be of the video bearer traffic type with
appropriate priority setting.
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F.10 DVB RET and AL-FEC services combined

The DVB Application Layer FEC and the DV B Application Layer RET are services that both protect for packet |osses.
They are defined separately and there is no dependency between the two solutions.

If a SP would like to use both packet loss recovery methods for the same LMB and/or CoD/LMBWTM service the FEC
and RET protection services may be combined.

The RET mechanism as explained in the present document, is then applied only to the original RTP data streams. RET
on FEC repair streams shall never be used so the RTCP FB messages always identify a packet missing from the original
RTP stream rather than the FEC repair stream.

F.11 Mapping of DVB-specific RET attributes and
parameters in SDP

"dvb-t-ret” and "dvb-disable-rtcp-rr" may be included in the SDP description both for LMB and for CoD services.

"dvb-t-ret” can only be specified as medialevel parameter in the SDP description in the m-line associated with the
original RTP packet flow.

"dvb-disable-rtcp-rr* is a session or medialevel attribute both for the original RTP and the unicast retransmission RTP
flows.

For RET-enabled LMB services the following medialevel parameters may a so be included in the SDP filein the
m-line associated with the original RTP session: "dvb-t-wait-min", " dvb-t-wait-max", "dvb-ssrc-bitmask”,
"dvb-ssrc-upstream-client” ,"dvb-rsi-mc-ret” and "dvb-enable-bye".

Examples of SDP descriptions for a RET-enabled CoD and for aRET-enabled LMB RTP session - including the DVB
RET parameterd/attribute defined in this annex - will be provided in the guidelines document ETSI TS 102 542 [i.5] .
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Annex G (normative):
CDS Related Information

G.1 CDS Related Extensions to Other Specifications
G.1.0 Introduction

CDS Announcement requires extension of the BCG as well as extension of TVA. The BCG OnDemandProgram Type
and the on-demand decomposed binary locator are extended in order to differentiate between streaming and download
modes and with content download specific information. A new BCG type PushDownloadType is introduced. Relevant
specifications are expected to be updated in their next releases. To provide a consistent CDS specification in the present
document, these extensions are collected in this clause.

G.1.1 Usage and Extensions of OnDemandProgramType for pull
download service

G.1.1.0 Introduction

The OnDemandProgramType as defined in ETSI TS 102 822-3-1 [60], clause 6.4.2 may be used to announce CDS-
based delivery of content itemsin pull download service mode. This clause defines the usage and extensions for this
typein order to support CDSs.

The XML syntax for the extended OnDemandProgramType is defined in clause G.1.1.

G.1.1.1 Delivery Mode Extension

In order to indicate the different modes of content delivery a new attribute is introduced as an extension to the
OnDemandProgramType: the DeliveryM ode attribute signals the delivery mode, namely streaming or downl oad.

DeliveryMode This attribute indicates the delivery mode. It can have the values "streaming" or
"download". If the attribute is not provided streaming delivery is assumed.

If the DeliveryMode is not present, or the DeliveryMode signals "streaming”, then a streaming delivery service as
specified in ETSI TS 102 539 [62], clause 6.7 is defined.

If the DeliveryMode is present and it signals "download", a pull download service mode is defined. The other attributes
of the OnDemandProgramType shall be interpreted as defined in the following clauses.

G.1.1.2 Usage of TVA OnDemandProgramType attributes for CDS pull
download

If the DeliveryMode signals the download mode, then the OnDemandProgramType attributes shall be used as specified
in this clause.

All attributes that are defined in ETSI TS 102 822-3-1 [60], clause 6.4.2 for the OnDemandProgramType are applicable
for CDSs.
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The following attributes have a specific usage for delivery mode "download":

ProgramURL This element specifies a URI for the content download session. This URI can be a unicast
or a multicast URI to download session description in SDP or XML format (see
clause 10.3.2).

StartOfAvailability This element specifies the time and date from which on the content item is available for
download. If this parameter is not provided the content is already available for download
and the value of "now" shall be assumed.

EndOfAvailability This element specifies the time and date from which the content is no longer available for
download. If not present, then the value of "indefinitely” shall be assumed.
NOTE: In case of scheduled multicast download start and end of availability may be the same indicating that a HNED

shall join the multicast session only at that specified date and time.

G.1.1.3 Content Version Number Extension

The ContentVersion attribute allows to signal updated versions of a downloadable content item. A new version of a
content item may for example be issued in case of errorsin the files of the content item that prevent the correct play out
of the content item.

ContentVersion The attribute indicates the version of the downloadable content. The version number counts
from 0 to 255 with an overflow from 255 to 0.

NOTE:  This content version number is not intended to be used to signal changed versions of the content item itself
(e.g. new, removed or updated scenes). Such changes will result in a new content item with a different CRID.

If the DeliveryMode signal s the download mode, the attribute shall be used as defined in clause 10.6.6 of the present
document.

If the DeliveryMode signals the streaming mode, then the ContentV ersion attribute shall be ignored by the HNED.

If the parameter is not provided a content version number of 0 shall be assumed.

G.1.1.4 Expiry Time Extension

If the DeliveryM ode signal s the download mode the ExpiryTime attribute allows the SP to define an expiry time for the
downloaded content item. A HNED shall automatically remove the content item from the CDS HNED storage at the
expiry time (see clause 10.7).

ExpiryTime The attribute defines the time when the content item expires and shall be removed from the
CDS HNED storage.

If the DeliveryM ode signal s the streaming mode, then the ExpiryTime attribute shall be ignored by the HNED.

If the parameter is not provided no expiry time shall apply to the downloaded content item.
G.1.1.5 Early Play Out Indication Extension
If the DeliveryMode signals the download mode the EarlyPlayout attribute allows to indicate if the play out of the

content item can start while the download is till ongoing, i.e. before the content item is completely available on the
CDSHNED.

EarlyPlayout The attribute indicates if the play out of the content item can start while the download is still
ongoing. If EarlyPlayout is "true" play out may start while the content item is downloaded.

If EarlyPlayout is "false" play out shall not start before the content item is completely
downloaded.

If the DeliveryMode signals the streaming mode, then the EarlyPlayout attribute shall be ignored by the HNED.

If the parameter is not provided it shall be assumed as "false".
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G.1.1.6 Extended OnDemandProgramType XML Schema

<annot at i on>
<docunent ati on xml : | ang="en">Ext ended OnDemandPr ogr anifype for TM | Pl CDS</docunentati on>
</ annot at i on>

<si npl eType nane="Del i ver yModeType" >
<restriction base="string">
<enuner ati on val ue="stream ng" />
<enuner ati on val ue="downl oad" />
</restriction>
</ si npl eType>

<conpl exType nane="OnDenmandPr ogr anilype" >
<conpl exCont ent m xed="fal se">
<ext ensi on base="tva: Prograniocati onType">

<sequence>
<el ement m nCccurs="0" name="PublishedDuration" type="duration" />
<el ement m nCccurs="0" nanme="Start Of Avail ability" type="dateTinme" />
<el ement m nCccurs="0" nanme="EndO Avail ability" type="dateTinme" />
<el ement m nCccurs="0" name="FirstAvailability" type="tva: Fl agType" />
<el ement m nCccurs="0" name="LastAvailability" type="tva: Fl agType" />
<el ement m nCccurs="0" nanme="| medi at eVi ewi ng" type="tva: Fl agType" />
<el ement m nCccurs="0" maxCccurs="1" nanme="Del i veryMdde" type="tva: Del i veryMdeType" />
<el enent mi nCccurs="0" maxQccurs="1" nanme="Cont ent Ver si on" type="unsi gnedByte" />
<el enent mi nCccurs="0" maxQccurs="1" nanme="ExpiryTi me" type="dateTi me" />
<el ement m nCccurs="0" maxCccurs="1" nanme="EarlyPl ayout" type="tva: Fl agType" />

</ sequence>
<attributeGoup ref="tva:fragmentldentification" />
<attribute name="netadataOiginl DRef" type="tva: TVAl DRef Type" use="optional" />
<attribute ref="xm:lang" use="optional" />
<attribute name="servicel DRef" type="tva: TVAlI DRef Type" use="optional" />
</ ext ensi on>
</ conpl exCont ent >
</ conpl exType>

G.1.2 PushDownloadType for CDS push download service
G.1.2.1 Background and Semantics

A new type PushDownloadTypeisadded to TV Anytime, ETSI TS 102 822-3-1 [60]. The PushDownloadType initiates
download and storage of the referenced content item to the CDS HNED storage. Subject to any filtering criteriathat
may be applied by the HNED, the CDS HNED shall autonomously join the announced download session and download
the content item to its local storage for any content item that is announced by the PushAction to be stored. Metadata
related to this content item may be provided together with the content data as part of the download (see clause 10.4).
The PushDownloadType is part of the instance description metadata and based on the ProgramL ocationType defined in
ETSI TS 102 822-3-1 [60], clause 6.4.2. The extension of the ProgramLocationType is provided in clause G.1.3.

Table G.1: PushDownloadType

Element/Attribute Name Element/Attribute Description Mandated/
Optional
Program TVA CRID reference type defined in ETSI TS 102 822-3-1 [60], M
clause 6.4.2.
ProgramURL URI defined in ETSI TS 102 822-3-1 [60], clause 6.4.2. This element 0]

specifies a locator for the content download session description for the
content item. The locator can be a unicast or a multicast URI to a
download session description in SDP or XML format (see clause 10.3.2).

InstanceMetadatalD TVA instance metadata ID type as defined in ETSI TS 102 822-3-1[60], |[O
clause 6.4.2.
InstanceDescription TVA instance description type as defined in ETSI TS 102 822-3-1 [60], 0]

clause 6.4.2.; can contain information on the content item (e.g. title,
genre, AV attributes).

PublishedDuration The advertised duration of the programme as defined in o
ETSI TS 102 822-3-1 [60], clause 6.4.2.
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Element/Attribute Name Element/Attribute Description Mandated/
Optional

StartOfAvailability Time and date from which on the content item is available for download. |O
If this parameter is not provided the content is already available for
download and the value of "now" shall be assumed.

EndOfAvailability Time and date from which the content is no longer available for o
download. If not present, then the value of "indefinitely” shall be
assumed.

ContentVersion The attribute indicates the version of the downloadable content. The O

version number counts from 0 to 255 with an overflow from 255 to 0 (see
clause G.1.1.3).

ExpiryTime The attribute defines the time when the content item expires and shall be (O
removed from the CDS HNED storage (see clause G.1.1.4).

G.1.2.2 PushDownloadType XML Schema

<annot at i on>
<docunent ati on xml : | ang="en">New PushDownl oadType for TM | Pl CDS</docunentati on>
</ annot ati on>

<conpl exType nane="PushDownl oadType" >
<conpl exCont ent m xed="fal se">
<ext ensi on base="tva: Prograniocati onType">
<sequence>
<el ement m nCccurs="0" name="PublishedDuration" type="duration" />
<el ement m nCccurs="0" nanme="Start Of Avail ability" type="dateTinme" />
<el ement m nCccurs="0" nanme="EndO Avail ability" type="dateTinme" />
<el enent mi nCccurs="0" maxQccurs="1" nanme="Cont ent Ver si on" type="unsi gnedByte" />
<el enent mi nCccurs="0" maxQccurs="1" nanme="ExpiryTi me" type="dateTi me" />
</ sequence>
<attributeGoup ref="tva:fragnmentldentification" />
<attribute name="netadataOiginl DRef" type="tva: TVAI DRef Type" use="optional" />
<attribute ref="xm:|ang" use="optional" />
<attribute name="servicel DRef" type="tva: TVAI DRef Type" use="optional" />
</ ext ensi on>
</ conpl exCont ent >

G.1.3 Extended ProgramLocationTableType

G.1.3.0 Introduction

The ProgramLocationType as defined in ETSI TS 102 822-3-1 [60], clause 6.7.1 is extended in order to include the
PushDownloadType as a valid program location.

G.1.3.1 PushDownloadProgram Extension

The PushDownloadProgram includes CDS push download announcements into the BCG program location table. The
attribute is of the type PushDownloadType.

[PushDownload |A list of content items pushed to the user device at the request and under the control of the SP |
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G.1.3.2 Extended ProgramLocationTableType XML Schema

<annot at i on>
<docunent ati on xml : | ang="en">Ext ended Prograniocati onType for TM | Pl CDS</docunentati on>

</ annot at i on>

<conpl exType nane="Progranlocati onTabl eType" >
<sequence>
<el enent mi nCccurs="0" maxQccur s="unbounded" nanme="Schedul e" type="tva: Schedul eType" />
<el ement m nCccurs="0" maxCccur s="unbounded" nane="Broadcast Event" type="tva: Broadcast Event Type"
/>
<el ement m nCccurs="0" maxCccur s="unbounded" name="OnDemandPr ogr ant'
type="t va: OnDenmandPr ogr aniType" />
<el ement m nCccurs="0" maxCccur s="unbounded" nane="OnDemandServi ce"
type="t va: OnDemandSer vi ceType" />
<el ement m nCccurs="0" maxCccur s="unbounded" nane="PushDownl oad" type="tva: PushDownl oadType" />
</ sequence>
<attribute name="netadataOi gi nl DRef" type="tva: TVAI DRef Type" use="optional" />
<attribute ref="xm:|ang" use="optional" />
</ conpl exType>

G.1.4 Extended On-demand decomposed binary locator

An Extended On-demand decomposed binary locator is introduced in order to provide the necessary parameters for pull
download services. The Extended On-demand decomposed binary locator is based on the On-demand decomposed
binary locator defined in ETSI TS 102 323 [59], clause 7.3.2.3.5.

The locator format for the Extended On-demand decomposed binary locator is 0x04. The syntax of the Extended
On-demand decomposed binary locator is a superset of the On-demand decomposed binary locator to include
CDS-based service modes.

The syntax of the Extended On-demand decomposed binary locator is defined in Table G.2.

Table G.2: Extended On-demand decomposed binary locator

Syntax No. of bits | Identifier
ext ended_on- demand_deconposed_bi nary_| ocator () {
reserved 6 ui msbf
availability start_date 9 ui msbf
availability_end_date 9 ui nmsbf
availability start_tine 16 ui nmsbf
availability_end_tine 16 ui msbf
content _versi on 8 ui msbf
expiry tinme 16 ui nsbf
expiry_date 9 ui msbf
reserved 1 ui msbf
del i very_node 1 bsl| bf
Early_pl ayout 1 bsl bf
URI _| ength 12 ui nmsbf
for (i=0; i<URI _length; i++) {
URl _byte 8 ui nsbf
}
}

delivery_mode: The delivery mode for the content. The supported modes are:
0: Streaming
1: Download

The same semantics as specified in clause G.1.1.1 shall apply.
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If the delivery_mode is 0, i.e. streaming mode, then the semantics for the fields shall be identical to the ones specified in
ETSI TS 102 323 [59], clause 7.3.2.3.5. The content_version, early_playout, expiry_date and expiry_timefields
shall be set to 0 and shall be ignored by the receiver.

If the delivery_modeis 1, i.e. download mode, then the following semantics apply:

availability_start_date: Thefirst date on which the on-demand content pointed to by this locator becomes available
download delivery. This field uses Universal Co-ordinated Time (UTC) as the time reference. It shall be encoded as the
number of days from the beginning of the year indicated by the year_offset field in the enclosing structure. The value
zero indicates the 1st of January of that year.

NOTE 1. Thesize of thisfield allows the encoded date to extend into the year following that encoded in the
year_offset field.

availability_end_date: Thefirst date on which the content pointed to by thislocator is no longer available for
download delivery. This field uses Universal Co-ordinated Time (UTC) as the time reference. It shall be encoded as the
number of days from the beginning of the year indicated by the year_offset field in the enclosing structure. The value
zero indicates the 1st of January of that year.

NOTE 2: The size of thisfield allows the encoded date to extend into the year following that encoded in the
year_offset field.

availability_start_time: The time at which the on-demand content pointed to by this locator becomes available for
download delivery. Thisfield uses UTC asthe time reference. Thisis encoded as the number of 2 s periods since
midnight.

availability_end_time: The first time at which the on-demand content pointed to by this locator is no longer available
for download delivery. This field uses UTC asthe time reference. Thisis encoded as the number of 2 s periods since
midnight.

NOTE 3: The duration of the on-demand content is signalled elsewhere in the TV-Anytime metadata and therefore
does not need to be encoded in the locator.

content_version: The version of the downloadable content. The version number counts from 0 to 255 with an overflow
from 255 to 0. The receiver shall interpret thisfield in the same way as the ContentV ersion attribute specified in
clause G.1.1.

early playout: Thisflag indicates if the content play out can start while the download is still ongoing.
early playout ="1": play out may start before the content item is completely downloaded.
early playout ="0": play out shall not start before the content items is completely downloaded

expiry_date: The date on which the on-demand content pointed to by this locator expires and shall be deleted from the
local storage of the HNED (see clause 10.7). Thisfield uses Universal Co-ordinated Time (UTC) as the time reference.
It shall be encoded as the number of days from the beginning of the year indicated by the year_offset field in the
enclosing structure. The value zero indicates the 1st of January of that year.

NOTE 4: The size of thisfield allows the encoded date to extend into the year following that encoded in the
year_offset field.

expiry_time: The time at which the on-demand content pointed to by this locator expires and shall be deleted from the
local storage of the HNED (see clause 10.7). Thisfield uses UTC as the time reference. Thisis encoded as the number
of 2-second periods since midnight.

URI _length: The number of URI_bytes present in the following field.

URI_bytes: A sequence of bytes representing a URI compliant string. The string shall include avalid URI scheme at
the start. The URI points to a download session description according to clause 10.3.2.
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G.1.5 ProgramURL and Locator URIs for files located on CDS
HNED storage

Mediafiles being part of content items located on the CDS HNED storage (e.g. after a successful push download) shall
be referenced from the BCG metadata (e.g. Program URL of OnDemandProgramType) and locators (e.g. URI locator,
URI of Extended On-demand decomposed binary locator) by using the URI scheme defined in clause 10.3.3.

G.2  SDP syntax
G.2.0 General

This clause defines the SDP syntax of the CDS session descriptions parameters defined in clause 10.5.3. The SDP
syntax is defined based on IETF RFC 4566 [75]. CDS specific usage of the standard SDP parameters defined in
IETF RFC 4566 [75] and new CDS specific parameters are defined.

For unicast download sessions the SDP grouping framework as defined in IETF RFC 3388 [81] is used if alternative
server locations for afile have to be defined. A new CDS specific semantic for groupsisintroduced. FLUTE specific
SDP parameters for multicast download sessions are based on the definitionsin ETSI TS 102 472 [65], clause 6.1.3.

G.2.1 SDP message structure

A single SDP message contains the description for asingle CDS download session of a content item, which includes
one or more files to be downloaded. The SDP message provides al the necessary information to locate and download
these files. A CDS download session is completed when all the referenced files have been downl oaded.

The SDP starts with a session level section followed by one or more media descriptions as defined below. The order of
the lines shall be used as defined in IETF RFC 4566 [75].

G.2.2 General parameters
G.2.3.0 Mapping to standard SDP parameters

Clause 10.5.3 defines general parameters that have to be supported for CDS. They apply to any type of CDS download
session. This clause defines how they are mapped to the standard SDP parametersin Table G.3. In addition new CDS
specific SDP parameters are defined.

Table G.3: CDS usage of standard SDP parameters

SDP Line IETF RFC 4566 [75] attribute definition DVB CDS usage
Protocol Version v=0 Mandatory as in IETF RFC 4566 [75]
Origin o=<username> <sess-id> <sess-version> |mandatory

<nettype> <addrtype> <unicast-address> |<username> is set to the Service-Provider-ID
<sess-id> is set to the Download-Session-ID
<sess-version> is set to the Download-Session-Version
<nettype> is set to "IN"

<addrtype> is set to "IP4" or to "IP6"
<unicast-address>

as in IETF RFC 4566 [75]

Session Name s=<session-name> Mandatory
as in IETF RFC 4566 [75]
Session i=<session-description> optional
Description as in IETF RFC 4566 [75]
URI u=<URI> not used
Email Address e=<email-address> not used
Phone Number p=<phone-number> not used
Connection Data  |c=<nettype> <addrtype> <connection mandatory
address> <nettype> is set to "IN"

<addrtype> is set to "IP4" or to "IP6"
<connection-address> see unicast and multicast
download parameters for specific usage
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SDP Line IETF RFC 4566 [75] attribute definition DVB CDS usage

Bandwidth b=<bwtype>:<bandwidth> optional
see multicast download parameters below for specific
usage

Timing t=<start-time> <stop-time> mandatory
The parameter provides the Download-Session-Time-
Information.

Repeat Times r= <repeat interval> <active duration> not used

<offsets from start-time>
Time Zone z=<adjustment time> <offset> not used
<adjustment time> <offset> ....

Encryption Keys k=<method>:<encryption key> not used

Attributes a=<attribute>:<value> None of the standard attributes defined in
IETF RFC 4566 [75] are used.
Grouping specific attributes as defined in
IETF RFC 3388 [81] are used.
For CDS specific attributes see below

Media description  |m=<media> <port> <proto> <fmt> ... mandatory
see unicast and multicast download parameters for
specific usage

NOTE: The session name and session description can be freely defined within the scope of their definitionsin
IETF RFC 4566 [75].

G.2.3.1 SP domain, download session ID and download session version
The SP name, download session ID and download session version shall be provided at the session level.

The <username> field of the "0=" line is used for the Service-Provider-Domain.

The <sess-id> field of the "o=" lineis used for the Download-Session-ID.

The <sess-version> field of the "0=" line is used for the Download-Session-Version.

The usage of the attributeis:

For | Pv4 usage: o=<Service-Provider-Donai n> <Downl oad- Sessi on- 1 D> <Downl oad- Sessi on- Versi on> |IN | P4
<uni cast - addr ess>

For | Pv6 usage: o=<Service-Provider-Donai n> <Downl oad- Sessi on- 1 D> <Downl oad- Sessi on- Version> I N | P6
<uni cast - addr ess>

<uni cast - address>: | Pv4 address or |Pv6 address or fully qualified domain name of the server that
generated the session

G.2.3.2 Content item format

One content item format parameter should to be defined at the session level. The Content-item-format is specified by
the following syntax:

Content-itemformat="a=x-dvb-cds-content-itemformat:" c-format

c-format="0"|"1"|"2"|"3"

0: Defined by Content-Type of first file in the list of files in the content item description
1: MPEG 2 Transport Stream

2: MPEG 2 Transport Streamwith associ ated BCG net adat a

3: MPEG 2 Transport Stream encapsulated in DVB File Format

The usage of the attributeis:
a=x-dvb-cds-content-itemformat: <Content-I|tem For nat >

<Content-ltem Format>: format of the content item
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G.2.3.3 Download session mode

Exactly one download session mode parameter shall be defined at the session level. The Download-Session-Modeis
specified by the following syntax:

Downl oad- sessi on- nbde="a=x- dvb- cds- node: " d- node
d- rode="SMD"| " CMD" | " UD"

SMD: Schedul ed Ml ti cast Downl oad

CMD: Carousel Milticast Downl oad

UD: Uni cast Downl oad

The usage of the attributeis:

a=x- dvb- cds- node: < Downl oad- Sessi on- Mode>

< Downl oad- Sessi on- Mode>: node of downl oad session

G.2.3.4 Download session time information

Download session time information shall be provided at the session level. The "t=" line is used to provide Downl oad-
Session-Time-Information.

The usage of the attributesis as defined in IETF RFC 4566 [75].

t =<Downl oad- Sessi on-Ti ne- | nf ornati on@t art - Ti ne> [ <Downl oad- Sessi on- Ti ne- | nf or nat i on@nd- Ti ne>]

G.2.3.5 Reception reporting server

One or more reception reporting servers can be provided at the session level. The Reception-Reporting-Server-URI is
specified by the following syntax:

Recept i on- Repor ti ng- Server - URl =" a=x-dvb-cds-rr-server:" uri
uri=Uni form Resource ldentifier as defined in | ETF RFC 3986 [ 79]
The usage of the attributeis:

a=x-dvb-cds-rr-server: <Recepti on- Reporti ng- Server- URl >

One "a=x-dvb-cds-rr-server:" line shall be provided per reception reporting server.

G.2.3.6 Reception reporting mode

Reception reporting mode can be provided at the session level. It is specified by the following syntax:
Recepti on- Reporti ng- Mode="a=x- dvb-cds-rr-node: " rr-node

rr-node="0"|"1"|"2"

0: Content itemreporting only

1: Content itemand file reporting

2: Content item file and chunk reporting

The usage of the attributeis:

a=x-dvb- cds-rr-node: <Recepti on- Reporti ng- Mbde>
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G.2.3.7 Reception reporting offset time and random time period

Reception reporting offset time and random time period can be provided at the session level. They are specified by the
following syntax:

Recept i on- Reporti ng- Ti ne="a=x-dvb-cds-rr-tine:" dtine [SP dtine]
dtime= integer representing time in mlliseconds
The usage of the attributeis:

a=x-dvb-cds-rr-time: <Reception-Reporting-Ofset-Ti me> <Recepti on- Reporting- Random Ti me- Peri od>

G.2.4 Unicast download parameters
G.2.4.0 Introduction

This clause defines the SDP parameters used for the description of a unicast content download session. First the SDP
syntax for the unicast specific CDS download session parameters as defined in clause 10.5.3 is provided. The use of
grouping is defined in clause G.2.4.8. The structure of a SDP message for a multicast download session is defined in
clause G.2.4.9.

G.2.4.1 File Reference

Thefilesthat are downloaded are defined by their <path-absolute> relative reference.
Thefile reference absol ute is specified by the following syntax:

Fi | e- Ref erence="a=x-dvb-cds-file-reference:" Path-Absol ute

Pat h- Absol ut e= <pat h- p-absol ute> rel ative reference asdefinedin clause 10.5.2.

The attribute shall be provided for each file in the media description. In case grouping is used the attribute is defined in
the primary media description (see clause G.2.4.8).

The usage of the attributeis:

a=x-dvb-cds-fil e-reference: <Fil e- Ref erence>

G.2.4.2 File Length

Thelength of afileis specified by the following syntax:
Fi | e- Lengt h="a=x-dvb-cds-file-length:" Length
Length = integer defining the length in bytes

In case of single server file download the attribute may be provided for the file in the media description. In case of
multiple server file download the attribute shall be provided for the file in the media description. In case grouping is
used the attribute is defined in the primary media description (see clause G.2.4.8).

The usage of the attributeis:

a=x-dvb-cds-fil e-1ength: <Fil e-Length>

G.2.4.3 File Digest

The MD5 digest of afileis specified by the following syntax:
Fi | e- Di gest ="a=x-dvb-cds-file-digest:" digest
di gest = base64

The attribute may be provided for the file in the media description. In case grouping is used the attribute is defined in
the primary media description (see clause G.2.4.8).
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The usage of the attributeis:

a=x-dvb-cds-fil e-di gest: <Fil e-Di gest>

G.2.4.4 Chunk Length

The common length of the chunks of afileis specified by the following syntax:
Chunk- Lengt h="a=x- dvb- cds- chunk-1 ength:" Length

Length = integer defining the Iength in bytes

In case of multiple server file download the attribute shall be provided for the file in the media description. The attribute
is not used for single server file download. The attribute is defined in the primary media description (see
clause G.2.4.8).

The usage of the attributeis:

a=x- dvb- cds- chunk- | engt h: <Chunk- Lengt h>

G.2.4.5 Chunk Digest

The MD5 digest of achunk and its number (position within the file counted from 1 to n) is specified by the following
syntax:

Chunk- Di gest =" a=x- dvb- cds- chunk-di gest:" int digest
digest-list = digest 1*[SP digest]

In case of multiple server file download the attribute may be provided for each chunk of the file in the media
description. The attribute is not used for single server file download. The attribute is defined in the primary media
description (see clause G.2.4.8).

The usage of the attributeis:

a=x- dvb- cds- chunk- di gest : <Chunk- Nunber > <Chunk- Di gest >

G.2.4.6 Server Base URI and File Content Type

The base URI of a server location where the file is available shall be provided by c-line and the m-line.

The <connection address> filed of the c-line shall be set to the server address part of the base URI (1Pv4 address or IPv6
address or fully qualified domain name). The <nettype> field of the c-line shall be set fixed to "IN". The <addrtype>
field of the c-line shall be set fixed to "IP4" or to "1P6".

The <port> field of the m-line shall be set to the optional port part of the base URI. In case the port is not provided it is
set to the HTTP default port of 80. The <proto> field of the m-line shall be set fixed to "TCP/HTTP". The <media>
field shall be set to the main media type of the content type of the file as defined (e.g. video, application). The <fmt>
field shall be set to the subtype of the content type of the download file as defined in clause 10.4.2 (e.g. mp2t, xml). In
case the mime type is provided the fields shall be set to "*".

The attributes shall be provided for each file in the media description. In case several server locations are provided for a
file grouping shall be used as defined in clause G.2.4.8.

The usage of the attributesis:

For 1 Pv4 usage: c=IN | P4 <Server-Base- UR @\ddress>
For 1 Pv6 usage: c=IN | P6 <Server-Base-UR @\ddress>

ne<Fi | e- Cont ent - Type@hi nTyp> <Server - Base- URl @ort> TCP/ HTTP <Fi | e- Cont ent - Type@ubt ype>
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G.2.4.7 Available Chunk List

Thelist of available chunks of afile at a server location is specified by the following syntax:
Avai | abl e- Chunk- Li st =" a=x-dvb- cds-avai | abl e-chunk-1ist:" chunk-1i st
chunk-1ist = chunk| chunk-range 1*[ SP chunk| chunk-range]

chunk-range = chunk "-" chunk

Chunk = integer

In case of multiple server file download the attribute may be provided for each server location. In caseiit is not provided
al chunks of the file are available at that server location. The attribute is not used for single server file download. The
attribute is defined in each media description.

The usage of the attributeis:

a=x- dvb- cds- avai | abl e- chunk- | i st: <Avai | abl e- Chunk- Li st >

G.2.4.8 Grouping of media lines

The grouping framework as defined in IETF RFC 3388 [81] shall be used in order to define alternative or multiple
server locations for afile that has to be downloaded. For each server location a media description shall be used and shall
be identified by the mid-attribute as defined in IETF RFC 3388 [81]. The media descriptions that belong to asingle file
are grouped together using the group-attribute as defined in IETF RFC 3388 [81]. A new semantic "X-DVB-CDS-AS"
(alternative server) is defined for the group-attribute. It indicates that the media descriptions of a group define
alternative server locations. This can be aternative servers for a single server download or locations of file chunks for
multiple server downloads.

The first media description of a group is the primary media description and contains parameters that apply for the whole
group (e.g. File-Absolute-Path).

If at least one file has alternative server locations grouping has to be used for al filesin the SDP message.

Each group is defined by a group attribute at the session level. The group attributes lists the media descriptions that are
members of the group.

a=gr oup: X- DVB- CDS- AS 1*<i d>
id: token

The mid-attribute has to be defined for each media description if grouping is used. It provides a unique identifier for
each media description.

a=m d: <i d>
id: token

G.2.4.9 SDP message structure for unicast download session

Each file that has to be downloaded within the session is defined by a media description or a group of media
descriptions. Grouping is used in case alternative server locations are provided for a single server file download or for a
multiple server file download. File absolute path, mime type, file length, file digest, file chunk length and file chunk
digest information is provided per file in the media description. In case or grouping they are provided in the primary
media description. Server base URI and available chunk list information is provide per media description.

A unicast download SDP starts with session level fieldsin the order listed below where the values for origin (0=) and
connection (c=) dighty differ depending on whether 1Pv4 addresses or 1Pv6 addresses are being used.

v=0

For | Pv4: o=<Servi ce-Provi der - Domai n> <Downl oad- Sessi on-| D> <Downl oad- Sessi on-Version> I N | P4
<uni cast - addr ess>

For | Pv6: 0=<Servi ce- Provi der - Domai n> <Downl oad- Sessi on-| D> <Downl oad- Sessi on-Versi on> IN | P6
<uni cast - addr ess>

s=<sessi on nane>

i =<sessi on description> (optional)

a=x-dvb-cds-content-itemformat: <Content-I|tem For nat >

a=x- dvb- cds- node: UD

a=x-dvb-cds-rr-server: <Reception-Reporting-Server-UR > (0..n)
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a=gr oup: X- DVC- CDS- AS 1*<id> (0..n)
t =<Downl oad- Sessi on- Ti me- | nf or mat i on@t art - Ti ne> [ <Downl oad- Sessi on- Ti me- | nf or mat i on@nd- Ti me>]

The session level information is followed by one or more media descriptions, one for each file and server location, with
fieldsin the following order:

M edia description without grouping and primary media description of a group:

ne<Fi | e- Cont ent - Type@hi nTyp> <Server - Base- URl @ort> TCP/ HTTP <Fi | e- Cont ent - Type@ubt ype>
a=x-dvb-cds-file-reference: <Fi | e- Ref erence>

For 1 Pv4: c=IN | P4 <Server-Base- URl @\ddress>

For 1 Pv6: c=IN IP6 <Server-Base-URl @ddress>

a=nmi d: <id> (in case of grouping)

a=x-dvb-cds-file-length: <File-Length> (optional for single server file downl oad)
a=x-dvb-cds-file-digest:<File-Digest> (optional)

a=x-dvb-cds-fil e-chunk-I ength: <Fi | e- Chunk-Length> (not used for single server file downl oad)
a=x-dvb-cds-fil e-chunk-di gest: <Fi | e- Chunk-Di gest> (optional for multiple server file downl oad)

a=x- dvb- cds- avai | abl e-chunk-1i st: <Avai | abl e- Chunk-Li st> (optional for nmultiple server file downl oad)

All other media descriptions of agroup:

ne<Fi | e- Cont ent - Type@hi nTyp> <Server - Base- URl @ort> TCP/ HTTP <Fi | e- Cont ent - Type@ubt ype>
For 1Pv4: c=IN | P4 <Server-Base- URl @ddress>

For 1 Pv6: c=IN | P6 <Server-Base- UR @ddress>

a=m d: <i d>

a=x- dvb- cds- avai | abl e-chunk-1i st: <Avai | abl e- Chunk- Li st> (optional)

Example of a unicast download session description with a single server file download of two files with no aternative
server locations and no reception reporting using | Pv4 addresses:

v=0

o=provider.org 1234 1 IN | P4 135.27.66.45

s= Exanpl el

i = Exanpl e session 1
a=x-dvb-cds-content-itemformat:1

a=x- dvb- cds- node: UD

t = 3034423619 3042462419

nmevi deo 80 TCP/ HTTP np2t

c=I N | P4 server.provider.org
a=x-dvb-cds-file-reference:/content/videol. np2t
a=x-dvb-cds-fil e-1ength: 160607052
a=x-dvb-cds-fil e-di gest: Q@hl Y2sgSWh0ZWlyaXR5| Q==
mFappl i cation 80 TCP/ HTTP xni

c=I N | P4 server.provider.org

a=x-dvb-cds-fil e-reference:/content/ metal. xm

Example of a unicast download session description with a multiple server and a single server file download with two
aternative server locations and reception reporting using |Pv4 addresses:

v=0

o=provider.org 1240 1 IN | P4 135.27.66. 45
s= Exanpl e2

i = Exanpl e session 2
a=x-dvb-cds-content-itemformat:1

a=x- dvb- cds- node: UD
a=x-dvb-cds-rr-server:rrl.provider.org
a=x-dvb-cds-rr-server:rr2.provider.org
a=group: X-DVB-CDS-AS 1 2
a=group: X- DVB- CDS- AS 3 4

t= 3034423619 3042462419

mevi deo 80 TCP/ HTTP np2t

c=IN | P4 serverl.provider.org

a=md: 1
a=x-dvb-cds-file-reference:/content/vi deol. np2t
a=x-dvb-cds-file-1ength: 160607052
a=x-dvb-cds-fil e-di gest: Qhl Y2sgSW0ZWlyaXR5| Q==
a=x-dvb-cds-fil e-chunk-Iength: 50000000

a=x-dvb-cds-fil e-chunk-di gest: We14fgTT5DSWqGH44f Gzr 3== aa3f 4GH 76f GHCB86 AqwDD==
asdd23EsWB5DFViMLkkJS8== ASq34f DD5gRCGISSW34D214==

a=x-dvb- cds-avai |l abl e-chunk-list:1-2 3

mevi deo 80 TCP/ HTTP np2t

a=m d: 2

c=IN | P4 server2.provider.org

a=x-dvb- cds-avail abl e-chunk-list:1 3 4

mFappl i cati on 80 TCP/ HTTP xm

c=I N | P4 server3.provider.org
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a=md: 3

a=x-dvb-cds-fil e-reference:/content/netal. xn
mFappl i cation 80 TCP/ HTTP xm

c=I N | P4 server4.provider.org

a=md: 4

G.2.5 Multicast download parameters
G.2.5.0 Introduction

This clause defines the SDP parameters used for the description of a multicast content download session. The same SDP
structure is used for scheduled and carousel multicast download. FLUTE is used for multicast download and the SDP
FLUTE parameters defined in ETSI TS 102 472 [65], clause 6.1.3 are used for the description of the FLUTE specific
information. First the SDP syntax for the multicast specific CDS download session parameters as defined in

clause 10.5.3 is provided. The structure of a SDP message for a multicast download session is defined in

clause G.2.5.13.

G.2.5.1 File Reference

For each file within the Flute session that has to be downl oaded the <path-absol ute> relative reference (see

clause 10.5.2) of the file can be provided at the session level. If non such parameter is provided all files of the Flute
session have to be downloaded to the HNED. The same "a=x- dvb- cds- f i | e- REFERENCE: " attribute as defined
in clause G.2.4.1 for the unicast file reference is used.

Note, that in contrast to the definition in clause G.2.4.1 the line is used at the session level and all filesindicated by such
lines have to be downloaded.

The usage of the attributeis:

a=x-dvb-cds-fil e-reference: <Fil e- Ref erence>

G.2.5.2 Multicast channel source address

The source address of the FLUTE multicast channelsis provided at the session level by the "a=source-filter" attribute as
defined in ETSI TS 102 472 [65], clause 6.1.13.1.1. Depending on the usage of 1Pv4 addresses or | Pv6 addresses, this
definition dightly differs:

For | Pv4 usage: a=source-filter: incl

IN I P4 * <IP-Source-Address>
For | Pv6 usage: a=source-filter: incl INI1P6

* <| P- Sour ce- Addr ess>

G.2.5.3 Transport Session ldentifier

The transport session identifier is provided at the session level by the "a=flute-tsi:" attribute as defined in
ETSI TS 102 472 [65], clause 6.1.13.1.4.

a=flute-tsi:<Transport-Session-Identifier>

G.2.5.4 FEC Encoding ID

The FEC encoding ID is provided at the session level by the "a= FEC-declaration:" attribute as defined in
ETSI TS 102 472 [65], clause 6.1.13.1.6. The fec-inst-id parameter is not used. The fec-ref parameter is set to "0" asthe
"a=fec:" line per mediais not supported.

If the FEC encoding ID is not provided the compact no-code FEC scheme is assumed.

a=FEC- decl arati on: 0 <FEC- Encodi ng- | D>

G.2.5.5 Numbers of channels

The number of channelsis provided at the session level by the "a=flute-ch:" attribute as defined in
ETSI TS 102 472 [65], clause 6.1.13.1.2.

a=f | ut e- ch: <Nunber - O - Channel s>
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G.2.5.6 Multicast Address

The address of each multicast channel is provided by a c-line per media description. The <nettype> and <addrtype>
fields of the c-line are able to support either |Pv4 addresses or IPv6 addresses.

4 <| P-Mul ticast-Address>
6 <I P-Mil ticast-Address>

For | Pv4 usage:

c=IN I P
For | Pv6 usage: c=IN | P

G.2.5.7 Multicast Port Number

The port number of each multicast channel is provided by a m-line per media description. The <media>, <proto> and
<fmt> field of the m-line are fixed Flute specific values.

mFappl i cation <l P-Milticast-Port-Nunber> flute/udp *

G.2.5.8 Maximum bandwidth

The maximum bandwidth used by each multicast channel can be provided by a b-line per media description. The TIAS
bandwidth modifier as defined in IETF RFC 3890 [80] shall be used.

b=TI AS <Max- Bandw dt h>

G.2.5.9 Completion poll response server address and port number

Completion poll information is provided at the session level. The completion poll response server address and port
number are provided by the following syntax:

Conpl eti on- Pol | - Server ="a=x- dvb- cds-cp-server:" nettype SP addrtype SP uni cast-address SP port
nettype=network type; fixed value "IN' as only |P netwrks are supported by the current
speci fication
addrtype=address type; "IP4" or "|P6" uni cast - addr ess=I P address of conpletion poll response
server
port=server port for conpletion poll response

The usage of the attribute is for |Pv4 addresses:

a=x- dvb- cds-cp-server: | N | P4 <Conpl eti on-Pol | - Response- Server - Addr ess> <Conpl eti on- Pol | - Response-
Ser ver - Port - Nunber >

The usage of the attribute is for | Pv6 addresses:

a=x-dvb- cds-cp-server: I N | P6 <Conpl eti on-Pol | - Response- Server - Addr ess> <Conpl eti on- Pol | - Response-
Ser ver - Port - Nunber >

G.2.5.10 Recovery server base URI

One or more recovery server base URIs can be provided at the session level. The recovery server base URI is provided
by the following syntax:

Recovery- Server ="a=x-dvb-cds-rec-server:" uri
uri= Uniform Resource ldentifier as defined in | ETF RFC 3986 [79]

The usage of the attributeis:
a=x- dvb- cds-rec-server: <Recovery- Server - Base- URl >

One "a=x-dvb-cds-recovery-server:" line shall be provided per recovery server.

G.2.5.11 Recovery mode

Recovery mode can be provided at the session level. It is provided by the following syntax:

Recover y- Mode="a=x- dvb- cds-rec-node: " rec-node
rec-node="0"|"1"
0: CDS file repair node
1: IPDC like file repair node

ETSI



295 ETSI TS 102 034 vV2.1.1 (2016-04)

The usage of the attributeis

a=x-dvb- cds-r ec- nnde: <Recovery- Mode>

G.2.5.12 Recovery offset time and random time period

Recovery offset time and random time period can be provided at the session level. They are specified by the following
syntax:

Recovery-Ti ne="a=x-dvb-cds-rec-tine:" dtine [SP dtine]
dtime= integer representing time in mlliseconds

The usage of the attributeis:

a=x-dvb-cds-rec-ti me: <Recovery- O fset-Ti me> <Recovery- Random Ti ne- Peri od>

G.2.5.13 SDP message structure for multicast download session

Thelist of files that have to be downloaded from the FLUTE session as part of the CDS session is provided by "a=x-
dvb-cds-file:" linesat thesessionlevel, oneline per file. If thisinformation is not provided all files of the
FLUTE session have to be downloaded.

Each multicast channel of the FLUTE session is defined by a media description which starts with an "m="lineand is
terminated by either the next "m=" line or by the end of the session description.

A multicast download SDP starts with session level fieldsin the order listed below where the values for origin (0=),
attributes (a=) and connection (c=) dighty differ depending on whether | Pv4 addresses or |Pv6 addresses are being
used.

v=0

For |1 Pv4: o=<Service-Provider-Donai n> <Downl oad- Sessi on- 1 D> <Downl oad- Sessi on- Version> |IN | P4
<uni cast - addr ess>

For 1 Pv6: o=<Service-Provider-Donai n> <Downl oad- Sessi on- |1 D> <Downl oad- Sessi on- Version> I N | P6
<uni cast - addr ess>

s=<sessi on nane>

i =<sessi on descri ption> (optional)

a=x-dvb-cds-content-itemfornmat: <Content-I|tem Fornat >

a=x- dvb- cds- node: CMD| SMD

a=x-dvb-cds-rr-server: <Reception- Reporting-Server-UR > (0..n)

a=x-dvb-cds-rr-time: <Reception-Reporting- O fset-Ti me> <Reception-Reporting-Random Ti me- Peri od>
(optional)

For 1 Pv4: a=source-filter: incl INIP4 * <|P-Source-Address>

For 1 Pv6: a=source-filter: incl INIP6 * <|P-Source-Address>
a=flute-tsi:<Transport-Session-ldentifier>

a=FEC- decl arati on: 0 <FEC- Encodi ng-1D> (optional)

a=f | ut e- ch: <Nunber - O - Channel s>

For | Pv4: a=x-dvb-cds-cp-server:|IN | P4 <Conpl etion-Pol | - Response- Ser ver - Addr ess> <Conpl et i on- Pol | -
Response- Server - Port - Nunber > (optional )

For | Pv6: a=x-dvb-cds-cp-server:IN |P6 <Conpl etion-Pol | - Response- Server - Addr ess> <Conpl eti on-Pol | -
Response- Ser ver - Port - Nunber > (optional)

a=x- dvb- cds-rec-server: <Recovery- Server-Base- URl > (0..n)

a=x-dvb- cds-rec- node: <Recovery- Mode> (optional)

a=x-dvb-cds-rec-time: <Recovery- O fset-Ti me> <Recovery- Random Ti me- Peri od> (opti onal)
a=x-dvb-cds-fil e-reference: <Fil e- Ref erence> (0..n)

t =<Downl oad- Sessi on-Ti me- I nformati on@st art - Ti me> [ <Downl oad- Sessi on- Ti me- | nf or mat i on@End- Ti ne>]

The session level information is followed by one or more media descriptions, one for each multicast channel, with fields
in the following order:

nmeappl i cation <l P-Milticast-Port-Nunber> flute/udp *
For 1Pv4: c=INIP4 <IP-Milticast-Address>

For 1 Pv6: c=INIP6 <IP-Milticast-Address>

b=TI AS <Max- Bandwi dt h> (optional)

Example of a carousel multicast download session with 2 FLUTE channels without reception reporting and file repair
using |Pv4 addresses. All files of the FLUTE sessions are downloaded:

v=0

o=provider.org 5678 2 IN | P4 135.27.66.45
s= Exanpl e3
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i = Exanpl e session 3
a=x-dvb-cds-content-itemformat: 0
a=x- dvb- cds- node: CVMD
a=source-filter: incl INIP4 * 135.27.66.40
a=flute-tsi: 1234765

a=flute-ch: 2

t= 3034423619 3042462419
mrappl i cation 1200 flute/udp *
c=IN I P4 227.124.5. 3

b=TI AS 500

mrappl i cation 1200 flute/udp *
c=IN I P4 227.124.5. 4

b=TI AS 1000

Example of a scheduled multicast download session with 3 FLUTE channels with Raptor FEC, reception reporting and
file repair using 1Pv4 addresses. The listed files are downloaded:

v=0

o=provider.org 6123 1 IN | P4 135.27.66.45

s= Exanpl e4

i = Exanpl e session 4
a=x-dvb-cds-content-itemformat:1

a=x- dvb- cds- node: SMD
a=x-dvb-cds-rr-server:rrl.provider.org
a=x-dvb-cds-rr-server:rr2.provi der.org
a=x-dvb-cds-rr-time: 100 50

a=source-filter: incl INIP4 * 135.27.66.40
a=flute-tsi: 123456

a=FEC-decl aration:0 1

a=flute-ch: 3

a=x-dvb-cds-cp-server: I N | P4 135.27.60.4 300
a=x- dvb-cds-rec-server:recl. provi der.org
a=x-dvb- cds-rec-node: 0
a=x-dvb-cds-rec-tinme: 200 30
a=x-dvb-cds-file-reference:/content/vi deol. np2t
a=x-dvb-cds-file-reference:/content/netal. xn
t= 3034423619

mFappl i cation 1200 flute/udp *

c=IN I P4 227.124.6.3

b=TI AS 500

mFappl i cation 1200 flute/udp *

c=IN | P4 227.124.6. 4

b=TI AS 1000

mFappl i cation 1200 flute/udp *

c=IN P4 227.124.6.5

b=TI AS 1000

G.3 DVB-MCAST URI scheme

G.3.0 Overview

The DVB-MCAST URI schemeis defined to identify resources provided via an |P multicast channel. It provides a
means to locate the multicast channel carrying the resource and also to specify information concerning the application
layer transport protocol which will be used to carry the data over that multicast channel (e.g. SAP, DVBSTP).

Clause G.3.1 defines the basic scheme. Clauses G.3.2 and G.3.3 define the specific extensions and usage of the scheme
for referencing download session descriptions as defined in clause 10.5 using the DVBSTP and SAP protocols.

Additional application layer transport protocols specific extensions and usage might be defined in the future or in other
specifications that make use of the DVB-MCAST URI scheme.

G.3.1 Basic DVB-MCAST URI scheme

The basic DVB-MCAST URI scheme defined in this clause provides the client with the information required to join an
IP multicast channel. Only the minimum set of parameters required by a multicast connection protocol areincluded in
the scheme. By optionally providing the type of the application layer transport protocol, the client will be able to
provide the data from the multicast channel to the appropriate application. The scheme might be extended for
application layer transport protocol specific usage.
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The basic DVB-MCAST URI schemeis defined as follows:
"dvb-ntast://' [ src-host '@ ] ntast-addr ':' port ['?payl oad=" Payl oadl D]

src- host source host (for source specific nmulticast)

ntast - addr = nul ticast address
port = port

Payl oadl D = payl oad-type

payl oad-type = "sap" | "dvbstp"

The mcast-addr shall specify the multicast address the client has to join and the port shall specify the UDP destination
port when receiving the multicast data stream.

The src-host is an optional syntax element referring to the unicast 1P address of the source of the multicast data. Thisis
only meaningful in case Source Specific Multicast (SSM) as defined in IETF RFC 4607 [104] is supported.

G.3.2 DVB-MCAST URI scheme for DVBSTP

The basic DVB-MCAST URI scheme defined in clause G.3.1 is extended in order to reference DVBSTP protocol
specific elements, namely specific SPs, PTs and segments transported. The DVBSTP SP ID, Payload ID and Segment
ID are defined as part of the Query component of the URI as they provide non-hierarchical information to locate a
specific segment distributed on the DVBSTP multicast channel.

Note that a session version number is not provided in the URI scheme as always the latest version of a segment
distributed over the multicast channel shall be used.

In order to reference a specific session description within the XML segment the CDS Download Session ID can be
provided within the fragment part of the URI. The fragment syntax is not specific to the DVBSTP delivery but to the
delivered media, the CDS XML session description in this case.

The DVB-MCAST URI scheme for DVBSTP is defined as follows:

"dvb-ntast://' [ src-host '@ ] ntast-addr ':' port '?payl oad=dvbstp' ['&service-provider='
Servi ceProviderl D ['&dvbstp-payl oad=" DVBSTPPayl oadl D] [' &segnent='" Segnent| D] ['#? dvb-cds-
sessi on-i d='" Downl oad- Sessi on- 1 D]

src- host source host (for source specific multicast)
ncast - addr mul ticast address

port port

Servi ceProvider| D | P address

DVBSTPPayl oadl d
Segrent | d
Downl oad- Sessi on- | D

2*2 HEXDI G any hex nunber from O0x00 to Oxff
4*4 HEXDI G any hex nunber from 0x0000 to Oxffff
Deci nal String

In order to access the specified resource the device has to join the multicast group provided by the mcast-addr and port
and optional src-host in the URI. It compares all the parameters provided in the query component of the URI against the
corresponding DVBSTP protocol fields and extracts all the segments that match. The parametersin the query
component of the URI are optional. In case a parameter is not provided the corresponding field in the DVBSTP protocol
will not be used for the comparison.

In case a Download Session ID is provided in the fragment component of the URI, the device hasto search all the
extracted segments for the session description with the specific Download Session ID.

G.3.3 DVB-MCAST URI scheme for SAP

The basic DVB-MCAST URI scheme defined in clause G.3.1 is extended in order to reference SDP data provided via
the SAP protocol. The PT is set to 'sap’. No further information has to be provided in the query part of the URI as no
further payload identification is provided by SAP.

In order to reference a specific session description within the SDP information the CDS Download Session ID can be
provided within the fragment part of the URI. The fragment syntax is not specific to the SAP delivery but to the
delivered media, the SDP session description in this case.

The DVB-MCAST URI schemefor SAPis:

"dvb-ntast://' [ src-host '@ ] ntast-addr ':' port '?payl oad=sap' ['#? sdp-session-id=" Downl oad-
Sessi on- 1 D]
Downl oad- Session-1D = unsigned |nteger
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In case aDownload Session ID is provided in the fragment component of the URI, the device hasto search all the SDP
information delivered over the multicast channel for the session description with the specific Download Session ID.
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Annex H (normative):
SDP syntax for SRM announcement services

H.O

General

This annex defines the SDP syntax for the SAP multicast SRM announcement service defined in clause 12.4.2.2. The
information provided by SDP is similar to the one provided by the SRM Download Record defined in Table 32.

The SDP syntax is defined based on IETF RFC 4566 [ 75]. SRM specific usage of the standard SDP parameters defined
in [ETF RFC 4566 [75] and new SRM specific parameters are defined.

FLUTE specific SDP parameters for multicast download sessions are based on the definitionsin ETSI TS 102 472 [65],

clause 6.1.3.

The Augmented BNF Syntax as defined in IETF RFC 5234 [27] is used to define new parameters.

H.1

SDP message structure

A single SDP message contains the description for a single SRM Download Service. The SDP message provides al the
necessary information to access the SRM Download Service, the CP System I Ds supported by the Download Service
and the service version.

The SDP starts with a session level section followed by a single media description. The order of the lines shall be as
defined in IETF RFC 4566 [75].

H.2

General Parameters

H.2.0 Mapping to standard SDP parameters

Table 32 lists the parameters that have to be provided for SRM Download Services.

This clause defines how the parameters that are not specific for a SRM download mode are mapped to the standard SDP
parametersin Table H.1. In addition new SRM specific SDP parameters are defined.

Table H.1: SRM usage of standard SDP parameters

SDP Line

IETF RFC 4566 [75] attribute definition

DVB CDS usage

Protocol Version

v=0

Mandatory as in IETF RFC 4566 [75]

Origin

o=<username> <sess-id> <sess-version>
<nettype> <addrtype> <unicast-address>

Mandatory

<username> registered domain name of the SRM
download service provider

<sess-id> as in IETF RFC 4566 [75]

<sess-version> record version number of the SRM
Download Record

<nettype> is set to "IN"

<addrtype> is set to "IP4" or "IP6" <unicast-address> as
in IETF RFC 4566 [75]

Session Name s=<session-name> Mandatory
as in IETF RFC 4566 [75]
Session i=<session-description> optional
Description as in IETF RFC 4566 [75]
URI u=<URI> not used
Email Address e=<email-address> not used
Phone Number p=<phone-number> not used
Connection Data  |c=<nettype> <addrtype> <connection mandatory

address>

<nettype> is set to "IN"

<addrtype> is set to "IP4" or "IP6"
<connection-address> see unicast and multicast SRM
download service parameters for specific usage

Bandwidth

b=<bwtype>:<bandwidth>

not used
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SDP Line IETF RFC 4566 [75] attribute definition DVB CDS usage
Timing t=<start-time> <stop-time> not used
Repeat Times r= <repeat interval> <active duration> not used
<offsets from start-time>
Time Zone z=<adjustment time> <offset> not used
<adjustment time> <offset>
Encryption Keys k=<method>:<encryption key> not used
Attributes a=<attribute>:<value> None of the standard attributes defined in

IETF RFC 4566 [75] are used.
see unicast and multicast SRM download service
parameters below for specific usage

Media description |M=<media> <port> <proto> <fmt> mandatory
see unicast and multicast SRM download service
parameters below for specific usage

NOTE: Thesession ID, session name and session description can be freely defined within the scope of their
definitionsin IETF RFC 4566 [75].

H.2.1 Domain name and Record version number

The domain name of the SRM download service provider and record version number of the SRM Download Record
(see clause 12.6.4) shall be provided by the "o=" line at the session level.

The <username> field of the "o=" lineis used for the domain name.
The <sess-version> field of the "o=" lineis used for the record version.

The usage of the "o=" lineis:

For | Pv4: o=<service-provider-donai n> <sess-id> <record-version> |IN | P4 <uni cast-address>
For |1 Pv6: o=<service-provider-donai n> <sess-id> <record-version> |IN | P6 <unicast-address>

<servi ce-provi der-domai n>  FQDN, registered domai n name of the SRM downl oad service provider

<sess-id>: uni que session |ID as defined in | ETF RFC 4566 [ 75]
<record-versi on>: 2 HEXDI G SRM Downl oad Record version nunber (see clause 12.6.4)
<uni cast - addr ess>: | Pv4 address or |Pv6 address or fully qualified donain nane of the

server that generated the session as defined in | ETF RFC 4566 [ 75]
FQDN as defined in | ETF RFC 4466 [ 75]

H2.2 SRMID

The SRM ID identifies the CP System (CP System ID and optional CP System SRM D) and SRM file version number
of the SRM that is available for download:

SRM I D = "a=x-dvb-srmid:" cp-systemid "," [cp-systemsrmid] "," [srmfile-version]
cp-systemid = 4HEXDIG CP System | D
cp-systemsrmid = 1*256( HEXDI G HEXDI G ; CP System SRM | D

srmfile-version = 2HEXDIG SRMfile version
HEXDI G as defined in | ETF RFC 5234 [27]

The SRM ID lineisincluded in the media section of the announcements.

A single SRM ID line shall be included in each HTTP unicast SRM download announcement. The cp-system-id and
srm-file-version parameter are required. The cp-system-srm-id parameter is optional.

A Flute multicast SRM download announcement may have one more SRM ID lines. In caseit has SRM ID linesit shall
have a SRM ID linefor each SRM file delivered by the FLUTE session. The cp-system-id parameter is required. The
srm-file-version and cp-system-srm-id parameters are optional .
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H.3  HTTP unicast SRM download service parameters
H.3.0 Introduction

This clause defines the SDP parameters used for the description of aHTTP unicast SRM download service.

HTTP unicast SRM download specific parameters are included in a single media section.

H.3.1 HTTP URI

For the unicast SRM download the URI of the download file has to be provided. Asthe URI includes the server IP
address or domain name, the connection addressin the "c=" line shall not be used. Asthe "c=" is mandatory for SDP,
the connection address shall be set to "0.0.0.0" and ignored by the receiver. The "c=" line shall be part of the media
description and its value differs depending on whether 1Pv4 addresses or | Pv6 addresses are being used:

For | Pv4:

4 0.
For | Pv6: 6 0

c=INIP 0.0.
c=INIP 0
The port sub-field provided in the "m=" line shall not be used as the port is provided by the URI (if no port is provided
by the URI the default port for the protocol is used). The port sub-field shall be set to "*" and ignored by the HNED.
The <media> sub-field shall be set to "application”, the <proto> sub-field to "HTTP/TCP" and the <fmt> sub-field to
"srm". The"m=" line has the following syntax:

mrappl i cation * HTTP/ TCP srm

The URI of the SRM fileis specified by the following syntax:
SRMFile-URI = "a=x-dvb-srmfile-uri:" srmfile-uri

srmfile-uri = Uniform Resource Identifier as defined in | ETF RFC 3986 [79]

A SRM file URI shall be provided for each HTTP unicast SRM download service.

H.3.2 Complete SDP syntax for HTTP unicast SRM Download
Service

The complete SDP syntax for the announcement of a HTTP unicast SRM Download Service is as follows where the
valuesfor origin (0=), and connection (c=) dighty differ depending on whether |Pv4 addresses or |Pv6 addresses are
being used.

v=0

For 1 Pv4: o=<service-provider-donai n> <sess-id> <record-version> |IN | P4 <uni cast-address>
For 1 Pv6: o=<service-provider-donai n> <sess-id> <record-version> |IN | P6 <uni cast-address>
s=<sessi on- nanme>

i =<sessi on-descri pti on>

mFappl i cation * HTTP/ TCP srm

a=x-dvb-srmid: <cp-systemid>, <cp-systemsrmid> <srmfile-version>

For 1Pv4: c=INIP4 0.0.0.0

For 1 Pv6: c=INIP6 0.0.0.0.0.0.0.0

a=x-dvb-srmfile-uri:<srmfile-uri>

Below isan example for aHTTP unicast SRM Download Service announcement using |Pv4 addresses:

v=0

o=provider.org 356 2 IN | P4 135. 27.66. 45

s=Exanpl el

i =Exanpl e for HTTP uni cast SRM Downl oad Servi ce announcenent
mrappl i cation * HTTP/ TCP srm

a=x-dvb-srmid: 0002, , 06

c=INI1P4 0.0.0.0
a=x-dvb-srmfile-uri:http://srmprovider.org/cp-system 02. dat
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H.4  FLUTE multicast SRM download service parameters
H.4.0 Introduction

This clause defines the SDP parameters used for the description of a FLUTE multicast SRM download service.

FLUTE multicast SRM download parameters are included in a single media section.

H.4.1 FLUTE Session Version

The FLUTE session version number (see clause 12.5.2) is specified by the following syntax:

SRM FLUTE- Sessi on- Ver si on="a=x- dvb- sr m FLUTE- sessi on-version:" fl ute-session-version
flute-session-version = 2HEXDI G FLUTE sessi on version (see clause 12.5.2)
HEXDI G as defined in | ETF RFC 5234 [ 27]

The FLUTE session version number is optional.

H.4.2 FLUTE Session parameters

For the multicast SRM download service FLUTE session parameters have to be provided. SDP FLUTE parameters as
defined in ETSI TS 102 472 [65], clause 6.1.3 and also used for CDS multicast download sessions (see clause G.2.5)
areused. Asa SRM FLUTE session supports only a single multicast channel and the " Compact No-Code FEC scheme”,
only the following FLUTE parameters are supported:

. Multicast channel source address (see clause G.2.5.2); optional
e  Transport Session Identifier (see clause G.2.5.3); required

. Multicast Address (see clause G.2.5.6); required

. Multicast Port Number (see clause G.2.5.7); required

The <media> sub-field of the "m=" line shall be set to "application”, the <proto> sub-field to "FLUTE/UDP" and the
<fmt> sub-field to "srm".

H.4.3 Complete SDP syntax for FLUTE multicast SRM Download
Service

The complete SDP syntax for the announcement of a FLUTE multicast SRM Download Service is as follows where the
values for origin (0=), attributes (a=) and connection (c=) dighty differ depending on whether |Pv4 addresses or |Pv6
addresses are being used.

v=0

For | Pv4: o=<usernane> <sess-id> <record-version> |IN | P4 <unicast-address>
For |1 Pv6: o=<usernane> <sess-id> <record-version> IN | P6 <unicast-address>
s=<sessi on- name>

i =<sessi on-descri pti on>

mrappl i cation <I P-Milticast-Port-Nunber> FLUTE/ UDP srm

a=x-dvb-srmid: <cp-systemid>, <cp-systemsrmid> <srmfile-version>
a=x-dvb-srmid: <cp-systemid>, <cp-systemsrmid> <srmfile-version>

a=x- dvb- srm FLUTE- sessi on- ver si on: <f | ut e- sessi on-ver si on>
For | Pv4: a=source-filter: incl INIP4 * <|P-Source-Address>
For | Pv6: a=source-filter: incl INI1P6 * <|P-Source-Address>
a=flute-tsi:<Transport-Session-ldentifier>

For 1 Pv4: c=INIP4 <|IP-Milticast-Address>

For IPv6: c=IN1P6 <IP-Milticast-Address>
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Below is an example for aFLUTE multicast SRM Download Service announcement with 3 different SRM filesin the
FLUTE session using | Pv4 addresses:

v=0

o=provider.org 134 1 IN | P4 135. 27. 66. 45
s=Exanpl e2

i =Exanpl e for FLUTE nulticast SRM Downl oad Servi ce announcenent
mrappl i cation 1200 FLUTE/ UDP srm
a=x-dvb-srmi d0002, ,

a=x-dvb-srmid0012,,

a=x-dvb-srmi d003A, ,

a=x- dvb- sr m FLUTE- sessi on- ver si on: OF
a=source-filter: incl INIP4 * 135.27.66.40
a=flute-tsi: 12345

c=IN P4 227.124.5. 4
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Annex | (normative):
Server-based Fast Channel Change for DVB-IPTV Systems

|.1 Scope

Annex | contains the specification for an optional extension to the present DVB-IPTV specification which facilitates a
faster rendering when moving from one multicast LMB service to another or joining a multicast LMB service, i.e. it
enables Fast Channel Change (FCC). Annex | is not a necessary part of the DVB-IPTV system, but is provided to
enhance performance of an otherwise functional system.

The specification provided is not necessarily restricted to use with DVB-IPTV systems, but may be fully or partially
applicable to other forms of DVB broadcast services.

In order to implement the specifications in the present document, extensions to the platform will be required in both
servers and clients over and above those needed for the most basic of multicast DVB-IPTV service delivery as
described in the present document. These extensions may include additions to both hardware and software capabilities.
In any implementation where these extensions are not available in either the client, the server, or both, then the overall
DVB-IPTV serviceis not affected, but the rapid switching between servicesis not available and the channel change
timeis exactly asit would have been if the basic LMB service described in the present document was provided (i.e.
without FCC).

It shall be noted that a specific ordering of the MPEG-2 TS packets transported in the LMB service (PAT/PMT,
ECM/EMM, etc.) may facilitate a more efficient demultiplexing, descrambling and decoding pipeline at the HNED.
This applies both to the LMB service without FCC and to the LMB service enhanced with FCC. MPEG-2 TS packet
ordering in the |P multicast stream is under control of the head-end, i mplementation-dependent and outside the scope of
the present document.

1.2 Server-based FCC.: detailed specification

.2.1 Introduction

The present document describes a solution by which the typical delay for an LMB service acquisition processis reduced
by means of having aDVB FCC client interact with aDVB FCC server prior to the normal LMB connection process. It
is based on RTP/RTCP and has many commonalities with the DVB LMB RET solution. Annex | addresses the DVB
FCC solution based on a client-server paradigm, and is only applicable to LMB services that are transported over RTP.

|.2.2  DVB server-based FCC solution principle
The DVB server-based FCC solution operates as follows:
e theDVB FCC server caches the most recent data transported in the multicast of each LMB service;

. prior to connecting to the LM B service by means of joining a multicast, the HNED makes arequest to aDVB
FCC server;

. the server "bursts” the RTP data from its cache to the requesting HNED. This burst will start with a RAP. This
eliminates any waiting time that is generally present when the HNED connects directly to a primary multicast
of the LMB service, resulting in the improved response time of the Fast Channel Change Service;

e whilethedataisbeing "burst", at some point in time the FCC server cache will have no more cached data to
transmit, and around that time, the HNED will join the primary multicast of the LMB service.

There are dedicated RTCP RAM S FB messages exchanged between the HNED and the FCC server for requesting,
controlling and terminating the burst.
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1.2.3 DVB server-based FCC and DVB LMB RET

The DVB server-based FCC solution has many commonalities with DVB LMB RET unicast repair because both
solutions leverage the same protocol/architecture concepts. The main aspects of these common protocol/architecture
concepts are specified in:

IETF RFC 4585 [84]: Extended RTP Profile for Real-time Transport Control Protocol (RTCP)-Based Feedback
(RTP/AVPF).

IETF RFC 4588 [85]: RTP Retransmission Payload Format.
IETF RFC 5760 [111]: RTCP Extensions for Single-Source Multicast Sessions with Unicast Feedback.

The DVB server-based FCC solution leverages IETF RFC 6285 [116], also referred to as RAM S (Unicast-Based Rapid
Acquisition of M ulticast RTP Sessions). RAM S specifies the interactions between an RTP receiver and a
"Retransmission Server", and defines new RAM S RTCP FeedBack messages (RAMS-R, -l and -T) for controlling the
burst process.

ThisRAMS "Retransmission server” isresponsible for sending the RTP burst (resulting in the FCC experience) but also
for sending retransmissions in response to retransmission requests. IETF RFC 6285 [116] stipulates that RTP
retransmissions and RTP burst packets are transmitted in one and the same unicast RTP (retransmission) session, with
the RTP burst packets formatted with a retransmission payload header (IETF RFC 4588 [85]).

DVB server-based FCC will not deviate from these rules, which means that when both the RET and FCC services are
offered for aDVB LMB service, and a HNED makes use of both these services:

The DVB LMB RET server and DVB FCC server coincide and are one and the same. This server will be referred to in
thistext asthe DVB FCC (/LMB RET) server.

NOTE: Thisrequirement stems from the fact that in IETF RFC 6285 [116], the" retransmission server" involved
in the bursting processis also the one responding to retransmission requests by means of retransmissions.
Asthe"IETF retransmission server" and the" DVB retransmission server” both host the RTCP Feedback
Target logical entity, and for a given SSM RTP session and DVB-HNED, there can only be one active
Feedback Target, this requirement isalogical conseguence.

Unicast RET packets and FCC burst packets are transported by the DVB FCC (/LMB RET) server in the same unicast
RTP retransmission session and are both formatted with a retransmission payload header as specified in
|IETF RFC 4588 [85].

It shall be stressed that the DVB LMB RET service and the DVB server-based FCC service remain decoupled in the
sense that the DVB LMB RET service may be provided without DVB server-based FCC service and vice-versa.

However, DVB does recommend that server-based FCC service is combined with LMB RET, specifically because there
is no penalty for any of the network, client or server implementation in deploying the DVB LMB RET service "on top
of" the DVB server-based FCC service. In this section the focus is on the DV B server-based FCC solution, but because
of theinherent ties into the LMB RET solution, there will also be some specific text in this annex with regard to unicast
packet loss repair of the LMB RET solution. Thistext is provided initalics, and can be discarded where the FCC
service is operated without support for LMB RET unicast repair. If both FCC and LMB RET services are offered, both
the normative text in the RET specification and in the FCC specification in the present document shall be foll owed.
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1.2.4  Server-based FCC architecture and terminology
1.2.4.1 Server-based FCC architecture

Figure 1.1 represents a high level view of the DVB server-based FCC architecture.

FCC (/RET)
Server

v
é Multicast ) FCC {/RET) enabled
+ Unicast (3) HNED
= = » RTCP FB for RAMS IPI-1 Interface

Figure I.1: DVB server-based FCC

The DV B server-based FCC solution relies on the RAMS protocol specified in IETF RFC 6285 [116].

When an end-user selectsan LMB service ("a channel zap"), the DVB FCC client in the HNED requests a unicast RTP
burst fromaDVB FCC server by means of a RAMS-Request (RAMS-R) RTCP FB message. If the request is not
accepted, the DVB FCC server will send aRAM S-Information (RAMS-1) RTCP message containing a non-service
response, and then the HNED resorts to the normal LMB service connection process. When accepting the request, the
DVB FCC server starts bursting (i.e. forwarding at a higher rate than the streaming rate) unicast data from its cache that
holds the most recent data of the LMB service starting with a Random Access Point, along withaRAMS-| RTCP
message. This message may be used to signal to the DVB FCC client when the DVB FCC client should issue a
multicast join command to connect to the LMB service. In this case the DVB FCC server will cease bursting the cached
data at that point, as the unicast RTP stream has caught-up with the multicast stream carrying the LMB service data.
Before or after reception of the first multicast packets of the LMB service by the DVB FCC client, it sendsaRAMS-
Termination (RAMS-T) message to the DVB FCC server, requesting it to terminate the RTP burst.

1.2.4.2 |ETF and DVB terminology

IETF RFC 6285 [116] uses the term "retransmission server” to indicate the server that isresponsible for the RAMS
messaging interaction with the RTP receiver and for the RTP burst transmission.

In the present document, "DVB FCC server”, "DVB FCC/LMB RET server" or "DVB FCC (/LMB RET) server"
terminology is applied, each being the equivalent of the IETF "retransmission server". When "DVB FCC server" is
used, thereisno LMB RET service available. When "DVB FCC/LMB RET server" isused, both FCC and LMB RET
services are available.

The general term used throughout the remainder of this annex will be "DVB FCC (/LMB RET) server”, to highlight that
this annex describes the DVB FCC service solution, but bearing in mind that the same server iscalled LMB RET server
(in annex F) when the DVB LMB RET serviceisaso provided. Similarly, in the remainder of the present document,
theterm "DVB FCC (/RET) client" is used.

The choice not to use the IETF "retransmission server" term in the present document is made in order to differentiate
"DVB server-based FCC service" from "DVB LMB RET service", for which annex F has already introduced the term
"retransmission server".
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1.2.5 FCC/ (LMB RET) unicast repair RTP sessions

A DVB FCC (/RET) client that makes use of the DVB FCC service, is engaged in:

A primary RTP multicast session, where the HNED is an SSM RTP receiver and the FCC (/RET) client sendsits RTCP
messages unicast to the RTCP FB target of that SSM, alogical entity that is part of the DVB FCC(/LMB RET) server,
and defined in IETF RFC 5760 [111]. These RTCP messages sent by the HNED are:

. the RAM S-Request RTCP FB message for requesting a burst,
e the NACK RTCP FB message when the LMB RET serviceis activated and supported,

. the other more generic RTCP messages (RTCP RR, RTCP SDES, RTCP Bye), as explained inthe LMB RET
annex, clause F.4 of the present document.

NOTE: InDVB RET terminology (defined in annex F of the present document) the primary RTP multicast
session is named "original RTP multicast session”.

A unicast retransmission session where the burst/retransmission source logical entity of the DVB FCC server sends the
RTP burst packets, and in which the RAMS-| and RAMS-T messages are exchanged, as well asthe RTCP SR/RR,
RTCP SDES and RTCP Bye messages, pertaining to this session. When the LMB RET serviceis present, the unicast
RTP RET (RET service) packets are also transmitted in this unicast retransmission session.

.2.6  RAMS RTCP FB signalling for DVB FCC

Following IETF RAMSIETF RFC 6285 [116], an FCC client-enabled HNED shall support the RAMS-R, RAMS-I and
RAMS-T RTCP FB messages. Figure |.2 depicts the basic RAM S FB message interactions between the DVB FCC
(/RET) client and the DVB FCC (/LMB RET) server.

FCC server
Multicast .
S Burst FB Router FCC client
ource Source Target

RTP Multicast

RTCP RAMSR

------------------------------ RTCP RAMS/ -
RAMS - can ke transmitted "
Unicast RTP burst

before or durjng RTP burst | | ——-—-~ P e e e R e >

RTP Multicast

RAMS-T can be transmitted before E
or after the RTP MC s joined i

_______________________________________

RTCP RAMST

Figure I.2: Basic RAMS messaging between DVB FCC(/RET) client and
DVB FCC (/LMB RET) server

The formats of the RAMS messages are described in clause 1.2.7.

The FCC (/RET) client in the HNED starts the RAMS interaction by issuing a RAMS-R message towards the FB target
logical entity that is part of the FCC(/LMB RET) server.
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The FCC(/LMB RET) server isrequired to transmit at least one RAMS-1 message, and when accepting the request, it
aso starts bursting the RTP data from its cache. In that case, the RAMS-1 message shall include afield indicating the
RTP sequence number (SN) of the first packet transmitted in the unicast burst.

The FCC(/RET) client needsto transmit a RAMS-T message, explicitly requesting the FCC (/LMB RET) server to stop
the FCC burst. When the FCC client starts receiving the multicast stream prior to sending the RAMS-T message, the
RAMS-T message shall include the field containing the RTP SN of the first packet received in the primary multicast
stream.

Seethe IETF RAMSIETF RFC 6285 [116] for a detailed overview of the RAMS protocol interaction, including
possible corner cases.

Figure 1.3 shows the (basic) RAM S messaging between FCC(/RET) client and FCC(/LMB RET) server, and a'so
(optional) Exchange of RAMS-R update RTCP FB message, allowing an FCC(/RET) client to request adjusting the
bursting rate with optionally a corresponding response by the FCC(/LMB RET) server (including a RAMS-| update
RTCP FB message).

NOTE: RAMS-R update and RAMS-1 update messages have the same format definitions as respectively the
RAMS-R and RAMS-I messages.

DVB LMB RET interactions (only present when the LMB RET service is offered) where the FCC/RET client issues an
RTCP FB NACK message to the FB target logical entity of the FCC/LMB RET server, with the latter responding with
one or several Retransmission Packets. DVB LMB RET service may be used by the HNED to request missing packets
detected in the multicast stream or in the unicast burst. This could be for example a gap that may have occurred
between the end of the unicast burst and the start of reception of the primary multicast stream by the HNED.

Transmission of RTCP Bye from the HNED FCC(/RET) client towards the FB target logical entity (in the primary RTP
multicast session) and towards the burst/retransmission source logical entity of the FCC (/LMB RET) server (in the
unicast retransmission session), when the HNED no longer wants to receive the LMB service (e.g. user zaps away). In
this particular example the unicast burst was already terminated.

Not indicated in the figure: RTCP RR, RTCP SR and RTCP SDES messages are also exchanged between the
FCC(/RET) client and the FCC(/LMB RET ) server -in both the multicast and the unicast retransmission session-, and
the rules apply as stipulated in the LMB RET annex, clause F.4.2.
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LMB RET / FCC server HNED
NS|L:)|LEI:(I:aeS Burst /Retransmission FB Router with
Source Target RET/FCC client

RTP Multicast
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B RTCP RAMSR
bt CEEEL TP ELES 1 RTCP RAMS| g
i RAMS-| can he transmitted | ) -
E before or duning RTP burst i ____________________________________ Lin'&a.SLRLP. Q'-Jfﬁt. ______ >
R SR 3 (RTCP RAMSR)
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__________________________________ UnicastRTP Retransmission,,|
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Figure 1.3: Basic RAMS messaging extended with RET messaging and RTCP Bye

1.2.7 RAMS RTCP FB message formats
1.2.7.1 RAMS RTCP FB message format

The RAMS RTCP FB message formats follow the RTCP FB message format as defined in IETF RFC 4585 [84].

0 1 2 3
0123456789012 345678201=2345678 901
o=ttt -t -ttt -ttt -ttt -ttt —Ft—+—+—+
| w=2]P| FMT | BT | length |
e s T S e e e e e T e s S S S it St it Sk SR R S Y
| SERC of packet sender |
e e St S e e e S e
| S8RC of media source |
e et e e e e e e R e

Feedback Control Information (FCI)

Figure 1.4: Generic Packet format for RTCP FB message

Each feedback message has a fixed-length field for version, padding, feedback message type (FMT), payload type (PT),
length, SSRC of packet sender, SSRC of media source as well as avariable-length field for feedback control
information (FCI).

In RAMS messages, the PT field is set to RTPFB (205) and the FMT field is set to RAMS (6).

Individual RAM S messages are identified by an 8-bit sub-field called Sub Feedback Message Type (SFMT), whichis
awaysthe first field of the FCI information for RAMS. The second field is a 24 bit reserved field (for alignment).
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With two exceptions (see further, RAMS-1), all subsegquent information (sub-)fieldsin the FCI field are encoded as TLV
elements as described below, and depicted in Figure 1.5.
Type: A single-octet identifier that defines the type of the parameter represented in thisTLV element.

Length: A two-octet field that indicates the length (in octets) of the TLV element excluding the Type and Length fields,
and the 8-bit Reserved field between them. Note that this length does not include any padding that is required for
alignment.

Value: Variable-size set of octets that contains the specific value for the parameter.

If aTLV element does not fall on a 32-bit boundary, the last word shall be padded to the boundary using further bits set
toO.

0 1 2 3

01234567 89012345 67890123 45678901
E R E R E R E R +
| Type | Reserved| Length |
Fom e e - E - Fom e e - Fom e e e - +
| variable data ---- //|] 0x00 |
[ S [ S [ S [ S +

Figure I.5: Format for TLV elements in RAMS messages
Dedicated TLV elements are specified in this section, but note that private TLV elements may be defined too [116].

.2.7.2 Feedback Control Information for RAMS-R

The RAMS Request message isidentified by SFMT=1. The FCI field shall contain only one RAM S Request.
The RAMSIETF RFC 6285 [116] has defined four TLV elements that can be embedded in the RAM S Request:

o Requested Media Sender SSRC (type = 1): Optional TLV element that in DVB system is only used when the
HNED does not know the media sender SSRC of the primary multicast RTP stream carrying the LMB service.
The length field shall be zero (i.e. thereis no value field). When thisTLV is present, the FCC server will
ignore the media sender SSRC specified in the header of the RAMS-R message. ThisTLV shall not be used by
the HNED when the SSRC values of the primary multicast streams are signalled in SD& S.

When the FCC server cannot use the media sender SSRC field in the RAMS-R message to identify the primary
multicast stream, the transport address of the RAMS-R shall provide that information, requiring a different
tuple of FCC server |P address and port number for the Feedback Target entity for each primary multicast,
when SSRCs are not signalled in SD&S.

. Min RAMS Buffer Fill Requirement (32 bits) (type = 2): Optiona TLV element that denotes the minimum
milliseconds of datathat HNED desires to have in its buffer before allowing the data to be consumed by the
application.

. Max RAM S Buffer Fill Reguirement (32 bits) (type = 3): Optional TLV element that denotes the maximum
milliseconds of datathat HNED can buffer without losing the burst data due to buffer overflow.

o Max Receive Bitrate (64 bits) (type = 4): Optional TLV element that denotes the maximum bitrate (in bits per
second) that the HNED can process the unicast burst. This rate should include whatever knowledge the HNED
has that would provide an upper bound on the unicast burst bitrate. The limits may include local receiver limits
as well as network limits that are known to the receiver.
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.2.7.3 Feedback Control Information for RAMS-I

) 1 2 3
012345878359 01=2 3456789012346 78901
s T e e e N o s s mnt S o e e e e e e e e e e e s o Rttt sl

| SFMT=2 | MM | Fesponse

e e e e E B e A mt e B e e e e e e e e e e e
Optional TLV-encoded Fields (and Padding, if needed)

==ttt bbb —F—F ==+

Figure 1.6: FCI field syntax for the RAMS Information message

The following fields are defined for the RAMS-I:

SFMT (8 bits): Valueis2 for RAMS-I.

M essage Sequence Number (8 bits): Mandatory field that denotes the sequence number of this RAMS-|
message. During rapid acquisition, multiple RAMS-1 messages (RAMS-I update) may be sent and/or the same
RAMS-1 message may be repeated. The first RAMS-I message shall have an MSN value of 0. This value shall
not be changed if the same RAMS-I message is sent to the same HNED multiple times for redundancy
purposes. If anew information is conveyed in anew RAMS-1 message update, the MSN value shall be
incremented by one.

Response (16 bits): Mandatory field that denotes the RS response code for this RAMS-I message.
Possible response codes are defined in [116].

The TLV elements defined for RAMS-| are:

Media Sender SSRC (32 bits) (type = 31): Optional TLV element that specifies the media sender SSRC of the
unicast burst stream. While this information is already available in the message header, it may be useful to
repeat it in an explicit field. For example, if the feedback target that received the RAMS-R messageis
associated with a single primary multicast stream but the requested media sender SSRC does not match the
SSRC of the RTP stream associated with this feedback target, the FCC server should include this TLV element
intheinitial RAMS-I message to let the HNED know that the media sender SSRC has changed. If the two
SSRCs match, there is no need to include this TLV element.

RTP Segnum of the First Packet (16 bits) (type = 32): TLV element that specifies the RTP sequence number of
the first packet that will be sent in the retransmission session. This alows the HNED to know whether one or
more packets sent by the FCC (/LMB RET) server have been dropped at the beginning of the retransmission
session. Thisfield isonly present if the RAMS request was accepted by the FCC (/LMB RET) server.

Earliest Multicast Join Time (32 bits) (type = 33): Optional TLV element that specifies the time difference (i.e.
deltatime, expressed in ms) between the arrival of the first RTP packet and the earliest time instant when the
HNED could join the primary multicast session. A zero value in this field means that the HNED can join the
primary multicast session right away.

NOTE 1: If the RAMS request has been accepted, this field should be sent at least once, so that the HNED knows

when to join the primary multicast session. If the burst request has been rejected as indicated in the
Response field, this field may be omitted or set to 0. In that case, it is up to the HNED when or whether to
join the primary multicast session.

Burst Duration (32 bits)(type = 34): Optiona TLV element that denotes the duration of the burst, i.e. the delta
difference between the first and the last burst packet, that the FCC(/LMB RET) is planning to send (in ms). In
the absence of additional stimulus, the FCC(/LMB RET) server will send a burst of this duration. However, the
burst duration may be modified by subsequent events, including changesin the primary multicast stream and
reception of RAMS-T messages.

The FCC(/LMB RET) server shall terminate the flow in a deterministic timeframe, even if it does not get an
RAMS-T or aBYE from the HNED.

Max Transmit Bitrate (64 bits)(type = 35): Optional TLV element that denotes the maximum bitrate (in bits
per second) that will be used for the burst.
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NOTE 2: theinitial RAMS-I message should precede the unicast burst or be sent at the start of the burst.
Subsequent RAM S-1 message(s) may be sent during the unicast burst and convey changesin any of the
fields.

.2.7.4 Feedback Control Information for RAMS-T

The RAMS Termination message is identified by SFMT=3. The FCI field shall contain only one RAMS Termination.
Only one TLV field is defined for the RAMS-T.

If prior to sending the RAMS-T message the HNED has already joined the primary multicast session and received at
least one RTP packet from the multicast session, the HNED includes the sequence number of thisfirst RTP packet in
the RAMS-T message. With thisinformation, the FCC(/LMB RET) server can decide when to terminate the unicast
burst.

If the HNED issuesthe RAMS-T message before it has joined and/or begun receiving RTP packets from the primary
multicast session, the HNED does not specify any sequence number in the RAMS-T message, which indicates the
FCC(/LMB RET) server shall stop the burst immediately.

Theonly TLV defined for RAMS-T is:

. Extended RTP Segnum of First Multicast Packet (32 bits) (type = 61): conditionally optional TLV element that
specifies the extended RTP sequence number of the first multicast packet received by HNED. If no RTP
packet has been received from the primary multicast session, this field is not present.

2.8 HNED RTCP reporting for DVB FCC (/LMB RET)

For both the primary multicast session and the retransmission session, the HNED follows the RTCP reporting rules as
defined by the early feedback profile AVPF [84], with the exception that the first RAM S-R message can be sent right at
the beginning.

Similar asin the case for DVB RET, aDVB FCC(/RET) client and server shall support reduced size RTCP reporting.
The parameter "RTCPReporting@rtcprsize” allows to signal to the HNEDs with SD& S whether the HNED may use
reduced size RTCP reporting in the primary multicast session. However, the FCC(/RET) client shall transmit the
RAMS-R and the Bye packet, when used in the primary multicast session, together with a SDES message. Note that
reduced size reporting is only allowed and applicable for the primary multicast session. This means that:

. The DVB FCC(/LMB RET) server shall send RAMS- in (full) compound message format, i.e. including an
SDES and SR message.

. The DVB FCC(/LMB RET) client of the HNED shall send RAMS-T in (full) compound message format, i.e.
including an SDES and RR message.

NOTE: Issuing of RTCP RR messages by the HNED may be disabled through the "dvb-disable-rtcp-rr* attribute.

DVB recommends that for compound reporting for statistical purposes (comprising the SDES and RR message), this
frequency be once every 5 seconds.

A BYE packet shall only be sent by the HNED if it has been configured through the parameter "dvb_enable- bye'. DVB
recommends the use of Bye for FCC(/RET) deployment.

The BY E packet for the primary multicast RTP session and retransmission session, when used, is always sent out,
together with an SDES, and also an RR if RR-reporting is enabled.

1.2.9 FCC RTP burst
.2.9.0 General

Asdefined in IETF RAMSIETF RFC 6285 [116], the RTP burst packets shall be formatted following IETF

RFC 4588 [85], i.e. have the RTP retransmission payload header. When the LMB RET serviceis offered in addition to
the DVB-FCC server-based method, the RET packets shall also be formatted as specified in IETF RFC 4588 [85]. The
bit rate used during the burst is entirely determined by the FCC(/LMB RET) server but may be calculated based on the
information retrieved from RTCP RAMS-R message and dynamically adapted based on tracking other RTCP messages
exchanged during the bursting process. Thisis outside the scope of the present document.
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[.2.9.1 Terminating the burst
A FCC(/LMB RET) client that wishesto terminate the burst, can do this for two reasons:

. The FCC(/LMB RET) client will be joining or has recently joined the associated primary multicast, and hence
sends out the RAMS-T message. Thisis part of the normal RAMS process.

e  TheHNED isno longer interested in the primary multicast and associated burst (e.g. the end-user switched to
adifferent LMB service while the burst was still received). In this case the FCC(/LMB RET) client shall
transmit an RTCP Bye message to the FCC(/LMB RET) server, both in the primary multicast session and in
the retransmission session, even when the FCC(/LMB RET) client already issued aRAMS-T message. Note
that sending the RAMS-T message may be omitted by the FCC(/LMB RET) client, when the HNED transmits
the Bye messages whilst still receiving the RTP burst.

1.2.9.2  Burst packet loss recovery

There may be packet |oss occurring in the RTP unicast burst, or resulting from a non-seamless "switch over” from the
unicast burst to the primary multicast stream by the HNED.

If the DVB LMB RET service is offered, the HNED FCC/RET client can request the missing packet(s) by issuing (an)
RTCP FB NACK message(s) to the FCC/LMB RET server. In this message each reported missing packet is identified by
means of the "media sender SSRC " -being the SSRC present in the primary multicast RTP stream- and a sequence
number that is retrieved from the gap detected by the HNED by inspecting the RTP payload header field of the unicast
RTP burst packets carrying the original RTP sequence number (OSN), i.e. the corresponding RTP SN in the primary
multicast session.

When an FCC(/RET) client issuesa RAMS-R for receiving aburst and AL-FEC is used to protect the LMB service, this
burst contains only the RTP data without the AL-FEC parity packets. Thisis aigned with the LMB RET specification
which forbids RET sessions on AL-FEC streams (clause F.10).

When the LMB service and its associated AL FEC stream(s) are sent on different RTP SSM sessions (different
transport address), it would require at least two dedicated RAM S interactions and at |east two dedicated burstsin
parallel. If this occurs, then the client needs to synchronize two different RAM s sessions which adds complexity to the
client and the additional burst will cause significant bandwidth usage so compromising the speed of the channel change.
DVB therefore does not allow FCC burst packet |oss recovery by means of AL-FEC.

1.2.10 Retransmission session transport address and SSRC
identifiers

The following recommendations and rules apply for both DVB server-based FCC and LMB RET.

NOTE: Theserulesdeviate from the rules specified in the RET specification in annex F, clauses F.4.2.2 and
F.6.2.2.

The SSRC used by the FCC(/LMB RET) server in the retransmission session comprising the burst shall be the same as
the SSRC used by the head-end in the primary multicast session, as stipulated in IETF RFC 4588 [85].

The SSRC identity used by the HNED in the retransmission session (and indicated in the "SSRC" field of the RTCP
SDES, RR, Bye or RAMS-T messages exchanged with the Retransmission/Burst source entity ) may or may not be
different from the SSRC identity it usesin primary multicast session (as indicated in the corresponding SSRC field of
the RAMS-R, NACK, SDES, RR and Bye messages exchanged with the FB target).

One can overcome typical NAT arrangements like "port restricted cone" and avoid opening an additional "pinhole" in
the firewall for the RTP and RTCP packets transmitted by the FCC/(LMB RET) server in the retransmissions session
when the following three rules are fulfilled:

. The destination port/address of the RTP packets sent in the retransmission session have the same value as the
source port/address of the RTCP FB RAMS-R (and NACK, when DVB RET service is used) messages.

. The source port/address of the RTP packets sent in the retransmission session have the same value as the

destination port/address of the RTCP FB RAMS-R (and NACK , when DVB RET service is used) messages.
The latter is signalled to the HNED by means of the SD& S RT CPReporting@DestinationPort parameter.
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. The RTP and RT CP packets transmitted by the FCC(/LMB RET) server in the retransmission session are
multiplexed on the same port as per IETF RFC 5761 [113].

When a system is deployed in the way as described above, the UDP destination port of RTCP packets issued by HNED
in retransmission session shall be different from the destination port of the RTCP packets issued by the HNED in the
primary multicast session. Thisis necessary to allow the FCC(/LMB RET) server to distinguish between RTCP
messages received in the primary multicast RTP session and RTCP messages received in the RTP retransmission
session. The UDP destination port of RTCP packets issued by HNED in retransmission session is signalled by means of
the SD& S Retransmission_session @DestinationPortForRTCPReporting parameter.

In the case that the FCC(/LMB RET) server sends the RTP and RTCP packets in the RTP Retransmission session to the
same destination transport address, the combination of the RTP Marker value and expected Payload Type value in the
RTP packet header shall be different from the possible Packet Type valuesin the RTCP packets. This allows the HNED
to distinguish between incoming RTP and RTCP packets in the retransmission session (see [113]).

1.2.11 RTSP and FCC

Similar asfor LMB and LMB RET, RTSP may be used for connection set-up prior to the RAM S-interaction for DVB
server-based FCC. However there are a few subtle points:

. the core idea of the RAM S-interaction and RTP Burst is to accelerate the LMB acquisition process. Setting-up
each RTP session by means of RTSP will delay again the LMB acquisition process, and hence reduces the
FCC service value;

e asasingle RTP retransmission sessionisused for LMB RET and FCC service, the required bandwidth for the
RTP burst (at the start of the session) and the retransmission service (after the burst is terminated) are typically
very different. Thereis no way to signal this and unless this highly variable bandwidth consumption is
implicitly known to monitoring systems, care should be taken if RTSP is used mainly because of bandwidth
monitoring/reservation purposes.

It istherefore recommended to NOT use RTSP to set-up/tear down retransmission sessions when FCC service is used.
Asthe RAMS-R is sent in the primary multicast session, and as any significant delay by which the RAMS-R can be
sent to the FCC(/LMB RET) server will impact the FCC experience, it is also recommended to NOT use RTSP for
setting-up/tearing down the primary multicast sessions for FCC-enabled LMB services.

1.2.12 QoS Priority settings

The RTP packets in the retransmission session take over video bearer priority of corresponding RTP packetsin the
primary multicast session (which is DSCP 0b100010 or 0b100100). All RTCP packets have voice/video signalling
priority setting (DSCP 0b11010).

1.2.13 FCC (/LMB RET) Service discovery

The DVB configuration method for the FCC (/LMB RET) parametersis no different from what is defined for LMB
RET.

The FCC (/LMB RET) client is configured via SD& S. The exception to thisisthe initial |P address of the FCC(/LMB
RET) server(s) that can be configured in three different ways:

. By means of DHCP FCC(/LMB Retransmission Server) Address option. DHCP should be used at start up to
get alist of IP addresses of FCC(/LMB RET) servers as described in clause 8.1.1.10. These | P addresses are
the same for all LMB services. The servers shall be in the order of priority from first to last server to connect
to. The method for connecting to the server and assuring its operation is vendor specific.

. ViaSD&S. SD& S may also contain FCC(/LMB RET) server addresses which can be specified per LMB
service. These addresses overrule the FCC(/LMB RET) server address obtained from DHCP for the specific
LMB service where SD& S contains a server address value.
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. By means of RTCP RSI messages The Receiver Summary Information RTCP messages are defined in annex
F. The RSl messages with sub report block type equal to O, 1 or 2 may be distributed over the SSM to signal
the new address of an FCC(/LMB RET) server. The FCC(/LMB RET) server address signalled inan RSl is
only valid for aspecific LMB service. The LMB RET server address signalled through RSI takes precedence
over the FCC(/LMB RET) server address(es) that may be configured via SD& S for that specific service, and
a so takes precedence over the FCC(/LMB RET) server address(es) that may be configured via DHCP.

NOTE 1. The RSl messages with sub report block type 0,1,2 signal the address and port of the Feedback Target
logical entity (to which the RAMS-R and NACK messages are addressed). All other relevant FCC(/LMB
RET) service parameter information is till retrieved from SD& S.

NOTE 2: Annex F specifiesthat the RSI can be sent either in the SSM of the primary multicast session, or in the
SSM of the multicast LMB RET.

If SD& S records are updated with new FCC(/LMB RET) server addresses after an RSI message signalling an
FCC(/LMB RET) server address, then the new SD& S values for the FCC(/LMB RET) server will take preference over
addressesin the RSl message.

NOTE 3: FCC(/LMB RET) server addresses signalled via DHCP or RSI can be different for different access
service regions as they can be distributed locally viathe DHCP server or viathe operational FCC(/LMB
RET) server in the multicast LMB RET session (RSl message).

1.2.14 SD&S FCC (/LMB RET) parameters overview

A set of parameters related to the HNED configuration for DV B server-based FCC is defined for integration in the
SD& S broadcast discovery records. The FCC parameters are grouped under the " ServerBasedEnhancementServicel nfo"
element in the SD& S discovery records.

When aLMB RET serviceis offered together with the server-based FCC for a specific LMB service, and an HNED
makes use of both services, the HNED should ignore any SD& S signalled RET parameters when present -defined and
grouped under "RTPRetransmission” element -, and use only the SD& S signalled

" ServerBasedEnhancementServicelnfo" FCC/RET parameters.

When an HNED makes use of RET services-only (and no server-based FCC ), it should retrieve and use the
"RTPRetransmission” SD& S parameters when present, and if not present, it should retrieve and use the
" ServerBasedEnhancementServicelnfo" SD& S parameters.

It isthe responsibility of the service provider to make the values of the parameters consistent across the two parameter
sets ("RTPRetransmission” and " ServerBasedEnhancementServicelnfo") when both are signalled in SD& S, and the
service provider wants a RET-only enabled HNED and FCC(/RET)-enabled HNED to make use of the same parameter
values.

More specifically, the parameters that enable the configuration of an FCC (/LMB RET) client shall be listed in the
SD& S broadcast discovery records under:

e  /BroadcastDiscovery/Servicel ist/SingleService/Servicel ocation/| PMulti castAddress/ ServerBasedEnhanceme
ntServicelnfo/ EnhancementService

This element indicates whether RET-only, FCC-only or "FCC and RET" services are provided. Values are "FCC" and
"RET".

. "/BroadcastDiscovery/Servicelist/SingleService/Servicel ocation/| PM ulticastAddress/
ServerBasedEnhancementServicel nfo/RT CPReporting”

The following "RTCPreporting" parameters apply for server-based FCC (and for LMB RET with unicast-only repair
when used in conjunction with server-based FCC):

. RTCPReporting@DestinationAddress
. RT CPReporting@DestinationPort
. RT CPReporting@rtcp-bandwidth

. RTCPReporting@rtcp-rsize
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. RTCPReporting@ trrint

. RT CPReporting@dvb-disabl ertcp-rr
. RTCPReporting@dvb-enable-bye

o RT CPReporting@dvb-rsi-mc-ret

- "BroadcastDiscovery/Servicelist/SingleService/Servicel ocation/l PM ulti castAddress/ ServerBasedEnhan
cement Servicel nfo/Retransmission_session”

The following "Retransmission_session” parameters apply for server-based FCC (and for LMB RET with unicast-only
repair when used in conjunction with server-based FCC):

. Retransmission_session@SourcePort

. Retransmission_session@DestinationPort

o Retransmission_session@rtx-time

. Retransmission_session@rtcp-mux

. Retransmission_session @DestinationPortForRT CPReporting
o Retransmission_session@trr-int

. Retransmission_session@RT PPayloadTypeNumber

. Retransmission_session@RT SPControl URL

The "/BroadcastDiscovery/ServiceList/SingleService/Servicel ocation/| PM ulti castAddress/ServerBasedEnhancementSe
rvicelnfo/MulticastRET" attributes (defined in clause 5.2.12.16) are not relevant for server-based FCC, apart from the
fact that when such a multicast packet loss repair serviceis enabled for LMB RET, this IP multicast may be used to
transfer the RTCP RSI messages that are defined both for LMB RET and FCC service. When thisisthe case, thisis
signalled in RTCPReporting@dvb-rsi-mc-ret.
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Annex J (normative):
Companion stream Fast Channel Change for DVB-IPTV
Systems

J.1l Scope

Annex J contains the specification for an optional extension to the present DVB-IPTV specification which facilitatesin
general afaster rendering when moving from one multicast LMB DVB-IPTV service to another or joining a multicast
LMB DVB-IPTV service, i.e. it enables faster channel change but with a quality reduction in terms of alower quality or
resolution during the first second(s) of display. Annex Jis not a necessary part of the DVB-IPTV system, but is
provided to enhance performance of an otherwise functional system.

In order to implement the specification in the present document, extensions to the platform will be required in both
Head End and HNED over and above those needed for the most basic of multicast DVB-IPTV service delivery as
described in clause 7.3.1 Multicast Services. These extensions may include additions to both hardware and software
capabilities. In any implementation where these extensions are not available in either the client, the Head End, or both,
then the overall DVB-IPTV serviceis not affected, but the rapid switching of serviceis not available and the channel
change timeis exactly asit would have been if the basic service described in clause 7.3.1 Multicast Services were
provided.

It shall be noted that a specific ordering of the MPEG-2 TS packets transported in the LMB service (PAT/PMT,
ECM/EMM, etc.) may facilitate a more efficient demultiplexing, descrambling and decoding pipeline at the HNED.
This applies both to the LMB service without companion stream FCC and to the LM B service enhanced with
companion stream FCC. MPEG-2 TS packet ordering in the |P multicast stream is under control of the Head End,
implementation-dependent and outside the scope of the present document.

J.2 Overview

The companion stream Fast Channel Change (FCC) solution is based on the following technique: a "tune-in"
companion stream is sent along with the original stream of the LMB service. This companion stream hel ps the HNED
during the channel change process to retrieve and render the LMB service more rapidly.

With this solution the LMB service is encoded and streamed in its original format, plus encoded and streamed in a
companion format with alower resolution and/or quality (and hence lower bit rate) than the original LMB. The HNED
acquires both the main LMB stream and its companion stream, and this can result in an earlier display compared to an
HNED that acquires (only) the normal/main LMB service. Thisisachieved by generating an encoded companion video
stream with the following characteritics:

e A higher Random Access Point (RAP) frequency (or a smaller Group of Pictures (GoP) size) for the video
stream, as compared to the LMB stream. This provides a higher chance for the HNED to receive aRAP ina
shorter time frame.

. (Optionally) alower video buffering time: the HNED video buffer will be filled faster when it retrieves the
data from the companion stream.

Figure J.1 presents a high-level view of the system, with the Head End (HE) representing here the encoding and
multicast streaming source of the original LMB service stream and the companion stream.

ETSI



318 ETSI TS 102 034 vV2.1.1 (2016-04)

Non-FCC

HNED

=3 Multicast

—> Companion Stream Multicast FCC

RAP HNED

Figure J.1: High-level view of companion stream FCC

Asdepicted in Figure J.1, this FCC solution is transparent to HNEDs that do not support the companion stream FCC
service.

J.3 Principles and examples (Informative)
J.3.0 Introduction

This clause presentsin detail how both the RAP frequency and Buffering impact channel change time for atypical DVB
LMB service, and how the companion stream FCC solution can help reducing the channel change time for the LMB
service.

J.3.1 Normal channel change, RAP and buffer filling delays

Figure J.2 depicts a channel change process with a specific focus on the RAP waiting time and the video decoder buffer
delay.

The HNED starts receiving data for the new service from the "Zap" arrow point, which in the exampleis close to the
middle of the transmission of a compressed "1" picture.
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Figure J.2: Channel change process: RAP and Buffer delays

In Figure J.2, the decoder buffer delay for a given access unit isindicated with the Apcriprs term. Thisis the delay of the
Program Clock Reference (PCR)at the beginning of the decoder buffer loading of an access unit with respect to its
Presentation Time Stamp (PTS) which represents the time that the decoded access unit will be rendered. In the example,
the compressed 1" picture with PTS=20 is sent before the PCR=20 packet, and their relative time difference isthis

ApcripTS.

This decoder buffer delay (Arcriprs) isimplicitly related to the end to end delay from the input to the encoder to the
output or presentation from the decoder which, according to the "MPEG-2 systems timing model” in

ISO/IEC 13818-1 [52] is a constant val ue determined by the encoding process. The encoder ensures that a given access
unit of the stream can be decoded with a decoder buffer size fixed to Apcriprs(in units of time): in other words it ensures
that no access unit will take longer to be buffered than Apcriprs. The Apcriprs iS generally no longer than the GoP length.

In Figure J.2, when the HNED changes channel:
. It will first wait for the "RAP" time corresponding to the next compressed "I" picture.

. Then when this"1" pictureisreceived, it checks the corresponding PTS (PTS=30) and has to wait for the
decoder "Buffer” time which corresponds to a PCR=30, before starting the picture rendering process.

J.3.2 Channel change with companion stream, RAP delay-only
improvement

The companion stream is used at first to improve the RAP waiting time delay by configuring a shorter GoP.

In order to maintain the synchronization of both services presentation, the corresponding frames in the two streams shall
have the same frame rate, be based on the same Program Clock and have the same Presentation Time Stamps. For that
the LMB service stream encoding and companion stream encoding are based on the same constant end to end delay,
which means that the delay from the input to the encoder to the presentation from the decoder for the two streamsisthe
same.

Figure J.3 depicts an original LMB service stream with an additional companion stream, carrying respectively the full
and low resolution formats. In this example the companion stream has a GoP length which is half the length of the full
resolution stream.
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Figure J.3: Companion Stream FCC process: RAP delay-only improvement

When a companion stream FCC capable HNED changes or selectsaLMB service:
o It will (initially) connect to both the LMB service stream and its companion stream.

. It will wait for the "RAP" time corresponding to the next compressed "I picture, in both the full-resolution
and the low-resolution streams. Most of the time a compressed "1" picture will appear first in the low
resolution companion stream (as indicated in Figure J.3).

. Then the buffer isfilled normally until the rendering of the low resolution stream can start (the decoder
"Buffer” time). Thisisindicated in Figure J.3 by the " Start rendering” arrow which indicates the rendering of
low resolution compressed "1" picture with a PTS=25, carried out when PCR=25. Compared to Figure J.2, the
RAP time has been improved.

. (Partialy) in parallel with the previous step, the data received from the high resolution stream is al'so being
buffered, as soon asa RAP is detected.

. Finally the "Switch" arrow at PCR=30 shows when the full resolution stream is ready to be presented (it isthe
equivalent of Figure J.2 "Start rendering” arrow): at thistime the low-resolution video is no longer rendered
(the HNED can unsubscribe from the multicast companion stream) and the full-resolution video is displayed;
the channel change process is finished.

J.3.3 Channel Change with companion stream, RAP and buffer
delay improvements

Figure J.4 depicts the companion stream (low resolution) and an original LMB service stream (full resolution).The
difference with Figure J.3 isthat the original LMB service is encoded with a constant end to end delay "end-to-end-
delay-full-res* which leads, for a given access unit, to the decoder buffer delay " Apcriersfull-res* whereas the
companion stream is encoded with a shorter constant end to end delay " end-to-end-delay-low-res' which leads, for a
given access unit, to the decoder buffer delay " Apcriprd OW-res'.

In order to have a synchronized presentation of these two services, the companion stream encoding is delayed compared
tothe original LMB service encoding. Thisdelay is equal to the difference between the constant values of the end to
end delay resulting from the encoding process of each of the two streams (" end-to-end-delay-full-res' - "end-to-end-
delay-low-res"). Indeed we know from the"MPEG-2 systemstiming model” in ISO/IEC 13818-1 [52] that the end to
end delay is aconstant value. So when the low resolution stream is encoded with alower end to end delay compared to
the full resolution stream, the pictures in the low resolution stream would be presented well before the corresponding
pictures of the full resolution stream.
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To synchronize the presentation of the two streamsit is necessary to delay the low resolution stream encoding
compared to the full resolution stream encoding. Note that the delay is on the encoding process, but the two encoding
processes make use of asingle STC (System Time Clock) which results in the PCR alignment between the full
resolution stream and the delayed low resolution stream.

When looking at Figure J.4, the compressed "I" picture with PTS=20 of the two streams are not transported at the same
time anymore (compared to Figure J.3, because of this encoding delay. After being buffered in the video decoders they

resynchronize themselves (as the buffer decoder delays configured by the encoders are such that the difference between
the end to end delays used to encode them equals this transport delay).

- receiver
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Figure J.4: Companion Stream FCC process: RAP and Buffer delay improvements

When a companion stream FCC capable HNED changes or selectsaLMB service:
o It will (initially) connect to both the LMB service stream and its companion stream.

. It will wait for the "RAP" time corresponding to the next compressed "I picture, in both the full-resolution
and the low-resolution streams. Most of the time, a compressed 1" picture will appear first in the low
resolution companion stream (as indicated in Figure J.3).

. Then it fillsthe video decoder buffer and waits the " Apcriprslow-res” (decoder Buffer time) which is shorter
than the " Apcriprsfull-res’. Thisisindicated in Figure J.4 by the " Start rendering” arrow which indicates the
rendering of the low resolution compressed 1" picture with a PTS=20, carried out at PCR=20. Compared to
Figure J.3, the Buffering time is reduced.

e  (Partidly) in parallel with the previous step, the data received from the high resolution stream is aso being
buffered, as soon as a RAP is detected.

. Finally the "Switch" arrow at PCR=30 shows when the full resolution stream is ready to be presented (it isthe
equivalent of Figure J.2 "Start rendering” arrow): at thistime the low-resolution video is no longer rendered
(the HNED can unsubscribe from the multicast companion stream) and the full-resolution video is displayed;
the channel change processis finished. Note that compared to Figure J.3, the companion stream service is
presented over alonger time period to the end-user and this is because the presentation of the new serviceis
faster.
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J.4 HNED behaviour

For an HNED that makes use of the companion stream FCC service, the channel change processis as follows:

. After achannel change request from the end-user, the HNED disconnects from the previous LMB service and
joins both the new LMB service multicast stream and its companion multicast stream.

e  TheHNED waitsfor a RAP picturein both streams:

- If the first received RAP picture belongs to the original LMB service stream, the HNED processes that
stream for rendering, and disconnects from the companion stream. The channel change is effective. In
this case the companion stream did not enable faster rendering.

- If the first received RAP picture belongs to the companion stream, the HNED begins to process that
stream in order to render that stream. When the RAP picture of the original service stream isreceived,
the HNED starts processing that stream as well and the HNED stops to process the companion stream as
soon as it has processed all the access units which have to be presented before the corresponding RAP
picture (with the same PTS) that is received first in the original stream. At thistime the HNED can
disconnect from the companion stream. The HNED display will switch between the companion stream
and the original stream at the presentation time (PTS) of the RAP picture received from the original
service.

NOTE:  Whether the companion low-resolution stream carries audio or not, it is recommended to decode audio
only from the original service. In the same way the HNED recovers Program Clock from the original
LMB service PCR.

J.5 Companion Stream Encoding and HNED
requirements (Normative)

For the transition between original and companion streams to be seamless at display, the encoding process of the two
streams shall use:

e  Thesameframerate.
. A single unique Program Clock.
Furthermore the following requirements shall be met:
. Corresponding framesin the two streams shall have the same Presentation Time Stamp.

e  When thetwo streams have different decoder buffering delays, this shall be compensated by delaying the
companion stream encoding process versus the original stream encoding process.

An HNED supporting the companion stream FCC method shall be capable of:

. Connecting to two multicast streams simultaneously (the normal LMB service stream and its companion
stream).

. Processing the two encoded streams simultaneously, which requires the implementation of two video decoder
instancesin the HNED (each compliant to ETSI TS 101 154 [58]) dedicated to the video decoding of the
original LMB service and its associated companion stream.

J.6 Companion stream-based FCC: Extension of the
SD&S Broadcast Discovery Record (Normative)

Theoriginal LMB service and the FCC companion stream shall be carried in separate MPEG-2 TSs and delivered in
different IP multicast sessions. The FCC companion stream shall use the same transport as the original LMB service
(i.e. both shall use either MPEG2TS/UDP or MPEG2TS/RTP).
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The "Usage" element within the IPService (clause 5.2.13.2) XML structure shall provide information on how the IP
Service can be "consumed” by the HNED. The values are defined in clause 5.2.10.

For signalling the companion stream FCC service, SD& S shall make use of the "Linked Service" element of the

| PService element (clause 5.2.13.2) for nesting the companion stream service metadata. The companion stream service
metadata shall contain the "Usage" element where the "FCC" value shall be among the listed values.
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Annex K (informative):
Dynamic Service Management Use Cases

K.1  Example Use Cases and the Associated Message
Seqguences for Dynamic Service Management
Service

K.1.0 Assumptions

The Use Cases described below show the possible DSM behaviour in response to a subset of the possible combinations
of service change requests and other HNED DSM Manager interactions.

It is assumed that:

e  TheHNED_ID isallocated when the HNED powers up from the off state, and that the HNED priority isalso
set at that time.

. Those values are retained by the HNED in any of the standby states.

Asin the previous analysis, HNED1 is assumed to have the highest priority and HNED2 alower.

K.1.1 Use Case UCL1 - Switching on from Standby and requesting
a first service with sufficient bandwidth
HNED at power-up.

This appliesto al HNEDs, the HNED is powered to an on state from the off state. This change is independent of
changes of all other HNEDSs. There is sufficient bandwidth for two HD services delivered simultaneously.

The sequenceis:
1) Power on for both HNEDs (HNED1 and HNED2).
2) DVB-IPTV boot procedure (discover domain, SD& S addresses including DSMM address).
3) DSM sequence:
a) Request DSM ID = DSMOOL.
b) Receive DSM ID = DSMO002.
¢) Assynchronous bitrate update (DSM101) sent to both HNEDs.
4)  HNEDsrequest services successfully.
5)  Assynchronous bitrate update (DSM101) sent to both HNEDs.

Thisis expanded below as a DSM message sequence.
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From/to

Message

Message
Type

Result

To HNED1 and HNED2

DSM announcement

DSM announcement in SD&S
information

HNED1 to DSMM HNED _ID request DSM001 [Request for an ID

DSMM to HNED1 HNED ID assignment DSMO002 |Assignement of the ID to HNED1
including priority setting(2)

DSMM to HNED1 Bitrate availability DSM101 |DSMM informs HNED1 of new available
bitrate

HNED2 to DSMM HNED_ID request DSM001 [Request for an ID

DSMM to HNED2 HNED ID assignment DSMO002 |Assignment of the ID to HNED2
including priority setting(2)

DSMM to HNED2 Bitrate availability DSM101 |DSMM informs HNED?2 of new available
bitrate

HNED1 to DSMM Change Request DSM201 |HNEDL1 asks for a new or a different
service

DSMM to HNED1 Change DSM204 |Change confirmed by DSM Manager

Confirmed/cancelled

Service connection is made to HNED1

HNED2 to DSM Manager Service Change Complete |DSM205 |[Service change/setup completed

HNED2 to DSMM Change Request DSM201 |HNED2 asks for a new or a different
service

DSMM to HNED2 Change DSM204 |Change confirmed by DSM Manager

Confirmed/cancelled

Service connection is made to HNED2

HNED2 to DSM Manager Service Change Complete |DSM205 |[Service change/setup completed

DSMM to HNED1 Bitrate availability DSM101 |DSMM informs HNED1 of new available
bitrate

DSMM to HNED2 Bitrate availability DSM101 |DSMM informs HNED?2 of new available

bitrate

When a HNED switches between services (channel change) and there is no need for more bandwidth (ex.: HD to HD,
SD to SD) or if bandwidth isreleased (ex.: HD to SD), then aHNED internal calculation could be made, with asimple
notification to the DSMM. Otherwise, arequest should be made to the DSMM.

K.1.2 Use Case UC2 - change of service, sufficient bandwidth

Two HNEDs are in the home, both powered on and both are already consuming services. The lower priority HNED2
switches service. Because HNED2 does not need more bandwidth only an internal calculation is needed. Thereis
sufficient bandwidth for two HD services simultaneously.

Sequence:

1) After HNED2 has switched to Active, the user selects a service to watch on HNED2, calculation is made to
work out whether the bitrate fits into the available bandwidth.

2) Cdculation outcomeis positive, HNED2 will request the service.

3) HNED2 will inform the DSMM about the service change: DSM206.

4)  Background update message is sent to both HNED1 and HNED2.
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From/to Message

Message
Type

Result

1) User selects a service

2) HNED2 calculates whether the services bitrate fits in the available

Enough bandwidth available, HNED2
can request the service

bandwidth(DSM101)
Service request from HNED2  |appropriate request to Headend evaluates whether there is
make connection to TV sufficient bitrate to that home
service Since "YES" then connection is made
without DSM Manager negotiation
HNED2 to DSM Manager Service Change Complete |DSM206 |Since HNED2 does not need interaction
(proposal) with the DSMM, the DSMM
should be informed afterwards about the
service change
DSMM to HNED1 Bitrate availability DSM101 |DSMM informs HNED1 of new available
bitrate. Background update message
DSMM to HNED2 Bitrate availability DSM101 |DSMM informs HNED2 of new available
bitrate. Background update message

K.1.3 Use Case UC3 - HNED2 Requesting a service - DSM

negotiation needed

HNEDL1 is active and is receiving an HD service, HNED2 is switched from standby to active and would also like to
connect to an HD service selected from the SD& S. HNED2 calculates that there is insufficient bitrate for the service to

be delivered without disrupting the service to HNED1.

An SD equivalent is available for the service being received by HNED1, HNED1 is requested to change HD to SD by
the DSMM but refuses to change denying HNED?2 the ability to connect to the HD service selected and requested.
Thereisan SD equivalent of the service HNED2 wants to connect to, and enough bitrate to make the connection to the
SD service. Based on the calculation done by the DSMM the DSMM requests HNED2 to change the request to the SD

service. HNED2 agrees and connects to the SD service.

Table K.3
From/to Message Message Result
Type
HNED?2 selects HD
service and calculates that
bitrate is not sufficient for
HD service request
HNED2 to DSMM Change request DSM201 |Request service connection
DSMM to HNED1 Change proposal DSM202 |Request change HD to SD
HNED1 to DSMM Change accept/refuse DSM203 |Response = "Refuse”
HNEDL1 refuses to change
DSMM to HNED2 Change proposal DSM202 |HD connection not possible, HNED2
requested to connect to SD equivalent
HNED2 to DSMM Change accept/refuse DSM203 |Response = "Accept"
HNED2 agrees to connect to SD service
HNED?2 to Headend HNED2 requests service HNED2 uses Multicast or Unicast
connection service
Service connection is made to HNED2, HNED1 is unaffected
HNED2 to DSMM Service Change DSM205 |HNED2 informs DSMM that service is
Acknowledge being delivered
DSMM to HNED1 Status synchronization DSM101 |DSMM informs HNED1 of new available
bitrate
DSMM to HNED2 Status synchronization DSM101 |DSMM informs HNED2 of new available
bitrate
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K.1.4 Use Case UC4 - HNED1 Requesting a service - DSM
negotiation needed

2 HNEDs in the home, HNED?2 active, higher priority HNED1 requests a change of service but without sufficient

bandwidth available. HNED?2 is asked to change to free needed bandwidth.

Sequence:

1) User selectsaservice to watch, calculation is made to work out whether the bitrate fitsin the available

bandwidth.

2) Cadlculation outcomeis negative, HNED1 will ask the DSMM for the service: DSM201.

3) DSMM will communicate to HNED2 with a change proposal to ask for an alternative service: DSM202.

4) HNEDZ2 will accept the alternative solution and connect to the new service: DSM203.

5) DSMM will confirmed the change to HNED1: DSM204.

6) HNED1 will connect to the service.

7)  HNEDL confirms a successful service change:DSM205.

8) DSMM will inform the HNEDs about the new bandwidth availability : DSM101.

Table K.4
From/to Message Message Result
Type
HNED1 to DSMM Change Request DSM201 |HNEDL1 asks for a new or a different
service
DSMM to HNED2 Change Proposal DSM202 |DSMM will propose an alternative
service to lower priority HNED2
HNED2 to DSMM Change Accept DSM203 |HNED2 will accept the new service

Service request from HNED2

Multicast or Unicast
request to make
connection to TV service

HNED will make the necessary request
for a service connection

HNED2 to DSMM Service Change DSM205 |to acknowledge completion of service
Acknowledge change
DSMM to HNED1 Change Confirmed DSM204 |DSMM will confirmed that HNED1 can
connect to the new service
Service request from HNED1 Multicast or Unicast HNED will make the necessary request
request to make for a service connection
connection to TV service
HNED1 to DSMM Service Change DSM205 |to acknowledge completion of service
Acknowledge change
DSMM to HNED1 Bitrate availability DSM101 |DSMM informs HNED1 of new available
bitrate. Background update message
DSMM to HNED2 Bitrate availability DSM101 |DSMM informs HNED2 of new available

bitrate. Background update message

K.1.5 Use Case UC5 - HNED2 queries data value from DSMM

HNED2 queries the value of one of the fields held by the DSM Manager for that HNED, e.g. the connected

"ServicelD".
Table K.5
From/to Message Message Result

Type

HNED2 to DSMM Data value query, payload [DSM301
= "ServicelD"
DSMM to HNED2 Return value DSM302 |Payload carries data field value currently
held by DSMM

HNED2 to DSMM DSM308 |End of transaction
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K.2

Datamodel

This annex contains atextual copy of the schema defined to support the data model elements as defined in clause 13 of
the present document. It may be used in a DSM Manager or HNED implementation to support the data model structure.

<?xm version="1.0" encodi ng="UTF-8"?>
<xsd: schema xm ns: xsd="http://ww. w3. or g/ 2001/ XM_Schema" el ement For nDef aul t =" qual i fi ed" >

<l-- Data Mde
<xsd: el enent
<xsd: conpl exType>

-->

" Dat aMbdel " >

<xsd: sequence>

<xsd: el enent

"Custoner"

</ xsd: sequence>
</ xsd: conpl exType>

</ xsd: el enent >

<xsd: conpl exType

<xsd: sequence>
<xsd: el enent
<xsd: el ement
<xsd: el enent
<xsd: el enent
<xsd: el enent
"unbounded"/ >

</ xsd: sequence>

</ xsd: conpl exType>

<l--
<xsd: conpl exType
<xsd: sequence>
<xsd: el enent
</ xsd: sequence>
<xsd:attribute
<xsd:attribute
</ xsd: conpl exType>

<xsd: conpl exType

<xsd: sequence>
<xsd: el ement
<xsd: el ement
<xsd: el enent
"unbounded"/ >

</ xsd: sequence>

<xsd:attribute

</ xsd: conpl exType>

<xsd: conpl exType
<xsd: annot ati on>

" Cust oner Type" >

"Cust omer | D' "xsd
"Tot al Avai |l abl eBitrate"
"ServiceTypePriority"
"Content TypePriority"

" HNEDDescr i pti on"

Support elenents and attributes for datanode

"HNEDDescri pti onType">
" Sessi on"

"HNED _| D"

"HNEDPriority" " xsd

" Sessi onType" >

"Servicel D'
"ServiceBitrates"
" Equi val ent Servi ce"

<xsd: docunent ati on>

Val ue restricted to

" Sessi onl D "xsd:int
"Del i veryModeType" >
"1" (high) or "2"

</ xsd: docunent ati on>

</ xsd: annot ati on>
<xsd:attribute
<xsd: attribute

</ xsd: conpl exType>

<xsd: conmpl exType
<xsd:attribute
<xsd:attribute
<xsd:attribute

</ xsd: conpl exType>

<xsd: conpl exType
<xsd: sequence>
<xsd: el enment
<xsd: el enent
<xsd: el enent
</ xsd: sequence>
</ xsd: conpl exType>

<xsd: conpl exType
<xsd: sequence
<xsd: el ement

" LVB"
" CoD"'

"xsd:integer"
"xsd:integer"

"Cont ent TypeType">
" SD "xsd:integer"
"xsd:integer"
"xsd:integer"

"D
"1s3D"
" Equi val ent Servi ceType" >

" Equi val ent Servi cel D'
"ServiceBitrates"

Equi val ent Servi ceLocat i on"

"ServiceBitratesType">
W

"Bitrate" "xsd:int

ETSI

" Sessi onType"

Example implementation XML Schema for DSM

" Cust orrer Type"/ >

string"/>
"xsd: 1 ong"/>
"Del i veryModeType"/ >
" Cont ent TypeType"/ >

" HNEDDescr i pti onType" K

and for nessage el enents -->

"unbounded"/ >

"xsd:integer"/>

integer"/>

"Textual I dentifier"/>

"ServiceBitratesType"/>

" Equi val ent Ser vi ceType" wqn
eger"/ >
(low if present.
"2"
"2"
3"/>
3"/>
"3"/ >

"Textual I dentifier"/>
"ServiceBitratesType"/>
"Servi ceLocation"/>

"unbounded" >

eger"/>
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<xsd: sequence>
<xsd: el ement nane="Usage" type="UsageType" m nCccurs="1" maxCOccur s="unbounded"/>
</ xsd: sequence>
</ xsd: sequence>
</ xsd: conpl exType>

<xsd: si npl eType nane="UsageType" >
<xsd:restriction base="xsd:string">
<xsd: enuneration val ue="FCC'/ >
<xsd: enuneration val ue="Pi P'/>
<xsd: enuneration val ue="Main"/>
<xsd: enuneration val ue="HD"'/>
<xsd: enuneration val ue="SD"'/>
<xsd: enuneration val ue="3D"/>
</ xsd:restriction>
</ xsd: si npl eType>

<xsd: conpl exType nane="Textual | dentifier">
<xsd:attribute nane="Domai nNane" type="Donmai nType" use="optional "/>
<xsd:attribute nane="Servi ceNane" type="Service" use="required"/>

</ xsd: conpl exType>

<xsd: conpl exType nane="Servi ceLocati on">
<xsd: choi ce naxCccurs="1">
<xsd: el ement nane="1PMil ti cast Address" type="dvb: Mcast Type"/>
<xsd: el ement nane="RTSPURL" type="dvb: RTSPURLType"/ >
</ xsd: choi ce>

</ xsd: conpl exType>

</ xsd: conpl exType>

<xsd: si npl eType nane="Donmai nType" >
<xsd:restriction base="xsd:string">

<xsd:pattern value="((.|\n|\r)*)?2(\. (. |\n|\r)*)+"/>

</xsd:restriction>

</ xsd: si npl eType>

<xsd: si npl eType nane="Service">
<xsd:restriction base="xsd:string">

<xsd:pattern value="(.|\n|\r)+"/>

</ xsd:restriction>

</ xsd: si npl eType>

</ xsd: schenma>
</ xsd: schenma>
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