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Intellectual Property Rights

IPRs essential or potentially essential to the present document may have been declared to ETSI. The information
pertaining to these essential IPRs, if any, is publicly available for ETSI member s and non-member s, and can be found
in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETS in
respect of ETS standards', which is available from the ETS| Secretariat. Latest updates are available on the ETSI Web
server (http://webapp.etsi.org/| PR/home.asp).

Pursuant to the ETSI IPR Palicy, no investigation, including I PR searches, has been carried out by ETSI. No guarantee
can be given as to the existence of other IPRs not referenced in ETSI SR 000 314 (or the updates on the ETSI Web
server) which are, or may be, or may become, essential to the present document.

Foreword

ThisETSI Standard (ES) has been produced by Joint Technical Committee (JTC) Broadcast of the European
Broadcasting Union (EBU), Comité Européen de Normalisation EL ECtrotechnique (CENELEC) and the European
Telecommunications Standards Institute (ETSI), and is now submitted for the ETSI standards Membership Approval
Procedure.

NOTE: The EBU/ETSI JTC Broadcast was established in 1990 to co-ordinate the drafting of standardsin the
specific field of broadcasting and related fields. Since 1995 the JTC Broadcast became a tripartite body
by including in the Memorandum of Understanding also CENELEC, which isresponsible for the
standardization of radio and television receivers. The EBU is a professional association of broadcasting
organizations whose work includes the co-ordination of its members' activities in the technical, legal,
programme-making and programme-exchange domains. The EBU has active membersin about
60 countries in the European broadcasting area; its headquartersisin Geneva.

European Broadcasting Union

CH-1218 GRAND SACONNEX (Geneva)
Switzerland

Tel: +41227172111

Fax: +4122717 2481

With respect to the second edition of ES 201 980 published in October 2005, the present document contains several
refinements to the DRM system. These refinements were performed and agreed by the DRM Consortium and include
the following areas.

. audio coding clauses are brought into line with the latest MPEG 4 standards;
. Forward Error Correction is added for packet mode;

. clarification of text following field use of the DRM system.

Introduction
The frequency bands used for broadcasting below 30 MHz are:
. Low Frequency (LF) band: from 148,5 kHz to 283,5 kHz, in ITU Region 1 [1] only;

. Medium Frequency (MF) band: from 526,5 kHz to 1 606,5 kHz, in ITU Regions 1 [1] and 3 [1] and from
525 kHz to 1 705 kHz in ITU Region 2 [1];

. High Frequency (HF) band: a set of individual broadcasting bands in the frequency range 2,3 MHz to 27 MHz,
generally available on aWorldwide basis.
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These bands offer unique propagation capabilities that permit the achievement of

. large coverage areas, whose size and location may be dependent upon the time of day, season of the year or
period in the (approximately) 11 year sunspot cycle;

. portable and mobile reception with relatively little impairment caused by the environment surrounding the
receiver.

There isthus adesire to continue broadcasting in these bands, perhaps especially in the case of international
broadcasting where the HF bands offer the only reception possibilities which do not aso involve the use of local
repeater stations.

However, broadcasting services in these bands:
. use analogue techniques;
e  aresubject to limited quality;

e  aresubject to considerable interference as aresult of the long-distance propagation mechanisms which prevail
in this part of the frequency spectrum and the large number of users.

Asadirect result of the above considerations, there is adesire to effect atransfer to digital transmission and reception
techniques in order to provide the increase in quality which is needed to retain listeners who, increasingly, have awide
variety of other programme reception media possibilities, usually already offering higher quality and reliability.

In order to meet the need for adigital transmission system suitable for usein all of the bands below 30 MHz, the Digital
Radio Mondiale (DRM) consortium was formed in early 1998. The DRM consortium is a non-profit making body
which seeks to develop and promote the use of the DRM system worldwide. Its members include broadcasters, network
providers, receiver and transmitter manufacturers and research institutes. More information is available from their
website (http://www.drm.org/).
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1 Scope

The present document gives the specification for the Digital Radio Mondiale (DRM) system for digital transmissionsin
the broadcasting bands below 30 MHz.

2 References

References are either specific (identified by date of publication and/or edition number or version number) or
non-specific.

. For a specific reference, subsequent revisions do not apply.

. Non-specific reference may be made only to a complete document or a part thereof and only in the following
cases.

- if it isaccepted that it will be possible to use al future changes of the referenced document for the
purposes of the referring document;

- for informative references.

Referenced documents which are not found to be publicly available in the expected location might be found at
http://docbox.etsi .or g/Reference.

For online referenced documents, information sufficient to identify and locate the source shall be provided. Preferably,
the primary source of the referenced document should be cited, in order to ensure traceability. Furthermore, the
reference should, as far as possible, remain valid for the expected life of the document. The reference shall include the
method of access to the referenced document and the full network address, with the same punctuation and use of upper
case and lower case |etters.

NOTE: While any hyperlinksincluded in this clause were valid at the time of publication ETSI cannot guarantee
their long term validity.

2.1 Normative references

The following referenced documents are indispensabl e for the application of the present document. For dated
references, only the edition cited applies. For non-specific references, the latest edition of the referenced document
(including any amendments) applies.

[1] ITU Radio Regulations.

2] I SO/IEC 14496-3: "Information technology - Coding of audio-visual objects - Part 3: Audio".

[3] ETSI EN 300 401: "Radio Broadcasting Systems; Digital Audio Broadcasting (DAB) to mobile,
portable and fixed receivers'.

[4] ISO/IEC 10646: "Information technology - Universal Multiple-Octet Coded Character Set (UCS)".

[5] SO 639-2: "Codes for the representation of names of languages - Part 2: Alpha-3 code".

[6] SO 3166 (all parts): "Codes for the representation of names of countries and their subdivisions®.

[7] I SO/IEC 8859-1: "Information technology - 8-bit single-byte coded graphic character sets -
Part 1: Latin alphabet No. 1".

[8] ETSI TS 101 968: "Digital Radio Mondiale (DRM); Data applications directory".

[9] ITU-R Recommendation BS.1615: "Planning parameters’ for digital sound broadcasting at
frequencies below 30 MHz".
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2.2 Informative references
[10] ITU-R Recommendation BS.560: " Radio-frequency protection ratiosin LF, MF and HF
broadcasting".
3 Definitions, symbols, abbreviations and conventions

3.1 Definitions

For the purposes of the present document, the following terms and definitions apply:

cell: sine wave portion of duration TS , transmitted with a given amplitude and phase and corresponding to a carrier
position

NOTE: Each OFDM symbol isthe sum of K such sine wave portions equally spaced in frequency.

ener gy dispersal: operation involving deterministic selective complementing of bitsin the logical frame, intended to
reduce the possibility that systematic patterns result in unwanted regularity in the transmitted signal

Fast Access Channel (FAC): channel of the multiplex data stream which contains the information that is necessary to
find services and begin to decode the multiplex

logical frame: data contained in one stream during 400 ms

Main Service Channe (M SC): channel of the multiplex data stream which occupies the magjor part of the transmission
frame and which carries all the digital audio services, together with possible supporting and additional data services

mod: the modulo operator
NOTE: (xmody) =z wherey >0, suchthat x=qy +z, qisaninteger,and0<z<y.
multiplex frame: logical frames from al streams form a multiplex frame (duration of 400 ms)
NOTE: Itistherelevant basisfor coding and interleaving.

OFDM symbol: transmitted signal for that portion of time when the modulating amplitude and phase state is held
constant on each of the equally-spaced carriersin the signal

reserved for future addition (rfa): bits with this designation shall be set to zero and receivers shall ignore these bits

reserved for future use (rfu): bits with this designation shall be set to zero receivers shall check that these bits are zero
in order to determine the valid status of the other fieldsin the same scope

Service Description Channel (SDC): channel of the multiplex data stream which gives information to decode the
services included in the multiplex

NOTE: The SDC aso provides additional information to enable a receiver to find alternative sources of the same
data.

Single Frequency Network (SFN): network of transmitters sharing the same radio frequency to achieve alarge area
coverage

transmission frame: number of consecutive OFDM symbols (duration of 400 ms), whereby the first OFDM symbol
contains the time reference cells

transmission super frame: three consecutive transmission frames (duration of 1 200 ms), whereby the first OFDM
symbols contain the SDC block

UEP profile: combination of protection levels and lengths of higher protected parts for unequal error protection
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Symbols

For the purposes of the present document, the following symbols apply:

B[]

3.3

expectation value of the expression in brackets
reference frequency of the emitted signal

number of active carriersin the OFDM symbol
carrier index of the upper active carrier in the OFDM signal

carrier index of the lower active carrier in the OFDM signal
number of input bits per multiplex frame for the multilevel encoding
number of MSC cells (QAM symbols) per multiplex frame

elementary time period, equal to 833 us (1/12 kHz)
duration of the transmission frame, equal to 400 ms

duration of the guard interval

duration of an OFDM symbol

duration of the transmission super-frame built from three transmission frames

duration of the useful (orthogonal) part of an OFDM symbol, excluding the guard interval
complex conjugate of value X

round towards plus infinity

round towards minus infinity

Abbreviations

For the purposes of the present document, the following abbreviations apply:

AAC
AF
AFS
BER
CELP
C
CRC
DRM
EEP
ESC
FAC
FEC
HF
HMmix
HMsym
HVXC
IFFT
ISO
LAV
LF
LPC
LSb
LSP
MF
MPEG
MSb
MSC
OFDM
Pan
PNS
PPI

Advanced Audio Coding

Audio Frequency

Alternative Frequency Switching
Bit Error Rate

Code Excited Linear Prediction
Continuity Index

Cyclic Redundancy Check

Digital Radio Mondiale

Equal Error Protection

Error Sensitivity Categories

Fast Access Channel

Forward Error Correction

High Frequency

mixed Hierarchical Mapping
symmetrical Hierarchical Mapping
Harmonic Vector eXcitation Coding
Inverse Fast Fourier Transform
International Organization for Standardization
Largest Absolute Value

Low Frequency

Linear Predictive Coding

Least Significant bit

Line Spectral Pairs

Medium Frequency

Moving Picture Experts Group
Most Significant bit

Main Service Channel

Orthogonal Frequency Division Multiplexing
Panorama

Perceptual Noise Substitution
Padded Packet Indicator
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PRBS Pseudo-Random Binary Sequence
PS Parametric Stereo

QAM Quadrature Amplitude Modulation
QMF Quadrature Mirror Filter

RF Radio Frequency

rfa reserved for future addition

rfu reserved for future use

RS Reed-Solomon

SA Stereo Ambience

SBR Spectral Band Replication

SDC Service Description Channel

SFN Single Frequency Network

Sl Side Information

SM Standard Mapping

SPP Standard Protected Part

TNS Temporal Noise Shaping

UEP Unequal Error Protection

uimsbf unsigned integer most significant bit first
VSPP Very Strongly Protected Part

3.4 Conventions

Unless otherwise stated, the following convention, regarding the order of bits within each step of processing is used:
. in figures, the bit shown in the left hand position is considered to be first;
. in tables, the bit shown in the left hand position is considered to be first;

. in numerical fields, the Most Significant bit (MSb) is considered to be first and denoted by the higher number.
For example, the M Sb of asingle byte is denoted "b7" and the Least Significant bit (L Sb) is denoted "b0";

. in vectors (mathematical expressions), the bit with the lowest index is considered to be first.

4 General characteristics

4.1 System overview

The DRM system is designed to be used at any frequency below 30 MHz, i.e. within the long wave, medium wave and
short wave broadcasting bands, with variable channelization constraints and propagation conditions throughout these
bands. In order to satisfy these operating constraints, different transmission modes are available. A transmission mode is
defined by transmission parameters classified in two types:

. signal bandwidth related parameters;
e transmission efficiency related parameters.

The first type of parameters defines the total amount of frequency bandwidth for one transmission. Efficiency related
parameters allow a trade-off between capacity (useful bit rate) and ruggedness to noise, multipath and Doppler.

4.2 System architecture

This clause gives a general presentation of the system architecture, based on the synoptic diagram of figure 1, which
gives reference to the clauses defining the individual parts of the system.

Figure 1 describes the general flow of different classes of information (audio, data, etc.) and does not differentiate
between different services that may be conveyed within one or more classes of information. A detailed description on
the distribution of services onto those classes can be found in clause 6.
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Figure 1: Conceptual DRM transmission block diagram
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The source encoder and pre-coders ensure the adaptation of the input streams onto an appropriate digital transmission
format. For the case of audio source encoding, this functionality includes audio compression techniques as described in
clauses 4.3 and 5. The output of the source encoder(s) and the data stream pre-coder may comprise two parts requiring
different levels of protection within the subsequent channel encoder. All services have to use the same two levels of
protection.

The multiplexer combines the protection levels of all data and audio services as described in clause 6.

The energy dispersal provides a deterministic selective complementing of bitsin order to reduce the possibility that
systematic patterns result in unwanted regularity in the transmitted signal.

The channel encoder adds redundant information as a means for quasi error-free transmission and defines the mapping
of the digital encoded information onto QAM cells as described in clause 7.

Cell interleaving spreads consecutive QAM cells onto a sequence of cells quasi-randomly separated in time and
frequency, in order to provide robust transmission in time-frequency dispersive channels. The pilot generator provides
means to derive channel state information in the receiver, allowing for a coherent demodul ation of the signal.

The OFDM cell mapper collects the different classes of cells and places them on the time-frequency grid as specified in
clause 7.

The OFDM signal generator transforms each ensemble of cells with same time index to atime domain representation of
the signal. Consecutively, the OFDM symbol is obtained from this time domain representation by inserting a guard
interval as acyclic repetition of a portion of the signal, as specified in clause 7.

The modulator converts the digital representation of the OFDM signal into the analogue signal in the air. This operation
involves digital-to-analogue conversion and filtering that have to comply with spectrum requirements as described in
annex E.

4.3 Source coding

Within the constraints of broadcasting regulations in broadcasting channels below 30 MHz and the parameters of the
coding and modulation scheme applied, the bit rate available for source coding isin the range from 8 kbit/s (half
channels) to =20 kbit/s (standard channels) to up to =72 kbit/s (double channels).

In order to offer optimum quality at a given bit rate, the system offers different source coding schemes:

. a subset of MPEG-4 AAC (Advanced Audio Coding) including error robustness tools for generic mono and
stereo audio broadcasting;

. a subset of MPEG-4 CELP speech coder for error robust speech broadcasting in mono, for cases when only a
low bit rate is available or especially high error robustnessiis required;

. a subset of MPEG-4 HV X C speech coding for very low bit rate and error robust speech broadcasting in mono,
especially well suited also for speech data base applications;

. Spectral Band Replication (SBR), an audio coding enhancement tool that allows the full audio bandwidth to be
achieved at low bit rates. It can be applied to AAC, CELP and HVXC;

. Parametric Stereo (PS), an audio coding enhancement tool relevant to SBR that allows for stereo coding at low
bit rates.

The bit-stream transport format of the source coding schemes has been modified to meet the requirements of the DRM
system (audio superframing). Unequal Error Protection (UEP) can be applied to improve the system behaviour in error
prone channels.

Provision is made for further enhancement of the audio system by linking two DRM signal s together.
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4.4 Transmission modes

4.4.1 Signal bandwidth related parameters

The current channel widths for radio broadcasting below 30 MHz are 9 kHz and 10 kHz. The DRM system is designed
to be used:

e  within these nominal bandwidths, in order to satisfy the current planning situation;
e  within half these bandwidths (4,5 kHz or 5 kHz) in order to allow for simulcast with analogue AM signals,

. within twice these bandwidths (18 kHz or 20 kHz) to provide for larger transmission capacity where and when
the planning constraints allow for such facility.

These signal bandwidth related parameters are specified in clause 8.

4.4.2 Transmission efficiency related parameters

For any value of the signal bandwidth parameter, transmission efficiency related parameters are defined to allow atrade
off between capacity (useful bit rate) and ruggedness to noise, multipath and Doppler. These parameters are of two
types:

. coding rate and constellation parameters, defining which code rate and constellations are used to convey data;

. OFDM symbol parameters, defining the structure of the OFDM symbols to be used as a function of the
propagation conditions.

4421 Coding rates and constellations

Asafunction of the desired protection associated within each service or part of a service, the system provides a range of
options to achieve one or two levels of protection at atime. Depending on service requirements, these levels of
protection may be determined by either the code rate of the channel encoder (e.g. 0,6, etc.), by the constellation order
(e.g. 4-QAM, 16-QAM, 64-QAM), or by hierarchical modulation. Detailed definition of these optionsisgivenin

clause 7.

4,422 OFDM parameter set

The OFDM parameter set is presented in this clause. The specification of the signal waveformisgiven in clause 8.
These values are defined for different propagation-related transmission conditions to provide various robustness modes
for the signal. In a given bandwidth, the different robustness modes provide different available data rates. Table 1
illustrates typical uses of the robustness modes.

Table 1: Robustness mode uses

Robustness mode Typical propagation conditions
A Gaussian channels, with minor fading
B Time and frequency selective channels, with longer delay spread
C As robustness mode B, but with higher Doppler spread
D As robustness mode B, but with severe delay and Doppler spread

The transmitted signal comprises a succession of OFDM symbols, each symbol being made of a guard interval followed
by the so-called useful part of the symbol. Each symbol isthe sum of K sine wave portions equally spaced in

frequency. Each sine wave portion, called a"cell”, is transmitted with a given amplitude and phase and correspondsto a
carrier position. Each carrier is referenced by the index k, k belonging to the interval [kmin, kmax] (k=0 correspondsto

the reference frequency of the transmitted signal).
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The time-related OFDM symbol parameters are expressed in multiples of the elementary time period T , which is equal
to 83V3 s, These parameters are:

. Tg @ duration of the guard interval;

J Ty duration of an OFDM symbol;

. T, : duration of the useful (orthogonal) part of an OFDM symbol (i.e. excluding the guard interval).
The OFDM symbols are grouped to form transmission frames of duration Ty .

As specified in clause 8, a certain number of cellsin each OFDM symbol are transmitted with a predetermined
amplitude and phase, in order to be used as references in the demodulation process. They are called "reference pilots"
and represent a certain proportion of the total number of cells.

Table 2: OFDM symbol parameters

Parameters list Robustness mode
A B C D
T (us) g31/3 g31/3 g31/3 g31/3
24 21173 142/3 91/3
T, (ms
u (ms) (288x T) (256 x T) (176 x T) (112 x T)
T (ms) 2213 51/3 51/3 7173
g (32xT) 64xT) 64xT) 88x T)
Tg/Tu 1/9 1/4 4/11 11/14
Ts=Ty +Tg (ms) 262/3 262/3 400 16213
Tt (ms) 400 400 400 400
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5 Source coding modes

5.1 Overview

The source coding optionsin the DRM system are shown in figure 2.

DRM Source Encoding

AAC
Encoder
d CELP d mux &
. SBR Encoder Audio channel
gu?]';l & (configuration > Encoder super ¢ coding
g dependent) framing
HVXC
> Encoder
DRM Source Decoding
AAC
Decoder
) super CELP SBR Audio
bit o~ framing < o> Decoder > Decoder S output
stream demux
HVXC
o> Decoder

Figure 2: Audio source coding overview

As described in clause 4.3, the DRM system offers audio coding (AAC) and speech coding (CELP and HVXC). In
addition, a high frequency reconstruction method (SBR) can be used to enhance the perceptual audio quality of the three
different source coding schemes. Special care is taken so that the encoded audio can be composed into audio super
frames of constant length. Multiplexing and UEP of audio/speech servicesis done by means of the multiplex and
channel coding units. Audio specific configuration information is transmitted in the SDC (see clause 6.4.3.10).

5.1.1  AAC audio coding

For generic audio coding, a subset of the MPEG-4 Advanced Audio Coding (AAC) toolbox chosen to best suit the
DRM system environment is used. For example a standard configuration for use in one short wave channel could be
20 kbit/s mono AAC.

Specific features of the AAC stream within the DRM system are:

. Bit rate: AAC can be used at any bit rate. Byte-alignment of the 400 ms audio super frame leadsto a
granularity of 20 bit/s for the AAC bit rate.

. Sampling rates: permitted sampling rates are 12 kHz and 24 kHz.
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Transform length: the transform length is 960 to ensure that one audio frame correspondsto 80 msor 40 msin
time. Thisis required to harmonize CELP and AAC frame lengths and thus to allow the combination of an
integer number of audio frames to build an audio super frame of 400 ms duration.

Error robustness: a subset of MPEG-4 toolsis used to improve the AAC bit stream error robustnessin error
prone channels.

Audio super framing: 5 (12 kHz) or 10 (24 kHz) audio frames are composed into one audio super frame, which
always corresponds to 400 msin time. The audio frames in the audio super frames are encoded together such
that each audio super frame is of constant length, i.e. that bit exchange between audio framesisonly possible
within an audio super frame. One audio super frame is always placed in one logical frame (see clause 6). In
this way no additional synchronization is needed for the audio coding. Retrieval of frame boundaries and
provisions for UEP are also taken care of within the audio super frame.

UEP: better graceful degradation and better operation at higher BERs is achieved by applying UEP to the
AAC hit stream. Unequal error protection is realized via the multiplex/coding units.

MPEG CELP coding

MPEG CELP speech coding is offered in the DRM system to allow for reasonable speech quality at bit rates
significantly below the standard rate (for example "half rate" operation at 8 kbit/s). Possible scenarios for the use of the
speech coder are:

Dual/triple speech applications: instead of one audio program at 20 kbit/s to 24 kbit/s, the channel contains two
or three speech signals of 8 kbit/sto 10 kbit/s each, allowing simultaneous speech transmissions.

Speech servicesin addition to an audio service.

Simulcast transmissions: in case of analogue/digital simulcast only bit rates as low as 8 kbit/s may be
available.

Very robust speech applications: due to its nature a speech coder can be expected to offer higher robustness
against channel errors. Therefore 8 kbit/s speech coding can be used to do ultrarobust speech coding in one
channel.

Basic features of MPEG CELP coding are:

5.1.3

8 kHz or 16 kHz sampling rate;
Bit rates between 4 kbit/s and 20 kbit/s;
error robustness;

composition of an integer number of CELP framesto build one audio super frame.

MPEG HVXC coding

MPEG-4 HV XC (Harmonic Vector eXcitation Coding) speech coding is offered in the DRM system to allow for
reasonable speech quality at very low bit rates such as 2,0 kbit/s. The operating bit rates of HV X C open up new
applications for DRM such as:

Speech servicesin addition to an audio service.
Multi-language application.

Solid-state storage of multiple programs such as news, data base in a card radio (e.g. total of about 4,5 hours of
radio programs can be stored in 4 MByte Flash memory).

Time scale modification for fast playback/browsing of stored program.

Highly error robust transmission with or without hierarchical modulation scheme.
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Basic features of HV X C coding are:
. 8 kHz sampling rate;
. Bit rates of 2,0 kbit/s and 4,0 kbit/s for fixed rate coding;
e  Time scale and pitch modification of arbitrary amounts;

. error robust syntax is supported, and a CRC tool can be used to improve the error resilience of the HVXC
bitstream in error prone channels;

. composition of a constant integer number of HV X C frames (20) to build one audio super frame.

5.1.4  SBR coding

To maintain areasonable perceived audio quality at low bit rates, classical audio or speech source coding algorithms
need to limit the audio bandwidth and to operate at low sampling rates. It is desirable to be able to offer high audio
bandwidth also in very low bit rate environments. This can be realized by the use of Spectral Band Replication (SBR).

The purpose of SBR isto recreate the missing high frequency band of the audio signal that could not be coded by the
encoder. In order to do thisin the best possible way, some side information needs to be transmitted in the audio
bitstream, removing a small percentage of the available data rate from the audio coder. This side information is
computed on the full bandwidth signal, prior to encoding and aids the reconstruction of the high frequencies after
audio/speech decoding.

SBR existsin two versions. The version difference isonly reflected in the decoder design. High Quality SBR uses a
complex filterbank whereas L ow Power SBR uses a real-valued filterbank plus anti-aliasing modules. The Low Power
version of SBR offers a significant reduction in complexity as compared to the High Quality version without
compromising too much on audio quality. AAC + SBR isdefined in MPEG-4 Audio (High Efficiency AAC profile).
SBRisalso used in the configurations HVXC + SBR and CELP + SBR.

5.1.5 PS coding

For improved performance at low bitrate stereo coding, a Parametric Stereo (PS) coder is available. The PS tool can be
used when running the configuration AAC + SBR (MPEG High Efficiency AAC profile). In the source coding signal
chain depicted in figure 2, the encoding and decoding of PS are performed within the SBR encoding and decoding
blocks. The general idea with PS coding isto send stereo image describing data as side information along with a
downmixed mono signal. This stereo side information is very concise and only requires a small fraction of the total
bitrate allowing the mono signal to have maximum quality for the total bitrate given.

The stereo synthesis at the decoder reconstructs spatial properties but does not affect the total spectral energy. Hence,
there is no colorization of the frequency spectrum compared to the mono compatible core signal. The target bitrates for
applying parametric stereo coding on AAC + SBR are preferably any bitrate range where traditional stereo cannot be
afforded.

If the broadcast signal contains PS data, the PStool as specified in MPEG-4 Audio [2] shall be used. In addition, the PS
tool as specified in clause 5.7 may be used.

5.1.6 Error concealment

For each audio coder and for the SBR and PS tools a description for the conceal ment of erroneous bit streamsis given.
The error concealment provided by a DRM decoder shall provide at least the same level of performance as the specified
concealment tools, but may be enhanced by specific implementations.

5.2 UEP and audio super framing

Today's coding schemes are highly optimized in terms of coding efficiency and according to information theory this
should lead to the fact, that the entropy of the bitsis nearly equal. If this assumption is true, then the channel coding
must be optimized, such that the total amount of residual errors usually referred to as Bit Error Rate (BER) is
minimized. This criterion can be fulfilled by a channel coding method called Equal Error Protection (EEP), were all
information bits are protected with the same amount of redundancy.
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However, the audible effects of errors are not independent of the part of the bitstream that was hit by the error. This
behaviour of unequal error sensitivity iswell known for source coding schemes that are used in broadcast and
communication systems, like DAB (Eureka 147) or GSM. The optimized solution to cope with this unequal error
sensitivity is called Unequa Error Protection (UEP). In such a system, higher protection is assigned to the more
sensitive information, whereas lower protection is assigned to the less sensitive part of the bitstream.

To accommodate for UEP channel coding, it is necessary to have frames with a constant length and a UEP profile that
is constant as well for agiven bit rate. Since AAC is a coding scheme with a variable length, several coded frames are
grouped together to build one audio super frame. The bit rate of the audio super frame is constant. Since the channel
coding is based on audio super frames, the audio super frames themselves consist of two parts. a higher protected part
and alower protected part. Therefore, the coded audio framesitself have to be split into these two part. Further details
on the audio super frame structure of AAC, CELP and HV X C are provided in the subsequent clauses. Note that HVXC
isintended for use with the EEP scheme only.

Table 3: Syntax of audio_super_frame()

Syntax No. of bits Note
audio_super_frame(audio_info) /laudio info from the SDC
switch (audio_info.audio_coding) {
case AAC:
aac_super_frame(audio_info);
break;
case CELP:
celp_super_frame(audio_info);
break;
case HVXC:
hvxc_super_frame(audio_info);
break;
}
}
NOTE: The SDC describes the audio coder used, and the parameters associated with that coder. It also provides
information about the sampling rate and bit rate used (see clause 6).

5.3 AAC coding

The following two clauses explain how the AAC and AAC + SBR frames fit into the audio super frame.

5.3.1 AAC

I SO/IEC 14496-3 [2] defines the MPEG-4 Audio standard. The audio coding standard MPEG-4 AAC is part of the
MPEG-4 Audio standard. From the possible audio object types, only the Error Robust (ER) AAC Scalableobject type
(Object Type ID = 20), which is part of the High Quality Audio Profile, isused in the DRM system.

DRM specific usage of MPEG-4 AAC: Three error robustness tools may be used within an MPEG-4 ER AAC
bitstream: HCR (Huffman Codeword Reordering), VCB11 (Virtual Codebooks for Codebook 11) and RVLC

(Reversible Variable Length Coding). In the DRM system, all AAC bitstreams shall use the HCR tool, since this tool
reduces the error sensitivity of the bitstream significantly with a minimum of overhead. The VCB11 tool shall be used,
since for low bit rates, the VCB11 overhead isless than 1 %. The RVLC tool is not used, sinceit introduces a
significant bit rate overhead that is a major drawback for the low bit rates used by DRM.

The MPEG-4 AAC tool PNS (Perceptual Noise Substitution) is not used in DRM since SBR provides this functionality
more appropriately.

For DRM the 960 transform shall be used.

When 12 kHz sampling is used, 5 AAC frames shall be combined into one audio super frame.
When 24 kHz sampling is used, 10 AAC frames shall be combined into one audio super frame.
The AAC sampling rate shall be 24 kHz when the stereo mode is used.

No standard extension_payload() shall be used and the only allowed extension is SBR (signalled via SDC).
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The left and the right channel in one stereo audio frame are transmitted in an interleaved way to achieve a decreasing
error sensitivity within the stereo frame.

Any DRM AAC bitstream can easily be trandated into an MPEG-4 ER compliant bitstream by applying the above
rules.

When the transmission is a base layer (the Base/Enhancement flag in the FAC is O, see clause 6.3.3), the AAC frame
corresponds to aac_scalable_ main_element() as defined in the MPEG-4 standard [2].

The MPEG-4 standard defines how the bits for one raw error robust AAC audio frame are stored. Each element of the
error robust AAC hitstream is assigned an error sensitivity category. In the DRM system there are two possible error
robust AAC audio frames:

mono audio frame

One mono audio frame consists of three consecutive parts, hereinafter called monol, mono2 and mono3. Monol
contains the Side Information (SI) bits, mono2 contains the Temporal Noise Shaping (TNS) bits and mono3 contains
the spectral data bits. The error sensitivity decreases from monol to mono3.

stereo audio frame

One stereo audio frame consists of seven consecutive parts, hereinafter called stereol (common side info), stereo2 (side
info left channel), stereo3 (side info right channel), stereo4 (TNS left channel), stereo5 (TNS right channel), stereo6
(spectral dataleft channel), stereo? (spectral dataright channel). With thisinterleaving of left and right channel, the
error sensitivity is decreasing from stereol to stereo?.

5.3.1.1 AAC audio super frame

Table 4: Syntax of aac_super_frame()

Syntax No. of bits Note
aac_super_frame(audio_info) /faudio info from the SDC

{

switch (audio_info.audio_sampling_rate) { /lonly 12 000 and 24 000 is allowed
case 12 000: num_frames = 5;
break;
case 24 000: num_frames = 10;
break;
}
aac_super_frame_header(num_frames - 1);
for (f = 0; f < num_frames; f++) {
I/ higher_protected_block
for (b = 0; b < num_higher_protected_bytes; b++)
audio_framel[f][b]; 8
aac_crc_bits|f]; 8 see annex D
}
/Nlower_protected_part
for (f = 0; f < num_frames; f++) {
num_lower_protected_bytes = frame_length[f] - num_higher_protected_bytes;
for (b = 0; b < num_lower_protected_bytes; b++)
audio_frame[f][num_higher_protected_bytes + b]; 8

}
}
NOTE 1: num_higher_protected_bytes is derived from the UEP profile used (see clause 6).
NOTE 2: audio frame is either an AAC or an AAC + SBR frame.
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Table 5: Syntax of aac_super_frame_header()

Syntax No. of bits Note

aac_super_frame_header(num_borders)

{
previous_border = 0;

for (n = 0; n < num_borders; n++) {

frame_length[n] = frame_border - previous_border; // frame border in bytes 12

previous_border = frame_border;

frame_length[num_borders] = audio_payload_length - previous_border;
if (num_borders == 9)
reserved; /I byte-alignment 4

}
NOTE: The audio_payload_length is derived from the length of the audio super frame
(data_length_of _part_A + data_length_of_part_B) subtracting the audio super frame overhead (bytes used
for the audio super frame header() and for the aac_crc_bits).

higher protected part

The higher protected part contains one header followed by num_frames higher protected blocks. num_framesisthe
number of audio framesin the audio super frame.

header

The header contains information to recover the frame lengths of the num_frames AAC frames stored in the audio super
frame.

All the frame lengths are derived from the absolute positions of the frame borders. These frame borders are stored
consecutively in the header. Each frame border occupies 12 bits (unsigned integer, most significant bit first). The frame
border is measured in bytes from the start of the AAC bitstream sequence. 4 padding bits are added in case
num_frames==10. num_frames-1 frame borders are stored in the header.

higher protected block

One higher protected block contains a certain amount of bytes from the start of each AAC frame, dependent upon the
UEP profile. One 8-bit CRC check derived from the CRC-hits of the corresponding AAC frame follows (see annex D
for CRC calculation). For a mono signal, the CRC-bits cover (monol, mono2). For a stereo signal, the CRC-hits cover
(stereol, stereo2, stereo3, stereod, stereob).

lower protected part

The lower protected bytes (the remaining bytes not stored in the higher protected part) of the AAC frames are stored
consecutively in the lower protected part.
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Figure 3 illustrates an example audio super frame with 10 audio frames in the cases of equal and unequal error
protection.

Audio Super Frame with EEP (Equal Error Protection)

f N S f

positions of audio frame borders 1-9

- header |:| payload (audio frames) |:I CRC

Audio Super Frame with UEP (Unequal Error Protection)

UEP higher protected part UEP lower protected part

- header |:| higher protected payload |:| lower protected payload |:I CRC

Figure 3: Example AAC audio super frame with 10 audio frames

5.3.2 AAC + SBR

The SBR sampling rate is twice the AAC sampling rate. One raw AAC + SBR frame contains an AAC part and a SBR
part. The SBR part of the dataiis located at the end of the frame. The first bit in the SBR-bitstream is the last bit in the
frame, and the SBR bits are thus written/read in reversed order. In this way, the starting points of respective part of the
frame data are always easily found.

Audio Frame n-1 Audio Frame n Audio Frame n+1
AAC data SBR data
|
c—> <4—
bit reading direction bit reading direction
stuffing bits

Figure 4: AAC + SBR frame

Both AAC and SBR data-sizes vary from frame to frame. The total size of the individua frames, now including the
SBR data, can be derived from the aac_super_frame_header() as described in clause 5.3.1. Thus no extra signalling due
to the varying SBR bit rate is needed.

The AAC + SBR frames are inserted into the audio super frame in the same manner as when SBR is not used.
For source coding bit rates at 20 kbit/s or greater, SBR shall be used. For bit rates below 20 kbit/s, SBR may be used.

The details of the SBR-bitstream are described in clause 5.6.1.
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5.3.3

The AAC core decoder includes a concealment function that increases the delay of the decoder by one frame.

AAC error concealment

There are various tests inside the core decoder, starting with the CRC test and ending in avariety of plausibility checks.
If such a check indicates an invalid bit stream, then concealment is applied. Concealment is also applied when the
channel decoder indicates a distorted data frame.

Concealment works on the spectral data just before the final frequency to time conversion. In case asingle frame is
corrupted, concealment interpolates between the preceding and the following valid frames to create the spectral data for
the missing frame. If multiple frames are corrupted, concealment implements first a fade out based on slightly modified
spectral values from the last valid frame. If the decoder recovers from the error condition, the concealment algorithm
performs afade-in on valid spectral values. Fade in might be delayed (suppressed) to deal with error conditions, where
only avalid frame here and there is perceived.

5.3.3.1 Interpolation of one corrupt frame

In the following, the current frame is frame number n, the corrupt frame to be interpolated is the frame n-1 and the
frame before has the number n-2. Frame number n-2 is the preceding valid frame which spectral values have been
stored during the processing in the previous call to the decoder.

The determination of window sequence and the window shape of the corrupt frame is described in table 5a.

Table 5a: Interpolated window sequences and window shapes

window sequence n-2

window sequence n

window sequence n-1

window shape n-1

ONLY_LONG_SEQUENCE
or
LONG_START_SEQUENCE
or
LONG_STOP_SEQUENCE

ONLY_LONG_SEQUENCE
or
LONG_START_SEQUENCE
or
LONG_STOP_SEQUENCE

ONLY_LONG_SEQUENCE

ONLY_LONG_SEQUENCE
or
LONG_START_SEQUENCE
or
LONG_STOP_SEQUENCE

EIGHT_SHORT_SEQUENCE

LONG_START_SEQUENCE

EIGHT _SHORT SEQUENCE

EIGHT _SHORT SEQUENCE

EIGHT _SHORT SEQUENCE

EIGHT_SHORT SEQUENCE

ONLY_LONG_SEQUENCE
or
LONG_START_SEQUENCE
or
LONG_STOP_SEQUENCE

LONG_STOP_SEQUENCE

The scalefactor band energies of framesn-2 and n are calculated. If the window sequence in one of these framesisan

EIGHT_SHORT_SEQUENCE and the final window sequence for frame n-1 is one of the long transform windows, the
scalefactor band energies are calculated for long block scalefactor bands by mapping the frequency line index of short
block spectral coefficients to along block representation. The new interpolated spectrum is built on a per-
scalefactorband basis by reusing the spectrum of the older frame n-2 and multiplying a factor to each spectral
coefficient. An exception is made in the case of a short window sequence in frame n-2 and along window segquence in
frame n, here the spectrum of the actual frame n is modified by the interpolation factor. This factor is constant over the
range of each scalefactor band and is derived from the scalefactor band energy differences of framesn-2 and n. Finally
noise substitution is applied by flipping the sign of the interpolated spectral coefficients randomly.

5.33.2 Fade-out and fade-in

Fade-out and fade-in behaviour, i.e. the attenuation ramp, might be fixed or adjustable by the user. The spectral
coefficients from the last frame are attenuated by a factor corresponding to the fade-out characteristics and then passed
to the frequency to-time mapping. Depending on the attenuation ramp, the concealment switches to muting after a
number of consecutive invalid frames, that means the compl ete spectrum will be set to 0.
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After recovering from the error condition, the decoder fades in again depending on a ramp-up function possibly
different from the ramp-down characteristics. If the concealment has switched to muting, fade-in might be suppressed
for a configurable number of frames to avoid annoying output of non-consecutive single valid frames.

5.3.3.3 Concealment granularity

In case the spectral datais only partly destroyed, i.e. the CRC test and the plausibility checks are OK, error conceal ment
might be applied in afiner granularity. The use of the error robustness tools HCR and VCB11 allow the decoder to
detect invalid spectral lines. In case only afew lines are destroyed, the AAC conceal ment strategy above might be
applied only to the corresponding scalefactor bands or to the destroyed lines.

54 MPEG CELP coding

5.4.1 MPEG CELP

I SO/IEC 14496-3 [2] defines the MPEG-4 Audio standard. The speech coding standard MPEG-4 CELP (Code Excited
Linear Prediction) is part of the MPEG-4 Audio standard. Two versions are defined, but only version 2 is intended for
the use in error prone channels. The CELP bitstreams in the DRM system are therefore MPEG-4 version 2 bitstreams.
From the possible audio object types, only the Error Robust (ER) CELP object type (Object Type ID = 24), whichis
part of the High Quality Audio Profile, isused in the DRM system.

The MPEG-4 CELP covers the compression and decoding of natural speech sound at bit rates ranging between 4 kbit/s
and 24 kbit/s. MPEG-4 CELP is awell-known coding algorithm with new functionality. Conventional CELP coders
offer compression at asingle bit rate and are optimized for specific applications. Compression is one of the
functionalities provided by MPEG-4 CELP, but MPEG-4 also enables the use of one basic coder in multiple
applications. It provides scalability in bit rate and bandwidth, as well as the ability to generate bitstreams at arbitrary bit
rates. The MPEG-4 CELP coder supports two sampling rates, namely, 8 kHz and 16 kHz. The associated bandwidths
are 100 Hz to 3 800 Hz for 8 kHz sampling and 50 Hz to 7 000 Hz for 16 kHz sampling.

A basic block diagram of the CELP decoder isgivenin figure 5.

LPC LPC Parameter LPC Parameter
Indices > >
Decoder Interpolator
Lag Adaptive [
Index >
Codebook | 7Y
Y
Shape Fixed C_{_\ LP Synthesis Post Output
> >——> > > > ;
Index 1 Codebook 1 4 “/ Filter Filter Signal
L ]
L ]
[ ]
Shape R Fixed |
Index n | codebook n | I
Gain Gain Excitation
Indices Decoder Generator

Figure 5: Block diagram of a CELP decoder
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The CELP decoder primarily consists of an excitation generator and a synthesis filter. Additionally, CELP decoders
often include a post-filter. The excitation generator has an adaptive codebook to model periodic components, fixed
codebooks to model random components and a gain decoder to represent a speech signal level. Indices for the
codebooks and gains are provided by the encoder. The codebook indices (pitch-lag index for the adaptive codebook and
shape index for the fixed codebook) and gain indices (adaptive and fixed codebook gains) are used to generate the
excitation signal. The excitation signal is then filtered by the linear predictive synthesis filter (LP synthesis filter). Filter
coefficients are reconstructed using the LPC indices, then are interpolated with the filter coefficients of successive
analysis frames. Finally, a post-filter can optionally be applied in order to enhance the speech quality.

The MPEG-4 CELP coder offers the following functionalities: Multiple bit rates, Bit rate Scalability, Bandwidth
Scalability, Silence Compression and Fine Rate Control. DRM only uses the multiple bit rates functionality.

Multiple bit rates: the available bit rates depend on the sampling rate. The following fixed bit rates can be used.

Table 6: Fixed bit rates for the CELP coder

Bit rates for the 8 kHz sampling rate (bit/s) Bit rates for the 16 kHz sampling rate (bit/s)
3850, 4 250, 4 650, 5 700, 6 000, 6 300, 6 600, (10 900, 11 500, 12 100, 12 700, 13 300, 13 900,
6 900, 7 100, 7 300, 7 700, 8 300, 8 700, 9 100, (14 300, 14 700, 15 900, 17 100, 17 900, 18 700,
9 500, 9 900, 10 300, 10 500, 10 700, 11 000, 19 500, 20 300, 21 100, 13 600, 14 200, 14 800,
11 400, 11 800, 12 000, 12 200 15 400, 16 000, 16 600, 17 000, 17 400, 18 600,
19 800, 20 600, 21 400, 22 200, 23 000, 23 800

The algorithmic delay of the CELP coder comes from the frame length and an additional ook ahead length. The frame
length depends on the coding mode and the hit rate. The look ahead length, which is an informative parameter, also
depends on the coding mode. The delays presented below are applicable to the modes used in DRM.

Table 7: Delay and frame length for the CELP coder at 8 kHz sampling rate

Bit rate (bit/s) Delay (ms) Frame length (ms)
3850, 4 250, 4 650 45 40
5 700, 6 000, 6 300, 6 600, 6 900, 7 100, 7 300, 7 700, 8 300, 8 700, 25 20
9 100, 9 500, 9 900, 10 300, 10 500, 10 700
11 000, 11 400, 11 800, 12 000, 12 200 15 10

Table 8: Delay and frame length for the CELP coder at 16 kHz sampling rate

Bit rate (bit/s) Delay (ms) Frame length (ms)
10900, 11 500, 12 100, 12 700, 13 300, 13 900, 14 300, 14 700, 25 20
15900, 17 100, 17 900, 18 700, 19 500, 20 300, 21 100
13 600, 14 200, 14 800, 15 400, 16 000, 16 600, 17 000, 17 400, 15 10
18 600, 19 800, 20 600, 21 400, 22 200, 23 000, 23 800

541.1 CELP audio super frame

CELP frames have a fixed frame length. The CELP audio frames are grouped together to form audio super frames of
400 ms duration. UEP is applicable. The start of each audio frame is mapped into the higher protected part, the
remaining bits are allocated to the lower protected part. The partitioning of the CELP framesis given in tables 10 and
11. The CELP hit rate index is signalled in the SDC.
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Syntax No. of bits Note
celp_super_frame(celp_table_ind) /I CELP table index from the SDC
switch (audio_info.audio_sampling_rate) {//only 8 000 and 16 000 is allowed
case 8 000:
(num_frames, num_higher_protected_bits, num_lower_protected_bits)
=read_table_10 (CELP_index)
break;
case 16 000:
(num_frames, num_higher_protected_bits, num_lower_protected_bits)
=read_table_11 (CELP_index)
break;
}
for (f = 0; f < num_frames; f++) {
/I higher_protected_block
for (b = 0; b < num_higher_protected_bits; b++)
celp_frame][f][b] 1
if (audio_info.CELP_CRC == 1)
celp_crc_bits]f] 8 see annex D
}
/I lower_protected_part
for (f = 0; f < num_frames; f++) {
for (b = 0; b < num_lower_protected_bits; b++)
celp_frame[f][num_higher_protected_bits + b] 1
}
}
Table 10: UEP parameters for 8 kHz sampling CELP
CELP bit Bit rate Audio Higher Lower Higher Lower Audio super
rate index (bits/s) frame protected protected protected part |protected part |frame length
length (ms) part part (bytes/audio (bytes/audio (bytes)
(bits/audio (bits/audio super frame) | super frame)
frame) frame)
0 3850 40 36 118 45 148 193 (see note)
1 4 250 40 36 134 45 168 213 (see note)
2 4 650 40 36 150 45 188 233 (see note)
6 5700 20 24 90 60 225 285
7 6 000 20 24 96 60 240 300
8 6 300 20 24 102 60 255 315
9 6 600 20 24 108 60 270 330
10 6 900 20 24 114 60 285 345
11 7100 20 24 118 60 295 355
12 7 300 20 24 122 60 305 365
13 7 700 20 36 118 90 295 385
14 8 300 20 36 130 90 325 415
15 8 700 20 36 138 90 345 435
16 9100 20 36 146 90 365 455
17 9 500 20 36 154 90 385 475
18 9900 20 36 162 90 405 495
19 10 300 20 36 170 90 425 515
20 10 500 20 36 174 90 435 525
21 10 700 20 36 178 90 445 535
22 11 000 10 24 86 120 430 550
23 11 400 10 24 90 120 450 570
24 11 800 10 24 94 120 470 590
25 12 000 10 24 96 120 480 600
26 12 200 10 24 98 120 490 610
NOTE:  For these bit rates, the last four bits of the audio super frame are padded with 0 s.
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Table 11: UEP parameters for 16 kHz sampling CELP

CELP bit Bit rate Audio Higher Lower Higher Lower Audio super
rate index (bits/s) frame protected protected protected part |protected part |frame length
length part part (bytes/audio (bytes/audio (bytes)
(ms) (bits/audio (bits/audio super frame) | super frame)
frame) frame)
0 10 900 20 64 154 160 385 545
1 11 500 20 64 166 160 415 575
2 12 100 20 64 178 160 445 605
3 12 700 20 64 190 160 475 635
4 13 300 20 64 202 160 505 665
5 13 900 20 64 214 160 535 695
6 14 300 20 64 222 160 555 715
8 14 700 20 92 202 230 505 735
9 15 900 20 92 226 230 565 795
10 17 100 20 92 250 230 625 855
11 17 900 20 92 266 230 665 895
12 18 700 20 92 282 230 705 935
13 19 500 20 92 298 230 745 975
14 20 300 20 92 314 230 785 1015
15 21100 20 92 330 230 825 1055
16 13 600 10 50 86 250 430 680
17 14 200 10 50 92 250 460 710
18 14 800 10 50 98 250 490 740
19 15 400 10 50 104 250 520 770
20 16 000 10 50 110 250 550 800
21 16 600 10 50 116 250 580 830
22 17 000 10 50 120 250 600 850
24 17 400 10 64 110 320 550 870
25 18 600 10 64 122 320 610 930
26 19 800 10 64 134 320 670 990
27 20 600 10 64 142 320 710 1030
28 21 400 10 64 150 320 750 1070
29 22 200 10 64 158 320 790 1110
30 23 000 10 64 166 320 830 1150
31 23 800 10 64 174 320 870 1190
54.2 CELP + SBR

Figure 6 outlines the audio super frame composition for CELP + SBR. The CELP core part isidentica to the CELP
audio super frame defined in clause 5.4.1.1 and includes the possible 4 padding bits. Regardless of the frame lengths of
the CELP core (10 ms, 20 ms or 40 ms), SBR employs 40 ms frames.

10, 20 or 40 CELP frames

(SBR header)

i 10 SBR frames

fill

Figure 6: CELP + SBR audio super frame overview

The number of bits per SBR frame is constant and no signalling of frame locations within the superframe is used. After

the last SBR frame, additional bits for byte alignment follow. If the sbr_header_flaginthe SDCis set (see

clause 6.4.3.10) the SBR frames are preceded by a single SBR header. In this mode, a wide range of SBR tunings, and
correspondingly different overheads, are possible. If the flag is not set, no header is sent, and predefined combinations

of tuning parameters are used as defined in clause I.1.

5.4.3

CELP error concealment

The informative error concealment strategy described in [2], section 1.B.2.2 "Example for CELP" shall be used. Only
the Bit Error (BE) mode appliesto DRM and the BF_flag corresponds to the result of the CRC test: BF_flag=0 if the

CRCtestisOK and BF_flag=1 if the CRC test fails.
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5.5 HVXC coding

The MPEG-4 HV XC (Harmonic Vector eXcitation Coding) speech coding toolset as defined in I SO/IEC 14496-3 [2]
covers the compression and decoding of natural speech sound at bit rates of 2,0 kbit/s and 4,0 kbit/s. HV X C employs
harmonic coding of LPC residual signals for voiced segments and Vector eXcitation Coding (VXC) for unvoiced
segments. HV X C provides communications-quality to near-toll-quality speech in the 100 Hz to 3 800 Hz band at 8 kHz
sampling rate. In addition, the functionality of pitch and speed change during decoding is supported. This functionality
is useful for fast speech database search or browsing. HV X C has a syntax providing error sensitivity categories that can
be used with an error robustness tool. Additionally the error concealment functionality is supported for the usein
error-prone channels.

DRM uses a subset of the HV X C description in ISO/IEC 14496-3 [2], which limits the syntax to the error robust syntax
and the data rates to the two options of 2,0 kbit/s and 4,0 kbit/s. Further, HV X C is used with the non-scalable syntax
only. For robust decoding in error-prone channels alow-complexity error concealment tool (CRC and intra-frame
interleaving) is defined specifically for DRM.

The syntax of the HV X C audio super frame isidentical for all possible HVXC modes, since HV XC does hot support
UEP functionality and the length of a HV X C audio frame is always 20 ms.

Table 12: Syntax of hvxc_super_frame()

Syntax No. of bits Note
hvxc_super_frame(audio_info) /I audio info from the SDC
{
num_frames = 20;
}

The number of bits contained in one audio frame is given by the audio information from the SDC (HVXC _rate,
HVXC_CRC).

In case the 4,0 kbit/s fixed rate HV X C coder is used with the CRC tool, the last 4 bits of each audio super frame are
padded with zeros and the receiver shall ignore these bits. The resulting bit rate therefore is 4,66 kbit/s.

Only the fixed rate modes of HV X C (2,0 kbit/s or 4,0 kbit/s) are used in audio super frames. Variable rate modes may
be applicable for use with packet mode applications in the future.

55.1 Definitions

5511 HVXC source coder parameters

The definition of the basic data entities of a MPEG-4 compliant HV X C speech coding system is givenin
ISO/IEC 14496-3 [2] and isreproduced as table N.1.

551.2 CRC bits for fixed bit rate modes

Table 13 describes the various CRC bits added for error protection in the DRM system.

Table 13: CRC bits for fixed bit rate modes

Parameter Description length (bits)
CRCO_2k CRC bits for ESCO at 2 kbit/s 6
CRC1 2k CRC bits for ESC1 at 2 kbit/s 1
CRC2_2k CRC bits for ESC2 at 2 kbit/s 1
CRCO_4k CRC bits for ESCO at 4 kbit/s 6
CRC1_4k CRC bits for ESC1 at 4 kbit/s 5
CRC2 4k CRC bits for ESC2 at 4 kbit/s 1
CRC3_4k CRC bits for ESC3 at 4 kbit/s 1
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55.2 HVXC decoder

Figure 7 shows the overall structure of the HV XC decoder. The basic decoding process is composed of four steps;
de-quantization of parameters, generation of excitation signals for voiced frames by sinusoidal synthesis (harmonic
synthesis) and noise component addition, generation of excitation signals for unvoiced frames by codebook ook-up,
and LPC synthesis. To enhance the synthesized speech quality spectral post-filtering is used. The informative postfilter
in MPEG-4 [2], Annex 2.B is normative for DRM.

For voiced frames, a fixed dimension harmonic spectral vector, obtained by de-quantization of the spectral magnitude,
isfirst converted to the one having the original dimension which varies frame by frame in accordance with the pitch
value. Thisis done by the dimension converter in which a band-limited interpolator generates a set of spectral
magnitude values at harmonic frequencies without changing the shape of the spectral envelope. Using the spectral
magnitude values, atime domain excitation signal isthen generated by the fast harmonic synthesis algorithm using an
IFFT. In order to make the synthesized speech sound natural, a noise component is additionally used. A Gaussian noise
spectral component, covering 2 kHz to 3,8 kHz, is coloured in accordance with the harmonic spectral magnitudesin the
frequency domain, and its IDFT is added to voiced excitation signals in the time domain. The amount and bandwidth of
this additive noise is controlled by the transmitted two-bit V/UV value, which is encoded based on the normalized
maximum autocorrelation of the LPC residual signal. Noise added harmonic excitation signals for voiced segments are
then fed into the LPC synthesis filter followed by the postfilter.

InversevQ Interpolation
LSP O—¥ of > N
LSP LSP
Pitch O— ® >
Param. Noise
e Inter- Generation
polation >
for L
v speed
Harmonic LPC
Inverse VQ control — _ Synthesis Postfilter
Spectral Spgétral .| Synthesis Filter
Envelope ” i Output
Envelope P
P v Speech
. i LPC
ape Stochastic | Windowing - Synthesis Postfilter
& Gain O Codebook | Filter

Figure 7: Block diagram of the HVXC decoder

For unvoiced segments, the usual VX C decoding algorithm is used where an excitation signal is generated by
multiplying the gain value with the stochastic code vector. The result is then fed into the LPC synthesis filter followed
by the postfilter. Finally, the synthesized speech components for voiced and unvoiced segments are added to form the
output signal. The description of the time-scale modification standard can be found in the MPEG-4 [2].

55.3 HVXC encoder

Figure 8 shows the overall structure of the encoder of the MPEG-4 HV XC. Table N.2 shows the hit alocations for the
2,0 kbit/s and 4,0 kbit/s coders using fixed rate coding. The parameters followed by (enh) are used only for the
4,0 kbit/s mode. Operation of each part is described in figure 8.
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Figure 8: Block diagram of the HVXC encoder
5531 LPC analysis and LSP quantization

The speech input at a sampling rate of 8 kHz is formed into frames with alength and interval of 256 samples and
160 samples, respectively. Tenth order LPC analysisis carried out using windowed input data over one frame. LPC
parameters are converted to L SP parameters and vector quantized with a partia prediction and multi-stage vector
guantization scheme. LPC residual signals are computed by inverse filtering the input data using quantized and
interpolated L SP parameters.

5.5.3.2 Open loop pitch search

The open loop pitch value is estimated based on the peak values of the autocorrelation of the LPC residual signals.
Using estimated past and current pitch values, pitch tracking is conducted to have a continuous pitch contour and to
make the reliability of the pitch estimation higher. The voiced/unvoiced decision of the previous frameis aso used to
ensure the pitch tracking operation.

5.5.3.3 Harmonic magnitude and fine pitch estimation

The power spectrum of the LPC residual signal is then fed into the fine pitch and harmonic magnitude estimation block,
where the harmonic spectral envelope of the LPC residual signal is estimated as follows: A basis spectrum representing
one harmonic spectrum is gain scaled and arranged with the spacing of the fundamental frequency obtained by the open
loop pitch search. The gain scaling for each harmonic and fundamental frequency is adjusted simultaneously so that the
difference between the synthesized power spectrum and actual LPC residual spectrum is minimized. The harmonic
spectral envelope for a voiced segment is then vector quantized.

5.5.34 Vector quantization of harmonic magnitudes

In order to vector quantize a spectral envelope composed of a variable number of harmonics, the harmonic spectral
vector isfirst converted to afixed-dimension vector. Band-limited interpolation by a polyphase filter bank is used for
the dimensional conversion. A fixed-dimension spectral vector X isthen quantized with weighted distortion measure

D:

D = [WH (x - 9(so + D)
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where S, isthe output of the first shape codebook, s; isthe output of the second shape codebook, and g isthe output

of the gain codebook. The diagona components of the matrices H and W are the magnitudes of the frequency
response of the LPC synthesis filter and the perceptual weighting filter, respectively. In order to reduce the memory
requirements and search complexity while maintaining a high performance, two-stage vector quantization scheme is
employed for the spectral shape together with a scalar quantizer for the gain under 2,0 kbit/s coding. For the 4,0 kbit/s
mode, the quantized harmonic magnitude vector with fixed dimension isfirst converted to the dimension of original
harmonics by the same band-limited interpolation mentioned above. The difference between the original harmonics and
de-quantized and dimension converted harmonics are then quantized with additional vector quantizers. This multi-stage
structure allows generation of scalable bit-streams.

5.5.35 Voiced/Unvoiced decision

The Voiced/Unvoiced decision is made based on the maximum autocorrelation of the LPC residual signals, the number
of zero crossing and the harmonic structure of the power spectrum of the LPC residual signals.

5.5.3.6 VXC coding of unvoiced signals

For unvoiced segments, regular VXC coding is carried out, where only stochastic codebooks are used. A 6 bits shape
codebook of dimension 80 and 4 bits gain codebook are used for the 2,0 kbit/s mode. For the 4,0 kbit/s mode, the
guantization error of the 2,0 kbit/s mode is quantized using a 5 bits shape codebook of dimension 40 and a 3 bitsgain
codebook at the additional stage.

554 HVXC channel coding

554.1 Protected bit selection

According to the sensitivity of bits, encoded bits are classified to several Error Sensitivity Categories (ESC). The
number of bits for each ESC is shown in table 14 (2,0 kbit/s, voiced sound), table 15 (2,0 kbit/s, unvoiced sound),
table 16 (4,0 kbit/s, voiced sound) and table 17 (4,0 kbit/s, unvoiced sound). ESCO is the group of the most error
sensitive bits and ESCA4 is the group of the least sensitive bits. Bit rate setting of total of 2,4 kbit/s using 2,0 kbit/s
source coder rate, and total of 4,66 kbit/s using 4,0 kbit/s source coder rate are shown.

NOTE: Theoverdl bit rate due to the usage of a CRC is 4,65 kbit/s, but additionally 4 padding bits have to be
inserted for each audio super frame, resulting in an overall bit rate of 4,66 kbit/s, see clause 5.5.

Table 14: Number of ESC bits at 2,0 kbit/s fixed rate mode (voiced sound)

Parameters Voiced frame
ESCO (bits) | ESC1 (bits) ESC2 (bits) ESC3 (bits) total (bits)

LSP1 5 - - - 5
LSP2 2 - - 5 7
LSP3 1 - - 4 5
LSP4 1 - - 1
VUV 2 - 2
Pitch 6 - - 1 7
SE_gain 5 - - - 5
SE_shapel - 4 4
SE_shape2 - - 4 - 4
total 22 4 4 10 40
CRC 6 1 1 - 8
total + CRC 28 5 5 10 48
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Table 15: Number of ESC bits at 2,0 kbit/s fixed rate mode (unvoiced sound)

Parameters Unvoiced frame
ESCO (bits) | ESC1 (bits) ESC2 (bits) ESC3 (bits) total (bits)

LSP1
LSP2
LSP3
LSP4
VUV
VX_gainl [O]
VX _gainl [1]
VX _shapel [0]
VX_shapel [1] -
total 22
CRC 6
total + CRC 28
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Table 16: Number of ESC bits at 4,0 kbit/s fixed rate mode (voiced sound)

Parameters Voiced frame
ESCO (bits) | ESC1 (bits) | ESC2 (bits) | ESC3 (bits) | ESC4 (bits) total (bits)

LSP1 5 - - - - 5
LSP2 4 - - - 3 7
LSP3 1 - - - 4 5
LSP4 1 - - - - 1
LSP5 1 - - - 7 8
VUV 2 - - - - 2
Pitch 6 - - - 1 7
SE_gain 5 - - - - 5
SE_shapel - - 4 - - 4
SE_shape2 - - - 4 - 4
SE_shape3 5 - - - 2 7
SE_shape4 1 9 - - - 10
SE_shapeb 1 8 - - - 9
SE_shape6 1 5 - - - 6
Total 33 22 4 4 17 80
CRC 6 5 1 1 - 13
Total + CRC 39 27 5 5 17 93
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Table 17: Number of ESC bits at 4,0 kbit/s fixed rate mode (unvoiced sound)

Parameters Unvoiced frame
ESCO (bits) | ESC1 (bits) | ESC2 (bits) | ESC3 (bits) | ESC4 (bits) total (bits)

LSP1
LSP2
LSP3
LSP4
LSP5
VUV
VX _gainl [0]
VX gainl [1]
VX_shapel [0]
VX_shapel [1]
VX_gain2 [0]
VX _gain2 [1]
VX _gain2 [2]
VX_gain2 [3]
VX_shape2 [0]
VX_shape2 [1] - - - -
VX _shape2 [2] - - - -
VX _shape?2 [3] - -
total 33 22
CRC 6 5
total + CRC 39 27
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5.5.4.2 Syntax of DRM HVXC error robustness (ErHVXCfixframe_CRC)

The bitstream syntax consists of several Error Sensitivity Categories (ESC). Some ESCs include source bits and CRC
bits, where CRC bits are computed from source bits within the same ESC.

The HVXC_CRC field in the SDC is used to indicate whether the stream includes CRC parity bits or not
(see clause 6.4.3.10). The bitstream syntax of the input of the CRC checker isgivenin figure 9.

MPEG4 V2
EpConfig=0
bit stream
]
]
:
:
"Syntax shown in
ErHVXCfixframe_CRC tagﬂes 18 to 27" CRC * HVXC audio
input bit stream p| checker > DS:cuc:ggr — output

A

CRC info. for Concealment

Figure 9: Block diagram of HVXC syntax
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Table 18: Syntax of ErHVXCfixframe_CRC()

Syntax

No. of bits

Mnemonic

ErHVXCfixframe_CRC(rate)

if (rate == 2000) {
2k_ESCO0_CRCO();
2k_ESC1_CRCL1()
2k_ESC2_CRC2();
2k_ESC3_NoCRC();

}else {
4k_ESCO0_CRCO();
4k_ESC1_CRC1()
4k_ESC2_CRC2();
4k_ESC3_CRC3();
4k_ESC4_NoCRC();

Table 19: Syntax of 2k_ESCO0_CRCO()

Syntax

No. of bits

Mnemonic

2k_ESCO_CRCO()
2k _ESCO();

if (HVXC_CRC==1) {
CRCO_2k, 5-0;
}
}

uimsbf

NOTE: 2k _ESCO() is defined in the MPEG-4 Audio standard [2].

Table 20: Syntax of 2k_ESC1_CRCL1()

Syntax

No. of bits

Mnemonic

2k_ESC1_CRCL()
2k_ESC1();

if (HVXC_CRC==1) {
CRC1_2k, 0;
}
}

uimsbf

NOTE: 2k ESCI() is defined in the MPEG-4 Audio standard [2].

Table 21: Syntax of 2k_ESC2_CRC2()

Syntax

No. of bits

Mnemonic

2k_ESC2_CRC2()
2k _ESC2();

if (HVXC_CRC==1) {
CRC2_2k, 0;
}

uimsbf

}
NOTE: 2k ESC2() is defined in the MPEG-4 Audio standard [2].
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Table 22: Syntax of 2k_ESC3_NoCRC()

Syntax No. of bits Mnemonic
2k_ESC3_NoCRC()
2k_ESC3();
}
NOTE: 2k _ESC3() is defined in the MPEG-4 Audio standard [2].
Table 23: Syntax of 4k_ESCO0_CRCO0()
Syntax No. of bits Mnemonic
4k_ESCO_CRCO0()
{
4k_ESCO0(4000);
if (HVYXC_CRC==1){
CRCO_4k, 5-0; 6 uimsbf
} }
NOTE: 4k _ESCO() is defined in the MPEG-4 Audio standard [2].
Table 24: Syntax of 4k_ESC1_CRC1()
Syntax No. of bits Mnemonic
4k_ESC1_CRC1()
{
4k_ESC1(4000);
if (HVXC_CRC==1) {
CRC1_4k, 4-0; 5 uimsbf
}
}
NOTE: 4k _ESCI() is defined in the MPEG-4 Audio standard [2].
Table 25: Syntax of 4k_ESC2_CRC2()
Syntax No. of bits Mnemonic
4k_ESC2_CRC2()
{
4k_ESC2();
if (HVYXC_CRC==1){
CRC2_4k, 0; 1 uimsbf
} }
NOTE: 4k _ESC2() is defined in the MPEG-4 Audio standard [2].
Table 26: Syntax of 4k_ESC3_CRC3()
Syntax No. of bits Mnemonic
4k_ESC3_CRC3()
4k_ESC3();
if (HVYXC_CRC==1){
CRC3_4k, 0; 1 uimsbf
} }
NOTE: 4k _ESC3() is defined in the MPEG-4 Audio standard [2].
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Table 27: Syntax of 4k_ESC4_NoCRC()

Syntax No. of bits Mnemonic

4k_ESC4_NoCRC()

4k_ESC4(4000);

}
NOTE: 4k _ESCA4() is defined in the MPEG-4 Audio standard [2].

5.5.5  Category interleaving

In order to improve the robustness of the bitstream to channel errors, bit interleaving is carried out where data bits are
reordered inside one frame. Bit interleaving is carried out after the bitstream is ordered and the CRC bits are added as
shown in tables 18 to 27. The interleaving is done in two steps. First, the HV X C bitstream is divided into two sequences
as:

. X0..N; —1] : sequence consists of bits of ESCO where N; isthe number of bitsincluded in ESCO.
. y[0..N, —1] : sequence consists of bits other than ESCO.

The sequence (] iscomposed of ESC1, ESC2..., inthisorder. N, isthe number of bits of ESCO, and N, isthe
number of bits other than ESCO. The total number of bitsis N = N;+ N,.

Next, the sequences X[] and y[] areinterleaved into one sequence Z[0..N —1]. At first, the variables 1, and 1, are set
to 0. A single bit from X{] isinserted when 1, islarger than or equal to 1. Inthiscase, V isadded to i, after bit
insertion. Otherwise asingle bit from y{] isinserted. After asingle bit insertion, N, isadded to ;. The flowchart is
shown in figure 10.
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L, =1,+N;

n=n+1

No

Yes

END

Figure 10: Flowchart of category interleaving method

55.6 HVXC error detection and concealment

5.5.6.1 Cyclic Redundancy Check (CRC)

The CRC parity bits are computed from the source bitsin the same ESC. A schematic diagram of the CRC checker, the
polynomials and initialization procedure is given in annex D.
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556.2 Error concealment

In case a CRC error is detected, error concealment processing (bad frame masking) is carried out in the HV X C decoder.
The state transition diagram of the concealment processing is shown in figure 11. A frame masking state of the current
frame is updated based on the decoded CRC result of ESCO. If a CRC error is detected in ESCO, the frame is declared to
be a"bad" frame. Theinitia state of the state transition diagram is state = 0. The arrow with aletter "1" denotes the
transition for a bad frame, and that with aletter "0" the one for agood frame. At the 2,0 khit/s rate ESC1 and ESC2 are
protected by CRC hits; at the 4,0 kbit/s ESC1 to ESC3 are protected by CRC bits. The results of the CRC checks
against these ESCs are used to maintain toll quality as described in detail below.

55.6.2.1 Parameter replacement

According to the state value, the following parameter replacement is done. In error free condition, the state value
becomes 0, and received source coder bits are used without any conceal ment processing.

L SP parameters

At state = 1...6, LSP parameters are replaced with those of previous states. At state = 7, if LSP4 = 0 (L SP quantization
mode without inter-frame prediction), then L SP parameters are calculated from all LSP indices received in the current
frame. If LSP4 = 1 (L SP quantization mode with inter-frame coding), then L SP parameters are calculated with the
following method, where L SP parameters belonging to the L SP1 index are interpolated with the previous LSPs.

LSP e (N) = pX LSP , (N)+ (21— p)x LSP,,(n) forn=1.10 (1)

prev

LSP pase (n) iSLSP parameters of the base layer, LSRyq,(N) isthe decoded LSPs of the previous frame, LSPi«(n) is
the decoded L SPs from the current LSP1 index, and p isthe interpolation factor. pischanged according to the number
of previous bad frames as shown in table 28. LSP indices LSP2, LSP3 and LSP5 are not used, and LSR__ (n) computed
according to the Equation (1) is used as current L SP parameters.

Table 28: p factor

frame p
0,7
0,6
0,5
0,4
0,3
0,2
0,1
0,0

N[O |0 |WIN|FL|O

Mutevariable

According to the "state” value, avariable "mute" is set to control the output level of the reproduced speech. The "mute”
valuesin table 29 are used. At state = 7, the average of 1,0 and "mute" value of the previous

frame (= 0,5 (1,0 + previous "mute value")) is used. However, when this value is more than 0,8, "mute" valueis
replaced with 0,8.

Table 29: Mute value

state mute value
1,0
0,8
0,7
0,5
0,25
0,125
0,0
average/0,8

N[O |0 |WIN |- |O
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Replacement and gain control of " voiced" parameters

At state = 1...6, spectrum parameter SE_shapel, SE_shape?, spectrum gain parameter SE_gain, spectrum parameter for
4,0 kbit/s mode SE_shape3 ... SE_shapeb are replaced with the corresponding parameters of the previous frame. Also,
to control the volume of the output speech and the harmonic magnitude parameters of LPC residual signal,

" Am[0...127]" is gain controlled as shown in equation (2). In the equation, Amyoq)[i] is computed from the received

spectrum parameters of the latest error free frame.
Am[i] = mutex AMqq) [|] fori=0..127 2
If the previous frame is unvoiced and the current stateis state = 7, equation (2) is replaced with equation (3);
Ami]=0,6x mutex Amyqrq) fi] fori =0...127 (3)
As described before, SE_shapel and SE_shape? are individually protected by 1 bit CRCs. ESC1 appliesto SE_shapel
and ESC2 appliesto SE_shape? at 2,0 kbit/s. In the same way, ESC2 appliesto SE_shapel and ESC3 appliesto

SE shape? at 4,0 kbit/s. At state= 0 or 7, if both of the CRCs of SE_shapel and SE_shape? are in error at the same
time, the quantized harmonic magnitudes with fixed dimension Am, [1...44] are gain suppressed as:

Amgutli] = Si1% AMyorgy i1 for i = 1...44 )

di] isthe factor for the gain suppression. Amgpy(org)li]is the fixed dimension harmonic magnitudes generated using
the SE_shapel and SE_shape2 which contains bit errors. Amg[i] is then dimension converted to obtain Anfi] .

Table 30: Factor for gain suppression, s[0...44]

i 1 2 3 4 5 6 7..44
qi] 0,10 | 0,25 [ 040 | 055 | 0,70 | 0,85 1,00

At 4,0 khit/s, SE_shaped, SE_shapeb, and SE_shapeb are subject to CRC checking as ESC1. When a CRC error is
detected, the spectrum parameter of the enhancement layer is not used.

Replacement and gain control of " unvoiced" parameters

At state = 1...6, the stochastic codebook gain parameters VX_gainl[0] and VX _gainl[1] are replaced with the previous
frame's VX_gainl[1]. Also the stochastic codebook gain parameters for the 4,0 kbit/s mode
VX _gain2[0]...VX_gain2[3] are replaced with the previous frame's VX_gain2[3].

The stochastic codebook shape parameters VX _shapel[0], VX_shapel[1] and the stochastic codebook shape
parameters for the 4,0 kbit/s mode VX _shape2[0], VX_shape2[1], VX _shape2[2] and VX _shape2[3] are generated
from randomly generated index values.

Finaly, in order to control the volume of the output speech, the LPC residual signal req0...159] is gain controlled as
shown in equation (5). r€org )[i] isthe excitation signal obtained by using the stochastic codebook gain and the shape

parameters generated as explained above.

resi]= mutex resorg il (0<i <159) )

Frame masking state transitions

Figure 11: Frame masking state transitions
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5.5.7 HVXC + SBR

Figure 12 outlines the audio super frame composition for HVXC + SBR The HV X C core part isidentical to the HVXC
audio super frame defined by figure 12 and includes the possible 4 padding bits. The HV X C core has frame lengths of
20 ms, whereas SBR employs 40 ms frames. Thus, two HV X C frames are associated with every SBR frame.

20 HVXC frames (SBR header) : 10 SBRframes . fill

Figure 12: HVXC + SBR audio super frame overview

The number of hits per SBR frameis constant and no signalling of frame locations within the superframe is used. After
the last SBR frame, additional bits for byte alignment follow. If the sbr_header flaginthe SDCis set (see

clause 6.4.3.10) the SBR frames are preceded by a single SBR header. In this mode a wide range of SBR tunings, and
correspondingly different overheads, are possible. If the flag is not set, no header is sent and predefined combinations of
tuning parameters are used, as defined in clause |.2. The predefined SBR tunings are selected such that the combined
dataof HVXC + SBR fitsin the Very Strong Protected Part of commonly used transmission channel configurations.

5.6 SBR coding

5.6.1 AAC+ SBR

The combination of AAC with SBR usesthe SBR tool asit is defined in the MPEG-4 Audio standard [2] and the
location of the SBR data within the AAC audio super framesis described in clause 5.3.2. This clause only describes
how to extract the SBR elements from the SBR data and thus describes the mapping to the format defined in the
MPEG-4 standard.

Table 31: Syntax of shr_aac_frame()

Syntax No. of bits Note
sbr_aac_frame(audio_mode) /l audio_mode is located in the SDC

{

sbr_crc_bits 8 see annex D

if (audio_mode != stereo)
sbr_extension_data(ID_SCE, 0);
else
sbr_extension_data(ID_CPE, 0);

NOTE 1: sbr_extension_data() is defined in the MPEG-4 Audio standard [2].

NOTE 2: sbr_extension_data() uses a variable cnt for the num_align_bits calculation. cnt is not available in the DRM
bitstream format and num_align_bits is O if bs_extended_data=0 or num_align_bits is the value of
num_bits_left after leaving the while (num_bits_left > 7) loop if bs_extended_data=1.

sbr_crc_bits  Cyclic redundancy checksum for the SBR hit stream part. The CRC algorithm is applied to all the
sbr_extension_data_bits().

5.6.2 CELP/HVXC + SBR

MPEG-4 Audio defines the SBR tool for operation together with AAC. Within DRM, the SBR tool is applied to CELP
and HVXC as well, however using a modified bitstream and a different frame length. The following clauses rely on the
description of the AAC + SBR decoding process as given in MPEG-4 Audio, and only define the areasin which
CELP/HVXC + SBR differsfrom AAC + SBR.

5.6.2.1 SBR Payload
This clause describes the SBR speech protocol by means of MPEG-style pseudo code. Overviews of the CELP + SBR

and HVXC + SBR superframes were given in clauses 5.4.2 and 5.5.7 respectively. Thefirst clause presents the
bitstream syntax and the second clause defines the syntactical elements used therein.
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Bitstream Syntax

The below syntax is a direct replacement for the one defined in MPEG-4 Audio, clause "Payloads for the audio object

type SBR". It applies when the SDC

audio coding field equals 1 (CELP) or 2 (HVXC) and the SBRflag field is 1. The

SDC audio mode and shr_header_flag fields are used as parameters (see clause 6.4.3.10).

Table 32: Syntax of SBR speech audio super frame

Syntax No. of bits Note
sbr_speech_asf(audio_mode, sbr_header_flag)
if (sbr_header_flag) {
bs_crc_header; 6 see annex D
sbr_speech_header();
}
for (frame = 0; frame < 10; frame++) {
if (audio_mode == 1 || audio_mode == 3)
bs_crc_data; 8 see annex D
sbr_speech_data();
}
bs_fill_bits; 0..7
}
NOTE: CRC for the payload is used if the core uses CRC, i.e. the SDC audio mode field contains "01" or "11",
regardless of speech codec.

Table 33: Syntax of SBR speech header

Syntax No. of bits Mnemonic

sbr_speech_header()

{
bs_start_freq; 4 uimsbf
bs_stop_freq; 4 uimsbf
bs_freq_scale; 2 uimsbf
bs_alter_scale; 1 uimsbf
bs_noise_bands; 2 uimsbf
bs_num_level =2 *tmp + 2; 1 uimsbf
bs_num_shape = floor(2 » (tmp - 1)); 2 uimsbf
bs_num_noise = floor(2 ~ (tmp - 1)); 2 uimsbf
bs_num_invf; 1 uimsbf
bs_num_rfield; 2 uimsbf
bs_limiter_bands; 2 uimsbf
bs_limiter_gains; 2 uimsbf
bs_interpol_freq; 1 uimsbf
if (bs_num_noise == 0)

bs_data_noise; 3 uimsbf
if (bs_num_invf == 0)
bs_invf_mode; 2 uimsbf

bs_reserved; 4 uimsbf

}

NOTE 1: The condition bs_num_level >= bs_num_shape must be satisfied.

NOTE 2: The condition bs_num_level >= bs_num_noise must be satisfied.
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Table 34: Syntax of SBR speech data

Syntax No. of bits Mnemonic
sbr_speech_data()
{
for (env = 0; env < bs_num_level; env++) {
bs_data_level[env]; 5 uimsbf
}
for (env = 0; env < bs_num_shape; env++) {
for (band = 0; band < num_shape_bands; band++) {
bs_data_shape[env][band]; 3 uimsbf
}
}
for (env = 0; env < bs_num_noise; env++) {
for (band = 0; band < num_noise_bands; band++) {
bs_data_noise[env][band]; 3 uimsbf
}
}
if (bs_num_invf) {
bs_invf_mode; 2 uimsbf
}
for (rfield = O; rfield < bs_num_rfield; rfield++) {
bs_reserved]rfield]; 2 uimsbf
}
}
5.6.2.1.2 Bitstream element definitions

For completeness all syntactical elements used in the SBR speech bitstream are listed here, even though many of them
areidentical to their counterparts in the AAC + SBR hitstream, as given by MPEG-4 Audio, clause "Definitions'. The
elements that are unique to the speech protocol or differ in interpretation are described initalics.

bs crc_header
bs crc _data
bs fill_bits

bs start_freq
bs stop freq
bs freq_scale
bs alter_scale
bs noise bands

tmp

bs num_level
bs num_shape
bs num_noise
bs num_invf
bs num_rfield

bs data noise
bs invf_mode

bs limiter_bands
bs_limiter_gains

bs interpol_freq
bs reserved

bs data level
bs data shape

Cyclic redundancy checksum for the sbr_speech header() bits as given by annex D.
Cyclic redundancy checksum for the sbr_speech data() bitsas given by annex D.
Bits used for byte alignment, to be discarded by the decoder.

Start of master frequency band table as given by table 35.

Stop of master frequency band table as given by table 36.

Frequency band grouping parameter as given by MPEG-4 Audio, table "bs freq scale'.
Further defines frequency grouping as given by MPEG-4 Audio, table "bs_alter_scale”.
Defines the number of noise floor bands as given by MPEG-4 Audio, table "bs noise _bands'.

Helper variable for decoding of bs num_level, bs hum_shape and bs_num_noise.
Number of envel ope levels per frame.

Number of envelope shapes per frame.

Number of noise floors per frame.

Number of inverse filtering values per frame.

Number of reserved bits fields per frame.

Noise floor level.
Inverse filtering level as given by MPEG-4 Audio, table "bs_invf_mode vector element".

Defines the number of limiter bands as given by MPEG-4 Audio, table "bs_limiter_bands'.
Defines the maximum gain of the limiters as given by MPEG-4 Audio,

table "bs_limiter_gains”.

Definesif the frequency interpolation shall be applied as given MPEG-4 Audio,

table "bs_interpol_freq".

Bits reserved for future use.

Average level associated with one spectral envelope.
Envelope shape, i.e. residual after subtraction of average level from envelope estimate.
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Table 35: Start frequency table (Fs = 32 000 Hz)

bs_start_freq Frequency (Hz) QMF start band (k0)
0 3000 12
1 3250 13
2 3500 14
3 3750 15
4 4 000 16
5 4 250 17
6 4 500 18
7 4 750 19
8 5 000 20
9 5 250 21
10 5 500 22
11 6 000 24
12 6 500 26
13 7 000 28
14 7 500 30
15 8 000 32
NOTE: bs_start_freq 5 through 15 are only available for wide band CELP.

Table 36: Stop frequency table (Fs = 32 000 Hz)

bs_stop_freq Frequency (Hz) QMF stop band (k2)
0 8 000 32
1 8 500 34
2 9 000 36
3 9 500 38
4 10 000 40
5 10 500 42
6 11 000 44
7 11 500 46
8 12 000 48
9 12 500 50
10 13 000 52
11 13 500 54
12 14 000 56
13 14 500 58
14 15 000 60
15 16 000 64
5.6.2.2 SBR decoding process

This clause isloosely modelled after MPEG-4 Audio [2], clause "Decoding process'.

5.6.2.2.1 Notation, Constants and Defaults

In addition to the definitions given in MPEG-4 Audio, clause "SBR specific notation”, the following notation is used:

a%b

floor(x)

amodulo b

rounding to the nearest integer towards minus infinity.

The following values should be used when evaluating the decoding equations:

RATE=1

NOISE_FLOOR OFFSET =2 offset of noisefloor.

numTimeSots = 20

ETSI
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To alarge extent, the SBR speech protocol is a subset of the protocol used for AAC + SBR. In table 37, values of
MPEG-4 AAC + SBR hitstream signals that are absent in the speech protocol, yet needed in the decoding process, are
defined. These values should be used for the SBR speech case in the eval uation of the SBR decoding equations given in
MPEG-4 Audio, clause "Decoding process'.

Table 37: Bitstream constants

Element Value Note
bs_amp_res 1 Amplitude resolution is always 3,0 dB
bs xover band 0 The frequency band table is always used from the lowest index
bs_freq_res 0 Only the low frequency resolution table is used, i.e. r(l) = O for all |
bs_smoothing_mode 1 Time smoothing of envelopes is not used
bs_add_harmonic_flag 0 Sinusodial coding is not used

As evident from the pseudo code in table 34 in clause 5.6.2.1.1, the SBR speech protocol has a"layered" structure.
Furthermore, the SBR header is optional (see clauses 5.4.2 and 5.5.7). Thus, for some tunings and modes one or more of
the syntactical elements may be absent in the bitstream. In these cases, the decoder relies on default values for said
elements, as defined in table 38 as well asin annex I.

Table 38: Bitstream defaults

Element Value Note
bs_alter_scale extra wide bands in highest range
bs_limiter_bands 2.0 bands/octave

bs_limiter_gains 3dB
bs_interpol_freq On
bs_data_noise (see note)

N[O |ININ|F

bs_invf_mode intermediate inverse filtering (see note)
NOTE: Future generations of decoders may override those defaults by means of decoder side
parameter estimation, or, in case of HVXC, guidance by the VUV signal.

Thereisaso provision for turning off the shape completely (bs_num_shape = 0). This mode is intended for a possible
future generation of decoders, which will extrapolate the highband envel ope from the lowband. Hereby the level signal
will be used as avery low overhead guidance signal. Decoders without the extrapolation capabilities shall ssimply
decode the core codec part only.

5.6.2.2.2 Frequency band tables

The speech decoder utilizes the same scheme for definition of the frequency grouping of the QMF subband samples as
isused in AAC + SBR. However, neither a variable crossover frequency between core codec and SBR, nor an adaptive
frequency resolution is employed. Thus, only one frequency band table is needed for the envel ope coding. There are
two different cases:

1) sbr_header flag=1:

Operation is nearly identical to the AAC + SBR case. The start and stop channels are derived from
bs start freqand bs_stop_freq by means of tables 35 and 36 respectively (see clause 5.6.2.1.2).

The master frequency band table is calculated in accordance with the flowcharts given in MPEG-4 Audio,
clause "Master Frequency Band Table", taking kO, k2, bs freq scale and bs_alter_scale as parameters. Hereby
temp2 ={1,0; 1,5} isused instead of temp2 = {1,0; 1,3}. The envelope frequency band table is then given by
franiel ow Which is derived from fy, .y as given by MPEG-4 Audio, clause "Derived Frequency Band Tables'.
The noise floor tableis also calculated in accordance with the description in said clause, whereby

bs noise bandsis an input parameter.
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2) sbr_header flag=0:

The number of bands, as well as start and stop QMF bands, are given explicitly by tables 1.1 through |1.4. Thus,
the expressions for numBands0O and numBandsl in MPEG-4 Audio, clause "Master Frequency Band Table" are
substituted according to:

(k2/k0) > 2,2449 is Fal se:
numBands0 = num_shape_bands
(numBandsl: N/A)
(k2/k0) > 2,2449 is True:
numBands0 = NINT(num_shape _bands x (1/(1 + log(k2/k1)/(log(2) x 1,5))))
numBandsl = num_shape bands - numBands0

Furthermore, here the eval uation of the flowchart in MPEG-4 Audio, figure "Flowchart calculation of fy; ,ge When
bs freq scale> 0" yields fryq o directly, i.e. the conversion from fy ,ge t0 frpieign 10 Frapie ow IS bypassed. The
noise floor table is derived from f1 4 o @ccording to MPEG-4 Audio, clause "Derived Frequency Band Tables’,
however using Ng = num_noise_bands.

In both the above cases the number of envelope frequency bands, num_shape bands, and noise floor bands,
num_noise_bands, are used for subsequent decoding of the SBR data frames, sbr_speech_data().

5.6.2.2.3 Time / Frequency grid

Contrary to the AAC + SBR protocol, the speech codec version does not have variable frame boundaries. In terms of
the frame classes defined in MPEG-4 Audio, clause "Time/ Frequency Grid Generation", this corresponds to constant
usage of bs_frame_class = FIXFIX. One frame comprises 20 QMF subband samples, which in this context corresponds
to 20 time slots. Furthermore, adaptive switching of time and frequency resolution is not supported.

The envelope time boundaries (in "time slots') are given by:

_ | [06,0,20] for bs_num_level =2
®1[0,5,10,15,20] for bs_num_level =4

Note that the envel ope time boundaries are controlled by the bs num level parameter. When the bs num_shapeis set to
alower value, a given shape vector is applied to more than one envelope. Thisis further described in clause 5.6.2.2.4.

Similarly, the noise floor time boundaries (in "time dots") are given by:
[0,20] for bs_num_noise={0,1}
to =9 [0,10,20] for  bs_num_noise=2
[0,510,15,20] for bs_num_noise=4

5.6.2.2.4 Envelope and noise floor decoding and dequantization

Decoding of envelope scalefactors and noise floor scalefactors differs from the AAC + SBR case and is fully described
below (replacing MPEG-4 Audio, clause "SBR Envelope and Noise Floor Decoding").

In order to calculate the envel ope scalefactors from the level and shape bitstream elements, |et:

L. =bs_num_ shape
N¢ = num_shape_ bands
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A level matrix, L , isderived from the bitstream element bs__data _level according to:

0<k<Ng

L (k,I)=bs_data_level[l],
0<l<Lg

Similarly, ashape matrix, C,, , isderived from bs_ data_ shape according to:

0<k< N

C, e (K,1) =bs_data_ shape[l][k] - SHAPE _LAV, {Os | <bs._num_shape
where SHAPE _ LAV =4.
A spectral slopeis applied to the shape matrix according to:

C=C,,+T

read

where:

0<k<Ng

T (k,1)=trend[k],
0<I| <bs_num_ shape

and trend[K] isgiven by table 39.

Table 39: Definition of trend[K]

trend[k]
2
2
0
0
-1
-1
-2

QR WIN|FR|IO(X

V
(&)

The shape matrix is mapped according to:

0<k<N fl | -2)/r) if 1%r >0
C.onneg (K1) = C(K,i (1) < € i) = oor((I-1)/r) | or>0 bs_num_level
m"" 0<l<L floor(1/r)  if 1%r=0""_ bs_num_shape

and the envel ope scalefactors, E , are calculated from the level and shape matrices as:

E=L+C

mapped

0<k<Ng
NOTE:  Thecondition E(k,l) <29, will be satisfied.
0<I<L

E

The envel ope scal efactors are dequantized as described in MPEG-4 Audio, clause "Deguantization and Stereo
Decoding" for the single channel element case.

In order to calcul ate the noise floor, let:

L, =bs_num_noise
Ny, =num_noise_ bands
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A noise floor matrix, Q isderived from bs__data _noise according to:

read ’

O0<k< Ng

k,|)=bs_data_ noisdl][k]- NOISE LAV,
Qread( ) —_ —_ Se[][] — {0SI<LQ
where NOISE _ LAV =4.Whenbs_num noise =0, bs_data_noise{I][K] equalsthe default value of bs_data_noise

(sbr_header_flag = 0) or bs_data_noise as signalled in the SBR header (sbr_header_flag = 1) for every frame, | and k,
or is estimated by other means, see clause 5.6.2.2.1.

The maximum values are expanded and a static offset is added according to:

NOISE _MUTED V (K1) : Qg (K,1) =3
Qe (K, 1)+ NOISE_OFFSET otherwise

Q=]

where NOISE_ MUTED =11and NOISE_OFFSET =4.

Like the envel ope scalefactors, the noise floor scalefactors are dequantized as described in MPEG-4 Audio,
clause "Dequantization and Stereo Decoding” for the single channel element case.

5.6.2.3 SBR filterbanks and tool overview

In principle the same QMF banks that are used for AAC + SBR, as described in MPEG-4 Audio, are used for
CELP/HVXC + SBR. Furthermore, MPEG-4 Audio, clause "SBR tool overview" appliesto CELP/HVXC + SBR with
minor modifications: Clearly all referencesto the "AAC core" should be interpreted as references to the CELP or

HV XC core, and "Huffman decoding" is substituted by the procedures defined in clause 5.6.2.2.4. A number of speech
codec output frames are concatenated according to table 40, forming frames of length 320 samples at 8 kHz sampling
rate or 640 samples at 16 kHz sampling rate, which are fed to the analysis filterbank. HF generation and HF adjustment
operates at 32 kHz sampling rate, and upsampling by afactor 2 or 4 is performed in the analysis filterbank according to
table 40. The analysis filterbank of size 32 is described in MPEG-4 Audio. The size 16 case is defined by the flowchart
in figure 13 and the below description, where an array X consisting of 160 time domain input samplesis assumed. A
higher index into the array corresponds to older samples:

. Shift the samplesin the array X by 16 positions. The oldest 16 samples are discarded and 16 new samples are
stored in positions 0 to 15.

o Multiply the samples of array X by every forth coefficient of window c. The window coefficients can be found
in the MPEG-4 Audio SBR tables annex, table " Coefficients [i] of the QMF bank window".

. Sum the samples according to the formulain the flowchart to create the 32-element array u.

Calculate 16 new subband samples by the matrix operation M u, where:

M(k,n)=4.exp(i '”‘(k+0’5)'(2'“—0,25)j,{85E<16

In the equation, exp() denotes the complex exponential function and i is the imaginary unit.

Every loop in the flowchart produces 16 complex-valued subband samples, each representing the output from one
filterbank subband. For every SBR frame the filterbank will produce humTimeSots- RATE subband samples for
every subband, corresponding to atime domain signal of length numTimeSots- RATE -16 samples. In the flowchart
X owlKI[I] corresponds to subband sample | in QMF subband k.

The MPEG-4 Audio " Synchronization and timing" figure defines the buffers and synthesis windowing for

CELP/HVXC + SBR, when using constants according to clause 5.6.2.2.1, and taking the output frame length of
1 280 time samples as well as the specific upsampling factor into account.
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Table 40: Relations between core codec and SBR frames

Core Core sampling Core frame Core frames Upsampling Analysis
frequency length [ms] per SBR frame factor Filterbank Size
[kHz]
CELP 16 10 4 2 32
CELP 16 20 2 2 32
CELP 8 10 4 4 16
CELP 8 20 2 4 16
CELP 8 40 1 4 16
HVXC 8 20 2 4 16
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Start
( for QMF subsample |)

) J
for(n=159; n >=16; n--) {
X[n] = x[n-16]
) J
for(n=15;n>=0; n--) {
X[n] = nextinputAudioSample
}
| 4
for(n=0; n<=159; n++) {
z[n] = x[n] * c[4*n]
| 4
for(n=0; n<=31; n++) {
u[n] = z[n]
for(j=1;j<=4;j++){
un] =u[n] + z[n +j * 32];
}
| 4

for( k = 0; k <= 15; k++) {
X oK1 = u[0] *4 *exp(i* n/32*(k+0.5)*(-0.25))
for(n=1; n<=31; n++) {
X oK1 = X o, [KI[] + u[n] * 4 * exp(i*n /32 *(k+0.5)%2 *n - 0.25))

4
< Done >

Figure 13: Flowchart of decoder 16-channel analysis QMF bank
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5.6.24 HF Generation and HF adjustment

The high frequency generation, i.e. transposition and inverse filtering, is very similar to the scheme given in MPEG-4
Audio, clause "HF Generation”. However, since only one inverse filtering parameter, bs_invf_mode, is signalled, the
calculation of the chirp factorsis dightly different. Thus bwArray(i) as given by MPEG-4 Audio is substituted by
bwArray(p) where p denotes the patch number further defined below, and

[0 if tempBw < 0,015625
bwArray(0) = { tempBw i tempBw > 0,015625

where tempBw is calculated as:

termoBwW = 0,75000 - newBw + 0,25000-bw' if newBw < bw'
PEW=1 0,90625- newBw+0,09375-bw'  if newBw > bw
and newBw is calculated in accordance with the MPEG-4 standard. The value for patches p > 0 is given by:

] 0 if bwArray(0)=0
bwArray(p) = { min(bwArray(0) + 0,20, 0,99609375 if bwArray(0) =0

The HF generator patch is built in accordance with the flowchart in figure 14, which replaces the one given in the
MPEG-4 standard. The HF generation is obtained according to:

Xiigh (K. +theag) = SIX Low (P! +tipag) + DWAITay(p) - arg(P) - X ow (P — 1+ treag)
+ [owArray(p)F - ea(p) - X Low( Pl - 2+ trpag )]L

where:

i-1
k =k, + X+ patchNumSubbands(q)

q=0
p = patchStartSubband (i) + x
for 0< x < patchNumSubbands(i), 0<i < numPatches, RATE -t_(0) <| < RATE -t. (L), and

e -1 p+k:odd and |:odd
1 otherwise '

Finally, HF adjustment differs from MPEG-4 Audiointhat Gg,q (M1)=1and Q,, (m,1)=Q,, (m,)replacethe
corresponding expressions in the " Calculation of gain” clause.
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< Start

)

msb = kO
usb = kx
numPatches =0
goalSb = NINT(2.048E6 / Fs)
if (goalSb < kx + M)
for(i=0,k=0;f
k=i+1
}

else
k=N

[i] < goalSb; i++)X

Master

Master

Fa

Ise

Y

A

Sb = fMaster[j ]

sb<=(k0-1+msb)

True

Y

patchNumSubbands[numPatches] = max( sb - usb, 0)

if(patchNumSubbands[numPatches] < 5)
patchNumSubbands[numPatches] = max( kO - 1 + msb - usb, 0);

patchStartSubband[numPatches] = kO - patchNumSubbands[numPatches]

patchNumSubbands[numPatches] > 0 False

usb =sb msb = kx
msb =sb

numPatches = numPatches + 1

Sb == fMaster[ k]

False

True

&& (numPatches > 1)

$True

numPatches = numPatches -1

(patchNumSubbands[numPatches-1] < 3)

( Done

Figure 14: Flowchart of patch construction
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5.6.3 SBR error concealment

56.3.1 SBR error concealment for AAC

The SBR error concealment algorithm is based on using previous envel ope and noise-floor values with an applied
decay, as a substitute for the corrupt data. In the flowchart of figure 15 the basic operation of the SBR error
concealment agorithm is outlined. If the frame error flag is set, error concealment bitstream data is generated to be used
instead of the corrupt bitstream data. The concealment data is generated according to the following.

The time frequency grids are set to:
L. =1
tc (0)=t'c(L'z)—numTimeSots
tc (1) = numTimeSots
r()=Hl ,0<l<Lg

bs pointer =0
L, =1
to :|:tE (0).te (1)}

The delta coding direction for both the envelope data and noise-floor data are set to be in the time-direction. The
envelope data is cal culated according to:
-step LE ., (k,1)>target

,0<k<n(r(l)),0<I<L
step ,otherwise (r() .

Coun )|

where:

step =

2 if bs_amp_res=1
1 ,otherwise

anOffset(bs amp res) ,if bs coupling=1

target =1 P (bs_amp_res) —coupling
0 ,otherwise

And where bs_amp_resand bs_coupling are set to the values of the previous frame.

The noise floor datais calculated according to:

k=0 0<l<L,
Qe (K1) =0 1)k N,

Furthermore, the inverse-filtering levelsin bs_invf_mode are set to the values of the previous frame, and al elementsin
bs add_harmonic are set to zero.

If the frame error is not set, the present time grid and envel ope data may need modification if the previous frame was
corrupt. If the previous frame was corrupt the time grid of the present frame is modified in order to make sure that there
is a continuous transition between the frames. The envelope data for the first envelope is modified according to:

Ea (K,0)= E(k,o)+a.|og{tE(1)_;(;;;6?_(32”_'[)05], 0<k<F(r(l),0)
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where:
estimated _start_ pos=t'c (L' ) —numberTimeSots.

After the delta coded data has been decoded, a plausibility check is performed to make sure that the decoded datais
within reasonable limits. The required limits are:

For the envelope data the logarithmic val ues shall fulfil:

35 ,ampRes=0
70 ,ampRes=1

E(k,l)s{

otherwise the frame will be considered corrupt.

Thetime grids are also verified according to the following rules (if any of the below istrue the frame is considered to be
corrupt):

- L. <1

te(Lg)<16
te(Le)>19
te(l)2te (1+1),0<I <L

- A

>L

E

L =1AND LQ >1
to(0)#tc (0)
to(Lo)#te (Le)

to(l) 2ty (1+1),0<l <L,

- al elements of t are not among the elements of tg

If the plausibility check fails, the frame error flag is set and the error concealment outlined above is applied.
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Generate
Yes————————» Concealing control
data
No
A
prevFrame- Ves_p) imeCompensate- coupling =
ErrorFlag FirstEnvelope prevCoupling
No A
¢ addConcealing-
] EnvelopeData
deltaToLinear-
PCMEnvelope-
Decoding
A
¢ deltaToLinear-
PCMEnvelope-
check data Decoding

A

set frame error <« Yes No requantise- return
flag EnvelopeData

Figure 15: SBR error concealment overview

5.6.3.2 SBR error concealment for CELP and HVXC

The minimum requirement concealment algorithm for SBR for the speech codecsis to apply a predetermined set of data
values, whenever a corrupted SBR frame has been detected. The values are set according to:

0<k<N
L (k,1)=10, =
0<Il<Lg
0<k<N
Creaa (K, 1)=0, :
0<I<bs_num_shape
0<k<N,

Qread(k’l)zlo’ OSI <|—Q

bs_invf _mode=2
where:
NE, L, Ng, Lo,bs_num__shape

are in accordance with the last valid SBR header or predefined tuning (Annex I.1 and 1.2), whereafter decoding
according to clause 5.6.2.2.4 is performed.
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The above values yield a static highband spectral envelope at alow relative playback level, exhibiting aroll-off towards
the higher frequencies. The objective is simply to ensure that no ill-behaved, potentially loud, audio bursts reach the
listener's ears, by means of inserting "comfort noise" (as opposed to strict muting). Clearly, reusing the last correctly
decoded data and slowly fading the levels (L) towards 0, analogously to the AAC + SBR case defined in clause 4.1
aboveisafeasible alternative.

In addition to the CRC check (when enabled), the decoder investigates the following conditions with respect to
sbr_speech_header() signals (if SBR header is used):

bs_num_shape<bs_num_ level
bs num_noise<bs num_ level

and the following "sanity check" of the envelope scalefactors, E, calculated from the level and shape matrices:

0<k<Ng
0<I<Lg

E(k,I)SZQ,{

any of which isnot met indicates that the frame is corrupt and thus concealment is to be used.

5.7 Parametric Stereo coding

57.1 Introduction

In the present document the audio coder AAC + SBR, that combines AAC with the bandwidth extension tool SBR, is
included according to clauses 5.3.2 and 5.6.1. For improved performance at low bitrate stereo coding, a Parametric
Stereo (PS) coder partly based upon the SBR framework is available. The MPEG PStool as specified in MPEG-4
Audio [2] is used and the embedding of MPEG PSis givenin clause 5.7.3. Additionally, the PS tool as described and
specified in clauses 5.7.2 to 5.7.4 may be used.

The general idea with PS coding is to send data describing the stereo image as side information along with a
downmixed mono signal. This stereo side information is very concise and only requires a small fraction of the total
bitrate allowing the mono signal to have maximum quality for the total bitrate given.

The PS coding method here defined, combines frequency sel ective panorama technique with a stereo ambience
reconstruction technique. This allows a stereo image reconstruction well suited for both loudspeaker and headphones
playback.

The stereo synthesis at the decoder reconstructs spatial properties but does not affect the total spectral energy. Hence,
there is no colorization of the frequency spectrum compared to the mono compatible core signal. Further advantage are
the backward compatibility which allows a decoder not supporting PS to successfully decode the mono core. Thisis
possible as the PS data is included in the extended data field in the bitstream which optionally can be ignored.

The design target bitrates for applying parametric stereo coding to AAC + SBR arein the range 18 kbit/s to 26 kbit/s,
however the technique may be used at any bitrate.

57.2 Technical overview

5.7.2.1 Stereo parameters

In the Parametric Stereo (PS) tool two different stereo parameters are used for describing the stereo image, Panorama
(Pan) and Stereo Ambience (SA). The Pan parameter contains information about the frequency selective level
differences between left and right channels while SA parameter contains frequency selective information about the
stereo ambience that cannot be described with just the left-right energy distribution.

When considering a mid-side representation of most stereo signals, reverberation is usually over-represented in the side
channel compared to the mid channel. Due to that fact much ambienceislost after a mono downmix. The SA synthesis
isamethod to regenerate the lost ambience by adding a synthetic version of it to the side channel again.
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For frequency domain analysis and synthesis, the native filterbank (QMF bank) included in the SBR system is used.
Since no additional time-frequency transform is necessary, PS encoding and decoding gives very little complexity
overhead. The QMF bank used in the SBR system is a 64 channel complex-valued filterbank with aias-free behaviour
even when altering the gains of neighbouring subbands excessively.

The SA and Pan parameters are updated every SBR frame and interpolated between the frames to get smooth
transitions. SA and Pan are treated as individual parameters. However, the impact of the SA modified signal isto some
degree correlated with the values of the Pan parameters. At higher Pan values, i.e. at more uneven left-right power
distribution, SA tendsto be less significant. That motivates the co-existence of SA and Pan.

5.7.2.2 Signalling
mid mono encoder ___f'_g_'_z_(_)_k_b_'fl_s____ mono decoder mid
[ PS L PS
side | iracrion | bypically 12 kbis generator | side

Figure 16: Topology of a codec system using parametric stereo

The technical concept of PS coding is easily depicted by using a mid-side, instead of aleft-right, representation of the
stereo signal. It is done by the simple transform:

. mid = left + right.
e  Sde=left - right.

According to the topology view in figure 16, it is clear that the PS data only affects the signal at the very end of the
decoding process. Furthermore, it can be concluded that PS encoding and decoding are independent of the actual audio
codec used for the mono coding.

The PS encoding produces a small amount of data that is used to reconstruct the stereo image at the decoder. The data
includes the SA and Pan parameters as described in clause 5.7.3 but also some few miscellaneous control data bits. For
the AAC + SBR configuration using the bitstream syntax according to MPEG-4 Audio [2], the PS datais located in the
extended data field. This assures backwards compatibility towards MPEG-4 Audio since any decoder not supporting PS
will just ignore that part in the extended data. However, this PS tool in not available in combination with the low power
SBR tool.

The signalling rate for PS is dynamic because of entropy coding but can be expected to have a bitrate distribution that
rarely (e.g. lessthan 1 %) exceeds 2 kbit/s for stereo material. The PS datarate is ultimately chosen by the encoder and
can therefore easily be limited to a maximum value if desired.

When applying PSon AAC + SBR at 24 kbit/s the average bitrate distributions will typically be:
. 22,8 kbit/s core data (AAC + SBR); and
. 1,2 kbit/s PS data for stereo signals.

For pure mono signals the PS data will only take 0,05 kbit/s and hence no significant degradation of the mono signal
will occur. Also for stereo signals with a stereo width close to mono the PS data rate will be lower than average.
However, for pure mono broadcasting PSis not signalled at all. Table 41 shows typical ratings for the PS bitrate.

Table 41: Typical bitrates of the PS data

Signal type PS data rate
mono signals, extended data disabled 0 bit/s
mono signals, extended data enabled 50 bit/s
complex stereo music (average) 1 200 bit/s
arbitrary stereo signals (maximum peak) |2 500 bit/s (recommended maximum for encoder)
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5.7.3 Bitstream protocol

5.73.1 Bitstream integration

The Parametric Stereo (PS) datais conveyed in the SBR extended data field. PS signalsaunique ID in the SBR
extended data field defined by the bitstream element bs_extension_id. To be successfully decoded, PS needs to receive
data from single channel elements in the bitstream, i.e. from a mono bitstream.

5.7.3.2 PS syntax

The function sbr_extension() used in sbr_channel_pair_base element() and sbr_channel_pair_element() described in
MPEG-4 Audio, clause "Payloads for the audio object type SBR", is defined as follows.

Table 42: Syntax of sbr_extension()

Syntax No. of bits Note
sbr_extension(bs_extension_id, num_bits_left)

switch( bs_extension_id )

case PARAMETRIC_STEREO:

num_bits_left -= drm_ps_data(); 1,2
break;

case MPEG_PARAMETRIC_STEREO:
num_bits_left -= ps_data(); 2,4
break;

default:
bs_fill_bits; num_bits_left  |bslbf, 3
num_bits_left = 0; 2
break;

NOTE 1: drm_ps_data() returns the total number of bits read.

NOTE 2: The variable num_bits_left is the same as used in the sbr_pair_base_element() and
sbr_channel_pair_elementy().

NOTE 3: bs_extension_id is defined in table 46.

NOTE 4: ps_data() is defined in table 8.9 in MPEG-4 [2] and returns the total number of bits read.

Table 43: Syntax of drm_ps_data()

Syntax No. of bits Note
drm_ps_data()
bs_enable_sa 1
bs_enable_pan 1

if (bs_enable_sa)
sbr_sa_element()

if (bs_enable_pan)
sbr_pan_element()
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Table 44: Syntax of sbr_sa_element()

Syntax No. of bits

Note

sbr_sa_element()

if (bs_sa_dt_flag) 1
sa_huff = t_huffman_sa;
else
sa_huff = f_huffman_sa;

for (band = 0; band < NUM_SA_BANDS; band++)
bs_sa_data[band] = huff_dec(sa_huff, bs_codeword); 1.9

NOTE 1: NUM_SA BANDS = Ngppangs: defined in clause 5.7.4.1.
NOTE 2: huff_dec() is explained further in annex I.

Table 45: Syntax of sbr_pan_element()

Syntax No. of bits

Note

sbr_pan_element()

if (bs_pan_dt_flag) 1
pan_huff = t_huffman_pan;
else
pan_huff = f_huffman_pan;

for (band = 0; band < NUM_PAN_BANDS; band++)
bs_pan_data[band] = huff_dec(pan_huff, bs_codeword); 1..18

}
NOTE 1: NUM_PAN_BANDS = Np_gands: defined in clause 5.7.4.1.
NOTE 2: huff_dec() is explained further in annex I.

5.7.3.3 Bitstream element definitions

bs extension_id Holds an ID of the extended data element.

Table 46: Definition of bs_extension_id

bs_extension_id Meaning Note
0 PARAMETRIC STEREO
1 Reserved ID for future use
2 MPEG PARAMETRIC STEREO
3 Reserved ID for future use
bs enable sa Enables or disables Stereo Ambience (SA) if read as 1 or O, respectively.
Table 47: Definition of bs_enable_sa
bs_enable_sa Meaning Note
0 Bypass Stereo Ambience (SA)
1 Use Stereo Ambience (SA)
bs enable pan Enables or disables Pan if read as 1 or O, respectively.
Table 48: Definition of bs_enable_pan
bs_enable_pan Meaning Note
0 Bypass Pan
1 Use Pan
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bs sa dt_flag Indicates whether to apply delta decoding in time or frequency direction on the SA data. If
bs_header_flag (bitstream element of sbr_extension_data() defined in the MPEG-4 Audio
standard [2]) is 1, bs sa dt_flag shall be 0.

Table 49: Definition of bs_sa_dt_flag

bs sa dt flag Meaning Note
0 Apply delta coding in frequency direction.
1 Apply delta coding in time direction.

bs pan_dt_flag Indicates whether to apply delta decoding in time or frequency direction on the Pan data. If
bs header flag (bitstream element of shr_extension_data() defined in the MPEG-4 Audio
standard [2]) is 1, bs pan dt flag shall beO.

Table 50: Definition of bs_pan_dt_flag

bs_pan_dt_flag Meaning Note
0 Apply delta coding in frequency direction.
1 Apply delta coding in time direction.

5.7.4 PS Decoding

5.74.1 Decoding overview

The PS decoding process is divided into two independent parts, the SA process and the Pan process. Since the PS
processing is operating on the subband samplesin the QMF domain before the final QMF bank synthesis, synthesis on
the two output channels has to be performed after the PS decoding process. SA uses a mono signal asinput while Pan
uses a stereo signal asinput. The signal flow follows the scheme depicted in figure 17.

Y VA , t left
s s QMF synthesi zerL
X | sA PAN

out right

QMF synthesizer

Zright

Figure 17: PS decoder module overview

PS decoder specific variables/notation:

X isthe input to the PS decoder, as a complex QM F bank subband matrix.

Y et isthe left output of the SA decoder, as a complex QM F bank subband matrix.
Yiight isthe left output of the SA decoder, as a complex QMF bank subband matrix.
2 isthe left output of the Pan decoder, as a complex QMF bank subband matrix.
Z i isthe left output of the Pan decoder, as a complex QMF bank subband matrix.
Os isthe SA gain for each SA band.

O saMapped isthe SA gain for each QMF band.

G SaMapped isthe SA gain for each QMF band and subsample.

Ospirmapped isthe SA direct gain compensation for each QMF band.

G SaDirMapped isthe SA direct gain compensation for each QMF band and subsample.
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Jpan isthe Pan data for each SA band.
OpanMapped isthe Pan data for each QM F band.
G PanMapped is the Pan for each QMF band and subsample.

X (m, n) is subband sample "n" in band "m". If a QMF bank subband matrix isindexed by a negative number astime

index, e.g. X (m,—1), thisrefersto the sample X’(m, NUM _OF _ SUBSAMPLES -1) in the previous frame.

Constants:

N sagands = 8 is the number of SA scalefactor bands.

N pangands = 20 is the number of Pan scal efactor bands.

DECAY CUTOFF =3 is the start frequency band for the ambience decay slope.
DECAY S OPE =0,05 is the ambience decay slope.

NUM OF LINKS=3 is the number of filter links for the ambience generator.

NUM _OF _QMF _CHANNELS =64 isthe number of QMF channels.

NUM OF SUBSAMPLES =30 is the number of QMF subsamples in each QMF channel for one frame.
o =0,76592833836465 isthe peak decay factor.

O5rooth = 0:25 is the smoothing coefficient.

5.74.2 Dequantization and mapping

Both SA and Pan parameters are delta coded in either time or frequency direction. The vectors bS_sa__ data and
bs_pan_data contain deltacodedindices. bs_sa_dt flag and bs_ pan_dt__ flag indicate whether

they are delta coded in time or frequency direction. The absolute indices, denoted by Oq,niex @9 Jpaninde: &€
extracted by the formulas below:

Jaungec (1) +bs_sa_data(i)  bs_sa_dt_flag=1 ,0<i<Ngg
Oundex (1) =3 Gaunaex (i —1) +bs_sa_data(i) ,bs_sa_dt_flag=0 ,1<i<Ngguas
bs_sa_data(i) ,bs_sa_dt_flag=0 ,i=0
Opanindex (1) +0s_ pan _data(i) bs_pan_dt_flag=1 ,0<i<N, o
Opanindec (1) = 1 Opaningex (i —1) +bs_pan_data(i) ,bs_pan_dt_flag=0 ,1<i< Ny gangs
bs_ pan_data(i) ,bs_pan_dt_flag=0 ,i=0

where ” denotes the values from the previous frame.

After Huffman and delta decoding of the SA and Pan data, the vectors g, ngec @0 Jparingex Will contain indices used
to receive the actual values for decoding. The tables associated to those indices are frequency selective and can be
found in the quantization matrices C ¢, qyarix @d Cpanomarix fOr SA and Pan, respectively. Which table to usein the

matrices, for acertain SA or Pan scalefactor band, are defined by the quantization class vectors Cg,oqj,ss and

CPanQCIas .
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The dequantization is done according to the following formulas:

gSa (I) = CSaQMatrix (CSaQCIass (I ) ’ gSaInda( (I )) ’ O < I < N%Bands

-C PanQMatrix (CPanQCIaS (I ) 1 ~Opanindex (I )) v Upanindex (| ) <0

_ _ oS ,0<i<N
CPanQMatrix (CPanQCIass (I ) » Opanindex (I )) + Gpanindex (I ) -

gPan(i):

PanBands

where Cq,nciass AN Cpynaciass are defined intables].10 and 1.11.

The SA and Pan data extracted from the bitstream are vectors containing data el ements representing a frequency range
of several QMF bands. In order to simplify the explanation below, and sometimes out of necessity, this grouped datais
mapped to the highest available frequency resolution for the envelope adjustment, i.e. the number of QMF channels.
This means that several adjacent channelsin the mapped vectors will have the same value.

The mapping of the SA and Pan dataiis outlined below:

gSaMapped(m):gSa(i) 1fSaTabIe(i)Sm<fSaTable(i+1) ’OSi<NSaBands

gPanMapped (m) = gPan (I) ’fPaLnTable(i)S rn<fPanTable(i +1) ’OSi < NPanBands

where fo . and fo 1 e defined in tables .14 and 1.15.

5.7.4.3 SA decoding

Asisshown in figure 17, the SA processing block takes the input signal X along with the SA parameters to create the
SA output signals Y ¢ and Y, . X isthe sum of the low- and high-band in the QMF domain, where the high-band

isthe signal in the SBR system that has just been high frequency adjusted (i.e. corresponding to the signal Y defined
in MPEG-4 Audio, clause "Assembling HF Signals’).

Calculate SA gain matrix, G g
As afirst step, the frame based SA gain matrices are calculated.

The SA gain factors, Jgpirmapped 30 Jsavapped &€ iNterpolated linearly within the frame according to:

— 9 samapped (m) B g/SaMapped (m)
NUM _OF _ SUBSAMPLES

kSaMapped (m) 'OS m<fSaTabIe(NSaBands)

_ gSaDirMapped (m) B g,SaDirMapped (m)

Koo m) =
SaDirMapped ( ) NUM _OF _SUBSAMPLES

’ O sm< fSaTabIe ( NSaBands)

where Ogpirvapped (M) = \/1— Uzamapped (M) and ” denotes the values from the previous frame. K gyanes (M) and
Kk SaDirMapped ( m) are the slopes used for the interpolation. This gives the interpolated gain values for one frame

according to:

0<m< fSaTabIe( N&Bands)

G m,n)=g. m)+n-k m)
suapped (M 1) = Gentappes (M) s (M) {O£n< NUM _OF _ SUBSAMPLES
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0<m<fgrme ( NSaBandS)

G N)=g-. Ker ,
SaDirMapped (m n) gSaD|rMapped (m) +n SaDirMapped (m) {OS n< NUM _OF _SJBSA\MPLES

Calculate ambience side signal, Sy yience (2, M)

The ambience process is described in the Z-domain. Its transfer function for each QMF band is defined by:

NUM _OF LINKS-1 QQ (m, k) 7790 _ a( k) Obecaydope (m)

He(z,m)=
Sa( ) k=0 1- a(k)gDecaySope (m)QFract (m1 k) Z_d(k)

10 S m< fSaTabIe ( NSaBands)

where the filter coefficient vector a(k) and the delay length vector d (k) are defined in tables1.16 and .17,
respectively. The fractional delay length matrix, Q. (M, K) isdefined by using the fractional delay length vector
0(k), which also is defined in table 1.18, by:

. 1 0< m<f5a-|—ab|e(NSaBands)
ra m,k =eX =17 k m+- !
Qeraa (M K) p( o )( ZD {ogk< NUM _OF _LINKS

where i =+/—1 denotes the imaginary unit.

The vector Jpecaygope CONtainstime invariant factors for making the ambience decay frequency variant. It is defined
by:

Ibecaysope (M) = {

1- DECAY _S.OPE- (m— DECAY_CUTOFF) ,m>DECAY _CUTOFF
1 , otherwise

for 0SM<fgrpe ( NsaBandS)

Let Sppience ( Z,M) be the ambience signal and X(z,m) the mono input signal in the Z-domain for each QMF band.
Then S,y pience ( Z, M) is defined according to below.

SAnbimce(Z’m) :]"5625 2_2 ) HSa(Z’m)' X(Z’m) ’OS m<fSaTabIe(NSaBands)

Perform transient detection

To be able to handle transients and other fast time-envel opes, the ambience has to be attenuated for those signals. It is
done by the following scheme:

Apply peak decay on the input power signal according to:

a‘xPeakDecaerg (m’ n_l)‘z J ‘X(m’ n)‘ < a‘xPeakDecaerg (m, n_l)‘
XPeakDecaerg (m’ n) = ‘X(m n)

‘2 , otherwise

for 0< M< farae (Napane ) 1<N< NUM _OF _ SUBSAMPLES

Subsequently, filter the power and peak decay power signals with the Z-domain transfer function, H g, . ( Z) :

XSmootthg (Z’ m) =H Smooth (Z) XNrg (Z’ m) !

ETSI



65 Final draft ETSI ES 201 980 V2.3.1 (2007-11)

XSrmothPeakDecayDiffNrg (Z’ m) = H Smooth (Z) (X PeakDecayNrg (Z’ m) - X Nrg (Z’ m))

for 0< M< fgrane (Napanas ) » Where:

a&moth
H =
Smooth (Z) 1+( " _1) Z_l ’
XNrg (m’ n) = ‘X (m’ n)‘z

for 0< M< fre (Napage) ad 0<N< NUM _OF _ SUBSAMPLES

The transient attenuator, G is then calculated as follows:

TransientRatio

X g (M N)
GTrans'entRaIio (m’ n) = }/X SmoothPeakDecayDiffNrg (m’ n

1 , otherwise

) ’ 7X SmoothPeakDecayDiffNrg (m’ n) > XNrg (m’ n)

for 0< m<fSaTab|e(N$Bands), 0<n< NUM _OF _ SUBSAMPLES
where y =15 isatransient duck impact factor.

Add ambience to output signals, Y\ 4 and Yy,
Finally, the SA process adds the gain-corrected ambience signal to the side signal where Y, and YRight arethe

output matrices of the SA process for the left and right channel, respectively. If SA is enabled by signalling the
bitstream element bs_enable _sa =1, the SA output should be:

Y Lett (MN) = G gpinmapped (MeN) - X (M,N) + G geniratio (M N) - G saptapped (MiN) - Sppience (M N)
Yagr (MN) =G gpirapped (MN) - X(MN) =Gy geniratio (M) - G satapet (M) - Sprsence (M)
for 0< M<fg e (Napass ) » 0SN< NUM _OF _ SUBSAMPLES
Set some gmf bands to mono for the region not covered by SA:
Y.« (MnN)=X(mn)
Yege (MN) =X (m,n)
for fsrane (Naugangs ) <M< NUM _OF _QMF _CHANNELS, 0<n< NUM _OF _ SUBSAMPLES
otherwise (if bs__enable sa=0) SA is bypassed and hence:
Y & =X and

YRight =X
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5.74.4 Pan decoding

As can been seen in figure 17, the Pan processing block takes the input signals Y o and Y g, , which are the output
signal's from the SA decoding, along with the Pan parameters to create the Pan output signals Z |, and Z Right - Those
output signals are fed to the final QMF bank synthesis as described in the SBR system.

Calculate Pan matrix, G payapped

The Pan factor, Jpaywappes 1S interpolated linearly within the frame according to:

_ gPanMapped (m) B g,PanMapped ( m)

k m) =
g (M) NUM _OF _SUBSAMPLES

,O sm< fPanTabIe ( NPanBandS)

where  denotes the val ues from the previous frame. k PanMapped ( m) is the slope used for the interpolation. The

interpolated Pan matrix, G ~ 1S then calculated according to:

PanMapp

0<m< fPanTab|e ( NPanBandS)

G m’n = ,an m +nk an m ’
PanMapped( )=9p Mapped( ) P Mapped( ) {O£n< NUM _OF SUBSAMPLES

Apply Pan matrix, G pyaped (006t Z o and Zgy

Finally, the Pan process gain adjusts the signal taken from the SA output signal where Z |, and Z oht becomes the

output matrices of the Pan process for the left and right channel, respectively. If Pan is enabled by signalling the
bitstream element bs_enable_ pan =1, the Pan output should be:

2. ZGPanMapped(m'n)

Z o(mn)= Y (M),

1+ 2G PanMapped ( m,n)

2

nght(m’n):W

‘YRight (m! n)

for 0< M< T, rae (Npangangs ) 0<N< NUM _OF _ SUBSAMPLES
otherwise (if bs__enable_ pan = 0) Pan is bypassed and hence:
Z 4 =Y 4 and
z Right — YRight

575 Parametric Stereo concealment

Parametric stereo concealment is based on the fact that the stereo image is quasi-stationary. The conceal ment strategy
keeps the Parametric Stereo settings from the last valid frame until a new set of Parametric Stereo settings can be
decoded from avalid frame.
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6 Multiplex definition

6.1 Introduction

The DRM transmission super frame consists of three channels. the Main Service Channel (MSC), the Fast Access
Channel (FAC), and the Service Description Channel (SDC). The MSC contains the data for the services. The FAC
provides information on the channel width and other such parameters and also provides service selection information to
alow for fast scanning. The SDC gives information on how to decode the MSC, how to find alternative sources of the
same data, and gives the attributes of the services within the multiplex. It can include links to analogue simul cast
services.

6.2 Main Service Channel (MSC)

6.2.1 Introduction

The Main Service Channel (MSC) contains the data for all the services contained in the DRM multiplex. The multiplex
may contain between one and four services, and each service may be either audio or data. The gross bit rate of the MSC
is dependent upon the DRM channel bandwidth and the transmission mode.

6.2.2 Structure

The MSC contains between one and four streams. Each stream is divided into logical frames each 400 mslong. Audio
streams comprise compressed audio and optionally they can carry text messages. Data streams may be composed of
data packets, carrying information for up to four "sub-streams’. An audio service comprises one audio stream and
optionally one data stream or one data sub-stream. A data service comprises one data stream or one data sub-stream.

Each logical frame generally consists of two parts, each with its own protection level. The lengths of the two parts are
independently assigned. Unequal error protection for a stream is provided by setting different protection levels to the
two parts. The logical frames from al the streams are mapped together to form multiplex frames of 400 ms duration
which are passed to the channel coder. Alternatively, the first stream may be carried in logical frames mapped in to
hierarchical frames.

The multiplex configuration is signalled using the SDC. The multiplex may be reconfigured at transmission super frame
boundaries.

Annex M contains some examples of different M SC configurations.

6.2.3 Building the MSC

The MSC consists of a sequence of multiplex frames, and if hierarchical modulation isin use a sequence of hierarchical
frames also. The multiplex frames and hierarchical frames are passed separately to the channel coder.

6.2.3.1 Multiplex frames

The multiplex frames are built by placing the logical frames from each non-hierarchical stream together. The logical
frames consist, in general, of two parts each with a separate protection level. The multiplex frame is constructed by
taking the data from the higher protected part of the logical frame from the lowest numbered stream (stream O when
hierarchical modulation is not used, or stream 1 when hierarchical modulation is used) and placing it at the start of the
multiplex frame. Next the data from the higher protected part of the logical frame from the next lowest numbered
stream is appended and so on until all streams have been transferred. The data from the lower protected part of the
logical frame from the lowest numbered stream (stream 0 when hierarchical modulation is not used, or stream 1 when
hierarchical modulation is used) is then appended, followed by the data from the lower protected part of the logical
frame from the next lowest numbered stream, and so on until all streams have been transferred. The higher protected
part is designated part A and the lower protected part is designated part B in the multiplex description.

The capacity of the multiplex frame islarger than or equal to the sum of the logical frames from which it isformed. The
remainder, if any, of the multiplex frame shall be filled with Os. These bits shall be ignored by the receiver.
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NOTE: No padding bits are inserted between the end of part A and the beginning of part B. The capacity of
part A of the multiplex frame is equal to the sum of the higher protected parts of the logical frames, but as
aresult of restrictions introduced by the channel encoding procedure applied for DRM (see
clause 7.2.1.1), some of the bits nominally belonging to the lower protected part B of a multiplex frame
might in fact be protected at the higher level.
6.2.3.2 Hierarchical frames

The hierarchical frames only exist when hierarchical modulation is used. They are built by taking the data from the
logical frame from stream 0 and placing it at the start of the hierarchical frame.

The capacity of the hierarchica frame islarger than or equal to the logical frame from which it isformed. The
remainder, if any, of the hierarchical frame shall be filled with Os. These bits shall be ignored by the receiver.
6.2.4 Reconfiguration

The multiplex may be reconfigured at transmission super frame boundaries.

A reconfiguration of the multiplex occurs when the channel parametersin the FAC are changed, or when the servicesin
the multiplex are reorganized. The new configuration is signalled ahead of time in the SDC and the timing isindicated
by the reconfiguration index in the FAC. Clause 6.4.6 describes the signalling of a reconfiguration.

6.3 Fast Access Channel (FAC)

6.3.1 Introduction

The FAC is used to provide information on the channel parameters required for the de-modulation of the multiplex as
well as basic service selection information for fast scanning.

The channel parameters (for exampl e the spectrum occupancy and interleaving depth) allow areceiver to begin to
decode the multiplex effectively. It aso contains information about the servicesin the multiplex to allow the receiver to
either decode this multiplex or change frequency and search again.

6.3.2 Structure
Each transmission frame contains an FAC block. An FAC block contains parameters that describe the channel and

parameters to describe one service along with a CRC. When more than one service is carried in the multiplex, a number
of FAC blocks are required to describe all the services.

6.3.3 Channel parameters

The channel parameters are as follows:

. Base/Enhancement flag 1 hit
. I dentity 2 bits
. Spectrum occupancy 4 bits
. Interleaver depth flag 1 hit
o MSC mode 2 bits
J SDC mode 1 bit
J Number of services 4 hits
. Reconfiguration index 3 bits
J rfu 2 bits

ETSI



69 Final draft ETSI ES 201 980 V2.3.1 (2007-11)

The following definitions apply:

Base/Enhancement flag: this 1-bit flag indicates whether the transmission is the base or enhancement layer as follows:
0: Base layer - decodable by all DRM receivers.
1: Enhancement layer - only decodable by receivers with enhancement layer capabilities.

Identity: this 2-bit field identifies the current FAC block within the transmission super frame and also validates the
SDC AFSindex (see clause 6.4) asfollows:

00: first FAC block of the transmission super frame and SDC AFSindex isvalid.
01: second FAC block of the transmission super frame.

10: third FAC block of the transmission super frame.

11: first FAC block of the transmission super frame and SDC AFSindex isinvalid.

Spectrum occupancy: this 4-bit field, coded as an unsigned integer, specifies the nominal channel bandwidth and
configuration of the digital signal as follows. See also clause 8.

0: 4,5 kHz.
1: 5kHz.
2: 9kHz.
3: 10 kHz.
4: 18 kHz.
5: 20 kHz.
other values reserved.
Interleaver depth flag: this 1-bit flag indicates the depth of the time interleaving as follows:
0: 2 s(long interleaving).
1: 400 ms (short interleaving).
M SC mode: this 2-bit field indicates the modulation mode in use for the MSC as follows:
00: 64-QAM, no hierarchical.
01: 64-QAM, hierarchical on .
10: 64-QAM, hierarchical on 1&Q.
11: 16-QAM, no hierarchical.
SDC mode: this 1-bit field indicates the modulation mode in use for the SDC as follows:
0: 16-QAM.
1: 4-QAM.
Number of services: this 4-bit field indicates the number of audio and data services as follows:
0000: 4 audio services.
0001: 1 data service.
0010: 2 data services.
0011: 3 data services.

0100: 1 audio service.

ETSI



0101: 1 audio service and 1 data service.
0110: 1 audio service and 2 data services.
0111: 1 audio service and 3 data services.
1000: 2 audio services.

1001: 2 audio services and 1 data service.
1010: 2 audio services and 2 data services.
1011: reserved.

1100: 3 audio services.

1101: 3 audio services and 1 data service.
1110: reserved.

1111: 4 data services.
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Reconfiguration index: this 3-bit field indicates the status and timing of a multiplex reconfiguration. A non-zero value
indicates the number of transmission super frames of the old configuration that are transmitted before the new

configuration takes effect, see clause 6.4.6.

rfu: these 2 bits are reserved for future use of the whole FAC parameter definitions and shall be set to zero until

defined.

6.3.4 Service parameters

The service parameters are as follows:

e  Serviceidentifier 24 hits
e  Shortld 2 bits
e  Audio CA indication 1 bit

. Language 4 bits
. Audio/Data flag 1 hit

e  Service descriptor 5 bits
0 Data CA indication 1 bit

o rfa 6 bits

The following definitions apply:

Serviceidentifier: this 24-bit field indicates the unique identifier for this service.

Short 1d: this 2-bit field indicates the short identifier assigned to this service and used as areference in the SDC. The
Short Id is assigned for the duration of the service and is maintained through multiplex reconfigurations.

Audio CA indication: this 1-bit flag indicates whether the service uses conditional access as follows:

0: No CA system is used for the audio stream (or the service has no audio stream).

1: CA system is used for the audio stream.

NOTE 1. The details are provided by the SDC data entity type 2.

Every DRM receiver shall check the "Audio CA indication" bit before presenting the audio stream of the audio service.
A non-CA capable DRM receiver shall not try to decode the audio stream if the "Audio CA indication” isset to 1.
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L anguage: this 4-bit field indicates the language of the target audience as defined in table 51.
NOTE 2: Further languages are a'so indicated by SDC data entity type 12.

Audio/Data flag: this 1-bit flag indicates whether the service is audio or data as follows:
0: Audio service.
1: Data service.

Service descriptor: this 5-bit field depends upon the value of the Audio/Data flag as follows:
0: Programme type.
1: Application identifier.

Regardless of the value of the Audio/Data flag, the value 31 (all bits set to 1) indicates that a standard DRM receiver
should skip this broadcast and continue to scan for services.

NOTE 3: Thisisto alow for engineering test transmissions to be ignored by standard receivers.
Programme type: this 5-bit field indicates the programme type of an audio service as defined in table 52.
Application identifier: this 5-bit field indicates the application identifier of a data service as defined in TS 101 968 [8].
Data CA indication: this 1-bit flag indicates whether the service uses conditional access as follows:

0: No CA systemis used for the data stream/sub-stream (or the service has no data stream/sub-stream).

1: CA systemis used for the data stream/sub-stream.

NOTE 4: The details are provided by the SDC data entity type 2.

Every DRM receiver shall check the "Data CA indication” bit before presenting the data stream/sub-stream of the audio
or data service. A non-CA capable DRM receiver shall not try to decode the data stream/sub-stream if the "Data CA
indication" isset to 1.

rfa: these 6 bits are reserved for future additions and shall be set to zero until defined.

Table 51: Language codes

Decimal Language Decimal

number number Language
0 No language specified 8 Hindi
1 Arabic 9 Japanese
2 Bengali 10 Javanese
3 Chinese (Mandarin) 11 Korean
4 Dutch 12 Portuguese
5 English 13 Russian
6 French 14 Spanish
7 German 15 Other language

Table 52: Programme type codes

Decimal Programme type Decimal =
rogramme type

number number

0 No programme type 16 Weather/meteorology

1 News 17 Finance/Business

2 Current Affairs 18 Children's programmes

3 Information 19 Social Affairs

4 Sport 20 Religion

5 Education 21 Phone In

6 Drama 22 Travel

7 Culture 23 Leisure

8 Science 24 Jazz Music

9 Varied 25 Country Music
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Decimal Programme type Decimal Programme type
number number

10 Pop Music 26 National Music

11 Rock Music 27 Oldies Music

12 Easy Listening Music 28 Folk Music

13 Light Classical 29 Documentary

14 Serious Classical 30 Not used

15 Other Music 31 Not used - skip indicator

6.3.5 CRC

The 8-hit Cyclic Redundancy Check shall be calculated on the channel and service parameters. It shall use the generator
polynomial Gg(x) = x8 + x4+ x3 + x2+ 1. See annex D.

6.3.6 FAC repetition

The FAC channel parameters shall be sent in each FAC block. The FAC service parameters for one service shall be sent
in each FAC block. When there is more than one service in the multiplex the repetition pattern is significant to the
receiver scan time. When all services are of the same type (e.g. all audio or all data) then the services shall be signalled
sequentially. When a mixture of audio and data servicesis present then the patterns shown in table 53 shall be signalled.

Table 53: Service parameter repetition patterns for mixtures of audio and data services

Number of | Number of Repetition pattern
audio data
services services
1 1 A1A1A1A1D1
1 2 A1A1A1A1D1A1A1A1A1D2
1 3 A1A1A1A1D1A1A1A1A1ID2A1A1A1A1D3
2 1 A1A2A1A2D1
2 2 A1A2A1A2D1A1A2A1A2D2
3 1 A1A2A3A1A2A3D1

Where An designates an audio service and Dn designates a data service.

6.4 Service Description Channel (SDC)

6.4.1 Introduction

This clause describes the format and content of the SDC. The SDC gives information on how to decode the MSC, how
to find alternative sources of the same data, and gives attributes to the services within the multiplex.

The data capacity of the SDC varies with the spectrum occupancy of the multiplex and other parameters. The SDC
capacity can also be increased by making use of the AFS index.

Alternative frequency checking may be achieved, without 10ss of service, by keeping the data carried in the SDC
quasi-static. Therefore, the data in the SDC frames has to be carefully managed.

6.4.2 Structure

An SDC block isthe SDC data contained in one transmission super frame.

The SDC istreated as a single data channel. The total amount of data to be sent may require more than asingle SDC
block to send. An AFS index istherefore provided to permit areceiver to know when the next occurrence of the current
SDC block will be transmitted, and so alow for alternative frequency checking and switching (AFS). A validity
function is provided in the FAC to indicate whether the AFS index is valid or not, indicating to areceiver when the AFS
function can operate.
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The SDC block is made up as follows:

e  AFSindex 4 hits.
. datafield n bytes.
e CRC 16 bits.
. padding k bits.

The AFSindex isan unsigned binary number in the range O to 15 that indicates the number of transmission super
frames which separate this SDC block from the next with identical content when the identity field in the FAC is set to
00. The AFSindex shall be identical for all SDC blocks. The AFSindex may be changed at reconfiguration.

The datafield carries a variable number of data entities. It may contain padding. The length of the data field depends
upon the robustness mode, SDC mode and spectrum occupancy, and is given in table 54.

Table 54: Length of SDC data field

Length of data field (bytes)
RO?#OS;?SS SDC mode Spectrum occupancy
0 1 2 3 4 5
A 0 37 43 85 97 184 207
1 17 20 41 47 91 102
B 0 28 33 66 76 143 161
1 13 15 32 37 70 79
C 0 - - - 68 - 147
1 - - - 32 - 72
D 0 - - - 33 - 78
1 - - - 15 - 38

The CRC (Cyclic Redundancy Check) field shall contain a 16-bit CRC calculated over the AFS index coded in an 8-bit
field (4 msbs are 0) and the data field. It shall use the generator polynomial G;g(x) = x16 + x12 + x5 + 1. See annex D.

The padding field contains 0 to 7 bits to complete the transmission super frame. The value of k depends on the

robustness mode, SDC mode and spectrum occupancy. The padding bits shall be set to zero. These bits shall be ignored
by the receiver.

6.4.3 Data entities

The datafield isfilled with data entities. Every data entity has a 12-bit header and a variable length body. The header
has the following format:

. length of body 7 bits.
. version flag 1 bit.
. data entity type 4 bits.

The following definitions apply:

Thelength of body gives the number of whole bytes occupied by the data entity body.
The version flag controls the management of datain the receiver.

The data entity type is a number that determines the identity of the data entity.

The version flag allows three different mechanisms to control data management in the receiver, as specified below. The
actual mechanism used is specified for each data entity.

Reconfiguration:  For data entities using this mechanism, the version flag indicates whether the datais for the
current (= 0) or next (= 1) configuration.
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List: For data entities using this mechanism, the version flag indicates the version of the list. When
any of the datain the list changes, the flag is inverted and the existing data in the receiver is
discarded. The version flag appliesto all the data delivered using the data entity type.

Unique: For data entities using this mechanism, the version flag has no meaning and shall be set to 0.
These data entities carry data that is unique and therefore do not require any change
mechanism.

The body of the data entities shall be at least 4 bitslong. The length of the body, excluding the initial 4 bits, shall be
signalled by the header.

If there is space remaining in the data field, it shall be filled with padding. The padding bytes shall take the value 0x00.

6.4.3.1 Multiplex description data entity - type 0

Each SDC block should contain a multiplex description entity. This data entity uses the reconfiguration mechanism for
the version flag. The current configuration can always be signalled. During a reconfiguration (i.e. when the FAC
reconfiguration index is non-zero) the next configuration shall be signalled. This data entity describes the multiplex of
streams within the M SC and the UEP profile of each stream. The information is as follows:

e  protection level for part A 2 bits.
. protection level for part B 2 bits.
. stream description for stream 0 24 bits.
and optionally, dependent upon the number of streamsin the multiplex:
. stream description for stream 1 24 bits.
. stream description for stream 2 24 bits.
. stream description for stream 3 24 bits.

The stream description for stream O depends on whether the MSC mode field of the FAC indicates that the hierarchical
frameis present or not.

If the hierarchical frame is not present then the stream description is as follows:
. datalength for part A 12 bits.
. data length for part B 12 hits.
If the hierarchical frame is present then the stream description is as follows:
e  protection level for hierarchical 2 hits.
o rfu 10 bits.
. datalength for hierarchical 12 bits.
The stream descriptions for streams 1, 2 and 3, when present, are as follows:
. datalength for part A 12 bits.
. datalength for part B 12 hits.
The following definitions apply:
protection level for part A: thisfield givesthe overall coding rate for datain part A (see clause 7.5.1).
protection level for part B: thisfield gives the overall coding rate for datain part B (see clause 7.5.1).
datalength for part A: thisfield gives the net length of datain bytesin part A of the logical frame used by this stream.

datalength for part B: thisfield gives the net length of datain bytesin part B of the logical frame used by this stream.
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protection level for hierarchical: thisfield givesthe overall coding rate for datain the hierarchical frame
(seeclause 7.5.1).

rfu: these 10 bits shall be reserved for future use by the stream description field and shall be set to zero until defined.

data length for hierarchical: thisfield gives the net length of datain bytesin the hierarchical part of the logical frame
used by this stream.

When equal error protection is allocated to the multiplex frame (i.e. only one protection level is used) then the data
length for the part A fields shall be set to 0 and the protection level for part A fields shall be set to 0.

When unequal error protection is alocated to the multiplex frame then part A isthe higher protected part and part B is
the lower protected part.

NOTE 1: If morethan one serviceis carried in the multiplex, a service may be carried in both parts (some datain
part A and some datain part B), or it may be carried only in one part (part A or part B). In thisway,
different services can be transported using unequal error protection, equal error protection at the higher
level or equal error protection at the lower level in the same multiplex.

NOTE 2: The receiver may determine the number of streams present in the multiplex by dividing the value of the
length field of the header by three.
6.4.3.2 Label data entity - type 1

Services may be labelled. The label should be sent in every SDC block to enable fast display, although for data services
the repetition rate can be lowered. This data entity uses the unique mechanism for the version flag. The information is
asfollows:

. Short Id 2 bits.
) rfu 2 bits.
. label n bytes.

The following definitions apply:
Short Id: thisfield contains the short Id that relates the information to the Service Id provided by the FAC.
rfu: these 2 bits are reserved for future use of the remainder of the parameter field and shall be set to zero until defined.

label: thisisavariable length field of up to 64 bytes containing character data for up to 16 charactersusing UTF-8
coding (1SO/IEC 10646 [4]).

NOTE: Thelength of the label (in bytes) is given by the length field of the header.

6.4.3.3 Conditional access parameters data entity - type 2

This data entity allows the conditional access parameters to be sent. This data entity uses the reconfiguration
mechanism for the version flag.

. Short 1d 2 hits.
. Audio CA flag 1 bit.
. Data CA flag 1 hit.

. CA system specific information n bytes.
The following definitions apply:

Short 1d: thisfield contains the short 1d that relates the information to the Service Id provided by the FAC.
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Audio CA flag: this 1-bit flag indicates whether the conditional access parameters refer to an audio stream as follows:
0: Parameters do not refer to an audio stream.
1: Parameters refer to an audio stream.
NOTE 1: In case of adata service this flag will be 0.

Data CA flag: this 1-bit flag indicates whether the conditional access parameters refer to a data stream/sub-stream as
follows:

0: Parameters do not refer to a data stream/sub-stream.

1: Parameters refer to a data stream/sub-stream.

NOTE 2: In case of an audio service that does not have a data stream/sub-stream this flag will be 0.
CA system specific information: thisisavariable length field containing CA system specific data.

NOTE 3: The CA system specific information should include a proprietary CA system/version identifier along with
a system specific D and/or checksum, to allow each CA decoder to identify its CA configuration data
and to reject CA configuration data belonging to other CA systems.

NOTE 4: Anaudio service can have a scrambled audio stream and a scrambled data stream/sub-stream and the
conditional access parameters can be different for each. In this case two Conditional access parameters
data entity - type 2 are needed. If the audio stream and the data stream/sub-stream use identical
conditional access parameters then one Conditional access parameters data entity - type 2 is sufficient;
both the Audio CA flag and the Data CA flag are set to 1.

6.4.3.4 Alternative frequency signalling: Multiple frequency network information data
entity - type 3
This data entity is used to provide receivers with information about the DRM frequencies on which:
. the whole multiplex of services can be found,;
. some of the services of the multiplex can be found,;
. the base/enhancement layer of the whole multiplex of services can be found;
. the base/enhancement layer of some of the services of the multiplex can be found.

It is also used to provide receivers with information as to whether the frequencies can be used for seamless alternate
frequency checking and switching, see annex G.

This data entity uses the list mechanism for the version flag.

NOTE 1: If the same audio programme or data application is broadcast using a different DRM service identifier, or
if it is broadcast using another broadcast system, then data entity type 11 is used to indicate the frequency.

The frequencies may be restricted to certain times and/or geographic areas in combination with data entitiestype 4, 7
and 13 respectively.

Theinformation is as follows:

. Synchronous Multiplex flag 1 bit.

. Layer flag 1 hit.
. Service Restriction flag 1 bit.
e  Region/Schedule flag 1 bit.
J Service Restriction field 0 or 8 hits.
o Region/Schedule field 0 or 8 hits.
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e nfrequencies nx 16 bits.
The following definitions apply:
Synchronous M ultiplex flag: this flag indicates whether the multiplex is broadcast synchronously as follows:

0: multiplex is not synchronous (different content and/or channel parameters and/or multiplex parameters and/or
signal timing in target area).

1. multiplex is synchronous (identical content and channel parameters and multiplex parameters and signal timing
in target areq).

Layer flag: thisflag indicates whether the frequencies given apply to the base layer of the DRM multiplex or to the
enhancement layer as follows:

0: base layer.
1: enhancement layer.

Service Restriction flag: this flag indicates whether al or just some of the services of the tuned multiplex are available
inthe DRM multiplex on the frequencies given as follows:

0: al servicesin the tuned multiplex are available on the frequencies given.
1: arestricted set of services are available on the frequencies given.

The following combinations of these three flagsis defined in table 55.

Table 55: Type 3 flag combinations

Synchronous Layer flag Service Usage
Multiplex flag Restriction
flag
0 0 0 non-synchronous multiplex with same service list
0 0 1 non-synchronous multiplex with restricted service list
0 1 0 not used
0 1 1 not used
1 0 0 synchronous multiplex with same service list (base layer) (see note)
1 0 1 not used
1 1 0 synchronous enhancement layer multiplex with same service list
1 1 1 synchronous enhancement layer multiplex with restricted service list

NOTE:  This combination is always used for indicating the frequencies of the base layer from the enhancement layer,
even if the base layer contains more services than the enhancement layer.

Region/Schedule flag: thisfield indicates whether the list of frequenciesis restricted by region and/or schedule or not
asfollows:

0: no restriction.
1: region and/or schedule applies to thislist of frequencies.

Service Restriction field: this 8 bit field isonly present if the Service Restriction flag is set to 1. The information is as
follows:

. Short Id flags 4 bits.
. rfa 4 bits.

Short I1d flags: this 4 bit field indicates, which services (identified by their Short 1d) of the tuned DRM multiplex are
carried in the DRM multiplex on the alternative frequencies by setting the corresponding bit to 1. The first bit (msh)
refersto Short Id 3, while the last bit (Isb) refersto Short 1d O of the tuned DRM multiplex.
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Region/Schedule field: this 8 bit field is only present if the Region/Schedule flag is set to 1. Theinformationisas
follows:
. Region Id 4 hits.
e  Scheduleld 4 hits.

Region Id: thisfield indicates whether the region is unspecified (value 0) or whether the alternative frequencies are
valid just in certain geographic areas, in which case it carries the Region Id (value 1 to 15). The region may be
described by one or more "Alternative frequency signalling: Region definition data entity - type 7" and/or " Alternative
frequency signalling: detailed region definition data entity - type 13" with this Region Id.

Schedule I d: this field indicates whether the schedule is unspecified (value 0) or whether the alternative frequencies are
valid just at certain times, in which case it carries the Schedule Id (value 1 to 15). The schedule is described by one or
more "Alternative frequency signalling: Schedule definition data entity - type 4" with this Schedule I d.

n frequencies: thisfield carriesn 16 bit fields. nisin the range 1 to 16. Each 16 bit field contains the following
information:

e rfu 1 hit.
e  frequency value 15 hits.

NOTE 2: The number of frequencies, n, is determined from the length field of the header and the value of the
Service Restriction flag and the Region/Schedule flag.

rfu: this 1 bit field is reserved for future use of the frequency value field and shall be set to zero until defined.
frequency value: this 15 bit field is coded as an unsigned integer and gives the frequency in kHz.
rfa: these 1-hit or 4-bit fields (if present) are reserved for future additions and shall be set to zero until defined.

Additional information on Alternative Frequency Signalling is provided in annexes F and G.

6.4.3.5 Alternative frequency signalling: Schedule definition data entity - type 4

This entity allows a frequency schedule to be transmitted. This data entity uses the list mechanism for the version flag.
Thisinformation is as follows:

e  Scheduleld 4 bits
o Day Code 7 bits
J Start Time 11 bits
o Duration 14 bits

The following definitions apply:

Schedule I d: thisfield indicates the Schedule Id for the defined schedule. Up to 15 different schedules with an
individual Schedule Id (values 1 to 15) can be defined; the value 0 shall not be used, since it indicates "unspecified
schedule" in data entity type 3 and 11.

Day Code: thisfield indicates which days the frequency schedule (the following Start Time and Duration) appliesto.
The msb indicates Monday, the Ish Sunday. Between one and seven bits may be set to 1.

Start Time: thisfield indicates the time from when the frequency is valid. The time is expressed in minutes since
midnight UTC. Valid values range from 0 to 1 439 (representing 00:00 to 23:59).

Duration: this field indicates how long the frequency is valid starting from the indicated Start Time. Thetimeis
expressed in minutes. Valid values range from 1 to 16 383.

NOTE: The Duration may signa atime interval of more than one week. See annex O for interpretation rules and
examples.

Additional information on Alternative Frequency Signalling is provided in annexes F and G.
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6.4.3.6 Application information data entity - type 5

All data services (or data applications for audio services) are described by this data entity. Additional information
regarding the handling of data servicesisgivenin TS 101 968 [8].

Many applications may require additional datato describe them that is specific to that application. This data entity uses
the reconfiguration mechanism for the version flag. The content is described by the appropriate application
specification. The general form of the entity is as follows:

J Short Id 2 bits.

J Stream Id 2 bits.

o Packet mode indicator 1 bit.

. descriptor 7 bits or 15 hits.
. application data n bytes.

The following definitions apply:
Short 1d: thisfield indicates the short 1d for the service concerned.

Stream |d: thisfield indicates the stream Id of the stream which carries the data service (or data application)
concerned.

Packet mode indicator: thisfield indicates whether the service is carried in packet mode or not as follows:
0: synchronous stream mode.
1: packet mode.

NOTE 1: All data services (or data applications) contained in one data stream signal the same Packet mode
indicator value.

descriptor: the format of this field depends upon the value of the Packet mode indicator field as follows:

when Packet mode indicator = O:

. rfa 3 bits.
. enhancement flag 1 bit.
. application domain 3 bits.

rfa: these 3 bits are reserved for future additions and shall be set to zero until defined.

enhancement flag: this field indicates whether enhancement datais available in another channel as follows:
0: no enhancement available.
1: enhancement is available.

application domain: thisfield indicates the source of the data application specification. The interpretation of thisfield
isgivenin TS 101 968 [§].

when Packet mode indicator = 1:

e  dataunit indicator 1 bit.
. packet Id 2 bits.
. enhancement flag 1 bit.
. application domain 3 hits.
. packet length 8 hits.
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data unit indicator: this field indicates whether the data stream is composed of single packets or data units as follows:
0: single packets.
1: data units.

packet Id: thistwo-bit field, coded as unsigned integer, indicates the Packet 1d carried in the header of packets intended
for this service. When FEC is added to a packet mode stream (see clause 6.6.5), packet 1d = 3 isreserved for
transporting error correction information for the whole packet mode data stream (and optionally, padding packets).

enhancement flag: thisfield indicates whether enhancement datais available in another channel as follows:
0: no enhancement available.
1: enhancement is available.

application domain: thisfield indicates the source of the data application specification. The interpretation of thisfield
isgivenin TS 101 968 [8].

packet length: thisfield, coded as an unsigned integer in the range 1 to 255, indicates the length in bytes of the data
field of each packet (the total packet length isthree byteslonger asit includes the header and CRC fields).

NOTE 2: All packets contained in one data stream have the same length (see clause 6.6.4).
application data: thisfield of variable length is defined by the data service (or data application) specification. The
interpretation of thisfield isgivenin TS 101 968 [8].
6.4.3.7 Announcement support and switching data entity - type 6

This data entity indicates which types of announcements are supported by the tuned multiplex or by another
DRM multiplex/another broadcast system. It aso indicates which of the services of the tuned multiplex should switch in
case of an active announcement.

NOTE: Announcement switching flags can only be signalled for those announcement types whose corresponding
Announcement support flags are currently set as active.

This data entity uses the list mechanism for the version flag. The version flag status shall remain the same if only the
"Announcement switching flags" are changed. The version flag shall be inverted in case of changes to any other
announcement information.

The following information is necessary:
. Short 1d flags 4 bits.

. Same Multiplex/Other Service flag 1 bit.

. Short 1d/Announcement Id 2 bits.
. rfa 1 hit.
. Announcement support flags 10 bits.

e Announcement switching flags 10 hits.
The following definitions apply:

Short Id flags: this 4 bit field indicates to which services (identified by their Short 1d) of the tuned DRM multiplex the
announcement definition applies to by setting the corresponding bit to 1. The first bit (msb) refersto Short Id 3, while
the last bit (Isb) refersto Short Id O of the tuned DRM multiplex.

Same M ultiplex/Other Serviceflag: thisfield indicatesif the announcements are carried in the tuned DRM multiplex
or not, asfollows:

0: announcements are carried in the tuned multiplex.

1: announcements are carried € sewhere.
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Short 1d/Announcement Id: the content of this 2 bit field depends upon the value of the Same Multiplex/Other Service
flag asfollows:
Same Multiplex/Other Service flag = 0:
J Short Id 2 bits.
Same Multiplex/Other Service flag = 1:
e Announcement Id 2 bits.

Short 1d: thisfield signals the Short Id of the service within the tuned DRM multiplex which carries the announcement
content.

Announcement | d: thisfield carries the Announcement Id (value 0 to 3). The Other Service Ids (and potentially
frequencies) carrying the programme with the announcement content are described by one or multiple "Alternative
frequency signalling: Other services data entity - type 11" (with the " Short |d/Announcement Id flag" bit set to 1,
indicating that the Other Service Id and/or the list of frequencies belong to a programme carrying announcement
content).

rfa: this 1 bit is reserved for future additions and shall be set to zero until defined.

Announcement support flags. this 10-bit field specifies the types of announcements that are described by this data
entity and provided either by one service in the tuned DRM multiplex or by another service on another frequency as
follows:

B (i=0.,..,9).
0: Announcement type not provided.
1: Announcement type provided.
The meaning of each bit is asfollows:
by: Travel.
b;:  Newsflash.
by Weather flash.
by Warning/Alarm.
b, - by reserved for future definition.

Announcement switching flags: the individual bits of this 10-bit field indicate whether or not a particular
announcement typeis currently active. The flags are coded as follows:

B; (i=0...,9).
0: Announcement type not valid (currently not active).
1: Announcement type valid (currently active).
The meaning of each bit is as defined for the Announcement support flags above.

Additional information on announcements is provided in annex F.

6.4.3.8 Alternative frequency signalling: Region definition data entity - type 7

This data entity alows the definition of geographic areas for which a set of alternative frequenciesis provided. This
data entity uses the list mechanism for the version flag.
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A region can be specified as a geographical area using longitude/latitude and extent values. The areais defined in terms
of multiplesof 1 x 1 degree "squares". It therefore gives aresolution of (EW x NS) 111 km x 111 km (at equator) or
31 kmx 111 km at 70° latitude (e.g. Scandinavia, Canada). The coding provided allows for the signalling of squares of
at least about 8 000 km x 14 000 km for < 73° latitude.

The areamay in addition be defined in terms of CIRAF zones.

If both geographical areas and CIRAF zones are defined per Region Id and can be evaluated by areceiver, the
intersection region shall be used.

Thisinformation is as follows:

o Region Id 4 hits.

o Latitude 8 bits.

0 Longitude 9 bits.

o Latitude Extent 7 bits.

. Longitude Extent 8 hits.
and optionally:

o n CIRAF Zones n x 8 hits.

The following definitions apply:

Region Id: thisfield indicates the identifier for this region definition. Up to 15 different geographic regions with an
individual Region Id (values 1 to 15) can be defined; the value 0 shall not be used, since it indicates "unspecified
geographic ared" in data entity type 3 and 11. The Region Id values are used in common for SDC data entities 7 and 13;
area definitions per Region Id can be specified by any combination of SDC entities 7 and 13 (see table 57 for
limitations).

Latitude: thisfield specifies the southerly point of the areain degrees, as a 2's complement number between -90 (south
pole) and +90 (north pole).

Longitude: thisfield specifies the westerly point of the areain degrees, as a 2's complement number between -180
(west) and +179 (east).

Latitude Extent: thisfield specifies the size of the area to the north, in 1° steps; the value of Latitude plus the value of
Latitude Extent shall be equal or less than 90.

Longitude Extent: thisfield specifies the size of the areato the east, in 1° steps; the value of Longitude plus the value
of Longitude Extent may exceed the value +179 (i.e. wrap into the region of negative longitude values).

n CIRAF Zones: thisfield, when present, carries n CIRAF zones (n in the range 0 to 16). Each CIRAF zoneis coded
as an 8 hit unsigned binary number in the range 1 to 85.

NOTE: The number of CIRAF zones, n, is determined from the length field of the header -4.

To check whether a certain longitude value is inside the specified longitude range, the following formulain pseudo
program code shall be used (with my_longitude in the range -180 to +179):

inside_area = ( (my_longitude >= longitude) AND

my_ longitude <= (longitude + longitude_extent) ) OR
(longitude + longitude_extent) >= +180) AND

my longitude <= (longitude + longitude_extent - 360)) )

(
(
((
(

This data entity can be used in combination with data entity type 13 which defines the geographic regions with greater
resolution.

Additional information on Alternative Frequency Signalling is provided in annexes F and G.
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6.4.3.9 Time and date information data entity - type 8

The current time and date can be specified to allow areceiver to follow frequency schedules, etc. This data entity uses
the unique mechanism for the version flag. The data entity is coded as follows:

. Modified Julian Date 17 bits.

. UTC (hours and minutes) 11 bits.
and optionally:

e rfu 2 bits

J Local Time Offset 6 bits.

The following definitions apply:

M odified Julian Date: thisfield indicates the datein MJD format.

UTC: thisfield specifies the current UTC time expressed in hours (5 bits) and minutes (6 bits).

rfu: this 2-bit field is reserved for future use of the Local Time Offset field and shall be set to zero until defined.

Local Time Offset: thisfield, when present, shall indicate the local time offset (LTO) from UTC. It isexpressed in
multiples of half hoursin the range -12 hours to +12 hours. The msb shall give the sense of the LTO, asfollows:

0: positive offset;
1: negative offset.

The presence of the rfu and Local Time Offset fields shall be determined from the value of the length field of the SDC
data entity header.

When the time and date are signalled, this data entity shall be carried in the first SDC block on or after the minute's
edge.

NOTE: Itisintended that the LTO is used to indicate the local time in the targetted reception area. If multiple
time zones are likely to be present in the targetted reception area, the LTO should not be used.

6.4.3.10 Audio information data entity - type 9

Each audio service needs a detailed description of the parameters needed for audio decoding. This data entity uses the
reconfiguration mechanism for the version flag.

e  Shortld 2 bits.
J Stream Id 2 bits.
. audio coding 2 bits.
e SBRflag 1 bit.
e  audio mode 2 bits.
. audio sampling rate 3 bits.
. text flag 1 hit.
. enhancement flag 1 bit.
o coder field 5 bits.
. rfa 1 bit.
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The following definitions apply:
short 1d: thisfield indicates the short 1d for the service concerned.
Stream Id: thisfield indicates the stream Id of the stream that carries the service concerned.
audio coding: this field indicated the source coding system as follows:
00: AAC.
01: CELP.
10: HVXC.
11: reserved.
SBR flag: thisfield indicates whether SBR is used or not as follows:
0: SBR not used.
1: SBR used.
audio mode: this field depends upon the value of the audio coding field and SBR flag as follows:
audio coding field = 00 (AAC):
00: mono.
01: parametric stereo.
10: stereo.
11: reserved.
audio coding field = 01 (CELP) and SBR flag = 0:
. rfa 1 bit.
. CELP_CRC 1 bit.
audio coding field = 01 (CELP) and SBR flag = 1:
. sbr_header_flag 1 hit.
e CELP CRC 1 bit.
audio coding field = 10 (HVXC):
. HVXC rate 1 bit.
e HVXC CRC 1 bit.
CELP_CRC: thisfield indicates whether the CRC is used or not;
0: CRC not used.
1: CRC used.
sbr_header_flag: thisfield indicates whether an SBR header is present in the audio super frame or not:
0: header absent, use predefined SBR configuration as given by annex |.
1: header present, derive SBR configuration from header in SBR bitstream.
HVXC rate: thisfield indicates the rate of the HV X C:
0: 2 kbit/s.
1: 4 kbit/s.
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HVXC_CRC: thisfield indicates whether the CRC is used or not:
0: CRC not used.
1: CRC used.
audio sampling rate: thisfield indicates the audio sampling rate as follows:
000: 8 kHz.
001: 12 kHz.
010: 16 kHz.
011: 24 kHz.
100: reserved.
101: reserved.
110: reserved.
111: reserved.
text flag: thisfield indicates whether atext message is present or not as follows:
0: no text message is carried.
1: text messageis carried (see clause 6.5).
enhancement flag: thisfield indicates whether audio enhancement data is available in another channel as follows:
0: no enhancement available.
1: enhancement is available.
coder field: thisfield depends upon the value of the audio coding field and SBR flag as follows:
audio coding field = 00 (AAC):
. rfa 5 bits.
audio coding field = 01 (CELP):
. CELP_index 5 hits.
audio coding field = 10 (HVXC) and SBR flag = O:
e frfa 5 bits.
audio coding field = 10 (HVXC) and SBR flag = 1:
. sbr_header flag 1 bit.
if sbr_header_flag = 0:
. sbr_hvxc_preset 4 hits.
if sbr_header_flag = 1:
. rfa 4 hits.
CELP_index: thisfield indicates the CELP bit rate index, as defined in tables 10 and 11 (see clause 5.4.1.1).
sbr_header_flag: this field indicates whether an SBR header is present in the audio super frame or not:
0: header absent, use predefined SBR configuration as given by annex I.

1: header present, derive SBR configuration from header in SBR bitstream.
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sbr_hvxc_preset: thisfield indicates which SBR preset to use at a given bitrate as given by clause |.2.

rfa: these 1-bit, 4-bit and 5-bit fields are reserved for future additions and shall be set to zero until defined.

6.4.3.11 FAC channel parameters data entity - type 10

This data entity permits the next configuration FAC channel parameters to be specified in advance for service following
across reconfigurations. This data entity uses the reconfiguration mechanism for the version flag. The fields are as
follows:

. Base/Enhancement flag 1 bit.
o Robustness mode 2 bits.
. Spectrum occupancy 4 bits.
o Interleaver depth flag 1 bit.
J MSC mode 2 bits.
e  SDC mode 1 bit.
o Number of services 4 hits.
o rfa 3 bits.
e rfu 2 bits.

The following definitions apply:
Base/Enhancement flag: the definitionis given in clause 6.3.3.
Robustness mode: this field indicates the robustness mode of the new configuration as follows:
00: A.
01: B.
10: C.
11: D.
Spectrum occupancy: the definition is given in clause 6.3.3.
Interleaver depth flag: the definition is given in clause 6.3.3.
M SC mode: the definition is given in clause 6.3.3.
SDC mode: the definition isgiven in clause 6.3.3.
Number of services: the definition is given in clause 6.3.3.
rfa: these 3 bits are reserved for future additions and shall be set to zero until defined.
rfu: these 2 bits are reserved for future use of the whole parameter field and shall be set to zero until defined.

If the DRM transmission is being discontinued at the reconfiguration, then this data entity shall be sent with the length
field of the header set to 0, and the first four bits of the body field set to O.
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6.4.3.12 Alternative frequency signalling: Other services data entity - type 11

For every service of the tuned DRM multiplex alternative sources can be signalled. These aternative sources can be
DRM services (using different DRM service identifiers) or services on other broadcast systemslike AM, FM, FM-RDS
or DAB. For every service of the tuned DRM multiplex, this type of data entity lists the corresponding service identifier
within a DRM multiplex or another broadcast system, optionally along with the list of alternative frequencies. It uses
the list mechanism for the version flag. At least one other service identifier or one frequency must be provided in this
data entity.

NOTE: Thelist of alternative DRM frequencies for the entire DRM multiplex or some of its services (i.e. using
the same service identifiers) can be derived from " Alternative frequency signalling: Multiple frequency
network information data entity - type 3".

The alternative frequencies may be scheduled to certain times and/or restricted to certain geographic areas.
Theinformation is as follows:
. Short Id/Announcement Id flag 1 hbit.

. Short |d/Announcement Id field 2 bits.

. Region/Schedule flag 1 hit.

. Same Service flag 1 bit.

J rfa 2 bits.

. System Id 5 bits.

o Region/Schedule field 0 bit or 8 hits.

J Other Serviceld 0 bit or 16 bits or 24 bits or 32 bits.
. n frequencies nx (8 or 16) bits.

The following definitions apply:

Short Id/Announcement 1d flag: this flag specifies the content of the Short Id/Announcement Id field as follows:
0: Short Id.
1: Announcement Id.

Short Id/Announcement 1d field: the content of thisfield depends upon the value of the Short 1d/Announcement Id
flag asfollows:

Short Id/Announcement Id flag = O:

e Shortld 2 bits.
Short Id/Announcement Id flag = 1.

e Announcement Id 2 bits.

Short 1d: thisfield carries the Short 1d of the service in the tuned DRM multiplex to which the aternative frequencies
apply.

Announcement | d: thisfield carries the Announcement Id (value 0 to 3). The information for which servicesin the
tuned DRM multiplex announcements are signalled (and which type of announcements) is described by one or more

" Announcement support and switching data entity - type 6" (with the " Same Multiplex/Other Service flag" bit set to 1,
indicating that the announcement is provided by another service outside the tuned DRM multiplex).

ETSI



88 Final draft ETSI ES 201 980 V2.3.1 (2007-11)
Region/Schedule flag: thisfield indicates whether the list of frequenciesis restricted by region and/or schedule or not
asfollows:
0: no restriction.
1: region and/or schedule appliesto thislist of frequencies.

Same Service flag: thisflag indicates whether the specified other service should be considered the "same service'
(e.g. carrying the identical audio programme) or an "alternative service" (e.g. a different audio programme either from
the same broadcaster offering a similar programme or from another broadcaster - see clauses F.1.1 and G.1):

0: alternate service.
1: same service.

NOTE: When indicating services from another broadcaster; the Short Id field may be set to an arbitrary value. It
is recommended that where there are fewer than four servicesin the multiplex, an unused Short Id should
be used.

rfa: these 2 bits are reserved for future additions and shall be set to zero until defined.

System Id: thisfield indicates which broadcast system the Other Service Id and frequency information appliesto as
follows:

00000: DRM service
Other Serviceld: 24 bhits (DRM service identifier).

00001: AM service with AMSS
Other Service ld: 24 bhits (AMSS service identifier).

00010: AM service
Other Serviceld: not present (AM service identifier not specified)

00011: FM-RDS service (Europe and North America grid)
Other Serviceld: 24 bits (ECC+PI code).

00100: FM-RDS service (Europe and North America grid)
Other Serviceld: 16 bits (Pl code only).

00101: FM service (Europe and North America grid)
Other Serviceld: not present (Pl code not specified).

00110: FM-RDS service (Asiagrid)
Other Serviceld: 24 bits (ECC+PI code).

00111: FM-RDS service (Asiagrid)
Other Serviceld: 16 bits (Pl code only).

01000: FM service (Asiagrid)
Other Serviceld: not present (Pl code not specified).

01001: DAB service
Other Serviceld: 24 hits (ECC + audio service identifier).

01010: DAB service
Other Serviceld: 16 hits (audio service identifier only).

01011: DAB service
Other Serviceld: 32 hits (data service identifier).

all other values: reserved for future definition.
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Region/Schedule field: this 8 bit field is only present if the Region/Schedule flag is set to 1. Theinformationisas
follows:

. Region Id 4 hits.
e  Scheduleld 4 bits.

Region Id: thisfield indicates whether the region is unspecified (value 0) or whether the alternative frequencies are
valid just in certain geographic areas, in which case it carries the Region Id (value 1 to 15). The region may be
described by one or multiple "Alternative frequency signalling: Region definition data entity - type 7" with this Region
Id.

Schedule I d: this field indicates whether the schedule is unspecified (value 0) or whether the alternative frequencies are
valid just at certain times, in which case it carries the Schedule Id (value 1 to 15). The schedule is described by one or
multiple "Alternative frequency signalling: Schedule definition data entity - type 4" with this Schedule Id.

Other Serviceld: thisfield carries the other service identifier used on the n frequencies. If an extended country code
(ECC) is present, it shall precede the service identifier/Pl code. The presence and bit length of this field depends upon
the type of broadcast system for which the alternative frequencies are specified (see value of the System Id field for
details).

n frequencies:. thisfield carries n aternative frequency values (n in the range 0 to 16). The bit length and information
for every frequency value depends upon the value of the System Id field as follows:

System Id field value  Broadcast system identifier ~ Frequency value length

00000, 00001, 00010 DRM/AM frequency 16 bits
00011, 00100, 00101 FM1 frequency 8 bits
00110, 00111, 01000 FM2 frequency 8 bits
01001, 01010, 01011 DAB frequency 8 bits

DRM/AM frequency:
each 16 bit field contains the following information:
e rfu 1 bit.
e  frequency value 15 hits.
rfu: this 1 bit isreserved for future use of the frequency value field and shall be set to zero until defined.
frequency value: this 15 bit field is coded as an unsigned integer and gives the frequency in kHz.
FM1 (87,5 MHzto 107,9 MHz) frequency:
code meaning
0to 204: FM frequencies 87,5 MHz to 107,9 MHz (100 kHz step)
FM2 (76,0 MHz to 90,0 MHz) frequency:
code meaning
0to 140: FM frequencies 76,0 MHz to 90,0 MHz (100 kHz step)

DAB [3] frequency:

code meaning

Oto 11: DAB channels 2A to 4D (Band 1)

64 to 95: DAB channels 5A to 12D (Band I11)

96 to 101: DAB channels 13A to 13F (Band I11 +)

128 to 140: DAB channels (L-Band, European grid)
160 to 182: DAB channels (L-Band, Canadian grid)
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Additional information on Alternative Frequency Signalling is provided in annexes F and G.

6.4.3.13 Language and country data entity - type 12

The language and country data entity allows addition language and country information to be signalled. This data entity
uses the unigue mechanism for the version flag. The information is as follows:

J Short Id 2 bits.
e rfu 2 bits.
. language code 24 bits.
. country code 16 bits.

The following definitions apply:
Short 1d: thisfield indicates the short Id for the service concerned.
rfu: these 2 bits are reserved for future use of the remainder of the parameter field and shall be set to zero until defined.

L anguage code: this 24-bit field identifies the language of the target audience of the service according to SO 639-2 [5]
using three lower case characters as specified by ISO/IEC 8859-1 [7]. If the language is not specified, the field shall
contain three"-" characters.

Country code: this 16-bit field identifies the country of origin of the service (the site of the studio) according to
SO 3166 [6] using two lower case characters as specified by 1SO/IEC 8859-1 [7]. If the country code is not specified,
the field shall contain two "-" characters.

6.4.3.14 Alternative frequency signalling: detailed region definition data entity -
type 13

This data entity alows the definition of geographic areas for which a set of alternative frequenciesis provided. This
data entity usesthe list mechanism for the version flag.

A region can be specified as a geographical area using longitude/latitude and extent values. A range of areas is defined

in terms of multiples of 1/16t" x 1/16t" degree 'squares. It therefore gives a resolution per square of (EW x NS)
7 x 7 km (at equator) or 2 x 7 km at 70° latitude.

Thisinformation is as follows:
o Region Id 4 hits.
. m Squares m x 48 hits.

Where each Squareis defined as:

. rfu 1 bit.

. Square Latitude 12 bits.
. Square Longitude 13 hits.
. Square Latitude Extent 11 bits.
. Square Longitude Extent 11 bits.

The following definitions apply:

Region Id: thisfield indicates the identifier for this region definition. Up to 15 different geographic regions with an
individual Region Id (values 1 to 15) can be defined; the value 0 shall not be used, since it indicates "unspecified
geographic area’ in data entity type 3 and 11. The Region Id values are commonly used for SDC data entities 7 and 13;
area definitions per Region Id can be specified by any combination of SDC entities 7 and 13 (see table 57 for
l[imitations).
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m Squar es: thisfield carries m definitions of Squares (min the range 1 to 16). Each Square is coded as an 48 bit field
with the following elements:

rfu: this 1 bit is reserved for future use of the remainder of the SDC entity parameter field and shall be set to zero until
defined.

Square Latitude: this field specifies the southerly point of the areain 1/16t" degrees, as a 2's complement number
between -90 (south pole) and +90 (north pole).

Square Longitude: thisfield specifies the westerly point of the areain 1/16th degrees, as a 2's complement number
between -180 (west) and +179 15/16t (east).

Square L atitude Extent: this field specifies the size of the areato the north, in 1/16™" degree steps; the value of
Latitude plus the value of Latitude Extent shall be equal or less than 90.

Square Longitude Extent: this field specifies the size of the area to the east, in 1/16th degree steps; the value of
Longitude plus the value of Longitude Extent may be equal to or exceed the value +180 (i.e. wrap into the region of
negative longitude values).

To check whether a certain longitude value is inside the specified longitude range, the formula specified for SDC data
entity type 7 shall be used.

This data entity can be used in combination with data entity type 7 which defines the geographic regions with lower
resolution as well as the mandatory formulain pseudo program code for evaluating squares.

Additional information on Alternative Frequency Signalling is provided in annexes F and G.

6.4.3.15 Packet stream FEC parameters data entity - type 14

MSC streams carrying data service components in packet mode may have additional error protection added to the
packet stream (see clause 6.6.5). The FEC parameters for the packet mode stream are described by this data entity.

This data entity uses the reconfiguration mechanism for the version flag. The general form of the entity is as follows:

e  Streamld 2 bits.
J rfu 2 bits.
o R 8 bits
e C 8 bits
. packet length 8 bits

The following definitions apply:
Stream I d: thisfield indicates the stream Id of the stream which has additional error protection applied.
rfu: these 2 bits are reserved for future use of the whole data entity and shall be set to zero until defined.

R: thisfield, coded as an unsigned binary integer in the range 1 to 180, indicates the value of the R parameter (see
clause 6.6.5.1).

C: thisfield, coded as an unsigned binary integer in the range 1 to 239, indicates the value of the C parameter (see
clause 6.6.5.1).

packet length: thisfield, coded as an unsigned integer in the range 1 to 255, indicates the length in bytes of the data
field of each packet (the total packet length is three byteslonger asit includes the header and CRC fields).

NOTE: All packets contained in one data stream have the same length (see clause 6.6.4).

6.4.3.16 Other data entities

Other data entities are reserved for future definition.
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Tables 56 and 57 summarize the version flag mechanism, repetition rate and transmission status of each data entity. The
standard repetition rate isthat all information for that data entity type should be transmitted within one cycle of the
entire database. Individual SDC blocks may carry changed information (e.g. time and date) by use of the FAC identity

field.
Table 56: Summary of data entity characteristics
Data entity Name Version flag mechanism Repetition rate
0 Multiplex description reconfiguration every SDC block
1 Label unique every SDC block
2 Conditional Access Parameters reconfiguration as required
3 AFS - Multiple frequency network list standard
information
4 AFS - Schedule definition list standard
5 Application information reconfiguration as required
6 Announcement support and switching |list standard
7 AFS - Region definition list standard
8 Time and date information unique once per minute
9 Audio information reconfiguration every SDC block
10 FAC channel parameters reconfiguration every SDC block when FAC
reconfiguration index is non-zero
11 AFS - Other services list standard
12 Language and country unigue standard
13 AFS — Region definition list standard
14 Packet stream FEC parameters reconfiguration every SDC block when FEC for
packet mode is used

Table 56 gives the recommended repetition rate for fast access to services. However, when the SDC capacity

(see clause 6.4.2) islow, lower repetition rates are permitted for every data entity.

Table 57: Summary of data entity characteristics

Data entity Transmission status Entity occurrence and limits Entity occurrence and limits
(normal) (during reconfiguration)
0 mandatory one entity as defined for (normal) for each
configuration; two entities in total
1 optional zero or one entity per service; zero|as defined for (normal)
to four entities in total
2 mandatory for each service |zero, one or two entities per audio |as defined for (normal) for each
for which the FAC CA service; zero or one entity per data|configuration; zero to 14 entities in
indication flag = 1 service; zero to seven entities in  |total
total
3 optional zero to 16 frequencies per entity; |as defined for (normal)
zero to 64 entities in total
4 optional zero to 32 entities per Schedule |as defined for (normal)
Id; zero to 128 entities in total
5 mandatory for each data zero or one entity per audio as defined for (normal) for each
service and data application |[service; one entity per data configuration; zero to eight entities in
service; zero to four entities in total
total
6 optional zero to eight entities in total as defined for (normal)
7 optional zero to four entities per Region Id; |as defined for (normal)
up to 16 CIRAF zones per Region
Id; zero to 32 entities in total
8 optional Zero or one entity per minute as defined for (normal)
9 mandatory for each audio one entity per audio service; zero |as defined for (normal) for each
service to four entities in total configuration; zero to eight entities in
total
10 mandatory when FAC zero one entity
reconfiguration index is non-
zero
11 optional zero to 16 frequencies per entity; |as defined for (normal)
zero to 256 entities in total
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Data entity Transmission status Entity occurrence and limits Entity occurrence and limits
(normal) (during reconfiguration)

12 optional Zero or one entity per service; zero|as defined for (normal)
to four entities in total

13 optional zero to four entities per Region Id; |as defined for (normal)
zero to 32 entities in total

14 optional zero or one entity per packet as defined for (normal) for each
mode data stream; zero to four configuration; zero to eight entities in
entities in total total

Table 57 lists the transmission characteristics of each SDC entity type. The total number of entitiesislimited in some
cases to ensure consistent receiver operation (by defining the maximum memory size needed).

6.4.5  Changing the content of the SDC

The content of the SDC isimportant for the operation of Alternative Frequency checking and Switching (AFS). For
AFSto function, the receiver must know what the content of the SDC isin advance so that a correlation may be
performed. For this purpose, the AFS index is provided in the SDC and the FAC validates the index by use of the
Identity field.

On transmissions with no aternative frequencies, the content of the SDC can be fully dynamic and changed at will: no
AFSfunctionisrequired. In this case it is recommended that the AFS index should be set to 0, and the Identity field in
the FAC should then indicate the sequence 11, 01, 10, etc. to indicate that the AFS function cannot be performed.

On transmissions with alternative frequencies, the assignment of data entities to SDC blocks should be carefully
designed in order that the content of the SDC can be as static as possible thereby permitting use of the AFS function. In
this caseit is recommended that the AFS index is chosen such that al required information can be sent in one cycle of
SDC blocks. If the content is completely static then the Identity field in the FAC indicates the sequence 00, 01, 10, etc.
which indicates that the AFS function can be performed at every position, provided the receiver has stored the data for
al the SDC blocksin the cycle.

When the Time and date data entity or announcement support and switching data entity is included in the SDC, and
alternative frequencies are signalled, then a semi-dynamic use of the SDC is recommended. In this case one or more
SDC blocksin the cycle defined by the AFS index are signalled to be invalid by use of the FAC Identity field thereby
alowing the content of those blocks to be changed continuously, whilst other SDC blocks are always signalled as valid
by use of the FAC Identity field thereby allowing the AFS function to be performed. An example of changing the SDC
content and of using the semi-dynamic scheme with the AFSindex = 1 isgivenin annex G.

A change of the AFSindex is only alowed at reconfiguration.

6.4.6  Signalling of reconfigurations
The DRM Multiplex may be reconfigured at transmission super frame boundries.

Reconfiguration of the DRM multiplex shall be signalled in advance in order to permit receivers to make the best
decisions about how to handle the changes. There are two types of reconfiguration: a service reconfiguration, which
concerns the reall ocation of the data capacity between the services of the MSC; and a channel reconfiguration, which
concerns changes to the overall capacity of the MSC.

Both types of reconfiguration are signalled by setting the FAC reconfiguration index to a non-zero value. The index
then counts down on each subsequent transmission super frame. The reconfiguration index shall be identical for all
transmission frames of a transmission super frame. The final transmission super frame corresponding to the current
configuration shall be that in which the reconfiguration index = 1. The new configuration takes effect for the next
transmission super frame and in which the reconfiguration index = 0.

All data entity types that use the reconfiguration mechanism for the version flag that are present in the current
configuration, and all data entity types that use the reconfiguration mechanism for the version flag that are required in
the new configuration, shall be sent during the period when the reconfiguration index is non-zero with the version flag
indicating the next configuration. This shall include data entity type 10 that signals the FAC channel parameters for the
new configuration.
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6.4.6.1 Service reconfigurations

A service reconfiguration is one in which the data capacity of the MSC is reall ocated between services. This happens
when the number of services in the multiplex is changed or the size of data streamsis changed. A service
reconfiguration shall also be signalled if any of the content of the data entity types using the reconfiguration mechanism
of the version flag changes. The reconfiguration shall be signalled as far in advance as possible in order to provide the
greatest chance that the receiver gets all the information necessary for the next configuration. Therefore the
reconfiguration index shall first take the value 7.

When a new service isintroduced, and the overall capacity of the M SC is not changed, then the receiver shall follow the
currently selected service through the reconfiguration. To facilitate this, the Service identifier and Short Id of all
continuing services shall remain the same. The new service shall use a Short Id that is not used in the current
configuration. The one exception to thisrule isif there are four servicesin the current configuration and four servicesin
the new configuration. In this case, if the currently selected service is discontinued, then the receiver follows to the new
service with the same Short Id if it is of the same type (e.g. both are audio services).

If the currently selected service is discontinued at the reconfiguration, then the receiver may try to find another source
of that service on another frequency and/or system by using the information from data entity types 3 and 11.

6.4.6.2 Channel reconfigurations

A channel reconfiguration is one in which the following FAC channel parameters are altered: spectrum occupancy,
interleaver depth, MSC mode; and when the robustness mode is changed. In this case the receiver is unable to follow
the currently selected service without disruption to the audio output. The reconfiguration should be signalled asfar in
advance as possible in order to provide the greatest chance that the receiver gets all the information necessary for the
next configuration. Ideally the reconfiguration index should first take the value 7, athough alower starting value may
be necessary for operational reasons.

If the transmission is discontinued on the tuned frequency, then a reconfiguration shall be signalled with data entity type
10 taking a special value (see clause 6.4.3.11). In this specific case, the other data entity types that use the
reconfiguration mechanism for the version flag shall not be signalled.

6.5 Text message application

Text messages can provide a highly valuable additional element to an audio service without consuming much data
capacity. The text message is a basic part of DRM and consumes only 80 bits/s. This capacity can be saved if the
service provider does not use text messaging.

6.5.1 Structure

The text message (when present) shall occupy the last four bytes of the lower protected part of each logical frame
carrying an audio stream. The message is divided into a number of segments and UTF-8 character coding is used. The
beginning of each segment of the message isindicated by setting all four bytes to the value OxFF.

The text message may comprise up to 8 segments. Each segment consists of a header, abody and a CRC. The body
shall contain 16 bytes of character data unlessit is the last segment in which case it may contain less than 16 bytes.

Each segment is further divided into four-byte pieces which are placed into each successive frame. If the length of the
last segment is not a multiple of four then the incomplete frame shall be padded with 0x00 bytes.

When no text message is available for insertion al four bytes shall be set to 0x00.

NOTE: Receiverscannot simply ignore frames with all four bytes set to 0x00 since this may comprise all or part
of the CRC and padding bytes which finalize a segment.

The structure of the segment is as follows:

J Header 16 bits.
0 Body n x 8 hits.
e CRC 16 bits.
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The Header is made up as follows:

e  togglebit 1 bit.
o firstflag 1 bit.
o lastflag 1 bit.
. command flag 1 hit.
o fidd1l 4 hits.
o field2 4 hits.
J rfa 4 hits.

The following definitions apply:

Toggle bit: thisbit shall be maintained in the same state as long as segments from the same message are being
transmitted. When a segment from a different text message is sent for the first time, this bit shall be inverted with
respect to its previous state. If atext message, which may consist of several segments, is repeated, then this bit shall
remain unchanged.

First flag, Last flag: these flags are used to identify particular segments which form a succession of segmentsin atext
message. The flags are assigned as follows:

First Last The segment is:
flag flag
0 0 . an intermediate segment;
0 1 : the last segment;
1 0 : the first segment;
1 1 : the one and only segment.

Command flag: this 1-bit flag signals whether Field 1 contains the length of the body of the segment or a special
command, as follows:

0: Field 1 signalsthe length of the body of the segment.
1: Field 1 contains a special command.
Field 1:

. Length: this4-bit field, expressed as an unsigned binary number, specifies the number of bytesin the body
minus 1. It shall normally take the value 15 except in the last segment.

. Command: this 4-bit field contains a special command, as follows (all other codes are reserved for future
use):

- 000 1: the message shall be removed from the display.
Field 2:
. if First flag="1":
- thisfield contains the value "1111".
. if First flag="0":
- rfa: this 1-bit field is reserved for future additions. The bit shall be set to zero until it is defined.

- SegNum (Segment number): this 3-bit field, expressed as an unsigned binary number, specifies the
sequence number of the current segment minus 1. (The second segment of alabel correspondsto
SegNum = 1, the third segment to SegNum = 2, etc.) The value 0 isreserved for future use.

rfa: this4-bit field is reserved for future additions. These bits shall be set to zero until defined.
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Body: thisfield shall be coded as a string of characters (maximum 16). If the last character of a message segment isa
multibyte character and not all bytesfit into the body then the character shall continue in the next message segment.
Thisfield shall be omitted when the C flag ="1" (special command).

The following additional codes may be used:
. Code OxOA may be inserted to indicate a preferred line break.

. Code 0x0OB may be inserted to indicate the end of a headline. Headlines shall be restricted to a maximum
length of 2 x 16 displayable characters (including hyphens introduced as aresult of a control code Ox1F) and
may contain O or 1 preferred line breaks codes (Code 0x0A). There may not be more than sixteen characters
before any line-break and there may not be more than sixteen characters after any line-break.

e  Code Ox1F (hex) may beinserted to indicate a preferred word break. This code may be used to display long
words comprehensibly.

Cyclic Redundancy Check (CRC): this 16-bit CRC shall be calculated on the header and the body. It shall use the
generator polynomial Gyg(x) = x16 + x12 + x5+ 1.

6.6 Packet mode

Data services generally consist of either streams of information, in either synchronous or asynchronous form, or files of
information. A generalized packet delivery system allows the delivery of asynchronous streams and files for various
services in the same data stream and allows the bit rate of the (synchronous) data stream to be shared on a
frame-by-frame basis between the various services. The data stream may be provided with additional error control by
the addition of forward error correction. Services can be carried by a series of single packets or as a series of data units.
A data unit is a series of packets that are considered as one entity with regard to error handling - one received errored
packet within a data unit causes the whole data unit to be rejected. This mechanism can be used to transfer files and aso
to allow simpler synchronization of asynchronous streams. The carriage of data applications is described in

TS101 968 [8].

The size of a packet mode data logical frame shall be a multiple of the packet size. The maximum length of a data unit
is 8 215 bytes.

6.6.1 Packet structure

The packet is made up as follows:

° header 8 hits.
. datafield n bytes.
. CRC 16 bits.

The header contains information to describe the packet.

The data field contains the data intended for a particular service. The length of the datafield isindicated by use of data
entity 5, see clause 6.4.3.6.

Cyclic Redundancy Check (CRC): this 16-bit CRC shall be calculated on the header and the data field. It shall use the
generator polynomial Gy () = x16 + x12 + x> + 1 (see annex D).

6.6.1.1 Header

The header consists of the following fields:

o firstflag 1 bit.
. last flag 1 bit.
. packet Id 2 bits.
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. Padded Packet Indicator (PPI) 1 bit.
. Continuity Index (Cl) 3 bits.
The following definitions apply:

First flag, Last flag: these flags are used to identify particular packets which form a succession of packets. The flags
are assigned as follows:

First Last |The packet is:
flag flag
0 0 : an intermediate packet;
0 1 : the last packet of a data unit;
1 0 : the first packet of a data unit;
1 1 : the one and only packet of a data unit.

Packet | d: this 2-bit field indicates the Packet Id of this packet.

Padded Packet Indicator: this 1-bit flag indicates whether the data field carries padding or not, as follows:
0: no padding is present: al data bytesin the data field are useful;
1: padding is present: the first byte gives the number of useful data bytes in the data field.

Continuity index: this 3-bit field shall increment by one modulo-8 for each packet with this packet 1d.

6.6.1.2 Data field
The data field contains the useful dataintended for a particular service.
If the Padded Packet Indicator (PPI) field of the header is 0, then all bytes of the data field are useful bytes.

If the PPI is 1 then the first byte indicates the number of useful bytes that follow, and the data field is completed with
padding bytes of value 0x00.

Packets with no useful data are permitted if no packet datais availableto fill thelogical frame. The PPl shall be setto 1
and the first byte of the data field shall be set to O to indicate no useful data. Thefirst and last flags shall be set to 1. The
continuity index shall be incremented for these empty packets. If less than 4 sub-streams are used within the data stream
then an unused packet id shall be used. Empty packets using a packet id of <p> shall not be inserted during the
transmission of a DRM data unit using the same packet id <p>.

6.6.2 Asynchronous streams

Asynchronous streams can be used to transport byte-oriented information. Both single packets and data units can be
used to transport asynchronous streams.

Applications that use the single packet transport mechanism shall be able to deal with missing data packets. The first
and last flags indicate intermediate packets.

Applications that use the data unit transport mechanism can carry a collection of bytesthat are related in a data unit and
then make use of the error handling of data units for synchronization purposes.

6.6.3 Files
The file may be carried in adata unit.
Applications that use this transport mechanism shall provide a mechanism to identify each object.

Thefirst and last flags are used to indicate the series of packets that make up the data unit. The continuity index is used
to determine whether any intermediate packets have been lost.
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6.6.4  Choosing the packet length

A data stream for packet mode may contain one or more packets per logical frame, and the packets may belong to one
or more services. However, all packets contained in the stream shall have the same length to minimize the propagation
of errors. The choice of the packet length depends on various factors, but the following should be taken into account:

. The overhead of signalling the header and CRC is fixed per packet. Therefore the larger the packet, the lower
the ratio of overhead to useful data.

e  Theamount of padding carried in packetsis related to the size of the files compared to the packet size or the
transit delay requirements for asynchronous streams. Large packets are less efficient at transporting many
small objects.

6.6.5 Forward Error Correction (FEC) for packet mode streams

Forward Error Correction (FEC), in the form of Reed-Solomon (RS) outer error protection and outer interleaving, can
be applied to data streams in packet mode in order to further increase the error robustness of DRM data delivery.

The additional error protection is applied in such away that receivers not equipped with FEC decoders can till recover
the data packets carrying data of the data services, abeit with reduced performance. Thisis accomplished by creating an
FEC frame comprising the unaltered packets (i.e. "data packets') plus additional RS data ("FEC packets") calculated
over those data packets asillustrated in figure 18.

FEC
fill FEC frame encapsulate ackets MSC
data __ o o : calculate . p

—>

packets data""'th —»  Rsdata [ RS datainto —> data
packets FEC packets stream
data
packets

Figure 18: Conceptual diagram of the outer coder and outer interleaver (encoder view)

The input to the functional block is a sequence of data packets from a packet multiplexer. This sequenceisreferred to as
the Application Data Packet Set. All data packetsin the Application Data Packet Set have equal packet lengths.

The output of the functional block is the Application Data Packet Set in its original packet order, followed by a number
of FEC packets (the FEC Packet Set). The FEC packets contain the RS parity data cal culated from the preceding
Application Data Packet Set. All FEC packets have the same length as the data packets.

A Packet Set consists of the Application Data Packet Set followed by the FEC Packet Set. A new Packet Set follows
immediately after the previous Packet Set.

The FEC scheme protects all data packets in the data stream irrespective of their packet Id value.

A receive terminal applies the reverse process, attempting to correct any transmission errors in the data packets by use
of the FEC packets. Packet mode decoders that do not implement the FEC scheme may still recover the data packets for
the selected service component by use of the appropriate packet Id and CRC checks and will ignore the FEC packets.

The presence of FEC packets within a packet mode data stream isindicated by SDC data entity type 14
(see clause 6.4.3.15).
6.6.5.1 Encoding of FEC Packets

Figure 19 shows the structure of an FEC frame. This FEC frame has the dimensions of up to 180 rows by up to 255
columns. It consists of an Application Data Table of R (1 to 180) rows by C (1 to 239) columns plus an RS Data Table
of Rrows by 16 columns. The maximum size of the FEC frame, M = R x (C + 16), shall not exceed 3 072 bytesto limit
receiver cache memory requirements.
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Application Data Table RS Data Table
12 3 4 ... columns ... Cl1 2 1516

1

2

3
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2 size: C x R bytes 16 xR

= bytes

R

Figure 19: Structure of the FEC frame

The following definitions apply to the values R and C:
R the number of rows of the FEC frame, permitted values 1 to 180. Values 0 and 181 to 255 are reserved.

C: thenumber of columns of the Application Data Table, permitted values 1 to 239. Vaues 0 and 240 to 255 are
reserved.

NOTE 1: Thevaluesof Rand C are signalled in SDC data entity type 14.

NOTE 2: The number of columns determines the overhead of the FEC data; the smaller the value of C the higher
the overhead. The number of rows determines the interleaving depth and the block delay; the smaller the
value of R the smaller the interleaver and the lower the delay before received data can be processed.

The Application Data Table must be dimensioned to carry at least one whole packet (i.e. the packet length plus 3 bytes
for packet header and CRC value).

The Application Data Tableisfilled with D data packets, where:
RxC
D=
L+3

and L isthe packet length provided in SDC data entity 14.

The D data packets are consecutively fed into the Application Data Table starting with the first byte of the first packet
going into row 1, column 1 and moving downwards row by row, and to the right, column by column. Once all D
packets have been fed in, any remaining space s filled with padding bytes of value 0x00.

The process is shown in figure 20.

Application Data Table RS Data Table
12 3 4 ... columns ... Cl1 2 1516

1|

2 ]

3 h 4

i fill D data packets :'_l-
g consecutively into {8
e Application Data Table ="

: column after column I

R ; 1

Figure 20: Placing data packets into FEC frame

The RS Data Table isfilled by calculating the Reed-Solomon parity data from each row of datafrom the Application
DataTable (i.e. for each Reed-Solomon codeword). The code used for this calculation is the systematic Reed-Solomon
RS (255, 239, t = 8) code or a shortened version of this mother code. This code allows the correction of any 8 erroneous
bytes anywhere within the codeword.
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The following definitions shall apply to calculate the Reed-Solomon parity bytes:
e Code Generator Polynomial: g(x) = (x+A9)(x+A1)(x+A2)...(x+A15), where A = 0x02.
e  Field Generator Polynomial: p(x) = x8+ x4+ x3+ x2 + 1.

If the number of columns C of the Application Data Table is less than 239, a shortened Reed-Solomon

RS ((C + 16), C, t = 8) shall be used. This shortened Reed-Solomon code may be implemented by adding (239 - C)
bytes, al set to zero, into the codeword before column 1 of the Application Data Table at the input of an

RS (255, 239, t = 8) encoder. After the RS coding procedure these null bytes shall be discarded, leading to aRS
codeword length of (C+16) bytes.

The process is shown in figure 21.

Application Data Table RS Data Table
12 3 4 ... columns ... C|1l 2 15 16
1
2 s |rs rs|rs

w
> =

calculate RS data for each
Application Data| Table frow

... rows ...

Figure 21: Calculating Reed-Solomon parity data

Finally the Reed-Solomon parity information is encapsul ated into FEC packets. The bytes from the RS Data Table are
inserted into the FEC packets such that each row of bytes from the RS Data Tableis spread over a maximum number of
FEC packets.

The FEC packet set consists of F FEC packets, where:

E :[RXIG—l
L

The RS data bytes of the RS Data Table are transported in the data field of a set of F consecutive FEC packets. Each
byte of datain the RS Data Table is mapped into successive bytes of the FEC packet datafields, starting with the data
bytein row 1, column 1 and working downwards, row by row, and to the right, column by column, until all the data has
been mapped (the final byteis from row R, column 16 of the RS Data Table). When all the RS data has been mapped,
any remaining bytes at the end of the data field (the FEC packet payload) of the last FEC packet shall be filled with
Zeros.

The procedure is shown in figure 22.
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RS Data Table build F FEC packets
from RS data in RS Data Table
12 1516 (example: F = 3)
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Figure 22: RS data byte order within FEC packets

The following rules apply to FEC packets:

- Thefirst flag shall be set to 1 for the first FEC packet of the FEC Packet Set; otherwise it shall be set to 0.

- The last flag shall be set to 1 for the last FEC packet of the FEC Packet Set; otherwise it shall be set to 0.

- The packet 1d shall carry the value 3.

- The Padded Packet Indicator (PPI) shall be set to 0.

- The Continuity Index (Cl) shall be set to O for the first FEC packet of the FEC Packet Set and then increment
for the remaining FEC packets of the FEC Packet Set according to the definition given in clause 6.6.1.1.

NOTE:

6.6.5.2

Padding packets as described in clause 6.6.1.2 may be inserted into the packet stream using packet Id 3.
These packets are not be treated as FEC packets by the FEC encoder and decoder, but as regular data
packets. They can be distinguished from FEC packets by their Padded Packet Indicator (PPl) being set to
1 and the first byte of the packet payload carrying the value 0x00.

Transport of FEC packets

The set of FEC packetsis transmitted immediately following the Application Data Packet Set used to form the
Application Data Table. Thisisvisualized in figure 23.

"'g]gculietstream
C U P

@
tput ket
B

FEC packets

create F FEC packets from each D data packets and insert them
with packet Id 3 at equal distance after the corresponding data packets;
example:D=4,F=2

Figure 23: Inserting FEC packets into the packet stream
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6.6.5.3 Receiver considerations

The availability of FEC packets in the packet stream is indicated by the presence of SDC data entity type 14
(see clause 6.4.3.15).

The configuration of the FEC scheme is sighalled to the decoder by the SDC data entity type 14. This SDC data entity
provides the parameters R and C along with the packet length L, so that the FEC decoding can start even before the first
SDC data entity type 5 element has been received. Knowing the number of rows R and columns C of the Application
Data Table, the decoder can reconstruct the FEC frame in memory aong with the received Reed-Solomon parity bytes
by applying the steps to create the FEC packetsin reverse order.

The Reed-Solomon error correction mechanism can only take place after all packets belonging to the Application Data
Packet Set and corresponding FEC Packet Set have been received. However, if the CRC check passes for a particular
data packet, this packet may be used immediately. If the CRC check of a data packet or an FEC packet fails, the
receiver may choose to inform the Reed-Solomon decoder of the potentially erroneous byte positions within the Reed-
Solomon codeword to enhance the decoder's error correction performance.

The cache memory M required in the receiver to collect the received data and FEC packets into an FEC frameis limited
to 3 072 bytes.

A receiver can evaluate Reed-Solomon parity information provided as FEC packets after itsinitial successful
synchronization to the packet stream, even if the CRC check for FEC packets fails and therefore the packet headers of
these packets cannot be evaluated. This functionality is achieved by inserting the FEC packets with identical FEC
configuration and in identical order at equal distances within the packet stream.

Receivers without support for FEC decoding can extract and decode all data packets albeit without the enhanced error
correction performance.

7 Channel coding and modulation

7.1 Introduction
The DRM system consists of three different channels, the MSC, SDC and FAC. Because of the different needs of these

channels different coding and mapping schemes shall be applied. An overview of the encoding processis shown in
figure 24.
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The coding is based on a multilevel coding scheme for which the principle is explained in clause 7.3. Due to different
error protection needs within one service or for different services within one multiplex different mapping schemes and
combinations of code rates are applicable: Unequal Error Protection (UEP) and Equal Error Protection (EEP) are
available and can be combined with hierarchical modulation. Equal error protection uses a single code rate to protect all
the datain a channel. EEP is mandatory for the FAC and SDC. Instead of EEP, unequal error protection can be used
with two code rates to allow the datain the Main Service Channel to be assigned to the higher protected part and the
lower protected part. When using hierarchical modulation three mapping strategies are applicable to the MSC: the
Standard Mapping (SM), the symmetrical Hierarchical Mapping (HMsym) and a mixture of the previous two mappings
(HMmix) that resultsin the real component of the constellation following a Hierarchical Mapping and the imaginary
part following a standard one. The Hierarchical Mappings split the decodable data stream into two parts: aVery
Strongly Protected Part (V SPP) and a Standard Protected Part (SPP). The SM method only consists of a SPP. In any
case, up to two different overall code rates shall be applied to the SPP of the MSC. For the FAC and SDC only SM is
alowed. The application of the coding to the different channelsis described in clause 7.5.

Transport
multl_plex Coding and Bit Mapping Cdll Interleaving
——>»  adaptation and »  Interleaving > (seeclause7.4) [P (for MSC only, >
energy dispersal (seeclauses 7.3 see clause 7.6)
(seeclause 7.2) and 7.5)

Figure 24: Functional block diagram of the coding and interleaving

7.2 Transport multiplex adaptation and energy dispersal

7.2.1  Transport multiplex adaptation

The different channels (MSC, SDC, FAC) are processed in the channel coding independently. The vector length L for
processing equals one FAC block for the FAC, one SDC block for the SDC or one multiplex frame for the MSC.

7.21.1 MSC

The number of bits Ly« per multiplex frame is dependent on the robustness mode, spectrum occupancy and
constellation:

e when using one protection level (EEP) it is given by:
Lmux = L2
e when using two protection levels (UEP) it is given by:
Lmux =L +Lo
where the number of bits of the higher protected part is L; and the number of bits of the lower protected part is L.

e whenusing HMsym or HMmix the number of very strongly protected bitsis given by Ly,epp.
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L4, Ly and Ly,gpp are calculated as follows:

SM:

Prax—1
L= ) 2NiRy
p=0
L= Z - {2N2—12‘

Lvspp =0
Prax is the number of levels (4-QAM: P, = 1; 16-QAM: P, = 2; 64-QAM: P, = 3).
RX, isthe numerator of the code rate of each individual level, see table 60.
RY, is the denominator of the code rate of each individual level, see table 60.
R, isthe code rate of each individual level, see table 60.

HMsym:

2
L =22N1Rp
p=1
L ‘ZRX {2N2—12‘ |

2(N; + Np)—12
e = Rxg 207812

RYy
Prnax =3 is the number of levels for 64-QAM using HMsym.

NOTE: A hierarchical mapping scheme can only be used in a 64-QAM signal constellation.

RXp is the numerator of the code rate of each individual level, see table 60.
RYp is the denominator of the code rate of each individual level, see table 60.
Rp isthe code rate of each individual level, see table 60.

HM mix:

2
L, = N;RI™ + Z Ny (RRe +RIM)

p=1
2
RYIm — p RYRe p RYIm
0 p=1 p p
_ Re| Np+N,-12
Lvsep = RX, { RYE®

Prnax = 3 isthe number of levelsfor 64-QAM using HMmix.
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RX Se, RX :Dm are the numerators of the code rates of each individual level (see table 60) for the real and imaginary
component respectively.

RYEe, RYI!)m are the denominators of the code rates of each individual level (see table 60) for the real and imaginary
component respectively.

RFFfe, R'prn are the code rates of each individual level (see table 60) for the real and imaginary component respectively

and | | means round towards minus infinity.
The total number Ny, ;x of MSC OFDM cells per multiplex frameisgivenin clause 7.7.
The total number Ny, ;x of MSC OFDM cells per multiplex frame when using one protection level (EEP) equals N.

The total number Ny, jx of MSC OFDM cells per multiplex frame when using two protection levels (UEP) equals the
addition of the cells of the higher protected part and the lower protected part:

Nmux = Np+Np
N, isthe number of OFDM cells used for the higher protected part.
N, is the number of OFDM cells used for the lower protected part including the tailbits.

To calculate the number N; of OFDM cellsin the higher protected part (part A) the following formulae apply:

SM:
8X
Ny = ——5 5 |RMem
2RYicm Z Rp
p=0
HMsym:
8X
Ny = - RYiem
ZRYIcmZ Rp
p=1
HM mix:
8X
Nl - 5 RYIcm
RY,em| RI™ + Z(Rfje + R}{”)
p:
where:

. Xisthe number of bytesin part A (assignalled in the SDC);

e RY|yistaken from tables 62 and 63 for SM; from tables 64 and 65 for HMsym; and from tables 63, 65 and 66
for HMmix.
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[ ] meansround towards plusinfinity.
To calculate the number N, of OFDM cellsin the lower protected part (part B) the following formula applies:
N2 = Npmux —Ng
The following restrictions shall be taken into account:
Nle{O,”. NMUX —20}

NZG{ZO,..‘ NMUX}

7.21.2 FAC

The number of bits L5 per FAC block equals 72 bits in every robustness mode.

The total number N of FAC OFDM cells per FAC block equals 65 in every robustness mode.

7.2.1.3 SDC

The number of bits Ly per SDC block is dependent on the robustness mode, spectrum occupancy and constellation.
The total number Ngy of SDC OFDM cells per SDC block are given in table 58.

The formulas given in clause 7.2.1.1 for the MSC are valid also for the SDC under the constraint of EEP and SM (only
4-QAM: Pro = 1, 16-QAM: P o = 2), i.€. Lgpe + Ly and Ngpc = No.

Table 58: Number of QAM cells Ngp for SDC

Robustness Spectrum occupancy
mode 0 1 2 3 4 5
A 167 190 359 405 754 846
B 130 150 282 322 588 662
C - - - 288 - 607
D - - - 152 - 332

7.2.2 Energy dispersal

The purpose of the energy dispersal isto avoid the transmission of signal patterns which might result in an unwanted
regularity in the transmitted signal.

For the SDC and FAC, the output of the energy dispersal shall form the input stream u; to the corresponding multilevel
coding process.

The output of the energy dispersal acting on the MSC multiplex frame shall form the standard protected input stream v

to the multilevel coding process for the MSC. The output of the energy dispersal acting on the hierarchical frame
(if present) shall form the very strongly protected input stream u'; to the same multilevel coding process.

Energy dispersal shall be applied on the different channels (MSC, SDC, FAC) in order to reduce the possibility that
systematic patterns result in unwanted regularity in either the transmitted signal or in any digital processing, this by
providing a deterministic selective complementing of bits.

The individual inputs of the energy dispersal scramblers shown in figure 25 shall be scrambled by a modulo-2 addition
with a Pseudo-Random Binary Sequence (PRBS), prior to channel encoding.

The PRBS is defined as the output of the feedback shift register of figure 25. It shall use a polynomial of degree 9,
defined by:

P(X)=X%+x%+1
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Initialization word

1 1 1 1 1 1 1 1 1

YV ¥ ¥V ¥ ¥V ¥V ¥V ¥ ¥

O, 3
i’ PRBS

Figure 25: PRBS generator

The initialization word shall be applied in such away that thefirst bit of the PRBS is obtained when the outputs of all
shift register stages are set to value "1"; the first 16 bits of the PRBS are given in table 59.

Table 59: First 16 bits of the PRBS

bit index 0 1 2 3 4 5 6 7 8 9 10 | 11 | 12 | 13 | 14 | 15
bit value 0 0 0 0 0 1 1 1 1 0 1 1 1 1 1 0

The FAC, SDC and MSC shall be processed by the energy dispersal scramblers as follows:;

e  Thevector length for processing equals one FAC block for the FAC, one SDC block for the SDC and one
multiplex frame and one hierarchical frame for the MSC.

. Each FAC block consists of 72 hits, the block lengths for the SDC and M SC are dependent on the robustness
mode, spectrum occupancy and constellation, see clause 7.2.1.

e  Thefour blocks shall be processed independently. The input vector shall be scrambled with the PRBS, the first
bit of the vector being added modulo 2 to the PRBS hit of index 0.

The scramblers of the different channels are reset as follows:
. FAC: every FAC block;
. SDC: every SDC block;

. MSC: every multiplex frame for the standard protected part, every hierarchical frame for the very strongly
protected part.

7.3 Coding

Clause 7.3.1 explains the structure of multilevel coding for the different mappings, clause 7.3.2 defines the component
code of the multilevel coding scheme and clause 7.3.3 the corresponding bit-wise interleaving.

7.3.1 Multilevel coding

The channel encoding processis based on a multilevel coding scheme. The principle of multilevel coding is the joint
optimization of coding and modulation to reach the best transmission performance. This denotes that more error prone
bit positions in the QAM mapping get a higher protection. The different levels of protection are reached with different
component codes which are realized with punctured convolutional codes, derived from the same mother code.

The decoding in the receiver can be done either straightforwardly or through an iterative process. Consequently the
performance of the decoder with errored data can be increased with the number of iterations and hence is dependent on
the decoder implementation.
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Depending on the signal constellation and mapping used, five different schemes are applicable. The 1-level scheme
shall be considered as a special case of the multilevel coding scheme. Different mapping schemes are only applicable to
the 64-QAM constellation as depicted in figures 32, 33 and 34. For the standard mapping and symmetrical hierarchical
modulation (SM and HMsym), identical mappings shall be used for the real and imaginary components of the signal
constellation. For the mixed mapping hierarchical modulation (HMmix) separate mappings shall be used for the real
and imaginary components of the signal constellation.

UO, ul;--
—

Ug, Uy,..
—

Lb! uly--
——

3-level coding for SM

Partitioning of
information

3-level coding for HMsym

Partitioning of
information

X2,00 X2,15-- Voo V2,150 Y20 Y2,1--
Mapping
X1,00 X1,25-- R Vi V1,15 -~ Y10 Y1,1-- R 64-QAM 2y, Zy,..
™ EncoderC > Interl. 1y > SM >
X0,00 X0,1-- Voo Vo, 1-- Yoo Yo1,-
» Encoder G, >
Figure 26: Multilevel coding with 3 levels for SM
X2,00 X2,1,-- V2,00 V2,10 Y200 Y2,1--
» Encoderc\/z » Interl. |2 »
Mapping
X1,00 X,15-- _ V1,0 V1,10 - Y10 Y1,1-- - 64-QAM 2y, Zy,..
» EnCOderC/l > Interl. |1 » HMWm —>
Xo,00 X0,1s-- Vo,or Vo, 1-- Yoo You--
» Encoder C, >
Figure 27: Multilevel coding with 3 levels for HMsym
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3-level coding for HMmix
XZR,%y )FZ(?L-' Re VZR,EO! 2(,;1!-' Re yZR,%r 2?11'-
» Encoder G > Interl. 1, >
X5, XB,.. V3, V.. Y55 V5L
N Im Im
» Encoder & > Interl. I, >
Re Re Re Re Re Re
X1,0 X1, 1+ Re| V1.0 V11- Re | Y10 Y11 )
» EncoderCy » Interl. 1, Mapping
Yo to-. | Partitioning of o o 64-QAM | 7, 7,...
m m m m
information | X1o X1 im| V10 V11 m | Y% Y HMmix >
- » EncoderCy > Interl.1;
U, U3,
Re Re Re Re Re Re
Xo,00 X0,1-- Re Vo, Vo,1:- Yoo Yo,1-
» Encoder G,
Im Im Im Im Im Im
0 X0,15 m Vo, Vo,1:- Yo, Yo,15--
» Encoder G,
Figure 28: Multilevel coding with 3 levels for HMmix
2-level coding
X1,00 X1,15++ V1o V1,150 nterl. | Y100 Y1100
—» —»| Interl.
Partitioning Encoder C, ! 4 .

Ups U.. of Mapping | zo, Z,,..
—»| information 16-QAM '
X0,00 Xo,1++ Vo,0r Vo,11: Yo,00 Yo,11++

» Co » Interl. 1, _»
Figure 29: Multilevel coding with 2 levels (SM)
1-level coding
Partitioning
Ug, Uy,.. Xo.0 Xo.1rm- Voor Vo1 Yoo Yo . 20, 74,
BN of 00 " ) Encoder G, 2 M) Inte. o o ®, | Mapping I
information 4-QAM

Figure 30: Multilevel coding with 1 level (SM)
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7311 Partitioning of bitstream in SM

The bitstream (u;) shall be partitioned into several streams (xp’i) according the number of levels. The bits of the higher
protected part shall be fed to the encoders on p = 0,...P,,,5,-1, then the bits of the lower protected part shall be fed to the
encoderson p = 0,...P, ;1. Thisresultsin:

(X0,0: X0+ X0,Mg1-11 1,00 X110+ XM, -1 X2,00 X2,15--- X2, M 5110 XO,M g XO,M g 3 +11-+- XO,M g 1+ M g 5 -1

XMy XMy +10 - XLM 4 My =10 X2, M X2, M 410 X2, M 1 +M 1) = (Uo, Upse UL +L,-1
for the 3-level coding,

(X000 X01---X0,Mg,-1: %,0: X115+ XMy ;10

X0,M g3 X0,Mq1+1s--X0,Mg 1 +Mg 511 XLM1'1XLM1'1+1P--XLM1,1+M1'2—1) = (onul, ---UL1+L2—1)
for the 2-level coding,
(X0,0: X011+ X0, M 111 X0, M  X0.M g1 +11++- X0, Mg+ Mg ,-1) = (UO’UI'---UL1+L271)

for the 1-level coding.
When using only one protection level (EEP) the elements with negative indexes shall not be taken into account.

The number of bits on each level p iscalculated for the higher protected part and lower protected part by:

M p1=2N;R, where pe {0,1,2}

2N, -12

Mp2 = RX{ ‘ where pe {0,1,2}

p

NOTE: The actual number of bitsin the higher protected part (L) can be greater than the number signalled in the

SDC. This means that some bits belonging to part B of the multiplex frame are in fact protected at the
higher level.

The total number of bitson each level pis:
Mp:Mp,l+Mp,2

From these formulas it can be derived that the input bitstreams (xp’i) to the encoders Cp have different lengths according
to their code rate so that all the encoder output bitstreams (vp‘i) have the same length.

The overall code rate for each protection part for the SM is approximately:

Prax—1
DR
p=0

p

R =

Pmax

when using P, levels.

ETSI



111 Final draft ETSI ES 201 980 V2.3.1 (2007-11)

7.3.1.2 Partitioning of bitstream in HMsym

The bitstream of the SPP (u;) shall be partitioned into two streams (xp’i). The bits of the higher protected part shall be

fed to the encoders on p = 1 then p = 2, then the bits of the lower protected part shall be fed to the encodersonp =1
then p = 2. Thisresultsin:

(X1,01 Xipreo Xm0 %000 o100 Xom, 10 Xy Ximy e Ximy oy 10
X2,M2v1X2,M2v1+l’ e X2,M2v1+|v|2,2—1) = (um Up,.. 'uL1+L2—1)

When using only one protection level (EEP) the elements with negative indexes shall not be taken into account.

The bitstream of the V SPP (u’;) shall be sent to the encoder on level 0:

(Xo,o 1 Xogg1ee- XO,Molz—l) = (U;, , UL .- u;_vspp—l)
The number of bits on each level p iscalculated for the higher protected part and lower protected part by:
M p1 =2N;sR, where pe {1,2}

2N, 12

Mp2= Rxp{ RV, ‘ where pe {1,2}

and:
M 0’1 = O

2(N1+ N2)—12

Moo = RXOL RY;

J = Lvsrp

The total number of bits on each level pis:
Mp=Mp1+Myo

From these formulas it can be derived that the input bitstreams (xp’i) to the encoders Cp have different lengths according
to their code rate so that all the encoder output bitstreams (vp‘i) have the same length.

The overall code rate for each protection part for the HMsym is approximately:
R/sep =Ro
Repp,all = (R +Rp)/2
7.3.1.3 Partitioning of bitstream in HMmix
The bitstream of the SPP (u;) shall be partitioned into five streams (xp i Xp i) - The bits of the higher protected part

shall be fed to the encoders on p = 0,...2, then the bits of the lower protected part shall be fed to the encoders on
p=0,.2 Thisresultsin:

Im
(X()O!X():U " OMIm -1 X]_()1X111 L] 1MRe -1 X]_Oaxlla )(.I.Mlm laX201X211 L] ZMRe laX201X21a ’XZMém -1
Im Im Im Re Re
Xo,M[')f';’Xo,ng 1" ’Xo M01+M02—1’X1,Mff’X1,Mf§ ’X1M11+M12—1’X1M'm’X1M1'T+l’ X1M11+M11
Re Re Re Im Im Im _( )
X2,M§§’X2,M§el+1" X2 ME+MES 1’X2M'm'X2 M+t X2,M;(‘1+M;?1—1)_ uO'ul""uLﬁLrl
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The bits of the VSPP (u',) shall be fed to the encoder for the real part onlevel p = 0:

R R R ! ' '
(xof,,xoj,,...,xoy‘;wez_l) = (uo,ul,...uw_l)

When using only one protection level (EEP) the elements with negative indexes shall not be taken into account.

The number of bits on each level p iscalculated for the higher protected and lower protected parts for the real and
imaginary component by:

MEE =0, M{T = N;RY™

R Re| Ny +N,-12 | | N, —-12
Mo'gzmoe{% =Lyse. Mg = RXg"| =2
0

M BT = NiRG® and M3 = NiRS" for pe {12}

N, 12
Re
RYS

‘ and M b = RXLm{NZ _Irizl for pe {12}
RY}

Re _ Re
Mp,z—RXp {

The total number of bits on each level p in the real and imaginary component resultsin:

Mpe=MRS+Mp% and M " =M 51 +M 7% for pe {01,2}

From these formulas it can be derived that the input bitstreams (ngf) and (x'prf}) to the encoders CFFfe and

C:Om respectively have different lengths according to their code rate so that all the encoder output bitstreams pe {0,],2}
have the same length.

The overall code rate for the HMmix schemes of each protection part is approximately:
R
Rvsep =Rp

Reppal = (R +R{E+R™ +RRe + RY™) /5

7.3.2 Component code
The component code Co is based on punctured convolutional coding with a mother code of rate 1/4 and constraint

length 7. The mother convolutional encoder generates from the vector (x pi )I'\ig "t (a )i':‘é acodeword

{lbo by bz b )}::05 . This codeword is defined by:

boj =8 ®a_r,Pa_3®a _5Da_g;

bj=8®3 108 @38 3Pa_g;

boi=a ®a_19a_4Da_g;

byi =3 @a_, @ 3®a_5D3_g;
fori=0,1,2,..,1+5.

When i does not belong to the set {0, 1, 2,..., I-1}, &; isequal to zero by definition.
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The encoding can be achieved using the convolutional encoder presented in figure 31.

g 1 Bit 1 Bit 1 Bit 1 Bit 1 Bit
delay 7| delay 7| delay 7| delay delay

1Bit
delay

A 4
A

4
Ne—e@
N I
4
Ne—@
N I
N
N
4
Nd—@&
A T
EU

) 4

M o
y
y
y

v b2,i

> oD > »
b3,i

>

Figure 31: Convolutional encoder

The octal forms of the generator polynomials are 133, 171, 145 and 133, respectively.

The vector (a_g,a.5,a_4,8_3,8_5,a_1) corresponds to the all-zero initial state of the shift register and the vector
(a),8)11,8) 12,8/ 13,8) 14,8 45) COrresponds to the all-zero final state of the shift register.

In addition to the mother code the system shall allow punctured rates. Table 60 shows the puncturing patterns.

Table 60: Puncturing patterns

Code rates R, | Numerator RX,, Denominator RY, Puncturing pattern Transmitted sequence

172 1 2 By: 1 bo.o b1 o etc.

417 4 7 Bo: 1111 bo’o b1’0b0’1 b2,l b0’2 b1’2 b0’3
B1:1010 etc.
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Code rates Rp Numerator RXp Denominator RYID Puncturing pattern Transmitted sequence
3/5 3 5 Bp:ll1l bo,0 b1,0 Po.1 bo 2 1 2 €tc.
By:101
B,:000
B3:000
213 2 3 Bp:ll bg,0 b1,0 Po 1 €tc.
B.:10
B,:00
B3:00
8/11 8 11 Bp:rl11111111 bo,0 b1,0 P01 Po,2 P03 b1,3004
B;:10010010 bo,5 bo 6 P16 bo,7 €tC.

B,;00000000
B3:00000000
3/4 3 4 Bg:ll1l bo,0 P10 bo,1 P etc.
B.:100
B,:000
B3:000
4/5 4 5 Bp:l1111 bg,0 01,0 00,1 bo 2 Po, 3 g 4 €tC.
B;:1000
B,:0000
B3:0000
7/8 7 8 Bpl111111 bo,0 01,0 bo,1 P02 Po,3 P04 bo s
B;:1000000 by ¢ etc.

B,;0000000
B3:0000000
8/9 8 9 Bp:11111111 bp.0 b1,0 P01 Pp,2 003 P 4005
B;:10000000 bg 6 bg,7 etc.
B,;00000000
B3:00000000

For the FAC, all hits are punctured according to table 60. For the MSC and the SDC, the last 24 bits (the tailbits) of the
serial mother codeword shall be punctured as follows. The index "o shall be used with table 61 to find the puncturing

vector for the tailbits for each level. Thisindex is calculated with the following formula:

SM:

rp=(2Ny-12)- Ry{M‘ tor PE {022}
RYIo
HM sym:

ro = (2(N; + N )-12)- RY{MJ

RY,

rp = (2N, -12)- RY{M‘ for P€ L2}
RY,
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HM mix:
N;+ N, -12
rﬁe:(N1+N2—12}—R%$ﬂf¥L—7%r—i
RY!
N, -12
re = (N, -12)- RYR¢| —2 for pe {12}
p p v Re
p
N, -12
rim = (N, -12)-Rym 2 for pe {012}
p p Ry/m
p
Table 61: Puncturing patterns of the tailbits
' Puncturing pattern Transmitted sequence
0 Bpr111111 bo,0 P1,0 Po,1 P1,1 Po,2 P1,2 P03 P13 P04 P14 P05 Py 5 ELC.
Bii111111
B,:000000
B3000000
1 Bpr111111 bo,0 b1,0 b2,0 bo,1 1,1 Po,2 1,2 bo,3 1,3 o4 P14 bos by 5 €te.
Bii111111
B,:100000
B3:000000
2 Bpr111111 bo,0 P1,0 P2,0 Po,1 P1,1 Po,2 P12 P03 P1 302300401400 5015
B;:111111 etc.
B,,100100
B3:000000
3 Bp:111111 bo,0 01,0 02,0 b0,1 P1,1 02,1 P2 1,2 bg 3013b2,3b04P14005
Bii111111 by 5 etc.
B,y 110100
B3:000000
4 Bp111111 bo,0P1,002,0b0,1 P1,1 02,1 P2 b1,2 g 3013b2300 4014024
Bii111111 bg.5 by 5 etc.
B,y 110110
B3:000000
5 Bp111111 bo,0 01,0 02,0 b0,1 P1,1 02,1 P2 b1,2 022093 b1,3b2 3P0 4014
Bii111111 by 4 bo 5 b1 5 etc.
B,y 111110
B3:000000
6 Bp:111111 bo,0 01,0 02,0 b0,1 P1,1 02,1 b2 b1,2 022093 b1,3b5 3P0 4014
Byy111111
B3:000000
7 Bp:111111 bo,0 01,0 P2,0 03,0 Po,1 P1,1 P21 P02 P12 b2 2 g 3b1 307 3b0 4
Byy111111
B3:100000
8 Bp:111111 bo,0 01,0 02,0 03,0 Po,1 b1,1 02,1 bg 201 2 b7 2093 b1 3023033
Byy111111
B3100100
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' Puncturing pattern Transmitted sequence

° Bp111111 bo,0 01,0 02,0 3,0 Pg,1 01,1 02,1 b3 1 g 2012025 bg 301 3073
Byy111111
B3:110100

10 Bp:111111 bo,0 01,0 02,0 3,0 Pg,1 01,1 02,1 b3 1 g 2012025 bg 301 3073
Byy111111
By:110101

11 Bp111111 bo,0 01,002,030 P01 01,1 02,1 b3 1 g 2012025 b3 s by g
Byy111111
By111101

The puncturing shall be performed as follows:
SM:
The higher protected part of the transmitted sequence is punctured according to table 60 resulting in:
(Vp,O - 'Vp,2Nl—1) -
The lower protected part of the transmitted sequence is punctured according to table 60 resulting in:
(Vp,ZN1 -V, 2N+ N)-13-1, )
The tailbits of the transmitted sequence are punctured according to table 61 resulting in:
(Vp,Z(N1+N2)—12—rp "-Vp,2(N1+N2)—1)-
NOTE 1: If thereisonly one protection level the higher protected part is absent.
HMsym:
The VSPP part of the transmitted sequence is punctured according to table 60 resulting in:
(Vo,o ++:V0,2(N;+N,)-13-r, ) :
The tailbits for the V SPP part of the transmitted sequence are punctured according to table 61 resulting in:
(VO,Z(N1+ Np)-12-rq -+-VO,2(Ny+ N2)—l) _
The higher protected part of the SPP part of the transmitted sequence is punctured according to table 60 resulting in:
(Vp,O“'Vp,ZNl—l) for pe {1,2}.

The lower protected part of the SPP part of the transmitted sequence is punctured according to table 60 resulting in:

(Vp,ZNl--'Vp,2(N1+N2)*l3HP) for pe {1,2}.

The tailbits for the SPP part of the transmitted sequence is punctured according to table 61 resulting in:
(Vp,z(r\11+|\12)—12—rp ~~'Vp,2(N1+N2)—1) for Y(p) = (yp,o, Ypis yp,21---yp,2(Nl+N2)fl)-

NOTE 2: If thereisonly one protection level the higher protected part is absent.
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HM mix:

The VSPP part of the transmitted sequence is punctured according to table 60 resulting in:

(vRe ke j .
0,0 0,2(N1+N2)-13-1p

The tailbits for the VSPP part of the transmitted sequence are punctured according to table 61 resulting in:

(vRe ...vRe j :
0,2(N1+N2)-12-rg 0,2(N1+N2)-1

Thereal component of the higher protected part of the SPP part of the transmitted sequence is punctured according to
table 60 resulting in:

(vRe ..vRe j for Xin=2N,.

po0  p2Nj-1

Thereal component of the lower protected part of the SPP part of the transmitted sequence is punctured according to
table 60 resulting in:

Re Re
(vaZNl "'Vp,Z(Nl+N2)7l3rrpj for pe {1,2}.

The tailbits for the SPP part of the transmitted sequence are punctured according to table 61 resulting in:

vke ..vRe :
p.2(N1+N2)-12-rp pP,2(N1+N2)-1

NOTE 3: If thereis only one protection level the higher protected part is absent.

The imaginary component of the higher protected part of the SPP part of the transmitted sequence is punctured
according to table 60 resulting in:

(v'm Lyim j for pe {012}

po " p2Nj-1

Theimaginary component of the lower protected part of the SPP part of the transmitted sequence is punctured
according to table 60 resulting in:

Im Im
(vp’ZNl "'VD,Z(N1+N2)713HFP) for pe {01,2}.
The tailbits for the SPP part of the transmitted sequence are punctured according to table 61 resulting in:
Im Im
Y Y for 01,2;.
( p,2(N1+N2)—12—rp p,2(N1+N2)1] pE { 1’ }

NOTE 4: If thereis only one protection level the higher protected part is absent.

7.3.3 Bit interleaving
Bit-wiseinterleaving shall be applied for some of the levels of the coding scheme according to figures 26 to 30. The

same basic al gorithm which resultsin a pseudo random bit ordering shall be used independently for the FAC, SDC and
MSC.
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The permutation l‘[p(i) is obtained from the following relations:

for 64-QAM: t; =13, t, =21

for 16-QAM: t5 =13, t; =21

for 4-QAM: t5 =21

pe {012}

s = 2l10920%n)

g=s/4-1
the number of input bits x;, is defined below and | | means round towards plus infinity
I1,(0)=0;
fori=1 2,..., %,-1:

() =(tp Mp(i -2 +g)(mods);

while T (i) 2 X :

I, (0) =(tp Mp(0)+a)(mods).

7.3.3.1 FAC

The block size shall bein every case the same for the interleaver Iy with p = 0 only. The number of elements per bit
interleaver x;, equals 2Ngac. Theinput vector is defined by:

V(p)= (Vp,Oan,laVp,21---Vp,2NFAC—l)
Theinterleaved output vector is the subset of the permutations I, (i) defined by:
Y(p)= (Yp,O! Yps yp,2a---yp,2NFAc—1)
The output elements are selected from the input elements according to:

Ypi =Vpri, ) -

7.3.3.2 SDC

The block size shall be the same for each interleaver | ,. The number of elements per bit interleaver X, equals 2Ngyc.
For each bit interleaver, the input vector is defined by:

V(p)= (Vp,OaVp,l!vp,Z!-'-Vp,ZNSDC—l)
Theinterleaved output vector is the subset of the permutations I, (i) defined by:
Y(p)= (yp,01 Yp.s yp,2’---yp,2NSDC—l)
The output elements are selected from the input elements according to:

Ypi =Vpi,) -
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7.3.3.3 MSC
SM and HM sym:

The block size shall be the same for each interleaver I but shall be dependent on the robustness mode, spectrum
occupancy and the constellation. The number of elements per bit interleaver equals 2(N; + N,). For each bit interleaver,
the input vector is defined by:

V(p)= (Vp,OaVp,livp,Z1-"Vp,2(N1+N2)—1)= (v, p,0s V1, p1s- V1, p,2N,~1: V2, p,0: V2, p 15+ V2, p,2N2—1)

Theinterleaved output vector is the subset of the two permutations I, (i) defined by:

Y(p)= (yp,o, Ypas yp,2:---yp,2(Nl+N2)fl): (A p.0» YL p 1Y, p,2N;-1 Y2,p,00 Y2, p Y2, p,2N2—l)

The two parts with different protection levels shall not overlap in the interleaving process. Therefore the interleaved
lower protected part shall be appended to the interleaved higher protected part where the output elements are selected
from the input elements according to:

Yipi =Vap,() @d Y2,pi =V2,p11, (i)
for each part respectively.

The number of input bits used for the permutation for the higher protected part isx;, = 2N;, and for the lower protected
partis Xin = 2N
HM mix:

The block size shall be the same for each interleaver IpRe and IpIm but shall be dependent on the robustness mode,
spectrum occupancy and the constellation. The number of elements per bit interleaver equals (N1 + N,). For each bit
interleaver, the input vectors for the real and imaginary components are defined by:

Re _( Re \,Re  Re Re )_( Re Re Re Re Re Re )
Vv (p)— pro,Vp,l,prz,...Vp’Nl+N27l = VLp,O’Vlp,l""vlp,er'VZ,p,O’VZ,p,l""Vz, P.N,-1 or

Im _( Im ., Im .,Im Im )_( Im Im Im Im Im Im ) .
V7(p)= Vp.0sVpL:Vp,2:Vp N iNy-1)= VL p,0s VL Ve p ny-10V2,p.0: V2, p1 YV, b N, -1 respectively.

Theinterleaved output vectors for the real and imaginary components are the subsets of the two permutations I, 0]
defined by:

Re _{,,Re ,Re ,Re Re _(\,Re Re Re Re Re Re
Y (p) - (yp,01 yp,11 ypvz""yp,N1+N2—l)_ (yl, p,Ov yl, p,l*"'yl val_l, y2,p,01 y2,p,lv'"y2, p,N2—1) or

| | | | | | | | | | | :
Y'™(p) = (yr?,"o, Yol yprf‘z,---yp'f‘Nl+N2_1)= (yl,”;l,o, Yipar-Y1 g1t V2P0 yzf“p,l,---yz',“p,Nz_l) respectively.

The two parts with different protection levels shall not overlap in the interleaving process Therefore the interleaved

lower protected part shall be appended to the interleaved higher protected part where the output elements are selected
from the input elements according to:

y{e S,i =Vf S,n(i), yE‘,%,i =V§,%,n(i), y::.,TJ,i =VJI,r?J,H(i) and y|2r,np,i =V'2',np,n(i)
for each part respectively.

The number of input bits used for the permutation for the higher protected partsis x;, = N;, and for the lower protected
partsis X, = No.
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7.4 Signal constellations and mapping

The mapping strategy for each OFDM cell is dependent of the assignment to the channel (FAC, SDC, MSC) and the
robustness mode. All data cells are either 4-QAM, 16-QAM or 64-QAM.

The default method for mapping shall be performed according to figures 32 to 36.

The y'; denote the bits representing a complex modulation symbol z.

Im{z} 64 - QAM
A o 01 O
[ ® ® e —+—_ o ® ) () 000
7a
® ) ) e ——_ © ® ® ° 100
ba
® ) ® e o ® [ )
3a 010
) ® [ e +— o ) ° )
1a 110
I I I I I I I > Re{z}
-7a -5a -3a -la la 3a 5a Ta
) ® () e —+—_ @ ) ° [ 001
-la
® ) [ e —_eo ® [ )
33 101
® ) ® e o ® ) °
5a 011
® [ ) e ——_eo [ ) ®
7a 111
ig 1 0 1 0 1 0 1 0
i 1 1 0 0 1 1 0 0
iy 1 1 1 1 0 0 0 0

Bit ordering: {igi; i, 0o 0y G} ={Y oY’ 1Y 2Y'3YaY s}

Figure 32: SM 64-QAM mapping with corresponding bit pattern
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Im{z} 64 - QAM
A 0o 9, 9,
[} [} [} e —+—_0 [ J [ J [ ] 000
7a
° [ ) [ ) e ——_© ° [ ) [ 010
5a
° [ ) [ ) e ——_ © ° [ ) [ ] 001
3a
[ J [} [} e —+—. O [ ] [ ] [ J 011
la
| | | | | | | > Re(z
-7a -5a -3a -la la 3a 5a Ta
[ J [ J [ J e —— .0 [ ] [ ] [ J 100
-la
- @ [ ) [ ) [ )
) ) () ) 3 110
- _ @ [ ] [ ] [ ]
) ) () ) 5 101
[ ] [ ] [ ] [ J ——_7a0 [ ] [ ] [ ] 111
iy 1 1 1 1 0 0 0 0
i 1 0 1 0 1 0 1 0
iy 1 1 0 0 1 1 0 0

Bit ordering: {i 5i,i,0,0, 0} ={Y oYV 1Y Y 3Y 1Y o

Figure 33: HMsym 64-QAM mapping with corresponding bit pattern
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Im{z} 64 - QAM
Qo d1 92
A
[} [ J [} e —|—_© [ ] [ ] [ ] 000
7a
® ) ® e _ © [ ) [ ) ® 100
5a
[ J [ ] [ ] e ——_ © [ ] [ ] [ J 010
3a
[} [ J [} e ——. © [ ] [ ] [ J 110
1la
| | | | | | > Rel2)
-7a -5a -3a -la la 3a ba 7a
[} [ J [} e —— .0 [ J [} [ J 001
-la
® [ ) ® ® __-3a' [ ) [ ) [ ) 101
[ ] [ [ [ __-58.‘ [ ] [ ] [ ] 011
[ J [ J [ J [ J __-Ya‘ [ J [ J [ J 111
ig 1 1 1 1 0 0 0 0
iy 1 0 1 0 1 0 1 0
iy 1 1 0 0 1 1 0 0

Bit ordering: {i 5i;i,0d00, 0} ={Y oYV 1Y oY 3Y 1Y o

Figure 34. HMmix 64-QAM mapping with corresponding bit pattern
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Im{ 2} Co O
A 16 - QAM
—+ °
) ) 3a 00
4 e )
° ) 1a 10
I I I —> Re{z}
-3a -la la 3a
® ° 1 a. () 01
4 e °
) ° 3 11
ig 1 0 1 0
i 1 1 0 0

Bit ordering: {igiy 0o i} ={Y'oY'1Y oY 3}

Figure 35: SM 16-QAM mapping with corresponding bit pattern

4-QAM
Im{ z}
A Qo
e —— ©
la 0
i —> Re{Z}
Tl
-la 1
io 1 0

Bit ordering: {io go} = {YoY'1}
Figure 36: SM 4-QAM mapping with corresponding bit pattern

NOTE: Left hand bit isthefirst in time.

For 64-QAM, the normalization factor is a =

For 16-QAM, the normalization factor is a =

=
'—\ H

For 4-QAM, the normalization factor is a=

N
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The data stream at the output of the interleaver consists of a number of bit words. These are mapped onto one signal
point in the signal diagram according a complex number z. For SM and HMsym the 64-QAM diagram shall be used
according to figure 32 and 33 respectively. The bits shall be mapped accordingly:

(v vi v5 ¥5 Vi ¥5)= (Yo Y10 Y20 You Y1 Y21)
For HMmix the 64-QAM diagram shall be used according to figure 34. The bits shall be mapped accordingly:

(vo Y ¥ v a vi )= (yRe yreyReymy!m y',j.‘j

00 10 20 0,0

The 16-QAM diagram shall be used according figure 35. The bits shall be mapped accordingly:

(Vo v2 ¥ ¥3)= (Yo,0 Y10 You vi1)

The 4-QAM diagram shall be used according figure 36. The bits shall be mapped accordingly:

(yb yi)Z (yo,o yo,1)

7.5 Application of coding to the channels

7.5.1 Coding the MSC

The MSC may use either 64-QAM or 16-QAM mapping. 64-QAM provides high spectral efficiency whereas 16-QAM
provides amore robust error performance. In each case, arange of code ratesis available to provide the most
appropriate level of error correction for a given transmission. The available combinations of constellation and code rate
provide alarge degree of flexibility over awide range of transmission channels. Unequal error protection can be used to
provide two levels of protection for the MSC. For the case of 64-QAM, hierarchical modul ation may be used to provide
athird level of error robustness for a part of the M SC.

7.5.1.1 SM

Two protection levels within one multiplex frame are possible resulting in the use of two overall code rates. The
number of input bits L, per multiplex frame are calculated with the formulas of clause 7.2.

The MSC shall be encoded according to clause 7.3. The overall code rates and code rates for each level are defined in

tables 62 and 63. The protection level is signalled in the multiplex description data entity of the SDC (see
clause 6.4.3.1).

Two overall code rates are defined for 16-QAM as follows:

Table 62: Code rate combinations for the MSC with 16-QAM

Protection level Rai | Ro | Ry | RYiem
0 05 | 1/3]2/3 3
1 0,62 | 1/2 | 3/4 4

Four overall code rates are defined for 64-QAM as follows:

Table 63: Code rate combinations for the MSC with 64-QAM

Protection level Rai | Ro | Ry | Ry |RY e
0 05 | 1/4 | 1/2 | 3/4 4
1 06 | 1/3 |23 |45 | 15
2 0,71 | 1/2 | 3/4 | 7/18 8
3 0,78 | 2/3 | 4/5 | 8/9 | 45

NOTE: These code rates are also used for the imaginary part of HMmix.
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One or two overall code rates shall be applied to one multiplex frame. When using two overall code rates, both shall
belong to the same constellation.

Annex J provides the number of input bits per multiplex frame for EEP.

7.5.1.2

Two protection levels are possible resulting in the use of two overall code rates. The number of input bits Ly, per
multiplex frame is calculated with the formulas of clause 7.2.

HMsym

The MSC shall be encoded according to clause 7.3. The overall code rates and code rates for each level for the SPP are
defined in table 64 and for the VSPP in table 65. The protection level is signalled in the multiplex description data
entity of the SDC (see clause 6.4.3.1).

Four overall code rates are defined for the SPP as follows.

Table 64: Code rate combinations for the SPP of MSC with HMsym 64-QAM

Protection level R R, R, |RY\m
0 0,45 | 3/10 | 3/5 10
1 0,55 | 4/11 | 8/11 11
2 0,72 | 417 7/8 56
3 0,78 | 2/3 8/9 9
NOTE: These code rates are also used for the real part
of HMmix.

Four overall code rates are defined independently for the VSPP as follows.

Table 65: Code rate combinations for the VSPP of MSC with HMsym 64-QAM

Protection level Rg
0 1/2
1 4/7
2 3/5
3 2/3
NOTE: These code rates are also used
for the real part of HMmix.

Annex J provides the number of input bits per multiplex frame for EEP.

7.5.1.3 HMmix

Two protection levels are possible resulting in the use of two overall code rates. The number of input bits Ly, ;x per
multiplex frame is calculated with the formulas of clause 7.2.

The MSC shall be encoded according to clause 7.3. The protection level is signalled in the multiplex description data
entity of the SDC (see clause 6.4.3.1).

Four overall code rates are defined for the SPP as shown in table 66 and the four possible code rates for the VSPP are
defined independently as shown in table 65.

Table 66: Code rate combinations for the SPP of MSC with HMmix 64-QAM

Protection level Rai Rolm RlRe Rllm RzRe R2'm RY\em
0 0,48 | 1/4 | 3/10 | 1/2 3/5 3/4 20
1 0,58 | 1/3 | 4/11 | 2/3 | 8/11 | 4/5 165
2 0,71 | 1/2 4/7 3/4 718 718 56
3 0,78 | 2/3 2/3 4/5 8/9 8/9 45
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7.5.2 Coding the SDC

The SDC may use either 16-QAM or 4-QAM mapping. 16-QAM provides greater capacity whereas 4-QAM provides a
more robust error performance. In each case, afixed code rate is applied.

The constellation should be chosen with respect to the MSC parameters to provide more robustness for the SDC than
for the MSC. When using hierarchical modulation, the SDC shall be coded using 4-QAM.

The number of input bits Lgy per SDC block is calculated as given in clause 7.2.
For 16-QAM the combination given in table 67 shall be used.

Table 67: Code rate combinations for the SDC with 16-QAM

I:eall RO Rl
05 [13 23

For 4-QAM the code rate given in table 68 shall be used.

Table 68: Code rate for the SDC with 4-QAM

Rai | Ro
05 |12

Annex J provides the number of input bits per SDC block.

Error detection with a CRC is described in clause 6.

7.5.3 Coding the FAC
The FAC shall use 4-QAM mapping. A fixed code rate shall be applied.

The number of input bits L a- per FAC block is calculated as given in clause 7.2.
The code rate given in table 69 shall be used.

Table 69: Code rate for the FAC

Rall R0
0,6 | 3/5

Error detection with a CRC is described in clause 6.

7.6 MSC cell interleaving

A cell-wise interleaving shall be applied to the QAM symbols (cells) of the MSC after multilevel encoding with the
possibility to choose low or high interleaving depth (denoted here as short or long interleaving) according to the
predicted propagation conditions. The basic interleaver parameters are adapted to the size of a multiplex frame which
corresponds to Ny, x cells.

For propagation channels with moderate time-selective behaviour (typical ground wave propagation in LF and MF) the
short interleaving provides sufficient time- and frequency diversity for proper operation of the decoding processin the
receiver (spreading of error bursts). The same block interleaving scheme as used for bit interleaving in the multilevel
encoder (see clause 7.3.3) is always applied to the Ny, ;x cells of a multiplex frame.
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Theinput vector of the block interleaver corresponding to the Ny, x QAM cells z,, ; of multiplex frame nis given by:

Z, :(Zn,O'Zn,l’Zn,Z""’Zn,NMUX 1 )

The output vector with the same number of cells or elements, respectively, is given by:

Z,= ( 2001201 2020 Ly Ny - )

where the output elements are selected from the input elements according to:

Zni = Zn,11(i) -

The permutation I1(i) is obtained from the following relations:

s=219920Nww)T | T means round towards plusinfinity;

g=s/4-1;

1(0)=0;
for i=1 2,..., Nyux —1:
(i) = (to TI(i -1 + ) (mod s);
while TI(i) = Nyux :
T1(i) = (to T1(i) +q)(mod s).

For severe time- and frequency-sel ective channels as being typical for signal transmissions in the HF short wave
frequency bands the interleaving depth can be increased by an additional simple convolutional interleaving scheme. For
this the interleaving depth D is defined in integer multiples of multiplex frames. As a good trade-off between
performance and processing delay avalue of D = 5 has been chosen.

The output vector for long interleaving with Ny, cells carrying complex QAM symbols is computed in almost the

same way as for short interleaving. The only exception is that the permutation is based not only on the current but also
on the last D-1 multiplex frames. The permutation I1(i) as defined beforeis used again to determine the relation

between the indices within the output vector Z nand the D input vectors Z,,Zp_4,...,Zh_p41-

The output elements are selected from the input elements according to:

Zn i = Zn1(i), 11(i)

For given valuei the selection of the input vector number n—T°(i) for the correspondent element T1(i) is done with the
following formula

[(i)=i (modD) for i=0,12,...,Nyux -1

Taking into consideration the transmission of the full content of a multiplex frame the overall delay of the pure
interleaving/deinterleaving processis given by approximately 2 x 400 ms, i.e. 800 ms, for the short interleaving. In the
case of the long interleaving it corresponds to about 2,4 s. In addition to that the delay is increased during transmission
due to the fact that the SDC block isinserted at the beginning of a transmission super frame. With adepth of D =5
multiplex frames for long interleaving the maximum additional increase in delay is given by the time duration of two
SDC blocks.
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7.7 Mapping of MSC cells on the transmission super frame

structure

The content of three consecutive interleaved multiplex frames (with Ny, ,x QAM cells each) is mapped onto a

transmission super frame, i.e. the corresponding number Ng-; of useful MSC cellsis fixed as an integer multiple of 3.

Due to the fact that the number of FAC and synchronization cellsis varying from OFDM symbol to OFDM symbol a
small loss N, of 1 or 2 cells can occur compared with the number of available cellsin atransmission super frame which

isgiven by:

NSFA = NSFU +NL =3XNMUX +NL

Tables 70 to 73 give the values for the different robustness modes and bandwidths.

Table 70: Number of QAM cells for MSC for robustness mode A

Parameters Spectrum occupancy
0 1 2 3 4 5
Number of available MSC
cells per super frame Ngpa 3778 4268 7897 8 877 16 394 18 354
Number of useful MSC cells
per super frame Ngp, 3777 4 266 7 896 8 877 16 392 18 354
Number of MSC cells per
multiplex frame Ny 1259 1422 2632 2 959 5 464 6118
Cell loss per super frame N 1 2 1 0 2 0
Table 71: Number of QAM cells for MSC for robustness mode B
Parameters Spectrum occupancy
0 1 2 3 4 5
Number of available MSC
cells per super frame Ngg 2900 3330 6 153 7013 12 747 14 323
Number of useful MSC cells
per super frame Ngp, 2898 3330 6 153 7011 12 747 14 322
Number of MSC cells per
multiplex frame Ny 966 1110 2051 2337 4249 4774
Cell loss per super frame N 2 0 0 2 0 1
Table 72: Number of QAM cells for MSC for robustness mode C
Parameters Spectrum occupancy
0 1 2 3 4 5
Number of available MSC
cells per super frame Nggp ) ) ) 5532 ) 11603
Number of useful MSC cells
per super frame Ngg, . ) ) 5532 ) 11601
Number of MSC cells per
multiplex frame Npyx ) ) ) 1844 ) 31867
Cell loss per super frame N - - - 0 - 2
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Table 73: Number of QAM cells for MSC for robustness mode D

Parameters Spectrum occupancy

0 1 2 3 4 5
Number of available MSC
cells per super frame Nggp . ) ) 3679 ) 7819
Number of useful MSC cells
per super frame Ngg, . . ) 3678 ) 7818
Number of MSC cells per
multiplex frame Npyx . . ) 1226 ) 2606
Cell loss per super frame N - - - 1 - 1

So the overall data vector for the useful MSC cellsin transmission super frame m can be described by:

S:(sss S )

m m,07>m11Om,27 1 Om Ny, -1
:(Zakm' Zs*m+1 , Z3*m+2 )
= (23*m,0 1 Zymare 1 ZamNyue-1r Z3rmes00 Zarmentr e -1 Lo med Nyue -1 Z3rm2,00 Zarme2,10 + + 0 £3me2,Nyux —1)'

In the case that N, is unequal to 0 one or two dummy cells, i.e. (Zy0) or (Zmo,Zm1), are attached at the end of S,
Their complex values (i.e. the corresponding QAM symbols) are as defined in table 74.

Table 74: QAM symbols for MSC dummy cells

Number of dummy cells N| per Complex values of the dummy cells (QAM symbols)
transmission super frame Em’O Emyl
1 ax(1+jl)
2 ax(1+j1) ax(1-j1)

The value of aintable 74 is dependent on the signal constellation chosen for the MSC (see clause 7.4).

8 Transmission structure

8.1 Transmission frame structure and modes

The transmitted signal is organized in transmission super frames.
Each transmission super frame consists of three transmission frames.

Each transmission frame has duration T¢, and consists of Ny OFDM symbols.
Each OFDM symbol is constituted by a set of K carriers and transmitted with aduration T
The spacing between adjacent carriersis 1/T,.

The symbol duration is the sum of two parts:

e auseful part with duration T,.
e aguardinterval with duration T,
The guard interval consistsin acyclic continuation of the useful part, T, and isinserted before it.

The OFDM symbolsin atransmission frame are numbered from O to Ng- 1.
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All symbols contain data and reference information.

Since the OFDM signal comprises many separately modulated carriers, each symbol can in turn be considered to be
divided into cells, each cell corresponding to the modulation carried on one carrier during one symbol.

An OFDM frame contains:
. pilot cells;
e  control cells;
e datacdlls.

The pilot cells can be used for frame, frequency and time synchronization, channel estimation, and robustness mode
identification.

The transmitted signal is described by the following expression:

X(t) = Re {ejthti SZ_ ixcr,s,k l//r,s,k(t) k}

r=0 s=0 k=K,
where:
j 27K (t-Tg-ST-Nyr Ty)
v ()= ’ (stN, N<t<(stN, r+DT,
h 0 otherwise
and:

Ng  number of OFDM symbols per transmission frame;
k denotes the carrier number (= Kpin, - Kiaw)s
S denotes the OFDM symbol number (= 0... Ng- 1);

r denotes the transmission frame number (= O...infinity);

K is the number of transmitted carriers (< Ko - Kmin)s

Tg  isthe symbol duration;

u isthe duration of the useful part of a symbol;

isthe duration of the guard interval;

fr is the reference frequency of the RF signal;

Crsk  complex cell value for carrier k in symbol s of frame number r.

The ¢ g ik values depend on the type of cell, as defined below.

For data/control cells (MSC, SDC, FAC), ¢, s =z where zis the constellation point for each cell as given by the
mappings defined in clause 7.

For each reference cell, a defined phase and amplitude is transmitted, C, o, =&, U, where:

sk’
ag isthe amplitude, which always takes one of the values {L V2 ,2}, and

_ ejZnﬂsy

Ugk k isaunit-amplitude term of phase Js .
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Propagation-related OFDM parameters

OFDM parameters must be chosen to match propagation conditions and the coverage area that the operator wants to

serve.

Various sets of OFDM parameters are therefore defined for different conditions of propagation and their parameter
values are listed in table 75.

Table 75: Numerical values of the OFDM parameters

Robustness | Duration T, Carrier Duration of Duration of Tg/Tu Number of
mode spacing 1/T, |guard interval symbol symbols per
Tg Tg=T,+ Tg frame Ng
A 24 ms 41213 Hz 2,66 ms 26,66 ms 1/9 15
B 21,33 ms 4678 Hz 5,33 ms 26,66 ms 1/4 15
C 14,66 ms 682/11 y7 5,33 ms 20 ms 4/11 20
D 9,33 ms 10717 Hz 7,33 ms 16,66 ms 11/14 24
8.3 Signal bandwidth related parameters

8.3.1

Parameter definition

The OFDM parameters depend upon the available frequency bandwidth, the number of carriers K, and their location
with respect to the reference frequency (named DC, in relation with the traditional carrier used in AM analogue

transmissions).

The Spectrum occupancy defines the nominal channel bandwidth. The group of carriers carrying the FAC is always to
the right (higher in frequency) with respect to the reference frequency, fg, which is an integer multiple of 1 kHz.
Table 76 relates the spectrum occupancy parameter, signalled in the FAC (see clause 6.3), to the nominal channel
bandwidth, and figures 37 and 38 show the position of the carriers.

Table 76: Relationship between spectrum occupancy parameter and channel bandwidth

Spectrum occupancy

1 2

3

Channel bandwidth (kHz) 4,5

5 9

10

Spectrum occupancy

- 4,5 kHz carrier group containing FAC cells

|:| 4.5 kHz group of carriers

0

fr

Frequency —

Figure 37: Spectrum occupancy for 9 kHz channels
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Spectrum occupancy A
Codhz

- 5 kHz group containing FAC cells

|:| 5 kHz group of carriers

Frequency — >
Figure 38: Spectrum occupancy for 10 kHz channels

The carriers are indexed by k € [Kyjin, Kmax], k = 0 being the DC carrier and determined by the following values
depending on the choice made and related to the occupied bandwidth.

Carrierswith k < 0 are said to be to the left of DC, and k > 0, to the right of DC.

Table 77 presents the lower and upper carrier numbers for each robustness mode and nominal bandwidth.

Table 77: Carrier numbers for each robustness mode

Robustness Carrier Spectrum occupancy
mode 0 1 2 3 4 5
A Kimin 2 2 -102 -114 -98 -110
Kmax 102 114 102 114 314 350
B Kimin 1 1 -91 -103 -87 -99
Kimax 91 103 91 103 279 311
Cc Kmnin - - - -69 - -67
Kmax - - - 69 - 213
D Kimin - - - -44 - -43
Kmax - - - 44 - 135

Depending on the robustness mode, the DC carrier and certain carriers around DC are not used, as detailed in table 78.

Robustness mode Unused carrier(s)
A ke {~101}
B ke {o}
C ke {0}
D ke {o}

ETSI
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8.3.2 Simulcast transmission

The DRM signal is designed to work in the same broadcast bands as AM signals. Simulcast transmission of services
using DRM and AM can be performed by the juxtaposition of the analogue AM signal (DSB or VSB or SSB) and a
DRM digital signal. Many arrangements are possible and some areillustrated in annex K.

The spectrum occupancy number relates to the DRM signal. A broadcaster may choose to signal the presence of the
AM simulcast by use of the Alternative frequency signalling: Other services data entity in the SDC (see
clause 6.4.3.12).

8.4 Pilot cells

8.4.1 Functions and derivation
Some cells within the OFDM transmission frame are modul ated with known fixed phases and amplitudes.

These cells are pilot cells for channel estimation and synchronization. The positions, amplitudes and phases of these
cells are carefully chosen to optimize the performance, especially the initial synchronization duration and reliability.

j2nRgp4S K]

212
=elTk =g 1024 \where

The phases are defined, directly or indirectly, in 1 024ths of acycle, i.e. U sk =
4l K] takesinteger values and is either explicitly tabulated or derived using integer arithmetic, as defined in the

following clauses.

8.4.2 Frequency references

These cells are used by the receiver to detect the presence of the received signal and to estimate its frequency offset.
They may also be used for channel estimation and various tracking processes.

8.4.2.1 Cell positions
Frequency references are located at frequencies which are common to al the system variants.

There are three frequency references, which are 750 Hz, 2 250 Hz and 3 000 Hz as referenced to the DC carrier, as
defined in table 79.

Table 79: Carrier numbers for frequency references

Robustness mode Carrier numbers
A 18,54, 72
B 16, 48, 64
C 11, 33, 44
D 7,21,28

They shall be present in al symbols of each transmission frame.

8.4.2.2 Cell gains and phases

All frequency reference cells shall have apower gainof 2,i.e. agy = V2 ,inorder to optimize performances at low
signal to noise ratio and be compatible when the same cell functions as both a frequency reference and a time reference.

The phases are defined as follows. For the first symbol in the frame (i.e. s=0), the phases v,y,,[s k] aregivenin
table 80.
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Table 80: Cell phases for frequency references

Robustness mode Carrier index, k Phase index, }04[0,K]
18 205
A 54 836
72 215
16 331
B 48 651
64 555
11 214
C 33 392
44 242
7 788
D 21 1014
28 332

For subsequent symbols, the phases are chosen in order to ensure the tones are continuous, which is achieved by
applying the following rules.

For robustness modes A, B and C, and carrier 28 only of robustness mode D:
D104l S, K] = P1054[0, K]
For robustness mode D, carriers 7 and 21:

Bio2a[8. K1 = 40,4[0,K] , for even values of s, and

BooalS K] = (810041 0,K]+512) mod 1024 , for odd values of s.

NOTE: Thisisequivalent to the complex value U multiplied by - 1 for odd values of s.

8.4.3 Time references
These cells are located in the first OFDM symbol of each transmission frame, i.e. s=0.

The time reference cells are mainly used for performing ambiguity resolution since guard time correlation provides a
fast and frequency insensitive estimation of time of arrival with a periodicity of one symbol. They are used for
determining the first symbol of atransmission frame. They can also be used for frequency-offset estimation.

8.43.1 Cell positions and phases

Tables 81 to 84 define the phases of the time reference cells, and the phases of the frequency reference cells for the first
symbol of the transmission frame.

D102410,K] isthe phaseindex in 1 024ths of acycle.

Table 81: Phase of time reference cells for robustness mode A

Carrier index, k Phase index, ©%g24[0,K]
17 973
18 * 205
19 717
21 264
28 357
29 357
32 952
33 440
39 856
40 88
41 88
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Carrier index, k Phase index, dg24[0,K]

53 68

54 * 836

55 836

56 836

60 1008

61 1008

63 752

71 215

72* 215

73 727

NOTE:  Carrier numbers marked with an asterisk "*" also

serve as frequency references (see clause 8.4.2.1);
the definitions of phase index are consistent.

Table 82: Phase of time reference cells for robustness mode B

Carrier index k Phase index, tgp4[0,K]
14 304
16 * 331
18 108
20 620
24 192
26 704
32 44
36 432
42 588
44 844
48 * 651
49 651
50 651
54 460
56 460
62 944
64 * 555
66 940
68 428
NOTE:  Carrier numbers marked with an asterisk "*" also serve
as frequency references (see clause 8.4.2.1); the
definitions of phase index are consistent.

Table 83: Phase of time reference cells for robustness mode C

Carrier index k Phase index, tg4[0,k]
8 722
10 466
11 * 214
12 214
14 479
16 516
18 260
22 577
24 662
28 3
30 771
32 392

33 % 392
36 37
38 37
42 474
44 * 242
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Carrier index k Phase index, tgp4[0,K]
45 242
46 754

NOTE:  Carrier numbers marked with an asterisk "*" also serve
as frequency references (see clause 8.4.2.1); the
definitions of phase index are consistent.

Table 84: Phase of time reference cells for robustness mode D

Carrier index k Phase index, }04[0,K]

5 636
6 124

7* 788
8 788
9 200

11 688

12 152

14 920

15 920

17 644

18 388

20 652

21* 1014

23 176

24 176

26 752

27 496

28 * 332

29 432

30 964

32 452

NOTE:  Carrier numbers marked with an asterisk "*" also
serve as frequency references (see clause 8.4.2.1);
the definitions of phase index are consistent.

8.4.3.2 Cell gains

All time reference cells have a power gain of 2,0 in order to optimize performance at low signal to noise ratio,

i.e. agy =2.

8.4.4 Gain references

The gain reference cells are mainly used for coherent demodulation. These cells are scattered throughout the overall
time frequency pattern and are used by the receiver to estimate the channel response.

8.44.1 Cell positions

In atransmission frame, for the symbol of index s (ranging from O to N - 1), carriers for which index k belongs to the
subsets as defined in table 85 are gain references.
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Table 85: Carrier indices k for gain reference cells

Robustness mode Subset Condition Periodicity of the
gain reference
pattern

A k=2+4x(smod5)+20x%xp p integer 5 symbols
Kmin < K < Kmay

B k=1+2x(smod3)+6xp p integer 3 symbols
Kmin < K < Kmax

c k=1+2x(smod2)+4xp p integer 2 symbols
Kmin < K < Kmax

D k=1+(smod3)+3xp p integer 3 symbols
Kmin < K < Kmax

NOTE: The gain reference cell patterns have been chosen such that the edge carriers are included as gain
reference cell positions.

Annex L gives some example figures illustrating the position of the gain reference cells.

8.4.4.2 Cell gains

Gain reference cells mostly have apower gainof 2 (i.e. agy = V2 ), in order to optimize performances at low signal to

noise ratio. However, gain reference cells close to the band lower and upper edges are over-boosted by a further power
gain of 2 (i.e. overall power gain of 4, so that the amplitude ag = 2) as defined in table 86.

Table 86: Carrier numbers given a power boost of 4, i.e. agy =2

Robustness Spectrum occupancy
mode 0 1 2 3 4 5
A 2, 6, 2, 6, -102, -98, -114, -110, -98, -94, -110, -106,
98, 102 110, 114 98, 102 110, 114 310, 314 346, 350
B 1,3, 1,3, -91, -89, -103, -101, -87, -85, -99, -97,
89, 91 101, 103 89,91 101, 103 277,279 309, 311
C - - - -69, -67, - -67, -65,
67, 69 211,213
D - - - -44, -43, - -43, -42,
43, 44 134, 135
8.44.3 Cell phases

In some cases gain references fall in locations which coincide with those already defined for either frequency or time
references. In these cases, the phase definitions given in clauses 8.4.2 and 8.4.3 take precedence.

In all other locations, the phases of the gain reference cells are obtained by integer arithmetic applied to small tables of
values, as defined in the following procedure.

8.4.4.3.1 Procedure for calculation of cell phases
The procedureis:

First, compute values of m, n and p for each cell, where the carrier number isk and the symbol number is s:

n=smody,

m=[s/y]
_k=kp—nx
_x—y

X, y, and kg are constants which are defined for each robustness mode in table 87.
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Table 87: Definition of x, y, kg

Robustness mode X y ko
A 4 5 2
B 2 3 1
C 2 2 1
D 1 3 1

NOTE 1: The value of p obtained by this procedure is an integer, as a consequence of the definition of reference
cell locations in clause 8.4.4.1; while the values of n and mare integer by definition of the mathematical

operations producing them.

Secondly, calculate the integer phase index by the following formula:

Do [S’ k] = (42256 [n1 m] + PWigy, [n1 m]+ p2(1+ S) Q1024) mod 1024

Qioz4 and the small tables Zosg[n, m]| and Wyo,4[n, m| are defined for each robustness mode in the following

clauses.

NOTE 2: Thevaluesin thetables Z,sg[n,m| and Wo,4[n, m] may be represented precisely as 8-hit and 10-bit
unsigned integers respectively; similarly Q;qo4 may be represented precisely as a 10-bit unsigned integer.

8.4.4.3.2 Robustness Mode A

The Wygp4[n, m| matrix is defined as:

Wigpaln,m] ={ | {228, [341, | 455},
(455, | 569, | 683],
(683, | 796, | 910},
{910, | O, 114},
(114, [228, | 341}
The Z 56N, m| matrix is defined as:
2256[n,m] ={ {0, 81, 248},
{18, | 106, | 106},
(122, | 116, | 31},
(129, | 129, | 39},
(33, | 32, | 111}
Quoz4 = 36.
8.4.4.3.3 Robustness Mode B
The Wygp4[n, m| matrix is defined as:
Wiulnm]={ | {512, | 0, |512, | O, 512},
{0, 512, 0, 512, 0},
(512, | 0, |512, | 0, | 512}
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The Z,s[n,m| matrix is defined as:

Zsln.m] ={ {o, 57, | 164, | 64, 12},

{168, | 255, | 161, | 106, 118},
{25, 232, 132, | 233, 38}}

Quozs4 =12.

8.4.4.3.4 Robustness Mode C

The Wygp4[n, m| matrix is defined as:

Wigpalnm] ={ | {465, |372, [ 279, [186, | 93, | 0, |931, |838, | 745, | 652},
{931, | 838, | 745, | 652, | 559, | 465, | 372, | 279, | 186, | 93}

The Z,s[n, m] matrix is defined as:

2256[n,m]:{ {0, 76, 29, 76, 9, 190, | 161, | 248, | 33, 108},
{179, |178, | 83, [253, |127, | 105, |[101, | 198, | 250, 145}}

Quo24 =12.

8.4.4.3.5 Robustness Mode D

The Wygp4[n, m| matrix is defined as:

Wigpaln,m] ={ [ {366, [439, [512, |585, [658, |731, [805, | 878},

{731, | 805, | 878, | 951, | O, | 73, |146, | 219},
{73, | 146, | 219, | 293, | 366, | 439, | 512, | 585}

The Z56[n,m| matrix is defined as:

Zosgln,m] = { {0, [240, | 17, | 60, [220, | 38, |151, | 101},

{110, 7, 78, 82, |175, | 150, | 106, 25},
{165, 7, 252, | 124, | 253, | 177, | 197, 142}}

Qio24 =14.

8.5 Control cells

85.1 General

The control cells consist of two parts:

e  the Fast Access Channel (FAC), integrated in every transmission frame. It is used to quickly obtain the
necessary information for the receiver to be able to demodul ate the DRM signal;

e  the Service Description Channel (SDC), repeated every transmission super-frame. It contains al the additional
information that describes the services currently available. The SDC is also used for Alternative Frequency
Switching (AFS).

Figure 39 describes the time-frequency location of these signals.
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transmission super frame
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tran

SDC block -
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symbols containing MSC and FAC cells

symbols containing MSC cells

|:| symbols containing SDC cells

Figure 39: Time-frequency location of FAC and SDC signals

FAC cells

Cell positions

The cells used for FAC are cells that are neither frequency references, nor time references, nor gain references, nor data

cellsin the symbols that do not contain the SDC.

FAC cells convey highly protected QAM symbols that allow fast detection by the receiver of the type of signal it is

currently receiving.

There are always 65 FAC cells. Tables 88 to 91 give the position of the FAC cells for each robustness mode.

Table 88: Position of the FAC cells in robustness mode A

Symbol Carrier number
0
1
2 26, 46, 66, 86
3 10, 30, 50, 70, 90
4 14, 22, 34, 62, 74, 94
5 26, 38, 58, 66, 78
6 22, 30, 42, 62, 70, 82
7 26, 34, 46, 66, 74, 86
8 10, 30, 38, 50, 58, 70, 78, 90
9 14, 22, 34, 42, 62, 74, 82, 94
10 26, 38, 46, 66, 86
11 10, 30, 50, 70, 90
12 14, 34, 74, 94
13 38, 58, 78
14
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Table 89: Position of the FAC cells in robustness mode B

Symbol

Carrier number

13, 25, 43, 55, 67

15, 27, 45, 57, 69

17, 29,47,59, 71

19, 31, 49, 61, 73

9,21,33,51,63,75

11, 23, 35, 53, 65, 77

13, 25, 37, 55, 67, 79

OO (N[OOI (WINFO

15, 27, 39, 57, 69, 81

17, 29, 41, 59, 71, 83

19, 31, 43,61, 73

21, 33, 45, 63, 75

23, 35,47, 65,77

Table 90: Position of the FAC cells in robustness mode C

Symbol Carrier number
0
1
2
3 9, 21, 45, 57
4 23, 35, 47
5 13, 25, 37, 49
6 15, 27, 39, 51
7 5,17,29, 41,53
8 7,19, 31, 43,55
9 9, 21, 45,57
10 23, 35, 47
11 13, 25, 37, 49
12 15, 27, 39, 51
13 5,17, 29, 41, 53
14 7,19, 31, 43,55
15 9, 21, 45, 57
16 23, 35, 47
17 13, 25, 37, 49
18 15, 27, 39, 51
19

Table 91: Position of the FAC cells in robustness mode D

Symbol Carrier number
0
1
2
3 9, 18, 27
4 10, 19
5 11, 20, 29
6 12, 30
7 13, 22,31
8 5, 14, 23,32
9 6, 15, 24, 33
10 16, 25, 34
11 8,17, 26,35
12 9, 18, 27,36
13 10, 19, 37
14 11, 20, 29
15 12, 30
16 13, 22,31
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Symbol Carrier number
17 5, 14, 23, 32
18 6, 15, 24, 33
19 16, 25, 34
20 8,17, 26, 35
21 9, 18, 27, 36
22 10, 19, 37
23

8.5.2.2 Cell gains and phases

The ¢ g ik values are normalized modulation values of the constellation point z according to the modulation al phabet
used for the FAC (4-QAM) (see figure 36).

Successive constellation points are assigned to the FAC cells of atransmission frame in order of increasing carrier
index k, starting from the most negative k; then in time order starting from the first FAC bearing symbol of the frame.

8.5.3 SDC cells

8.5.3.1 Cell positions

The cellsused for SDC are all the cellsin the SDC symbols which are neither frequency references, nor time references,

nor gain references for which K, <k <k and k does not belong to the subset of unused carriers defined above.

For robustness modes A and B, the SDC symbols are symbols 0 and 1 of each transmission super frame. For robustness
modes C and D, the SDC symbols are symbols 0, 1 and 2 of each transmission super frame.

8.5.3.2 Cell gains and phases

The ¢ g ik values are normalized modulation values of the constellation point z according to the modulation al phabet
used for the SDC (16- or 4-QAM, see figures 35 and 36).

Successive constellation points are assigned to the SDC cells of atransmission super frame in order of increasing carrier
index k, starting from the most negative k; then in time order starting from the first SDC bearing symbol of the super
frame.

8.6 Data cells

8.6.1 Cell positions

Datacellsare al cells which are neither pilot cells, nor control cells; for which Ky, < Kk < kg @nd k does not belong
to the subset of unused carriers defined above.

8.6.2 Cell gains and phases

The Crsk values are the normalized modulation values of the constellation point z according to the modulation al phabet
used for the MSC (64-QAM or 16-QAM, see figures 32 to 35) taken from the vector S, (see clause 7.7).

Successive elements s, ; are assigned to the cells of atransmission super frame in order of increasing carrier index k,
starting from the most negative k; then in time order starting from the first non-SDC symbol of the super frame.
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Annex A (informative):
Simulated system performance

Table A.1 gives ssimulated system performance anticipating perfect channel estimation and the absence of phase noise
and quantization effects. Channel decoding is assumed to be done with a multistage decoder with two iterations.

The results are given for five of the channels of annex B, whereby the associated OFDM modes are the Mode A for the
channels 1 and 2, the Mode B mode for the channels 3 to 5. The associated code rateis R = 0,6 and the modulation is
64-QAM. The signal power includes pilots and the guard interval.

Table A.1: Required S/N for a transmission to achieve a BER =1 x 104
after the channel decoder for the MSC

Channel model Coderate R=0,6
Channel 1 14,9 dB
Channel 2 16,5 dB
Channel 3 23,2 dB
Channel 4 22,3dB
Channel 5 20,4 dB

Further results for other combinations of DRM transmission and service parameters (including real channel estimation
behaviour of the receiver) can be found in ITU-R Recommendation BS.1615 [9].
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Annex B (informative):
Definition of channel profiles

The channels to be considered are the LF, MF and HF broadcast radio transmission channels. In principle all three are
multipath channels because the surface of the earth and the ionosphere are involved in the mechanism of
electromagnetic wave propagation.

The approach isto use stochastic time-varying models with a stationary statistics and define models for good, moderate
and bad conditions by taking appropriate parameter val ues of the general model. One of those models with adaptable
parameters is the Wide Sense Stationary Uncorrelated Scattering model (WSSUS model). The justification for the
stationary approach with different parameter setsis, that results on real channelslead to BER curves between best and
worst cases found in the smulation.

The channel models have been generated from the following equations where e(t) and S(t) are the complex envel opes of
the input and output signal's respectively:

st) =D, pc (et —Ax)
k=1 (B.1)
Thisisatapped delay-line where:

e pyistheattenuation of the path number k - listed in table B.1.
e A istherelative delay of the path number k - listed in table B.1

e thetime-variant tap weights{c,(t)} are zero mean complex-valued stationary Gaussian random processes. The
magnitudes |c, (t)| are Rayleigh-distributed and the phases @ (t) are uniformly distributed.

For each weight { ¢, (t)} there is one stochastic process, characterized by its variance and its power density spectrum

(PDS). The variance is a measure for the average signal power which isreceived viathis path and is defined by the
relative attenuation p, - listed in table B.1 - and the PDS determines the average speed of variation in time. The width

of the PDS is quantified by a number and is referred to as the Doppler spread Dgy of that path - listed in table B.1.

There might be also a non-zero centre frequency of the PDS, which can be interpreted as an average frequency shift or
Doppler shift Dg, - listed in table B.1.

The PDS is modelled by filtering of white noise (i.e. with constant PDS) and is equal to:
2
Ban, ()= N [H(1)| (B2)
H(f) isthe transfer function of the filter. The stochastic processes belonging to every individual path then become

Rayleigh processes. For the ionospheric path, a Gaussian shape has proven to be a good approach with respect to real
observations.

The Doppler profile on each path k is then defined as:

, 1 _(f- Dty
|H (f )| =——— e 552
J2nod d
(B.3)
The Doppler spread is specified as 2-sided and contains 68 % of the power:
Dg, =20y (B.4)

ETSI



145 Final draft ETSI ES 201 980 V2.3.1 (2007-11)

Table B.1: Set of channels

good
: ; LF, MF,HF
Channel no 1: AWGN typlcalén;gderate LF, var.SNR
path 1 path 2 path 3 path 4
Delay (A) 0
Path gain, rms (p) 1
Doppler shift (Dgp) 0
Doppler spread (Dsp) 0
good
Channel no 2: Rice with delay typical/moderate MF, HF
bad
path 1 path 2 path 3 path 4
Delay (A) 0 1ms
Path gain, rms (p;) 1 0,5
Doppler shift (Dgy,) 0 0
Doppler spread (Dsp) 0 0,1 Hz
good HE
Channel no 3: US Consortium typical/moderate ME
bad
path 1 path 2 path 3 path 4
Delay (A) 0 0,7 ms 1,5ms 2,2ms
Path gain, rms (p) 1 0,7 0,5 0,25
Doppler shift (Dgp) 0,1 Hz 0,2 Hz 0,5Hz 1,0Hz
Doppler spread (Dsp) 0,1 Hz 0,5 Hz 1,0 Hz 2,0 Hz
good
Channel no 4: CCIR Poor typical/moderate HF
bad
path 1 path 2 path 3 path 4
Delay (A) 0 2ms
Path gain, rms (p) 1 1
Doppler shift (Dgp) 0 0
Doppler spread (Dsp) 1Hz 1Hz
good HF
Channel no 5 typical/moderate
bad
path 1 path 2 path 3 path 4
Delay (A) 0 4ms
Path gain, rms (py) 1 1
Doppler shift (Dgy,) 0 0
Doppler spread (Dsp) 2 Hz 2 Hz
good HF
Channel no 6 typical/moderate
bad
path 1 path 2 path 3 path 4
Delay (A) 0 2ms 4 ms 6 ms
Path gain, rms (p) 0,5 1 0,25 0,0625
Doppler shift (Dgp) 0 1,2 Hz 2,4 Hz 3,6 Hz
Doppler spread (Dsp) 0,1 Hz 2,4 Hz 4,8 Hz 7,2 Hz
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Annex C (informative):
Example of mapping of logical frames to multiplex frames

There are many service and stream combinations possible within the DRM system. One exampleisillustrated in this
annex.

This example DRM signal contains two services: an audio service (service A) and a data service (service D). The audio
service also carries a data application.

UEP is applied to the audio service. The data application carried with the audio service uses the lower protection. The
data service uses the higher protection. The code rates chosen are 0,5 and 0,6 corresponding to protection level 0 and 1
respectively.

Service A consists of two streams. stream O carries the audio, stream 1 carries the data application.
Service D consists of one stream: stream 2.

Stream O is carried in logical frames L0, stream 1 iscarried in logical frames L1 and stream 2 is carried in logical
framesL2.

L0 has 266 bytesin the higher protected part (part A) with protection level 0, and 798 bytesin the lower protected part
(part B) with protection level 1.

L1 has 59 bytesin the lower protected part (part B) with protection level 1.
L2 has 19 bytesin the higher protected part (part A) with protection level 0.

The resulting multiplex frame isillustrated in figure C.1.

Protection level 0 Protection level 1
Stream 0 Stream 2 Stream 0 Stream 1
266 bytes 19 Bytes 798 Bytes 59 Bytes
Figure C.1

The multiplex description data entity is coded as follows:

Field name Field size Field value
length 7 9
version number 1 0
type 4 0
protection level for part A 2 0
protection level for part B 2 1
data length of part A (stream 0) 12 266
data length of part B (stream 0) 12 798
data length of part A (stream 1) 12 0
data length of part B (stream 1) 12 59
data length of part A (stream 2) 12 19
data length of part B (stream 2) 12 0
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SRR Stream 2

Multiplex frames
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Figure C.2
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Annex D (normative):
Calculation of the CRC word

The implementation of Cyclic Redundancy Check codes (CRC-codes) allows the detection of transmission errors at the
receiver side. For this purpose CRC words shall be included in the transmitted data. These CRC words shall be defined
by the result of the procedure described in this annex.

A CRC codeis defined by a polynomial of degree n:

Gp(X)= X"+ gp X"+ gox? + gyx+1
with n>1:
and: gef{ol, i=1..n-1

The CRC calculation may be performed by means of a shift register containing n register stages, equivalent to the
degree of the polynomial (see figure D.1). The stages are denoted by by,... b, 4, where b, correspondsto 1, by to x, b, to

X2,..., by, 1 to x™L. The shift register is tapped by inserting XORs at the input of those stages, where the corresponding

coefficients g; of the polynomial are"1".
Data Input
' +

L
™

91 92 9n- 9n-1

Voo v v

LSb bo b1 bn-2 bp-1 Msb
Figure D.1: General CRC block diagram

At the beginning of the CRC calculation, all register stage contents are initialized to all ones. After applying the first bit
of the data block (M Sb first) to the input, the shift clock causes the register to shift its content by one stage towards the
MSb stage (by,.1), while loading the tapped stages with the result of the appropriate XOR operations. The procedure is

then repeated for each data bit. Following the shift after applying the last bit (LSb) of the data block to the input, the
shift register contains the CRC word which is then read out. Data and CRC word are transmitted with MSb first. The
CRC shdl beinverted (1's complement) prior to transmission.

The CRC codes used in the DRM system are based on the following polynomials:
o Gp(X)=x®+xZ x> +1

o Gyx)=xB+x*+x3+x2+1

o Gs(X)=x0+x®+x3+x%+x+1

o Gg(x)=x+x*+x%+x+1

o Gy(X)=x3+x+1
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o Gy(X)=x?+x+1

e G(x)=x+1

The assignment of the polynomials to the respective applicationsis given in each clause.
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Annex E (informative):
RF protection ratios

Protection ratios are required for:
e  AM interfered with by DRM digital signals;
. DRM digital signalsinterfered with by AM;
. DRM digital signalsinterfered with by DRM digital signals.

The combinations of spectrum occupancy types and robustness modes of DRM signals lead to several transmitter RF
spectra, which cause different interference and therefore require different RF protection ratios. The applied calculation
method is described in detail in I TU-R Recommendation BS.1615 [9]. The differencesin protection ratios for the
different DRM robustness modes are quite small. Therefore, the RF protection ratios presented in the following tables
are restricted to the robustness mode B. More cal culation results can be found in I TU-R Recommendation BS.1615 [9].

Table E.1 shows calculation results for AM interfered with by DRM and table E.2, DRM interfered with by AM. These
values are calculated for AM signals with high compression. The RF protection ratios for DRM interfered with by DRM
are given in table E.3. Correction values for DRM reception using different modulation schemes and protection levels
aregivenintable E.4.

Thevaluesin tables E.1 to E.4 represent relative RF protection ratios (Agg raaive)- FOr the pure AM case, the relative

protection ratio is the difference in dB between the protection ratio when the carriers of the wanted and unwanted
transmitters have a frequency difference of Af Hz and the protection ratio when the carriers of these transmitters have
the same frequency (ITU-R Recommendation BS.560), i.e. the co-channel RF protection ratio, Age, which corresponds
to the Audio Frequency (AF) protection ratio (Aag). In the case of adigital signal its nominal frequency instead of the
carrier frequency is the relevant value for the determination of the frequency difference. For spectrum occupancy

types 2 and 3 the nominal frequency corresponds to the centre frequency of the OFDM block, for the types 0 and 1 the
centre frequency is shifted about 2,2 kHz and 2,4 kHz, respectively, above the nomina frequency. Due to the fact that
the spectrum of the interference signd is different from the AF spectrum of analogue AM, the values for relative RF
protection ratio in the case of co-channel interference are not equal to zero.

To adjust table E.1 to agiven AM planning scenario, the relevant AF protection ratio has to be added to the valuesin
the table to get the required RF protection ratio. Relevant values may be determined taking into account:

o  for HF, the AF protection ratio of 17 dB, which was adopted for HFBC planning by WARC HFBC-87 for AM
interfered with by AM;

e  for LF/MF, the AF protection of 30 dB, which was adopted by the Regional Administrative LF/MF
Broadcasting Conference for Regions 1 and 3 (Geneva, 1975) for AM interfered with by AM.

With DRM as the wanted signal, the AF protection ratio as a parameter for the quality of service hasto be replaced by
the S/l ratio required to achieve a certain BER. A BER threshold of 104 is supposed for the cal culations. The protection
ratio valuesin tables E.2 and E.3 are based on 64-QAM modulation and protection level No. 1. For other combinations
the correction values in table E.4 have to be added to the S/l values given in the tables.

ETSI



151 Final draft ETSI ES 201 980 V2.3.1 (2007-11)

Table E.1: Relative RF protection ratios (dB) for AM interfered with by DRM

Frequency separation Parameters
Wanted Unwanted funwanted fwanted (KH2) B Apr (dB)
signal signal DRM
9 g 20 | -18 | -15 | -10 -9 -5 0 5 9 10 15 18 20 | (kHz) | (S8€ notes
3 and 4)
DRM_BO
AM - -50,4 | -50,4 -49 -35,5 | -28,4 6,4 6,6 -30,9 | -46,7 | -48,2 | -50,4 | -50,4 | -50,4 4,5 -
(see note 1)
AM DRM_B1 -51 -50,5 | -47,6 -32 -23,8 6 6 -31,1 | 45,7 47,4 -51 -51 -51 5 -
(see note 2)
AM DRM_B2 -48,8 | -46,9 | -435 | -34,4 | -29,7 34 6,5 34 -29,7 | -344 | 435 | -46,9 | -48,8 9 -
AM DRM_B3 -47,2 | -453 | 419 -32 -25,9 3 6 3 -25,9 -32 -419 | -453 | 47,2 10 -
Bpru: nominal bandwidth of DRM signal.

DRM_BO0: DRM signal, robustness mode B, spectrum occupancy type 0.

NOTE 1: The centre frequency of DRM_BO transmission is shifted about 2,2 kHz above the nominal frequency.

NOTE 2: The centre frequency of DRM_B1 transmission is shifted about 2,4 kHz above the nominal frequency.

NOTE 3: The RF protection ratio for AM interfered with by DRM can be calculated by adding a suitable value for the AF protection ratio according to a given
planning scenario to the values in the table.

NOTE 4: The values presented in this table refer to the specific case of high AM compression. For consistency with table E.2, the same modulation depth, namely
that associated with high compression, has been assumed for the AM signal. In order to offer adequate protection to AM signals with normal levels of
compression (see ITU-R Recommendation BS.1615 [9]), each value in the table should be increased to accommodate the difference between normal
and high compression.

Table E.2: Relative RF protection ratios (dB) for DRM (64-QAM, protection level No. 1) interfered with by AM

Frequency separation Parameters
Wanted Unwanted £ f (kHz) B
signal signal unwanted 'wanted DRM (?“
20 | 18 | 15 | 10 | -9 5 0 5 9 10 [ 15 [ 18 [ 20 | kH2)| (@B)
DRM_BO AM -57,7 | -55,5 | -52,2 | -46,1 -45 -36,2 0 -3,5 -30,9 | -41,1 | -46,9 | -50,6 -53 4,5 4,6
(see note 1)
DRM_B1
AM -57,4 | -55,2 | -51,9 | -45,9 | -44,7 -36 0 -0,2 -22 -37,6 -46 -49,6 -52 5 4,6
(see note 2)
DRM_B2 AM -54,6 | -52,4 | -48,8 | -42,8 | -33,7 -6,4 0 -6,4 -33,7 | 42,8 | 48,8 | -52,4 | -54,6 9 7,3
DRM_B3 AM -53,9 | -51,5 -48 -39,9 -25 -3,1 0 -3,1 -25 -39,9 -48 -51,5 | -53,9 10 7,3
Bpru: nominal bandwidth of DRM signal.
DRM_BO: DRM signal, robustness mode B, spectrum occupancy type 0.
S/l: signal-to-interference ratio for a BER of 1 x 104,
NOTE 1: The centre frequency of DRM_BO transmission is shifted about 2,2 kHz above the nominal frequency.
NOTE 2: The centre frequency of DRM_B1 transmission is shifted about 2,4 kHz above the nominal frequency.
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Table E.3: Relative RF protection ratios (dB) for DRM (64-QAM, protection level No. 1) interfered with by DRM

Frequency separation Parameters
Wanted Unwanted f f (kHz) B s/
signal signal unwanted "wanted DRM
20 | 18 | 15 | 10 | 9 5 0 5 9 0 [ 15 [ 18 | 20 | &H | (©@B)
DRM BO DRM BO -60 -59,9 -60 -55,2 | -53,2 | -40,8 0 -40,8 | -53,2 | -55,2 -60 -59,9 -60 4.5 16,2
DRM _BO DRM B1 -60,1 -60 -595 | -525 | -504 | -374 0 -40 -51,6 | -53,6 | -59,8 -60 -60,1 5 15,7
DRM_BO DRM_B2 -57,4 | -55,7 | -52,9 | -46,7 | -45,1 | -36,6 0 -0,8 -35,6 | -38,4 | 47,7 | -51,5 | -53,6 9 13,2
DRM BO DRM B3 -552 | -53,6 | -50,7 | 445 | -429 | -33,1 0 -0,1 -13,6 | -36,2 | 455 | 493 | -514 10 12,6
DRM B1 DRM BO -59,4 | -59,5 | -59,5 -55 -53 -40,8 0 -37,9 | 51,7 | 539 | -59,4 | -595 | -594 4.5 16,2
DRM B1 DRM B1 -60 -60 -59,5 | -52,8 | -50,8 | -37,8 0 -37,8 | -50,8 | -52,8 | -59,5 -60 -60 5 16,2
DRM B1 DRM B2 -57,1 | -554 | -52,6 | -46,4 | -44,9 | -36,4 0 -0,1 -13,7 | -36,8 | -46,6 | -50,5 | -52,7 9 13,2
DRM B1 DRM_B3 -55,5 | -53,8 -51 -448 | -43,3 | -33,5 0 -0,1 -8,1 -35,2 -45 -48,9 | -51,1 10 13,2
DRM B2 DRM BO -57 -56,8 | -548 | 434 | -39,1 -0,7 0 -40,6 | -52,2 | -53,9 -57 -57 -57 4.5 15,9
DRM B2 DRM B1 -56,9 | -56,1 | 52,7 | -40,2 | -141 -0,1 0 -39,7 | -50,8 | -52,5 | -56,9 -57 -57 5 154
DRM B2 DRM B2 -55,1 | -53,1 | 495 | -40,7 | -38,1 -3,7 0 -3,7 -38,1 | -40,7 | 495 | -53,1 | -55,1 9 15,9
DRM B2 DRM B3 -52,9 -51 -47,4 | -38,6 | -16,6 -3,2 0 -3,2 -16,6 | -386 | 474 -51 -52,9 10 154
DRM_B3 DRM_BO -56,4 | -56,2 | -53,8 | 41,1 | -14,1 -0,1 0 -37,7 | -509 | -52,8 | -56,4 | -56,4 | -56,4 4,5 15,9
DRM B3 DRM B1 -56,8 | -55,7 | -52,1 | -38,2 -8,2 -0,1 0 -37,6 | -50,1 | -519 | -56,7 -57 -57 5 15,9
DRM B3 DRM B2 -543 | -52,3 | 486 | -39,3 | -16,7 -3,1 0 -3,1 -16,7 | -39,3 | 48,6 | -52,3 | -54,3 9 15,9
DRM B3 DRM B3 -52,7 | -50,7 -47 -37,7 | -11,1 -3,1 0 -3,1 -11,1 | -37,7 -47 -50,7 | -52,7 10 15,9
Bpru: nominal bandwidth of DRM signal.
DRM_BO: DRM signal, robustness mode B, spectrum occupancy type 0.
S/ signal-to-interference ratio for a BER of 1 x 104,
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Table E.4: S/l correction values in tables E.2 and E.3 to be used for
other combinations of modulation scheme and protection level No.

Correction values (dB) for DRM

Modulation Protection Average code b de/
scheme level No. rate robustness mode/spectrum occupancy type
B/0 (4,5 kHz), B/1 (5 kHz) B/2 (9 kHz), B/3 (10 kHz)

0 0,5 -6,7 -6,6

16-QAM 1 0,62 -4,7 -4,6
0 0,5 -1,3 -1,2
1 0,6 0 0

64-QAM 2 0,71 1,7 1,8
3 0,78 3,3 3,4
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Annex F (informative):
Alternative Frequency and announcement signalling

The DRM system can signal alternative frequencies for the whole DRM multiplex or some DRM services of the tuned
DRM multiplex to allow the receiver to counter reception problems by automatically and quickly switching to an
alternative frequency providing better reception conditions.

In addition, the DRM system can signal announcements (e.g. traffic or news announcements), so that the receiver can
automatically switch to another DRM service or even to another broadcast system for the duration of an active
announcement.

These two features are signalled using a combination of SDC data entities. This annex describes the general capabilities
of the alternative frequency signalling and the announcement feature. It also explains how the different SDC entities
work together to enable thiskind of signalling.

F.1  Possibilities of the Alternative Frequency Signalling
feature

Using the Alternative Frequency feature, the broadcaster can signal to the receiver aternative frequencies for the
following items:

e thewhole DRM multiplex, being broadcast identically and synchronously on other frequencies; the receiver
can check whether it receives the identical DRM multiplex on the indicated frequencies and also their
reception quality; if required the receiver can instantly switch to another frequency without service
interruption;

e thewhole DRM multiplex (all services with the same service identifiers), but with different channel
parameters and/or multiplex timing (non-synchronous); frequency switching causes a service interruption;

. single services of the tuned DRM multiplex; frequency switching causes a service interruption; single services
can be available:

- in other DRM multiplexes using the same service identifiers;

- in other broadcast systems (e.g. AM, FM, FM-RDS, DAB) or other DRM multiplexes using a different
service identifier.

o thefrequency of the enhancement layer from the base layer, or vice versa.

The validity of alternative frequency lists can be restricted to certain times (schedul e definition feature) and/or to certain
geographic areas (region definition feature). The schedule definition feature is based on aweekly schedule. The region
definition feature allows the definition of geographic areas by longitude/latitude plus extent as well as by internationally
standardized CIRAF zones.

If thelist of alternative frequencies linksto a service carried using another broadcast system, or to a service with a
different service identifier, it can be indicated whether the other service carries the identical audio programme or a
similar one. The receiver will try to switch to the "same service" before trying to switch to an aternative service.

DRM receivers should store the complete alternative frequency information (all five data entity types 3, 4, 7, 11 and 13)
when assigning a DRM service to a station button (see clause G.2). Thereforeit is sensible for the broadcaster to signal
his compl ete frequency schedule to the receiver. The frequency schedule should provide the full week's changes rather
than only provide a subset, for example only indicating daytime frequencies during daytime transmissions and

nightti mes frequencies during night time transmissions. This permits faster start-up of a serviceif the frequency of the
DRM multiplex is different from the last time the service was selected.
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Itisessential that all frequencies used in a synchronous multi-frequency network are signalled because the bitstream
from all transmittersin the network must be identical. Thisis also highly recommended even if the network is not
synchronous because receivers can then store all the possible frequencies when defining a station button including the
principle tuned frequency of the multiplex. This frequency information is necessary if the receiver has to tune away and
then wants to get back again. It isalso required to help areceiver to identify its current region (see clause F.3).

It is recommended that broadcasters specify all alternative sources of each service and include all frequencies.
Receivers will sequentially test all given frequencies. If no frequency information is provided, then receivers have to
scan for the service identifier if they areto find the service, and that may take so long as to provide an unacceptable user
experience.

Broadcasters should note that links to completely analogue broadcast systems have unpredictable results for the
receiver, because receivers are unable to check that the correct serviceis received on the given frequency.

If the broadcaster uses scheduled frequency information he shall provide SDC data entity " Time and date information
data entity - type 8" as the time reference for the schedulesin " Alternative frequency signalling: Schedule definition
data entity - type 4".

F.2 Possibilities of the announcement feature

The announcement feature can be used to interrupt the currently presented audio programme by another providing short
clips of information.

Using the announcement feature, the broadcaster can signal to areceiver:
e  which types of announcements are provided;
e which type of announcement is currently active;

e  whether the announcement content is carried by a DRM service within the current DRM multiplex or by a
service on another frequency or from a different broadcast system like FM or DAB.

Thisinformation can be specified for each DRM service or for any combination of DRM services within the tuned
DRM multiplex.

If the announcement signalling directs the receiver away from the tuned multiplex to another service carrying the
announcement content (e.g. on a different type of broadcast system) then the other service shall provide the mechanism
to indicate the end of the announcement such that the original listening can be restored. The service identifiersfor the
other services carrying the announcement content (and optionally their frequencies) are signalled in the SDC by the
"Alternative frequency signalling: Other services data entity - type 11" with the " Short Id/Announcement 1d flag" set
to 1.

EXAMPLE 1. Within the tuned DRM multiplex the broadcaster provides four DRM services named A, B, C and
D. A and B provide English programmes while C and D carry German versions of the
programmes.

EXAMPLE 2: The broadcaster may use the announcement feature to signal to the receiver that in case of atraffic
announcement service A should switch to service B, while service C should switch to service D.
Alarm information may only be available in English, so services A, C and D should switch to
service B in case of available warning information. The news channel is not broadcast in the tuned
DRM multiplex, so service A shall switch to a DAB service (specifying the other service identifier
along with an optional list of frequencies) while service C shall switch to an FM-RDS service.
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F.3 SDC data entities overview for Alternative Frequency
and announcement signalling

Content in same multiplex

SDC entity 6 (Announcement <_ +same multiplex/other service flag: bool = 0
y ( ) +Short Id: uint2

+Short Id flags: uint4

+same multiplex/other service flag: bool

+Announcement support flags: uintlo [ f
+Announcement switching flags: uintlo Content on another muItlpIex/seerce

+same multiplex/other service flag: bool = 1
+announcement id: uint2 =

—— DRM/AMSS service = Announcement service
DRM/AM frequency +system id: uint4 = 0,1 +Short Id/announcement id flag: bool = 1
~ +other service id: uint24 +announcement id: uint2 <
+frequency: uintl15/16

| <1 AM service il Linked programme service

+system id: uint4 = 2 +Short Id/announcement id flag: bool
+Short Id: uint2

1
o

— DAB service —

+system id: unit4 = 9,10,11
+other service id: uintl6/24/32

— FM-RDS service P SDC entity 11 (Other services)
DAB/FM frequency +system id: uint4 = 3,4,6,7 +Short Id/announcement id flag: bool
- +other service id: uintl6/24 +region/schedule flag: bool
tcode: uint8 +same service flag: bool
| +system id: uint5

<> FM service —

+system id: uint4 = 5,8

[region/schedule flag]

Square —<> SDC entity 7/13

+latitude: signed int8/12 -90°.. +90° (Region definition) (<=
+longitude: signed int9/13 -180°..+179°
+latitude extent: uint7/11
+longitude extent: uint8/11

CIRAF zone (entity 7 only) SDC entity 4 (Scheduling definition)

+CIRAF zone: uint8 = 1..85 +schedule id: uint4 <
+day code: uint7
+start time: uintll = 0..1439
+duration: uintl4

+region id: uint4

Region/Schedule

+region/schedule flag: bool = 1
+region id field: uint4
+schedule id field: unit4

b
| fes====C

A<4—B B specializes A (B is derived from A)
A--—B Areferences elements of B
A<—B A contains elements of B

[region/schedule flag]

SDC entity 3 (Multiple frequency network)

+synchronous multiplex flag: bool
+layer flag: bool

+service restriction flag: bool
+region/schedule flag: bool

DRM frequency

+multiplier: bool +
+DRM frequency: uintl5

<>1Synchronous identical DRM multiplex

+synchronous multiplex flag: bool = 1
+layer flag: bool

——<{All services available in other multiplex

+service restriction flag: bool = 0

Service(s) in non-identical DRM multiplex

L<1Some services available in other multiplex +synchronous multiplex flag: bool = 0
+service restriction flag: bool

+service restriction flag: bool = 1
+Short Id flags: uint4

Figure F.1: Alternative Frequency and Announcement Signalling -
Involved SDC data entities
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F.4

SDC data entities and setup for alternative frequency
signalling

The following SDC entities are used to carry the alternative frequency and announcement signalling:

Alternative frequency signalling: Schedule definition data entity - type 4.

Alternative frequency signalling: Region definition data entity - type 7.

Alternative frequency signalling: detailed region definition data entity - type 13.

Alternative frequency signalling: Multiple frequency network information data entity - type 3.

Alternative frequency signalling: Other services data entity - type 11.

To set up the aternative frequency signalling feature, the broadcaster will typically perform the following steps:

1)

2)

3)

4)

If some alternative frequencies are only valid at certain times, provide up to 15 schedules (SDC data entities
type 4), each identified by its unique Schedule Id; to explicitly indicate that some frequencies are available all
thetime, it is recommended that a"24 hours, 7 days aweek" schedule is signalled.

If some aternative frequencies are only valid in certain geographic regions, provide up to 15 region definitions
(SDC data entities type 7 and 13), each identified by its unique Region Id.

If aternative frequencies are available for the current DRM multiplex or at least some services, provide SDC
data entities type 3 for al lists of frequencies; each list may point to alternative frequencies carrying the
identical DRM multiplex in a synchronous way (seamless alternative frequency checking and switching may
be performed by the receiver) or carrying some or all services of the current DRM multiplex with different
channel parameters and/or not synchronized (checking and switching will interrupt the service presentation);
each list of frequencies may be restricted to a geographic area and/or a schedule by referencing one SDC data
entity 4 and/or 7 and/or 13.

If alternative frequencies are available for individual services of the current DRM mulltiplex using different
DRM serviceidentifiers or being carried on a different broadcast system (e.g. DAB or FM-RDS), provide
SDC data entities type 11 for al lists of frequencies; each list can indicate one other service identifier, the
broadcast system type and the "same service' flag along with alist of frequency values;

if only aserviceidentifier is specified (without any frequencies), the receiver has to scan for an available
frequency; each list of frequencies may be restricted to a geographic area and/or a schedule by referencing one
SDC data entity 4 and/or 7 and/or 13.

A broadcaster can choose to group the frequencies by region by using a common region id per group even if no
"Alternative frequency signalling: Region definition data entity - type 7 or "Alternative frequency signalling: detailed
region definition data entity - type 13" is provided for a particular Region Id. This allows receivers to check aternative
frequencies within the same group first (defined by the Region Id) before checking other groups - the current position of
the receiver does not need to be known.

EXAMPLE: Broadcaster X broadcasts a service on frequencies 6 200 kHz and 9 500 kHz in Europe and on

frequencies 11 600 kHz and 13 800 kHz in Africa. These four frequencies should be sent as two
groups of two using different Region Ids for Europe and Africa, even if no Region definition (data
entity type 7 or 13) information is given.

F.5

SDC data entities and setup for announcement

The following SDC entities are used to carry the Alternative Frequency and Announcement signalling:

Alternative frequency signalling: Schedule definition data entity - type 4.
Alternative frequency signalling: Region definition data entity - type 7.

Alternative frequency signalling: detailed region definition data entity - type 13.
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Alternative frequency signalling: Other services data entity - type 11.

Announcement support and switching data entity - type 6.

To set up the announcement signalling, the broadcaster will perform the following steps:

1)

2)

3)

4)

Set up al required SDC data entities type 6, indicating which types of announcements are provided and which
are currently active, and which internal DRM services are linked to which services carrying the announcement
content (servicesin the same DRM multiplex or other services).

If some alternative frequencies for announcements are only valid at certain times, provide up to 15 schedules
(SDC data entities type 4), each identified by its unique Schedule Id; to explicitly indicate that some
frequencies are available al the time, it is recommended that a"24 hours, 7 days aweek" scheduleis signalled.

If some alternative frequencies for announcements are only valid in certain geographic regions, provide up to
15 region definitions (SDC data entities type 7 and 13), each identified by its unique Region Id.

For every "Announcement |d" value provided by a SDC data entities type 6 (thereby linking to another
service), there should be at least one SDC data entity type 11 (with the " Short Id/Announcement Id flag" being
set to 1 and using the same " Announcement Id"), providing the broadcast system type, service identifier and
frequencies of the other service.
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F.6  Alternative frequency and announcement signalling -
coding example

Situation

Broadcaster A transmits to the UK and to North America excluding the US.
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Figure F.2: Coding Example for Alternative Frequency and
Announcement Signalling - regions and CIRAF zones

The serviceisavailable:
1) OnSW freg. 1, DRM daily from 16:00 to 02:00 UTC using Service Identifier 1 (all marked regions).

2)  OnSW freq. 2, DRM daily from 12:00 to 18:00 UTC using Service ldentifier 1 only Canada, Greenland, UK.
This DRM multiplex is synchronous to the first one.

3) OnSW freg. 3, AM daily from 16:00 to 02:00 UTC (no Service Identifier, all marked region).
4) OnMW DRM, UK, daily, 24 hours.

5) OnFM in several parts of UK, using many different frequencies, normally daily, 24 hours, but sometimes
there is a different programme on this network (e.g. sports coverage) but a different Pl code is then being used.

6) OnFM in London on 2 different frequencies, daily, 24 hours.
7)  OnFM inaCity in North America, weekdays from 18:00 to 22:00 UTC, weekend from 12:00 to 16:00 UTC.
8) OnDAB, daily, 24 hours, in the UK only.

9) Inthe UK, traffic messages can be obtained from a different service on DAB, daily, 24 hours a day.
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In North Americathe receiver should tune to the DRM transmission of Broadcaster B when no transmission is
available.

Encoded SDC Entities

Schedules (SDC entities type 4)

Schedule Id 1 | Day Code = 1234567 | Start = 00:00 UTC]| Duration =24 h
aternative coding for the same information:

Scheduleld 1 | Day Code =1 | Start = 00:00 UTC]| Duration = 7x24 h
(means. 24 h, daily).

Schedule |d 2 | Day Code = 1234567 | Start = 16:00 UTC | Duration = 10 h.
Schedule I1d 3 | Day Code = 1234567 | Start = 12:00 UTC | Duration = 6 h.
Schedule |d 4 | Day Code = 12345 | Start = 18:00 UTC | Duration = 4 h.

Schedule 1d 4 | Day Code = 67 | Start = 12:00 UTC | Duration=4h
(means 18:00 to 22:00 UTC on weekdays and 12:00 to 16:00 UTC on Saturday and Sunday).

Regions (SDC entities type 7)

Region Id 1 | upper blue rectangle North America | CIRAF 3, 4, 5, 9, 27 (red)
Region Id 1 | lower blue rectangle North America | CIRAF 10, 11 (red)
(means: all marked regions).

Region Id 2 | upper blue rectangle North America | CIRAF 3, 4, 5, 9, 27 (red).
Region Id 3 | blue rectangle UK.

Region Id 4 | black rectangle London.

Region Id 5 | black rectangle North American City.

DRM Services / Frequencies - same service identifiers (SDC entities type 3)

Synchronous Multiplex flag= 1| Layer flag= 0| Region Id 1 | Schedule Id 2 | SW-Freq. 1
(see number 1 above).

Synchronous Multiplex flag =1 | Layer flag =0 | Region Id 2 | Schedule Id 3 | SW-Freq. 2
(see number 2 above).

Other Services / Frequencies - different service identifiers (SDC entities type 11)

Same Service flag = 1 | System Id = 00010 (AM without Id) | Region Id 1 | Schedule Id 2 | SW Freg 3
(see number 3 above).

Same Service flag =1 | System Id = 00010 (AM without Id) | Region Id 3 | Schedule Id 1 | MW Freq
(see number 4 above).

Same Service flag = 1 | System Id = 00011 (FM-RDS with ECC, Europe and North America) | Region Id 3 |
ScheduleIdO|ECC + Pl 1
(see number 5 above).

Same Service flag = 1 | System Id = 00100 (FM-RDS without ECC, Europe and North America) | Region 1d 4 |
Scheduleld 1 |PI 2| FM Freg. 1, FM Freg. 2
(see number 6 above).

Same Service flag = 1 | System Id = 00101 (FM without RDS, Europe and North America) | Region 1d 5 |
Schedule1d 1 | FM Freg. 3
(see number 7 above).
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. Same Serviceflag =1 | System Id = 01001 (DAB with ECC + SId) | Region Id 3 | Scheduleld 1 |[ECC + SId 1
| DAB Freg. 1
(see number 8 above).

. Same Service flag = 0 | System Id = 00000 (DRM) | Region Id 1 | Schedule Id O | DRM Service Identifier of

Broadcaster B | DRM Fregs 1-n
(see number 10 above).

Announcements (SDC entities type 6)

e  Shortld 1| Other Serviceflag =1 | Announcement Id = 1 | announcement support flags | announcement
switching flags.

Other Service / Frequencies - for Announcement (SDC entities type 11)
e Announcement Id flag = 1 | Announcement Id 1 | System |d = 01001 (DAB with ECC + Sld) | Region Id 3 |

Schedule Id 1 |ECC + Sld 2 | DAB Freqg. 1
(see number 9 above).
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Annex G (informative):
Guidelines for receiver implementation

This annex provides some guidelines for receiver behaviour. It does not imply that all types of receivers will include all
the described features.

G.1

Alternative Frequency checking and Switching (AFS)

If the receiver notices that the currently selected DRM service has reception problems, it should check for alternative
frequenciesin the following way:

1)

2)

3)

4)

First the receiver tries to find an aternative frequency that provides the identical DRM multiplex as the
currently tuned frequency. The receiver checks for DRM multiplexes that are identical to the currently tuned
multiplex and synchronousto it. Thisinformation is available in SDC data entities " Alternative frequency
signalling: Multiple frequency network information data entity - type 3"; all suitable DRM multiplexes have
the " Synchronous Multiplex flag" set to 1.

For identical and synchronous DRM multiplexes the receiver can check for the availability of the identical
DRM multiplex on another frequency (and switch) without service interruption, see clause G.3.

If noidentical and synchronous DRM multiplex is available the receiver checks other DRM frequencies that
carry at least the currently selected DRM service(s). On anon-identical DRM multiplex the channel parameter
and the service structure can be different (e.g. more or less services; with or without multimedia data) and the
currently selected service might be carried with different parameters (e.g. different bitrate or audio mode). The
SDC data entities " Alternative frequency signalling: Multiple frequency network information data entity -
type 3" ("Synchronous Multiplex flag" hasthe value 0) lists al aternative DRM multiplexesthat carry one or
more DRM services of the current DRM multiplex.

If the receiver can present multiple services at the same time (i.e. audio and multimedia) the receiver should
first try the alternative frequencies that carry al currently selected services.

Caution: checking for the availability of aDRM service on another frequency causes a service interruption
(regardless whether the DRM service is available on another frequency or not).

If "Alternative frequency signalling: Other services - data entity type 11" (marked as "same service") are
available that signal at least one alternative frequency, the receiver shall check these frequencies. If none of the
given frequenciesis valid then the receiver checks all given frequencies for other services NOT marked as
"same service'.

If "Alternative frequency signalling: Other services - data entity type 11" signalsa DRM service identifier or
another serviceidentifier but no frequency, then the receiver hasto scan for the selected DRM service
identifier or for the other service identifier. It starts scanning for "same services' before trying NOT "same
services'.

Scanning will usually not be sensible if the selected DRM service signals that the alternative sourceis
currently not broadcast (described by scheduled frequency lists) or that it is not receivable in the receiver's
region (indicated by region definitions).

If no alternative frequencies are signalled at all or no valid alternative frequency could be found then the
receiver could scan for the current DRM service and any known alternative other services. Such a scanning
can take avery long timel.

NOTE 1: Instep 4 the broadcaster explicitly asks the receiver to scan for a given other service identifier (by not

providing any frequency). In step 5 the receiver assumes that the alternative frequency information
provided by the broadcaster is not compl ete.
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5) If dso step 5 failsthen there is no aternative source for the current DRM service available.

When the receiver checks for aternative frequencies (steps 1 to 4) it will aso take into account the SDC data entities
"Alternative frequency signalling: Region definition data entity - type 7", " Alternative frequency signalling: detailed
region definition data entity - type 13" and "Alternative frequency signalling: Schedule definition data entity - type 4" to
determine when and where a certain alternative frequency isvalid. Note that SDC data entity " Time and date
information data entity - type 8" provides the time reference for the schedulesin "Alternative frequency signalling:
Schedule definition data entity - type 4".

If areceiver does not know its current position or if the "Alternative frequency signalling: Region definition data entity
- type 7" or "Alternative frequency signalling: detailed region definition data entity - type 13" describing the region has
not yet been received (or is not broadcast), it might still evaluate the Region Id. The receiver can determine the Region

Id of the currently tuned frequency and thus first check the alternative frequencies bel onging to the same region.

NOTE 2: These proposed steps do not tell when areceiver should switch to an alternative frequency nor do they
forbid that the receiver selects DAB services before DRM ones. But the receiver should never try NOT-
"same services' unless all other sources of the selected DRM service have failed. NOT-"same services'
are the last resort!

NOTE 3: Probably areceiver will try seamless AFS (" Seamless Alternative Frequency Checking and Switching";
see clause G.3) to identical and synchronous DRM multiplexes even while the currently tuned frequency
has no reception problems. In case the reception of the currently tuned frequency fails the receiver can
then find an alternative frequency faster.

G.2  Station buttons for DRM services

If the user assigns a DRM service to a station button it is recommended for the DRM receiver to store al aternative
frequency information (all four data entity types 3, 4, 7, 11 and 13) as well as the currently used frequency and the
DRM serviceidentifier. This permits the receiver to find the right frequency even if the service is selected (by the user
pressing the station button) while the service is broadcast on another frequency compared to the time the station button
was defined.

If such a station button is selected the expected behaviour of the receiver would be as follows:

a) Check on what frequency the service was received the last time. If this frequency was marked "same service'
in the alternative frequency information the receiver should try tuning to this frequency. If tuning succeeds
(the desired DRM service identifier is available on the frequency) tuning is successfully finished. If the
receiver did not find the expected service identifier it has to start with step 1 of the above list (see clause G.1).

b) If the frequency we successfully tuned to the last time is NOT marked as "same service" then the receiver
directly starts with step 1 of the above list (see clause G.1).

c) If thedesired DRM service cannot be found the receiver might then offer the user to scan for this DRM
service, i.e. try to find the DRM service identifier on another frequency.
Please note that scanning might be sensible if the receiver did not switch to a certain DRM service for along
time (i.e. if the frequencies might have changed in the mean time). Scanning will usually not be sensible if the
user triesto tune to a DRM service that is broadcast just part of the day (described by scheduled frequency
lists) and that provides no frequencies for the current day of week/time.

The "same service" flag permits faster start of service presentation and by setting this flag to "0" the broadcaster can
order the receiver to first try "same services' before NOT-"same services'.

Please note that for scheduled frequenciesit is useful to have a battery powered real time clock that provides at least day
of week and time (UTC) when the receiver is switched on.
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G.3 Seamless Alternative Frequency checking and
Switching (AFS)

Seamless Alternative Frequency Switching (AFS) provides the functionality of seamlessly checking for the availability
of the same programme material on a differing frequency and then switching to it if it is valid. Alternative frequencies
can be signalled by use of SDC data entity type 3. The various steps of this process are indicated in figure G.1.

AFS specific mathematical symbols are defined as follows:

Ty time delay at point of reception between the current and the possible aternative frequency.
Tiune time needed by the receiver to tune to the alternative frequency.
Teheok:  time available to acquire the data required for the validation of the AF.

Procedure:

At the start of known SDC block on the tuned frequency, the receiver re-tunesto the alternative frequency. It acquires
the data necessary to perform the AF-check and immediately tunes back to the original tuned frequency. This process
has to be completed within the time interval T ... Subsequently the validity of the alternative frequency can be
computed before the next occurrence of the SDC. Subject to the validation of the alternative frequency, the receiver
may choose to switch to the new frequency at this point without an interruption of service.

SDC 1 Tuned frequency
2 | SDCblock 28 | spc block |
‘ Y
\ Rt Re-tune /4 \
\ Re-uné o CF, \ tune to AF
\ to AF / v
\ / \
\ / \
\* / Alternative frequency \*
’ SDC block & | sbchblock | 2
> (< Pt—>
Ty Teheck Tune
Ttune

Figure G.1: lllustration of AFS function

The points at which the receiver may check the alternative frequencies are governed by the Identity field in the FAC in
combination with the AFS index signalled in the SDC.

If the receiver detects afailure of the FAC CRC for the first transmission frame of the transmission super frame then it
cannot perform an AFS check because the value of the Identity field is unknown.

For fully dynamic operation (see clause 6.4.5), no AFSis possible because the receiver has no knowledge of the data
that will be sent in future SDC blocks.

For fully static operation, the AFS function may be performed every super transmission frame, provided that the
receiver has stored al the different SDC blocks in the cycle. The number of SDC blocks in the cycleis given by the
AFSindex + 1.

For semi-dynamic operation, the AFS function may only be performed at certain transmission super frames. The
following examples illustrate some of the many possibilities.
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EXAMPLE 1.  Changing the content of the SDC block (A to B) with AFSindex = 0.

AFS index = 0 invalid signalled
A Lot A Jasm |A [ gsemy, |A |y, [B [asse [B [asse [B [om |B ooy, [B [ oo,
O t 1 o1
AFS AFS AFS AFS AFS AFS AFS
possible  possible possible possible possible possible  possible
Figure G.2: Example 1
NOTE 1: Very fast AFS possibility after tuning;
Very limited SDC data size when AFS feature should be used.
EXAMPLE 2:  Changing the content of both SDC blocks (A to C; B to D) with AFSindex = 1.
AFS index =1 invalid signalled
|A olg%Titlyo B olg%Titlyo A olgeonlmlyo B olgeonlmlyo A 1lfeon1mlyo B 1lf%n1[i11y0 C olg%nlmlyo D olgeonlmlyo C olgeonlmlyo
. t o+t t
AFS AFS AFS AFS AFS
possible possible possible  possible possible
Figure G.3: Example 2
NOTE 2: While changing the SDC blocks in two consecutive SDC blocksis no AFS possible;
With AFS = n the first AFS can occur after (n + 1) received SDC blocks.
EXAMPLE 3:  Changing the content of one SDC block (A to C) with AFSindex = 1.
AFS index =1 invalid signalled
A Lot [B Lo A [assny [B oo |A |y [B [ assmys [C Jasemys [B [atsn [C [aoms
. t ottt t ot
AFS AFS AFS AFS AFS AFS
possible possible  possible possible possible  possible
Figure G.4: Example 3
NOTE 3: Only one AFS possihility is missed.
EXAMPLE 4:  Continuous changing of one SDC block (B to Cto D...) with AFSindex = 1.
AFS index =1
invalid signalled invalid signalled invalid signalled invalid signalled
(A Loy, [B [ A [asm [C iy, |A [ oo D [ssms [A [aseys [E [ A [osms
. t t t t
AFS AFS AFS AFS
possible possible possible possible

Figure G.5: Example 4
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NOTE 4: Only every second frame AFSis possible;
SDC datasizeisincreased.

EXAMPLES: Change of repetition rate of SDC block (without reconfiguration) with AFSindex = 1.

AFS index = 1 invalid signalled

v

Identit; Identit! Identit; Identit; Identit; Identit! Identit; Identit; Identit;
|A OOeOnlllyO A OOeOnlllyO A OOeOrllllyO A 11e0n1I1y0 A OOeOnlllyO B OOeOnlllyO A OOeOnlllyO B OOeOrllllyO A OOeOrllllyO
. t ot t ot

AFS AFS AFS AFS AFS AFS
possible possible possible possible possible  possible

Figure G.6: Example 5

NOTE5: First AFS possible after n frames after tuning;
Flexible SDC data size.

For other values of AFS index, similar schemes can be applied.

G.4  Character sets

DRM uses UTF-8 character coding, and so allows al known characters to be broadcast. However, receivers may be
produced that do not support al characters. In this case the following behaviour is recommended:

. For the label (sent using SDC data entity type 1): if the receiver character set does not support most of the
characters being broadcast (for example, the label is composed of Hindi characters, but the receiver only
supports European characters) then the receiver could display the Service Identifier and/or frequency instead.

. For the text message (carried in the MSC): if the receiver character set does not support all of the characters
being broadcast then the receiver should attempt to determine if any portion of the message can be displayed.
Thiswould be, for example, if at least 10 consecutive characters could be displayed.
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Annex H (informative):
Service capacity and bit rates

The following table gives the orders of magnitude of the available total bit rates, which depend upon the signal

bandwidth, the protection mode, and the error correction code rates.

For a64-QAM modulation, a coding rate of 0,6, for the MSC (EEP SM):

Robustness Spectrum occupancy
mode 0 1 2 3 4 5
A 11,3 kbit/s 12,8 kbit/s 23,6 kbit/s 26,6 kbit/s 49,1 kbit/s 55 kbit/s
B 8,7 kbit/s 10 kbit/s 18,4 kbit/s 21 kbit/s 38,2 kbit/s 43 kbit/s
C - - - 16,6 kbit/s - 34,8 kbit/s
D - - - 11 kbit/s - 23,4 kbit/s
For a16-QAM modulation, a coding rate of 0,62, for the MSC (EEP SM):
Robustness Spectrum occupancy
mode 0 1 2 3 4 5
A 7,8 kbit/s 8,9 kbit/s 16,4 kbit/s 18,5 kbit/s 34,1 kbit/s 38,2 khit/s
B 6 kbit/s 6,9 kbit/s 12,8 kbit/s 14,6 kbit/s 26,5 kbit/s 29,8 kbit/s
C - - - 11,5 kbit/s - 24,1 kbit/s
D - - - 7,6 kbit/s - 16,3 kbit/s

Minimum absolute (R = 0,50, 16-QAM, Mode B, 4,5 kHz) 4,8 khit/s.
Maximum absolute (R = 0,78, 64-QAM, Mode A, 20 kHz) 72 kbit/s.
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Annex | (normative):
SBR tables

.1 Predefined tunings for CELP + SBR

This clause defines all SBR parameters needed to decode sbr_speech data() in the case that the SDC field
sor_header_flag = 0, i.e. shr_speech _header() is absent in the bitstream. The SBR tuning is derived from the SDC
signals audio sampling rate (8 kHz or 16 kHz), CELP_CRC and the bitrate for the SBR part of the combined
CELP + SBR bitstream.

An SBR preset hitrate, BR, is calculated as:
BR = BRtot - BRcelp - BRsbr_crc

where:

BRtot = total bitrate for the CELP + SBR service as derived from the SDC multiplex description data entity
(type 0).

BRcelp = bitrate for the CELP, including CRC bits when enabled, as given by CELP_index (at the particular
audio sampling rate) and CELP_CRC.

BRsbr_crc = bitrate for the CRC of the SBR hitstream as given by CELP_CRC (i.e. 0 or 200).

The SBR data matrix composition for agiven BRis defined in table |.1 for audio sampling rate = 8 kHz and table |.2
for audio sampling rate = 16 kHz.

In addition to the values given in tables 1.1 and 1.2, default values according to table 37 in clause 5.6.2.2.1 are used.
Finally, kO = 15 and k2 = 48 is used for 8 kHz CELP (3,75 kHz resp. 12 kHz) and kO = 30 and k2 = 58 is used for
16 kHz CELP (7,5 kHz resp. 14,5 kHz).

Table I.1: SBR presets for 8 kHz CELP

Input SBR Preset Parameters SBR Payload
BR bs_ bs_ num_ | bs_ | num_ | bs_ bs_ Size
(bit/s) | num_ | num_ |shape_ |num_ | noise_ |num_ | num_ | (bit/frame)
level |shape | bands |noise | bands | invf | rfield
700 2 1 5 1 1 0 0 28
780 2 1 5 1 2 0 0 31
1200 2 2 5 2 1 1 0 48
1260 2 2 5 2 1 1 1 50
1300 2 2 5 2 2 0 0 52
1360 2 2 5 2 2 1 0 54
1400 2 2 6 2 1 1 1 56
1460 2 2 6 2 2 0 0 58
1 500 2 2 7 2 1 1 0 60
1 600 2 2 7 2 2 0 0 64
1700 4 2 7 2 1 0 0 68
1860 4 2 7 2 2 0 0 74
NOTE: The optional CRC hits are not included in Size.
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Table I.2: SBR presets for 16 kHz CELP

Input SBR Preset Parameters SBR Payload
BR bs_ bs_ num_ | bs_ | num_ | bs_ | bs_ Size
(bit/s) | num_ | num_ |shape_ |num_ | noise_ |num_ |num_ | (bit/frame)
level |shape | bands |noise | bands | invf |rfield
900 2 2 3 2 1 1 0 36
1000 2 2 3 2 2 0 0 40
1060 2 2 4 2 1 1 0 42
1160 2 2 4 2 2 0 0 46
1200 4 2 3 2 1 1 1 48
1260 4 2 3 2 2 0 0 50
1300 4 2 4 2 1 1 0 52
1400 4 2 4 2 2 0 0 56
1760 4 4 3 4 1 1 0 70
2 000 4 4 3 4 2 0 0 80
2 060 4 4 4 4 1 1 0 82
2300 4 4 4 4 2 0 0 92
NOTE: The optional CRC hits are not included in Size.

1.2 Predefined tunings for HVXC + SBR

This clause defines all SBR parameters needed to decode sbr_speech data() in the case that the SDC field
sbr_header_flag =0, i.e. shbr_speech header() is absent in the bitstream. The SBR tuning is derived from the SDC
signalsHVXC_CRC, sbr_hvxc_preset and the nominal bitrate for the SBR part of the combined HVXC + SBR
bitstream.

The nominal SBR bitrate, BRn, is calculated as:
BRn = BRtot - BRhvxc

where;

BRtot = total bitrate for the HV XC + SBR service as derived from the SDC multiplex description data entity
(type 0).

BRhvxc = bitrate for the HV X C, including padding bits and CRC bits when enabled, as given by HVXC rate
and HVXC_CRC.

The effective SBR hitrate, BRe, is equal to or less than BRn and is given for reference in the tables below. The
calculated value of BRn is compared to the intervals or single values given in table |.3 for HYXC _CRC = O and table 1.4
for HYXC _CRC = 1. For agiven match such that BRn € iBR, the SBR data matrix composition is then further
specified by xmit_noise and freq_prio as defined below.

The sbr_hvxc_preset field is subdivided according to:

e Xmit_noise 1 bit.
o freg prio 1 bit.
. cutoff_freq 2 bits.

The following definitions apply:
xmit_noise: this field indicates whether noise related parameters are transmitted or not:
0: noise floor and inverse filtering parameters absent.

1: noise floor and inverse filtering parameters present.
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freq_prio: thisfield indicates tuning emphasis on time or frequency resolution:

0: low frequency resolution and high time resolution.

1: high frequency resolution and low time resol ution.

cutoff_freq: thisfield indicates the upper corner frequency of the SBR range:

00: k2 =32
01: k2 =40
10: k2 =48
11: k2 =56

Thus, four compositions of the SBR data matrix are available at every nominal bitrate range. The frequency range to
which the SBR bitstream data is mapped is signalled by cutoff_freq, offering four different applications of every data

(8 kH2).

(10 kH2).

(12 kHz).

(14 kH2).

matrix composition, offering atotal of 16 tunings per SBR bitrate range.

In addition to the values given in tables .3 and 1.4, default values according to table 38 in clause 5.6.2.2.1 are used.

Finally, kO = 15 isused for all tunings below.

Table 1.3: SBR bitstream data matrix for HVYXC_CRC =0

Input Parameters SBR Preset Parameters SBR Payload
iBR [xmit_n | freq_ | bs_ bs_ num_ | bs_ | num_ | bs_ bs_ Size BRe
(bit/s) | oise prio | num_ | num_ |shape_ |num_ |noise_ [num_ | num_ | (bit/ | (bit/s)
level |shape | bands |noise | bands | invf | rfield | frme)
[780 to 0 0 2 2 3 0 1 0 2 32 800
800] 0 1 2 1 6 0 1 0 2 32 800
1 0 2 1 5 2 1 0 0 31 775
1 1 2 1 5 1 2 0 0 31 775
1200 0 0 4 2 4 0 1 0 2 48 1200
0 1 2 2 6 0 1 0 1 48 1200
1 0 2 2 5 2 1 1 0 48 1200
1 1 2 2 5 1 2 1 0 48 1200
1400 0 0 4 2 6 0 1 0 0 56 1400
0 1 2 2 7 0 1 0 2 56 1400
1 0 2 2 6 2 1 1 1 56 1400
1 1 2 2 6 1 2 1 1 56 1400
1600 0 0 4 2 7 0 1 0 1 64 1600
0 1 2 2 9 0 1 0 0 64 1600
1 0 2 2 7 2 1 1 2 64 1600
1 1 2 2 7 2 2 0 0 64 1600
1760 0 0 4 4 4 0 2 0 1 70 1750
0 1 4 2 8 0 2 0 1 70 1750
1 0 4 2 6 2 2 1 0 70 1750
1 1 2 2 7 2 2 1 2 70 1750
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Table 1.4: SBR bitstream data matrix for HYXC_CRC =1

Input Parameters SBR Preset Parameters SBR Payload
iBR [xmit_n | freq_ | bs_ bs_ num_ | bs_ | num_ | bs_ bs_ Size BRe
(bit/s) | oise prio | num_ | num_ |shape_ |[num_ [noise_ |num_ | num_ | (bit/ | (bit/s)
level |shape | bands |noise | bands | invf | rfield | frme)
[760 to 0 0 2 1 4 0 1 0 0 30 750
780] 0 1 1 1 5 0 1 0 1 30 750
1 0 2 1 3 1 1 0 0 30 750
1 1 1 1 4 1 2 0 0 31 775
[1 060 0 0 2 2 4 0 1 0 0 42 1050
to 0 1 2 1 7 0 1 0 2 43 1075
1 080] 1 0 2 2 3 2 1 0 0 42 1050
1 1 2 1 5 1 3 0 0 42 1 050
[1 160, 0 0 2 2 4 0 1 0 2 46 1150
1 200] 0 1 2 2 5 0 1 0 0 48 1200
1 0 2 2 4 2 1 0 0 48 1200
1 1 2 2 4 1 2 0 0 48 1200
1260 0 0 4 2 3 0 1 0 2 50 1250
0 1 2 2 5 0 1 0 1 50 1250
1 0 2 2 4 2 1 1 0 50 1250
1 1 2 2 4 1 2 1 0 50 1250
1400 0 0 4 2 4 0 1 0 2 56 1400
0 1 2 2 6 0 1 0 1 56 1400
1 0 2 2 5 2 1 1 0 56 1400
1 1 2 2 5 1 2 1 0 56 1400
1600 0 0 4 2 6 0 1 0 0 64 1600
0 1 2 2 7 0 1 0 2 64 1600
1 0 2 2 6 2 1 1 1 64 1 600
1 1 2 2 6 1 2 1 1 64 1600
1800 0 0 4 2 7 0 2 0 1 72 1800
0 1 4 2 7 0 2 0 1 72 1800
1 0 2 2 6 2 2 1 2 72 1800
1 1 2 2 7 2 2 0 0 72 1 800
1860 0 0 4 2 7 0 2 0 2 74 1850
0 1 2 2 9 0 2 0 1 74 1850
1 0 2 2 7 2 2 0 1 74 1850
1 1 2 2 7 2 2 1 0 74 1 850
1900 0 0 4 4 4 0 2 0 0 76 1900
0 1 4 2 8 0 2 0 0 76 1900
1 0 4 2 6 2 2 0 0 76 1900
1 1 2 2 7 2 2 1 1 76 1900
NOTE: The CRC bits are included in Size and Bre.

1.3 Parametric stereo Huffman tables
The function huff_dec() isused as:
data = huff_dec(t_huff, codeword),

where t_huff is the selected Huffman table and codeword is the word read from the bitstream. The returned value data is
the index in the Huffman table with an offset of the corresponding Largest Absolute Value (LAV) of thetable.
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Table I.5: PS Huffman tables overview

table name bs_sa dtdf flag bs_pan_dtdf_flag LAV Notes
f_huffman_sa 0 dc 7
t_huffman_sa 1 dc 7
f_huffman_sa 0 dc 7
t_huffman_sa 1 dc 7
f _huffman_pan dc 0 14
t_huffman_pan dc 1 14
f_huffman_pan dc 0 14
t_huffman_pan dc 1 14
Table I.6: f_huffman_sa
index Length codeword index length codeword
(hexadecimal) (hexadecimal) (hexadecimal) (hexadecimal)
0 0x00000007 0x0000007E 8 0x00000004 0x0000000A
1 0x00000007 0x0000007F 9 0x00000005 0x0000001A
2 0x00000006 0x0000003D 10 0x00000005 0x0000001C
3 0x00000006 0x0000003C 11 0x00000006 0x0000003A
4 0x00000005 0x0000001B 12 0x00000006 0x0000003B
5 0x00000004 0x0000000C 13 0x00000006 0x0000003E
6 0x00000004 0x0000000B 14 0x00000003 0x00000004
7 0x00000001 0x00000000
Table 1.7: t_huffman_sa
index Length codeword index length codeword
(hexadecimal) (hexadecimal) (hexadecimal) (hexadecimal)
0 0x00000008 0x000000FE 8 0x00000003 0x00000005
1 0x00000007 0x0000007E 9 0x00000004 0x0000000D
2 0x00000007 0x0000007C 10 0x00000005 0x0000001D
3 0x00000006 0x0000003C 11 0x00000006 0x0000003D
4 0x00000005 0x0000001C 12 0x00000007 0x0000007D
5 0x00000004 0x0000000C 13 0x00000009 0x000001FE
6 0x00000003 0x00000004 14 0x00000009 0x000001FF
7 0x00000001 0x00000000
Table 1.8: f_huffman_pan
index Length Codeword index length codeword
(hexadecimal) (hexadecimal) (hexadecimal) (hexadecimal)
0 0x00000010 0X0000FFFC 15 0x00000003 0x00000006
1 0x0000000F 0x00007FFA 16 0x00000005 0x0000001D
2 0x00000010 0x0000FFFD 17 0x00000006 0x0000003D
3 0x0000000F 0x00007FFB 18 0x00000007 0x0000007D
4 0x0000000D 0x00001FFC 19 0x00000008 0x000000FD
5 0x0000000E 0x00003FFA 20 0x00000009 0x000001FD
6 0x0000000C 0x00000FFC 21 0x0000000A 0x000003FE
7 0x00000009 0x000001FE 22 0x0000000C 0x00000FFD
8 0x00000009 0x000001FC 23 0x0000000E 0x00003FFB
9 0x00000008 0x000000FC 24 0x0000000E 0x00003FFC
10 0x00000007 0x0000007C 25 0x0000000F 0x00007FFC
11 0x00000006 0x0000003C 26 0x00000010 0X0000FFFE
12 0x00000005 0x0000001C 27 0x0000000F 0x00007FFD
13 0x00000002 0x00000002 28 0x00000010 0X0000FFFF
14 0x00000001 0x00000000
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Table 1.9: t_huffman_pan

index Length codeword index length codeword
(hexadecimal) (hexadecimal) (hexadecimal) (hexadecimal)
0 0x00000012 0x0003FFF8 15 0x00000003 0x00000006
1 0x00000012 0x0003FFF9 16 0x00000005 0x0000001E
2 0x00000012 0X0003FFFA 17 0x00000007 0x0000007E
3 0x00000012 0x0003FFFB 18 0x00000009 0x000001FE
4 0x0000000F 0x00007FFC 19 0x0000000B 0x000007FD
5 0x00000010 0x0000FFFC 20 0x0000000C 0x00000FFD
6 0x0000000E 0x00003FFC 21 0x0000000D 0x00001FFD
7 0x0000000D 0x00001FFC 22 0x0000000E 0x00003FFD
8 0x0000000C 0x00000FFC 23 0x00000010 0x0000FFFD
9 0x0000000B 0x000007FC 24 0x0000000F 0x00007FFD
10 0x00000008 0x000000FE 25 0x00000012 0x0003FFFC
11 0x00000006 0x0000003E 26 0x00000012 0x0003FFFD
12 0x00000004 0x0000000E 27 0x00000012 0x0003FFFE
13 0x00000002 0x00000002 28 0x00000012 0x0003FFFF
14 0x00000001 0x00000000
1.4 Miscellaneous parametric stereo tables
Table 1.10: SA quantization class Vector Ceooas (K)

k Ceaqciass ( k) K Caaqoiass ( k)

0 0 4 1

1 1 5 1

2 1 6 1

3 1 7 1

Table I.11: Pan quantization class Vector Cpyogas (K)

k CPanQCIas ( k) k CPanQCIas ( k)

0 0 10 2

1 1 11 2

2 1 12 2

3 1 13 2

4 1 14 3

5 1 15 3

6 1 16 3

7 1 17 4

8 1 18 4

9 1 19 4
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Table 1.12: SA quantization matrix CSaQMatrix(C,k)

k CSaQMatrix (O’ k) CSaQMatrix (:L k)
0 0 0

1 0,0501 0,1778

2 0,0706 0,2818

3 0,0995 0,4467

4 0,1399 0,5623

5 0,1957 0,7079

6 0,2713 0,8913

7 0,3699 1

Table 1.13: Pan quantization matrix Cpoarix (€ K)

k CPanQMatrix (O' k) CPanQMatrix (1’ k) CPanQMatrix (2’ k) CPanQMatrix (3' k) CPanQMatrix (4' k)
0 0 0 0 0 0
1 0,1661 0,1661 0,3322 0,3322 0,3322
2 0,3322 0,3322 0,6644 0,8305 0,8305
3 0,4983 0,6644 0,9966 1,4949 1,6610
4 0,6644 0,9966 1,4949 2,1593 2,4914
5 0,8305 1,3288 2,1593 2,9897 3,4880
6 0,9966 1,8271 2,8236 3,8202 4,6507
7 1,3288 2,3253 3,4880 4,6507 5,8134
Table 1.14: SA frequency scale vectors fg.. (k)
K fSaTabIe ( k)
0 0
1 1
2 2
3 3
4 5
5 7
6 10
7 13
8 23
Table 1.15: Pan frequency scale vector fo, 0 (K)
K fPanTabIe(k) K fPanTabIe(k)
0 0 11 11
1 1 12 12
2 2 13 13
3 3 14 14
4 4 15 15
5 5 16 18
6 6 17 22
7 7 18 26
8 8 19 32
9 9 20 64
10 10
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Table 1.16: Filter coefficient vector a(k)

a(k)

0,65143905753106

0,56471812200776

N[Ol X

0,48954165955695

Table 1.17: Delay length vectors d(k)

o
—~
~
~—

N[Ol X

abh|w

Table 1.18: Fractional delay length vector ¢(K)

q(k)

0,43

0,75

N(R|O] X

0,347
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Annex J (informative):
Numbers of input bits

Table J.1: Number of input bits L per multiplex frame for EEP SM robustness mode A

Parameters Spectrum occupanc
0 1 2 3 4 5
64 QAM, Ry =0,5 3757 4 248 7 878 8857 | 16374 | 18336
64 QAM, Ry = 0,6 4 509 5096 9450 | 10628 | 19646 | 21998
64 QAM, Ry = 0,71 5322 6018 | 11157 | 12547 | 23193 | 25976
64 QAM, Ry = 0,78 5898 6664 | 12364 | 13908 | 25704 | 28788
16 QAM, Ry =0,5 2 505 2832 5 250 5904 | 10914 | 12222
16 QAM, R, = 0,62 3131 3540 6 565 7381 | 13645 | 15280

Table J.2: Number of input bits L per multiplex frame for EEP SM robustness mode B

Parameters Spectrum occupanc
0 1 2 3 4 5
64 QAM, Ry = 0,5 2880 3312 6 133 6991 | 12727 | 14304
64 QAM, Ry = 0,6 3456 3972 7 361 8390 | 15272 | 17162
64 QAM, Ry = 0,71 4080 4 692 8 688 9900 | 18026 | 20 264
64 QAM, Ry = 0,78 4 520 5196 9630 | 10980 | 19980 | 22456
16 QAM, Ry =0,5 1920 2208 4 089 4662 8 484 9534
16 QAM, R, = 0,62 2 400 2760 5111 5826 | 10606 | 11920

Table J.3: Number of input bits L per multiplex frame for EEP SM robustness mode C

Parameters Spectrum occupanc
o | 1 | 2 3 4 5
64 QAM, Ry = 0,5 5514 11581
64 QAM, Ry = 0,6 6 615 13 898
64 QAM, Ry =0.71 Not used 7808 Not used 16 406
64 QAM, Ry = 0,78 8 654 18 188
16 QAM, Ry = 0,5 3675 7722
16 QAM, Ry = 0,62 4595 9 651

Table J.4: Number of input bits L per multiplex frame for EEP SM robustness mode D

Parameters Spectrum occupanc
o | 1 | 2 3 4 5
64 QAM, R, = 0,5 3660 7 800
64 QAM, R, = 0,6 4391 9 359
04 QAM, Ran =071 Not used > 185 Not used 11050
64 QAM, Ry =0,78 5746 12 242
16 QAM, Ry =0,5 2 439 5199
16 QAM, R, = 0,62 3050 6 500
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Table J.5: Number of input bits L per hierarchical frame for EEP HMsym VSPP robustness mode A

Parameters Spectrum occupanc
o [ 1 2 3 4 5
64 QAM, Ry =0,5 2 626 2953 5 458 6112
64 QAM, Ry = 0,57 3000 3372 6 236 6984
- Not used
64 QAM, Ry = 0,6 3150 3543 6 549 7332
64 QAM, Ry = 0,66 3 500 3936 7276 8148

Table J.6: Number of input bits L per hierarchical frame for EEP HMsym VSPP robustness mode B

Parameters Spectrum occupanc
o [ 1 2 3 4 5
64 QAM, Ry =0,5 2045 2331 4243 4768
64 QAM, Ry = 0,57 2336 2664 4848 5448
— Not used
64 QAM, Ry = 0,6 2454 2796 5091 5721
64 QAM, Ry = 0,66 2726 3108 5 656 6 356

Table J.7: Number of input bits L per hierarchical frame for EEP HMsym VSPP robustness mode C

Parameters Spectrum occupanc
o | 1 | 2 3 4 5
64 QAM, Ry =0,5 1838 3861
64 QAM, Ry = 0,57 2100 4412
Not used Not used
64 QAM, Ry = 0,6 2 205 4632
64 QAM, Ry = 0,66 2 450 5148

Table J.8: Number of input bits L per hierarchical frame for EEP HMsym VSPP robustness mode D

Parameters Spectrum occupanc
o [ 1 | 2 3 4 5
64 QAM, Ry =0,5 1220 2 600
04 QAW, Ro = 0.57 Not used 1392 Not used 2908
64 QAM, Ry =0,6 1464 3120
64 QAM, Ry = 0,66 1626 3 466

Table J.9: Number of input bits L per multiplex frame for EEP HMsym SPP robustness mode A

Parameters Spectrum occupanc
o | 1 2 3 4 5
64 QAM, R, = 0,45 4725 5313 9822 | 10998
64 QAM, R, = 0,55 Not used 5724 | 6432 | 11904 | 13332
64 QAM, Ry = 0,72 7592 | 8538 | 15784 | 17680
64 QAM, R, = 0,78 8164 | 9184 | 16972 | 19012

Table J.10: Number of input bits L per multiplex frame for EEP HMsym SPP robustness mode B

Parameters Spectrum occupanc
0o | 1 2 3 4 5
64 QAM, R, = 0,45 3681 | 4194 | 7635 | 8580
64 QAM, R, = 0,55 Not used 4452 | 5076 | 9252 | 10392
64 QAM, R, = 0,72 5913 | 6738 | 12268 | 13792
64 QAM, R, = 0,78 6358 | 7252 | 13192 | 14828
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Table J.11: Number of input bits L per multiplex frame for EEP HMsym SPP robustness mode C

Parameters Spectrum occupanc
o | 1 | 2 3 4 5
64 QAM, R, = 0,45 3306 6 948
64 QAM, R, = 0,55 4008 8 424
Not used Not used
64 QAM, R, = 0,72 5313 11 167
64 QAM, R, = 0,78 5714 12 012

Table J.12: Number of input bits L per multiplex frame for EEP HMsym SPP robustness mode D

Parameters Spectrum occupanc
o | 1 | 2 3 4 5
64 QAM, R, = 0,45 2196 4680
64 QAM, R, =0,55 2652 5664
Not used Not used
64 QAM, R,y =0,72 3527 7518
64 QAM, R, = 0,78 3794 8 082

Table J.13: Number of input bits L per hierarchical frame for EEP HMmix VSPP robustness mode A

Parameters Spectrum occupanc
o [ 1 2 3 4 5
64 QAM, Ry = 0,5 1310 1473 2726 3053
64 QAM, Ry = 0,57 1496 1684 3112 3488
— Not used
64 QAM, Ry = 0,6 1572 1767 3270 3663
64 QAM, Ry = 0,66 1746 1964 3634 4070

Table J.14: Number of input bits L per hierarchical frame for EEP HMmix VSPP robustness mode B

Parameters Spectrum occupanc
o | 1 2 3 4 5
64 QAM, Ry =0,5 1019 1162 2118 2381
64 QAM, Ry = 0,57 1164 1328 2 420 2720
— Not used
64 QAM, Ry = 0,6 1221 1395 2541 2 856
64 QAM, Ry = 0,66 1358 1550 2824 3174

Table J.15: Number of input bits L per hierarchical frame for EEP HMmix VSPP robustness mode C

Parameters Spectrum occupanc
o [ 1 | 2 3 4 5
64 QAM, Ry =0,5 916 1927
64 QAM, Ro = 0,57 Not used 1044 Not used 2 200
64 QAM, Ry =0,6 1098 2313
64 QAM, Ry = 0,66 1220 2570

Table J.16: Number of input bits L per hierarchical frame for EEP HMmix VSPP robustness mode D

Parameters Spectrum occupanc
o | 1 [ 2 3 4 5
64 QAM, Ry =0,5 607 1297
64 QAM, Ro =057 Not used 692 Not used 1480
64 QAM, Ry =0,6 726 1554
64 QAM, Ry = 0,66 808 1728
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Table J.17: Number of input bits L per multiplex frame for EEP HMmix SPP robustness mode A

Parameters Spectrum occupanc
0 1 2 3 4 5
64 QAM, Ry = 0,48 6288 | 7066 | 13083 | 14650
64 QAM, R, = 0,58 Not used 7571 | 8506 | 15751 | 17649
64 QAM, R, = 0,71 9349 | 10517 | 19461 | 21801
64 QAM, R, = 0,78 10244 | 11516 | 21308 | 23872

Table J.18: Number of input bits L per multiplex frame for EEP HMmix SPP robustness

mode B

Parameters Spectrum occupanc
0 1 2 3 4 5
64 QAM, R, = 0,48 4 885 5577 10 164 | 11425
64 QAM, R, = 0,58 Not used 5 885 6 717 12 244 | 13753
64 QAM, R, = 0,71 7 266 8 293 15121 17 001
64 QAM, R, = 0,78 7960 | 9088 | 16556 | 18620

Table J.19: Number of input bits L per multiplex frame for EEP HMmix SPP robustness

mode C

Parameters Spectrum occupanc
0 1 | 2 3 4 5
64 QAM, R, = 0,48 4 395 9 247
64 QAM, R, =0,58 5 286 11139
Not used Not used
64 QAM, R, = 0,71 6 540 13750
64 QAM, R, = 0,78 7 152 15072

Table J.20: Number of input bits L per multiplex frame for EEP HMmix SPP robustness

mode D

Parameters Spectrum occupanc
0 1 [ 2 3 4 5
64 QAM, R, = 0,48 2908 6 220
04 QAM, Rai = 0,58 Not used 3500 Not used 7484
64 QAM, Ry =0,71 4322 9 257
64 QAM, Ry =0,78 4728 10 136

Table J.21: Number of input bits L per SDC block for robustness mode A

Parameters Spectrum occupanc
0 1 2 3 4 5
16 QAM, Ry =0,5 321 366 705 798 1494 1 680
4 QAM, Ry = 0,5 161 184 353 399 748 840

Table J.22: Number of input bits L per SDC block for robustness mode B

Parameters Spectrum occupanc
0 1 2 3 4 5
16 QAM, Ry =0,5 246 288 552 630 1164 1311
4 QAM, Ry =05 124 144 276 316 582 656
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Table J.23: Number of input bits L per SDC block for robustness mode C

Parameters Spectrum occupanc
1 | 2 3 4 5
16 QAM, R, =0,5 564 1200
Not used Not used
4QAM, R, =05 282 601

Table J.24: Number of input bits L per SDC block for robustness mode D

Parameters Spectrum occupanc
1 [ 2 3 4 5
16 QAM, Ra = 0.5 Not used 291 Not used 651
4QAM, R, =05 146 326
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Annex K (informative):
Simulcast transmission, alternate sources, and
enhancement signalling

The DRM signal is designed to work in the same broadcast bands as AM signals. Simulcast transmission of services
using DRM and AM can be performed by the juxtaposition of the analogue AM signal (DSB or VSB or SSB) and a
DRM digital signal.

The DRM system can cross-refer to the same or related services carried in another DRM signal, or in signalsusing AM,
FM or DAB systems. Future quality enhancement is also permitted by the signalling to allow a second DRM multiplex

to provide additional data capacity for services. See clause 6 for the detailed explanation of how thisinformationis
provided. Thisfacility can be used in many ways, with some examples givenin figure K.1.

DRM provides information for other services (frequencies, identifiers)

v v v v

l{( A'\k (l{( M (l
> » » W

Frequency (not to scale)

Figure K.1: Example of linking to related services

Figures K.2 and K.3 illustrate some solutions for transmitting the AM and DRM signals from a single transmitter. They
can equally be produced by two separate transmitters.

Figure K.2 gives some possibilities for the case where the DRM reference frequency, fg, is one channel or two channels
(i.e. 29 kHz, +10 kHz, -18 kHz or -20 kHz) from the AM carrier frequency, f., and figure K.3 gives some possibilities
for the case where the DRM reference frequency, fg, is nominally half achannel from the AM carrier frequency, f.

Due to the requirement to position the DRM reference frequency on an integer multiple of 1 kHz, the DRM reference
frequency and the AM carrier frequency shall be either 4 kHz or 5 kHz apart.
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fR:fc+ 9 kHz or
fR:fc+10kHZ

f
® > AMDSB signal
D

AM SSB/VSB signal

/

fo=fc- 9kHzor el

fr = fo - 10 kHz

Group of carriers
containing FAC
cells

]
I:I Group of carriers

fr

| | |/ fr =fc - 18 kHz or

fr = fe - 20 kHz

fr

fc

Figure K.2: Example simulcast modes for whole channel offsets

> AMDSBsignal
fr =fc + 4 kHz or .
T o +5 ke > AV ssBVSB signal

I  Group of carriers

containing FAC cells

=

frt fR
Figure K.3: Example simulcast modes for half channel offsets

Figures K.4 to K.6 illustrate some examples of the use of the base/enhancement signalling of DRM to provide solutions
for transmitting higher quality DRM or DRM and AM signals from a single transmitter.

<> AMDSB signal

- Group of carriers
containing FAC

| cells
fr1 fe fro I:I Group of carriers

fR1+ ngZ:fC:ng- 9 kHz or
le + 10 kHz = fc = fRZ -10 kHz

Figure K.4: Example simulcast modes with two DRM signals
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In figure K .4, the two DRM signals may be alternate frequencies for the same multiplex, providing spectral diversity. In
this case, the AFS data entities (see clause 6) indicate the two frequencies that the DRM multiplex is available on.
Alternatively, the two DRM signals may be the base layer and enhancement layer for a multiplex. In this case the AFS
data entities signal the frequency of the other layer. All receivers will be able to decode the base layer, whilst some will

also be able to decode the enhancement layer and provide higher quality.

> AMDSBsignal
- Group of carriers
containing FAC
cells
fr1 fo  fro I:I Group of carriers
le+ 9kHz=fc:fR2-4kHZOI‘
le + 10 kHz = fc = fRZ -5kHz

Figure K.5: Example simulcast modes with two DRM signals

Figure K.5 illustrates the possible use of two half channel DRM signals.

cells

- Group of carriers
containing FAC
I:I Group of carriers

le fRZ

le = fRZ - 9kHz or
le = fRZ - 10 kHz

Figure K.6: Example of base/enhancement DRM signals
Figure K.6 illustrates the possible use of two DRM signals as a combination of a base layer and enhancement layer for a

multiplex. In this case the AFS data entities signal the frequency of the other layer. All receivers will be able to decode
the base layer, whilst some will also be able to decode the enhancement layer and provide higher quality.
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Annex L (informative):
Pilot reference illustrations

The figures below show the position of the gain reference cells (character "O") for nominal channel bandwidths of up to
10 kHz (spectrum occupancy parameter = 0, 1, 2 or 3). The patterns continue to the right for the 18 kHz and 20 kHz
nominal channel bandwidth options. (Spectrum occupancy parameter = 4 or 5).

Robustness mode A:

+-> carriers (k)

v
symbols (s) DC
negative frequencies : positive frequencies
1..1 : 1..1
1..0..33333333322222222221111111111000000000:00000000011111111112222222222333333333..0..1
4..2..87654321098765432109876543210987654321:12345678901234567890123456789012345678..2..4
0 O i it [ -1 L (6]
1 O Ot L O. ...
2 .. e Ot [ ST O e O........
30 L e e O it [ O it (6] (6]
4 O . O vviiii i Ot L o O
5 [ [ [ L
6 O Ot e e L O O. ...
7/ O e [ ST Ot e O........
8 e e O it [ O it (6] (6]
9 O O it [ O it o O
10 . O L1 © 2 [
11 O . B O L S © 2 O. ...
12 . e O it [ O it O, . .
13 . e e O it [ O it O.... . O
14 e L [ T [ o O
Robustness mode B:

+-> carriers (k)

v
symbols (s) DC
negative frequencies : positive frequencies
1 : 1
0..9..33333333322222222221111111111000000000:00000000011111111112222222222333333333..9..0
3..1..87654321098765432109876543210987654321:12345678901234567890123456789012345678..1..3
0 O..... O..... O..... O..... O..... O....:0..... O..... O..... O..... O..... O..... o o O
e O..... O..... O..... O..... O..... O..:..0..... O..... O..... O..... O..... O.....
2 0 O O..... O..... O..... O..... O..... O..... O:....0..... O..... O..... O..... O..... (6]
3 O..... O..... O..... O..... O..... O....: O..... O..... O..... O..... O..... O..... o o O
4 . L L. O..... O..... O..... O..... O..... O..:.. O..... O..... O..... O..... O..... O.....
5 O O O..... O..... O..... O..... O..... O..... O:.... O..... O..... O..... O..... O..... (6]
6 O..... O..... O..... O..... O..... O....:0..... O..... O..... O..... O..... O..... (6] o O
7 . . ... O..... O..... O..... O..... O..... O..:..0..... O..... O..... O..... O..... O.....
8 O O O..... O..... O..... O..... O..... O..... O:....0..... O..... O..... O..... O..... o
9 O O..... O..... O..... O..... O....:0..... O..... O..... O..... O..... O..... o o O
O O..... O..... O..... O..... O..... O..:..0..... O..... O..... O..... O..... O.....
11 O O O..... O..... O..... O..... O..... O..... O:....0..... O..... O..... O..... O..... o
12 O..... O..... O..... O..... O..... O....:0..... O..... O..... O..... O..... O..... o o O
13 . . L. O..... O..... O..... O..... O..... O..:..0..... O..... O..... O..... O..... O.....
14 O O O..... O..... O..... O..... O..... O..... O:....0..... O..... O..... O..... O..... (6]
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Robustness mode C:
+-> carriers (k)
|
v
symbols (s) DC
negative frequencies : positive frequencies
6 33333333322222222221111111111000000000:00000000011111111112222222222333333333..... 6
9 87654321098765432109876543210987654321:12345678901234567890123456789012345678..... 9
0o . ...0...0...0...0...0...0...0...0...0..:0...0...0...0...0...0...0...0...0...0. o
1 o .0...0. o o o o 0...0...0 o o o
2 . ...0...0...0...0...0...0...0...0...0..:0 o o o 0...0...0 o o o o
3 o .0...0...0...0...0...0...0...0...0...0 o o o 0...0...0 o o o
4 . ...0...0...0...0...0...0...0...0...0..:0 o o o 0...0...0 o o o o
5 o .0...0...0...0...0...0...0...0...0...0 o o o 0...0...0 o o [¢)
6 . ...0...0...0...0...0...0...0...0...0..:0 o o o 0...0...0 o o o o
7 o .0...0...0...0...0...0...0...0...0...0 o o o 0...0...0 o o o
8 . ...0...0...0...0...0...0...0...0...0..:0 o o o 0...0...0 o o o o
9 o .0...0...0...0...0...0...0...0...0...0 o o o 0...0...0 o o [¢)
10 . ...0...0...0...0...0...0...0...0...0..:0 o [¢) o 0...0...0 [¢) [¢) o [¢)
11 o .0...0...0...0...0...0...0...0...0...0 o o [¢) 0...0...0 [¢) o o
12 . ...0...0...0...0...0...0...0...0...0..:0 o o o 0...0...0 o o o [¢)
13 o .0...0...0...0...0...0...0...0...0...0 o o o 0...0...0 o o o
14 . ...0...0...0...0...0...0...0...0...0..:0 o [¢) o 0...0...0 o o [¢) o
15 o .0...0...0...0...0...0...0...0...0...0 o o [¢) 0...0...0 [¢) o [¢)
16 . ...0...0...0...0...0...0...0...0...0..:0 o o o 0...0...0 o o o o
17 o .0...0...0...0...0...0...0...0...0...0 o o o 0...0...0 o o o
18 .0...0...0...0...0...0...0...0...0..:0 o [¢) [¢) 0...0...0 o o o o
19 o .O...0... o o o o 0...0...0 [¢) o o
Robustness mode D:
+-> carriers (k)

v

symbols

0 JO0 Ul WNhRE O

MNNNRBPRRRRPRRRR
WNHROW®OINU® WN ROV

(s)

negative frequencies

DC
: positive frequencies

44444333333333322222222221111111111000000000:00000000011111111112222222222333333333344444
43210987654321098765432109876543210987654321:12345678901234567890123456789012345678901234
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The figures below show the position of the gain reference cells (character "0"), the frequency reference cells
(character "f") and FAC cells (character "x") for the DC to 4,5 kHz (nominal).

Robustness mode A: positions for pilot cells

+-> carriers (k)
\

v

symbols (s)

DC (not used)

: 111
:000000000111111111122222222223333333333444444444455555555556666666666777777777788888888889999999999000
:123456789012345678901234567890123456789012345678901234567890123456789012345678901234567890123456789012

0 [ fooion i [ S [ foo . Ottt e o
B [ S Ot i [N fooii. O..... foooiial Ottt i
2 ri..ai..... [ S X Ot it i X o...f.. ... L X o.f. ... il X O viiiiii e
30 il X o...f.. ... il b4 [ x...f.o oo oooL x.f.o.. il b'd O.vvininn
L x...f.ooxooooo oo X [ f...o bl S f.x Ot it i b'd o

5 [ f...o Kevoiiin i X [ f...x o Koo fo.... X Ot i e o
6 ..., [ f...x o Kevveiieinn X O fo...... X o x. £ 0L X L
[ I S O.uvnnn fo...... X o Kevwoiiei X o...f.. ... L. X o.f.x. ... o L X o
8  i:i........ X o...f.. ... L. X o Kewoeenen b S x.f.o D X Ouiveinn
9 il X £ Kuevvoiiei X o Kewoiiienn f...o Kewewunnnn f.x o D X o

10 [ £ o Kevieiiein X [T fo...... o Xoon.. foo. . o D o
e 2 o b fo...... o Koot i o...x...f.. ... L. o x. £ i o D
D O N o X £ o Ko oie i o...E. .. il o.f.x.. ... L. o Kevwonnnn
13 s o o o D o f.o D Ouiviinn
14 i o [ o f..... L o

Robustness mode B: positions for pilot cells

+-> carriers (k)

v
symbols (s)

DC (not used)

:0000000001111111111222222222233333333334444444444555555555566666666667777777777888888888899
:1234567890123456789012345678901234567890123456789012345678901234567890123456789012345678901

0 O..... O..... o..f..o..... O..... O..... O..... o fo.o L. O..... o..f..o..... O..... O..... O..... o
1 O...n. O..un of O..un O..unn O..unn O..nn o..f..o..... O..vnn of O..... O..... O..... o

b O..un o.x..fo..... 0.X...0..... O..nnn o.x...0f 0.xX o fo.x O..... O..... O..... o

3 O..... O..... o.xf..o..... 0.X...0..... O..... o.x..fo..... 0.X o..f..0.x O..vn. O..... O..... o
4 O..v.. O..... ofx O..... 0.X O..... O..... o.xf..o..... 0.X of 0.X O O..... o

5 ..., O..un o fo.x O..un. 0.X O..unn O..unn ofx O..unn o.x..fo..... 0.X O..... O..... o

6 O..un. 0.X o..f..o.x...0..... 0.X O..unn o....fo.x O..vn o.xf..o..... 0.X O..... O..... o
7 O o.x...0f....0.x...0..... 0.X...0..... o..f..0o.x...0..... ofx...o..... 0.X...0..... o....
8  i.... O..... o.x..fo..... 0.X...0..... 0.X O..... of 0.X o fo.x O...v.. 0.X O..... o

9 O..... O..un. o.xf..o..... 0.X O..unn 0.X o....fo..... 0.X o..f..0.x O..... 0.X O..... o
10 O..un O..... ofx O..vnn 0.X O..unn o.x...0..f..0..... 0.xX of 0.X O..... 0.X o

e O..... o fo.x O..... 0.X O..... o0.x...of O..... o.x..fo..... 0.X O..vn.. O..... o
12 O..... O..... o..f..0.x O..... 0.X O..... o.x..fo..... O..... o.xf..o..... 0.X O..... O..v.. o
13 O..un. O..un of 0.X O..un. 0.XxX O..un o.xf..o..... O..un ofx O..... 0.X O..... o

14 ..., O..un o fo..... O..un. O..un O..un. O..un. of O..nnn o fo..... O..... O..... O..... o
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Robustness mode C: positions for pilot cells

+-> carriers (k)

v
symbols (s)

DC (not used)

:000000000111111111122222222223333333333444444444455555555556666666666
:123456789012345678901234567890123456789012345678901234567890123456789

0 :0...0...0.f.0...0...0...0...0...f...0...0..fO...0...0...0...0...0...0
1 o...o...f...0 0...0...0 o.f.o...0...0f..0...0...0...0...0...0..
2 :0...0...0.f.0...0...0...0...0...f...0...0..fO...0...0...0...0...0...0
3 o...o.x.f...0 0.X.0...0 o.f.o...0...0fx.0...0...0.Xx.0...0...0..
4 o...o...o0.f.o o 0.X.0 o...f.x.0...0..fo.x.0...0...0...0...0...0
5 o...o...f.x.0 0...0.X.0 o.f.o.x.0...0f..0.x.0...0...0...0...0..
6 o...o0...0.f.o0.x.0...0...0.x.0...f...0.x.0..f0...0.x.0...0...0...0...0
7 o.x.o0...f...0.x.0...0...0.x.0.f.0...0.x.0f..0...0.Xx.0...0...0...0..
8 o o.x.o0.f.o 0.X.0...0 o.x.f...o0...0.xfo...0...0.x.0...0...0...0
9 o...o.x.f...0 0.X.0...0 o.f.o...0...0fx.0...0...0.X.0...0...0..
10 :0...0...0.f.0 o 0.xX.0 o...f.x.0...0..fox..0 0...0...0...0 o
11 :..0...0...f.x.0 0...0.X.0 o.f.o.x.0...0f..0.x.0 0...0 o o
12 :0...0...0.f.o.x.0...0...0.x.0...f...0.x.0..f0...0.x.0...0...0...0...0
13 :..o.x.0...f...0.x.0...0...0.x.0.f.0...0.x.0f..0...0.Xx.0...0...0...0..
14 :0...0.x.0.f.0 0.X.0...0 o.x.f...0...0.xfo...0...0.x.0...0...0...0
15 :..0...0.x.f...0 0.X.0...0 o.f.o...0...0fx.0...0...0.X.0...0...0..
16 :0...0...0.f.0 o 0.X.0 o...f.x.0...0..fo.x.0 0...0 o o o
17 :..0...0...f.x.0 0...0.%X.0 o.f.o.x.0...0f..0.x.0...0...0 o o
18 :0...0...0.f.0.x.0...0...0.x.0...f...0.x.0..f0...0.%x.0 o o o o
19 :..0...0...f...0...0...0...0...0.f.0 o of..o...0 o o o o

Robustness mode D: positions for pilot cells

+-> carriers (k)

v
symbols (s)

DC (not used)

:00000000011111111112222222222333333333344444
:12345678901234567890123456789012345678901234

:o0..0..f..0..0..0..0.f0..0..f..0..0..0..0..0.

0
1 :.o..0.fo..0..0..0..0f.0..0.f0..0..0..0..0..0
2 .0..0f.0..0..0..0..f..0..0f.0..0..0..0..0..
3 :0..0..f.x0..0..0.x0.f0..0.xf..0..0..0..0..0.
4 :.o0..0.fo.x0..0..0.x0f.0..0.fo..0..0..0..0..0
5 ..o..of.o.x0..0..0.xf..0..0fx0..0..0..0..0..
6 :0..0..f..0.x0..0..0.f0..0..f.x0..0..0..0..0.
7 :.0..0.fo..0.x0..0..0fx0..0.f0.%x0..0..0..0..0
8 :..0.x0f.0..0.%0..0..f.x%0..0f.0.%0..0..0..0..
9 :o0..0.xf..0..0.%x0..0.fo.%x0..f..0.%x0..0..0..0.
10 :.0..0.fo..0..0.x0..0f.0.x0.f0..0.%0..0..0..0
11 .0..0fxo..0..0.%x0..f..0.x0f.0..0.x%0..0..0..
12 :0..0..f.x0..0..0.x0.f0..0.xf..0..0.%x0..0..0.
13 :.o0..0.fo.x0..0..0.x0f.0..0.f0..0..0.%0..0..0
14 .0..0f.0.x0..0..0.xf..0..0fx0..0..0..0..0..
15 :0..0..f..0.x0..0..0.f0..0..f.x0..0..0..0..0.
16 :.o0..0.fo..0.x0..0..0fx0..0.fo.x0..0..0..0..0
17 :..0.x0f.0..0.%0..0..f.x0..0f.0.%0..0..0..0..
18 :0..0.xf..0..0.x0..0.f0.x0..f..0.%0..0..0..0.
19 :.0..0.fo..0..0.%x0..0f.0.x0.f0..0.%0..0..0..0
20 :..0..0fxo0..0..0.x0..f..0.x0f.0..0.%0..0..0..
21 :0..0..f.x0..0..0.x0.fo0..0.xf..0..0.%x0..0..0.
22 :.o0..0.fo.x0..0..0.x0f.0..0.f0..0..0.%0..0..0
23 :..0..0f.0..0..0..0..f..0..0f.0..0..0..0..0..
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Annex M (informative):
MSC configuration examples

The examples below demonstrate some possibilities for configuring the MSC. Especially the mapping from servicesto
audio or data streams is covered together with some limitations which must be respected when assembling the DRM
multiplex.

General Preface:
e  The DRM multiplex may contain up to four streamsin the MSC, each carrying audio or datainformation.

e  Anaudio stream is described by SDC data entity type 9. A packet mode data stream consists of
1to 4 "sub-streams" (distinguished by their packet id), each described by SDC data entity type 5.

. 1to 4 services can be signalled to the user. A data service points to one data (sub-)stream. An audio service
points to one audio stream plus optionally to text message information (contained in the audio stream) and/or
one data (sub-)stream.

e  Audio services are mapped to audio streams by SDC data entity type 9. Data (and audio) services are mapped
to data streams by SDC data entity type 5.

. If several services point to the same stream, the stream configuration in SDC data entity type 5 or 9 must be
identical.

EXAMPLE 1: A very ssimple DRM multiplex consists of just one single audio service pointing to the one and
only audio stream. The audio stream may contain text messages.

service audio +
(visible to user) text message

short id (example)

SDC data entity type
(audio/application info;
mapping from service to stream)

stream

(content of MSC) audio E

EXAMPLE 2: There are two audio services. Both point to the same audio stream. One of these services pointsto
an additional packet mode data sub-stream carrying a multimedia data application. In total there
are one audio stream and one data stream using packet mode.

Note that if multiple services point to the same stream the configuration for that stream (carried in
SDC data entities type 9 for audio information or in SDC data entities type 5 for data application
information) must be the same. So in this example both or none of the audio services can comprise
the text message service.
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audio 2 +
text message

audio 1 +

service
text message

(visible to user)

short id (example)

SDC data entity type
(audio/application info;
mapping from service to stream)

A 4

igl [o]1]2]3
1 E

(content of MSC) audio i+ | pata (packet mode

stream

EXAMPLE 3: Thereisone audio service and one data service signalled to the user. The DRM multiplex consists
of one audio stream and one data stream in packet mode containing one sub-stream. The data
service points to the data application carried in the one sub-stream of the data stream. The audio
service points to the audio stream and additionally also to the one sub-stream of the data stream.

Note that in this case the data application description in the two SDC data entitiestype 5 must be
identical for both services referencing the same packet mode sub-stream.

service . data_
(visible to user) [ audio ] [ application ]

short id (example) of O 1

SDC data entity type
(audio/application info;
mapping from service to stream)

v
stream ; 0‘1‘2|3
(content of MSC) audio data (packet mode

EXAMPLE 4:  To make maximum use of the possibilities of a DRM multiplex, the following scenario is possible:

There are three audio services each pointing to its own audio stream. In addition to audio, each of
these three audio streams carries text messages. Every audio service also pointsto its own data
application carried as a sub-stream of a packet mode data stream (being the fourth streamin the
DRM multiplex). Since a data stream can carry up to four sub-streams in packet mode, there can
be an additional data service pointing to the fourth sub-stream of the data stream.

In total there are:
e  threeaudio services,
e  oOnedataservice.
These four services point to 10 different "logical channels':
o threedifferent audio streams with their own text messages;
. one data stream in packet mode with four sub-streams.

NOTE: The packet mode configuration parameters (e.g. the packet length) of all four SDC data entities type 5
(describing the four sub-streams of the one packet mode data stream) are be identical!
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service audio 1 + audio 2 + audio 3 + data
(visible to user) text message | | text message text message appllcatlon
short id (example) o O 1
SDC data entity type 9
(audio/application info;
mapping from service to stream)
; A 4 A 4 . ’ ‘ ‘
stream . e , £ . e O 1 2 3
(content of MSC) audio 0 3 audio 1 g audio 2 {5| Hata packet mode
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Annex N (informative):
HVXC parameters

Table N.1: HVXC source coder parameters

Name Meaning Number Fixed Rate

of bits 2,0 kbit/s [ 4,0 kbit/s
LSP1 LSP index 1 5 X X
LSP2 LSP index 2 7 X X
LSP3 LSP index 3 5 X X
LSP4 LSP index 4 1 X X
VUV voiced/unvoiced flag 2 X X
Pitch pitch parameter 7 X X
SE_shapel spectrum index 0 4 X X
SE_shape2 spectrum index 1 4 X X
SE_gain spectrum gain index 5 X X
VX_shapel|0] stochastic codebook index 0 6 X X
VX_shapel[1] stochastic codebook index 1 6 X X
VX_gainl[0] gain codebook index 0 4 X X
VX _gaini[1] gain codebook index 1 4 X X
LSP5 LSP index 5 8 X
SE_shape3 4k spectrum index 0 7 X
SE_shape4 4k spectrum index 1 10 X
SE_shape5 4k spectrum index 2 9 X
SE_shape6 4k spectrum index 3 6 X
VX_shape?[0] 4k stochastic codebook index 0 5 X
VX_shape2[1] 4k stochastic codebook index 1 5 X
VX _shape2[2] 4k stochastic codebook index 2 5 X
VX_shape2[3] 4k stochastic codebook index 3 5 X
VX _gain2[0] 4k gain codebook index 0 3 X
VX_gain2[1] 4k gain codebook index 1 3 X
VX _gain2[2] 4k gain codebook index 2 3 X
VX_gain2[3] 4k gain codebook index 3 3 X
NOTE: Xindicates that the parameter is used in the corresponding mode.

Table N.2: Bit allocations of 2,0/4,0 kbit/s HVXC coder (fixed rate)

Parameter 2,0 kbit/s (fixed rate) 4,0 kbit/s (fixed rate)

Voiced Unvoiced Voiced Unvoiced

LSP 18 bits/20 ms 18 bits/20 ms |18 hits/20 ms 18 bits/20 ms

LSP(enh) 8 bits/20 ms 8 bits/20 ms

V/IUV 2 bits/20 ms 2 bits/20 ms 2 bits/20 ms 2 bits/20 ms

Pitch 7 bits/20 ms 7 bits/20 ms

spectral shape 4 + 4 bits/20 ms 4 + 4 bits/20 ms

spectral gain 5 bits/20 ms 5 bits/20 ms

spectral shape(enh) 32 bits/20 ms

VXC shape 6 bits/10 ms 6 bits/10 ms

VXC gain 4 bits/10 ms 4 bits/10 ms

VXC shape(enh) 5 bits/5 ms

VXC gain(enh) 3 bits/5 ms

Total - 2,0 kbit/s 40 bits/20 ms 40 bits/20 ms

Total - 4,0 kbit/s 80 bits/20 ms 80 bits/20 ms
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Annex O (normative):
Interpretation of schedules for Alternative Frequency
Signalling

The "Alternative frequency signalling: Schedule definition data entity - type 4" provides the functionality to restrict the
availability of alist of aternative frequencies to certain time intervals based on aweekly schedule.

In every SDC data entity type 4 the following information can be signalled:

With the Day Code field it can be indicated to which days of the week (Monday to Sunday) the following time
range shall apply. Any day-combination from 1 to 7 days can be signalled.

Using the Start Time and the Duration value, atime interval can be specified. Thistimeinterval appliesto all
specified days-of-the-week (using the Day Code).

The Start Time value indicates the minutes since midnight UTC (for every indicated day of the week), ranging
from 00:00 to 23:59.

The Duration val ue specifies the number of minutes after (and including) the start time. It can potentially span
more than one week. So for example it is possible to cover afull weekend using one single SDC data entity
type 4.

More than one time interval per day or different day-time-combinations can be specified by broadcasting
multiple SDC data entities type 4 with the same Schedule Id (using the list mechanism for the version flag).

Every receiver has to evaluate these values in a consistent way. Therefore the following text defines how the receiver
has to interpret the SDC " Alternative frequency signalling: Schedule description data entities - type 4". The function
(presented in pseudo program code notation) checks whether the current time/date is within a scheduled time interval :

// input: time_in week (minutes since last Monday 00:00 in UTC;

/!
//

/!

the value is in the range 0 < time_in week < 60 X 24 X 7);
schedule id (id of the schedule to be checked;

the value is in the range 0 < schedule_id <= 15 )

// output: boolean value (true: time in week is inside schedule)

bool IsInsideSchedule (time in week, schedule id)

{

// the schedule id value 0 is fixed to 'always valid':

(schedule id == 0)

return true

for every SDC entity with the given schedule_ id

extract (day code, start_time, duration) from SDC entity

for every day specified by day code

{

// minutes_since monday (day) returns the number of minutes
// of the start (00:00) of the indicated day since Monday 00:00
// (it is a multiple of 24 X 60)

// e.g. Monday -> 0 X 24 X 60 =0
// Tuesday -> 1 X 24 X 60 = 1 440
// Wednesday -> 2 X 24 X 60 = 2 880, etc.

schedule start
schedule end

= minutes_since_monday (day) + start time
= schedule start + duration
// the normal check (are we inside start and end?):
if (time_in week >= schedule start AND
time in week <= schedule_end)
{

}

return true

ETSI



193 Final draft ETSI ES 201 980 V2.3.1 (2007-11)

// the wrap-around check:

minutes per week = 7 X 24 X 60
if (schedule end > minutes_per week)

{

// our duration wraps into next Monday (or even later)
if (time_in week < (schedule end - minutes per week))

{
}

return true

}
}
}

return false

}

The encoding for a certain time interval is not unique. A 48-hour interval starting on Wednesday 10:00 could be
encoded as:

. "Wednesday and Thursday; start time 10:00; duration 24 hours'.
. "Wednesday; start time 10:00; duration 48 hours'.

. or using two SDC data entities with the same scheduleid:
"Wednesday; start time 10:00; duration 24 hours' and " Thursday; start time 10:00; duration 24 hours".

. or using two SDC data entities with the same scheduleid:
"Wednesday; start time 10:00; duration 10 hours' and "Wednesday; start time 20:00; duration 38 hours'.

It is up to the encoding side to describe a certain schedule with as few SDC data entities as possible.
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