praft EN 301 005-1 vi1.1.1 (1997-03)

European Standard (Telecommunications series)

V interfaces at the digital Service Node (SN);
Interfaces at the VB5.1 reference point for the support of
broadband or combined narrowband and broadband
Access Networks (ANS);
Part 1: Interface specification

Euvuropean Telecommunications Standards Instifute




2 Draft EN 301 005-1 V1.1.1 (1997-03)

Reference
DEN/SPS-03046-1 (9B090ICO.PDF)

Keywords
V interface, PSTN, ISDN, B-ISDN

ETSI Secretariat

Postal address
F-06921 Sophia Antipolis Cedex - FRANCE

Office address

650 Route des Lucioles - Sophia Antipolis
Valbonne - FRANCE
Tel.: +334 9294 42 00 Fax: +33 4 93 65 47 16
Siret N° 348 623 562 00017 - NAF 742 C
Association a but non lucratif enregistrée a la
Sous-Préfecture de Grasse (06) N° 7803/88

X.400
c= fr; a=atlas; p=etsi; s=secretariat

Internet

secretariat@etsi.fr
http://www.etsi.fr

Copyright Notification

No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

© European Telecommunications Standards Institute 1997.
All rights reserved.



3 Draft EN 301 005-1 V1.1.1 (1997-03)

Contents

Intellectual Property RIGNTS. ........ i ettt e e e e e e e e e e e esmr e e e e e e e e e e 9
0T (=11 o] o TP T PP PPPPPP 9
oo (8 ox (o] o NPT PP PP PPPPPPPPPPN 9
1 ST ol0] 1T 10
2 RETEIEINCES ...ttt e e e e e s e e e e e e e e e e mn e e e e eneemne e e e e e nnn 11
2.1 N o] g Y I (] (=T (=T o] =3P 11
2.2 INFOPMALIVE FEFEIENCES ...t e e e e seeeeeeennn e e e e e e e e e nnes 12
3 Definitions and abbreVIatioNS ............ooii e — 13
3.1 =) T a1 o) 1 PSP P URR PR 13
3.2 F Y o] o1 {3V T= U1 o] o PP EUERPRPPRRR 14
4 Field of appliCatioN ......cccooiiie i e
4.1 Applications of the VB5.1 interface

411 TraNSPOIt NETWOTK .......eeeieiiiiii et e e e

4.2 Integration of narrowband customer access types

4.3 Support of other NON-B-ISDN ACCESS tYPES ..couvviiiiieiiiiiiiee ettt

4.4 Support Of Various SEIVICE NOUE LYPES .....eeiiiiiiiiiiiiee ettt e e sttt s—

5 Introduction to the VB5.1 reference point CONCEPL.......couiriiiiiiiiiiiiie e 22.......
51 General VB5.1 desSign PriNCIPIES ......cooi it e e e e 22
5.2 General reference model for the VB5.1 reference point ..........ccccuveuiiiiiiiiiiiiiiee e 23
5.3 General characteristics of individual functional gQroUPS ..........uvviiieiiiiiii e s 2D
53.1 User port fuNCLION CRArACTEIISTICS ......ciiiiiiiiiiii et ———
5.3.2 ATM connection function characteristics

5.3.3 Service port fuNCtioN CRArACTEIISTICS ......oovviiiiiii e —

5.4 FUNCHONAL MOTEIING ..ot e s e e e e e et e e e e e e aneeee
541 Modelling of USer POrt FUNCHION. ........ccoiiiiiiiiie e e e e
54.2 Modelling of SErvice POrt FUNCHION ..........icuuiiiiii et e e e
5.4.3 Modelling of ATM conNection fUNCLION ..........ueeiiiiiiiiiiie e

5.5 AN view and SN view of physical and logical ports

5.5.1 ViIeW from @CCESS NEIWOIK ......oviiiiiiiiee e e e e e e e e e e e e eennense e e e e e s
5.5.2 View from service node

6 Procedural interface reqUINEMENTS .........cooiiiiiiiiiiii et e e eee s 30
6.1 a1 o o (U1 1T o T U PPRR 30
6.2 Physical layer FEQUIFEMENTS ........ui ittt ee e et e e e e e e e e e e e s e e s s meemeeeeeaeeaaneeeeeeeeeaens 31
6.2.1 LCT=T =T - | PP PRRRRR 31
6.2.2

6.2.3

6.2.4

6.2.4.1

6.2.4.2

6.2.4.3

6.2.4.4 [ (0 (=3 1T o TSP

6.2.4.5 Transmission path identification

6.2.4.6 Pre-assigned cell headers for use by the physical [ayer ... 33.....
6.3 F N Y oY= (=0 (U T =0 0 =T o 33
6.3.1 Cell header format and encoding and pre-assigned cell headers for use by the ATM layer...........c.ccee....
6.3.2 Cell LOSS PrIOMLY (CLP) ..ueeiiiiiieeiieieee ettt

6.3.3 @ Y U

6.4 Higher layer interface requirements

6.4.1 (WS CT o o] = 1= PO PR
6.4.2 LO70] o110 I ] =1 o1 PP

6.4.3 MANAGEMENT PIANE ...ttt e e e ettt e e e e s st b i £+ 41



4 Draft EN 301 005-1 V1.1.1 (1997-03)

6.4.4 Establishment of VP and VC lINKS/CONNECHIONS .........cooii ittt s

6.4.4.1 Establishment of VP links and CONNECTHIONS ..........cooiiiiiiiiiiiiiiiiieceee e e e e e

6.4.4.2 Establishment of VC links and VC CONNECLIONS ..........c.uuuiiiiiiiiiiieeeeee e

6.4.5 ATM adaptation layer for the RTMC pProtocol ............coevviiiiiiiiiiiiiiie e

6.4.5.1 (T ol = LY AN I L =To [U T =T 0 0= ] £

6.4.5.2 F Y AN IR =T (U1 =0 0= ] PSPPI

6.4.5.3 SSCOP rEQUIFEIMENTS ...uuiiiiiiiiiiiie i et e e e eeee et et et ettt e e e s e e e aeeeaeteteeeaeasststessnn s s mmmmmmmmmmmmam s eeeses

6.4.5.4 S @ ol (o U 1T =] 0= ) PP

6.5 LY = T o = LT Vo USSP

7 Broadband access network CONNECLION tYPES........ccooiiiiiiiii e

7.1 Introduction to conNections/CoONNECLION EIEMENTS ........ociiiiiiiiiiei e neeeeee

7.2 IO e oTo T g A =Te TU T =0 0T= ] €

7.3 Broadband access network connection element identifiers..........cccccooiiiiiiiiiiiiic s

7.3.1 Connection element identifiers in user-to-network signalling messages

7.3.2 Connection element identifiers iN RTMC MESSAJES ......uuuvruuiiiieieieeeeeeeeeee et e e e e

7.4 Broadband access network connection type MALriX ..........cceoviiiiiiiieiiiiiiiiiinie e e e e e e eeeeeneee e

7.5 B-ISDN type broadband access Network CONNECLIONS.............uuuiuiiiiiiiie e s 40..

7.5.1 Type A broadband access Network CONNECLIONS.........cccceeeeviiiiiiiiiieiiee e eeeeeeenen B0,

75.1.1 Type A-VP broadband access Network CONNECION ..........ccoeoviiiiiiiiiicre e 40........

75111 Application of type A-VP ptp broadband AN cONNECLION ............cvvviiiiiiiiiiiieee e 41

7.5.1.2 Type A-VC broadband access Network CONNECHIONS..........iiiiiiiii e A2.........

75121 Application of type A-VC ptp broadband AN connection

7.5.2 Type B broadband access Network CONNECLIONS ...........ovvviiiiiiiiiii e a4..

7.6 Non-B-ISDN type broadband access network connections (type D) ......cccuuvuviiieeiiiiieeineniniiiiiiiiees 44............

7.6.1 Type D-VP broadband access Network CONNECTHION .............uuiuiiiiiiiiiiaieee e 44.....

7.6.2 Type D-VC broadband access Network CONNECLION...........oooiiiiiiiiiiiiiiieee e 44....

7.6.3 Application example of non-B-ISDN type broadband access network connections for the support of
narrowband access types

8 NON-B-ISDN BCCESS ...uuiiiiiii ittt e et e et e e e et e e e et s e e e e tt e e e e aaeeenmanaanannses

8.1 General CONSIAEIAtIONS.........oiiiiiie et e e

8.2 ATM DASEA GCCESSES......cciiiiiiititt e e e e e

8.2.1 LT a1 = 1= o] o] {0 - T o 1 EPPPPPPPROS

8.2.2 L EST= T o] = =P

8.2.3 (070} 011 70] 1 ] =T g - PSP

8.2.4 MaANAGEMENT PIANE ....eieiiiii e e e e e e e e e e e e e e e et aete et s em—— s

8.3 NON-ATM DASEU BCCESSES .. ..o iiiiiiiiiii ittt et e e e e e e e e e e e e e e e bbb bbbt e e et ettt e et s eaee e mmmmnme e e e e e e e as

8.3.1 LT a1 = 1T o] o] {0 - T o 1P

8.3.1.1 [ LT =T o] =T = S

8.3.1.2 (070 )1 70] I ] =T o = SRR

8.3.1.3 =T E=To T=Ta 0= o] = T =

8.3.2 Analogue and 64 kbit/s based narrowband accesses as supported by V5 interfaces ............ccccccovviveveenes

8.3.2.1 L T o o 1= 50

8.3.2.2 AAL for 2 048 Kbit/s Circuit @mMUIALION............ueiiiiiiiiiiiiiie e e 51

8.3.2.3 Connection characteristics for circuit emulation.............cccueeveiiiiii e s D

8.3.3 Other NoN-ATM based NON-B-ISDN GCCESSES......uuuuiiiiiiiiiiiiaeaaee e a e 51..

9 Transfer and layer management fUNCLONS ... 52.....

9.1 General fuNCLioNal ArChItECIUNE ... i rr e e e e e e e e e e e e e e e e annees 52

9.2 Functional architecture of transfer and layer management functions..............oovvvvvvvvivviiiiiiiniienees 54..

9.3 Transfer functions required for individual broadband AN connection types............ccccovvvviviviiiviinininnns B, 5

9.4 Functions associated with the physiCal USEr POIt ...........ouviiiiiiiiiiii e —

9.5 Functions associated with the logical USEr POrt............oooiviiiiiiiiiiiiicii e

951 ATM virtual path sublayer functions at the LUP .............ouuiiiiiiiiii e s

9.5.2 ATM virtual channel sublayer functions on top of the LUP.............ooiiiiccc e b6....

9.6 Functions associated with the adaptation of NoN-B-ISDN acCess typesS..........cvvvvvvvvvvvvrvnnnnniiiininienns 58..........

9.6.1 Functions for the support of narrowband accesses as supported by V5 interfaces..........ccccccvvviiciiiinnnnnn,

9.6.2 Functions for the support of other NoN-B-ISDN aCCeSS tYPES .....cooveeeeeiiiiiiieeeeeeeee e B8.......

9.7 (@o] gl g =Tex 1To] oI (0] 0 Tex 1 o] o K- ST PP PPUPPPPPN 58

9.8 Functions associated with the physical SErviCe POI...........ccooiiiiiiiiiii e e m—— 58




5 Draft EN 301 005-1 V1.1.1 (1997-03)

9.9 Functions associated with the Logical Service POrt (LSP).........ccoov i eeeeeeeeeeead 59
9.9.1 ATM virtual path sublayer functions at the LSP ..o e e e 59
9.9.2 ATM virtual channel sublayer functions on top of the LSP ...........ovviiiiiiiiiiee, 29....
10  Provisioning principles and requirements
10.1 GBNEIAL ettt e e e e e e e e a4 oo o4 m——— £t £ £ttt ettt e e e e e e e e s
10.2 LT o] o[

11  Principles and requirements for Real Time Management Co-ordination (RTMC) ...........cccccvvvvvveeeee. 63
11.1 General principles fOr RTMC ... e e e e e e e et e e e et e b reeeaaaaeaeeeeaaeeeennes 63
11.2 RTMC requirements related to administrative aCtioNS........cccieveeeiiiiieiiiiiiiciis e e e emmmmmm s 63
11.21 (CT=T (=T | TP PP PPPUPUPTPPPT 63
11.2.2 Manipulation of generic administrative state attributes...............ccceeeiiiii e, 65
11.2.3 Manipulation of VB5.1 specific state attributes. .............uuviiiiiiii e 65
11.3 RTMC requirements related to the occurrence of fault conditions ............cccceeeviiiiiiiiiicce e 66.....
114 VErfICAtION OF LSP 1D ....ciiiiiiiiiiii ittt ettt ettt et e e e me e e e e e eeeeneeeeeaaaaeaaaaeaaeas 67
115 [l g = Vot (=TT = o] CoTod=To [ = TR 67
11.6 AV o O I o0 LY 1S3 = g (o VA o 1= o U OUS 67
11.7 Activation/deactivation of B-ISDN accesses under control of the SN...........ccccoiiiiiiiiiiiiiiiiiiieed 61.......
11.8 Procedural RTMC rEQUIFEMENTS ........ciiiiiiiiiiiiisie s e e e e e ee ettt s s s e e e e e e et e eeaeatataaa e e e s cmm—— 11 67
11.9 Summary of RTMC fUNCHIONS ......ueii it e e e e e e e e e e et e et et eeensmmmmmmmmm e eeeeeeees 68
12  Performance design ObJECHIVES. ......ccoooiiiiiiiii e 69
12.1 Performance design objectives for transfer fUNCLIONS ........cccooiiiiiii e 69
12.2 Performance design objectives for RTMC fUNCLIONS ........uuiiiiiiii e e 69
13  VB5.1 system architecture, structure and ProCeAUIES........cciiiiiieiiiiii it 7Q..........
131 Ta 1 goTo [0 To1 i o] o IO OO PP PP PPPPPPPPPPR
13.2 VB5.1 SYSIEM @rChILECIUIE ....eveiiiii it e e s s s s e e e e e e et e e e aete e nnanaeeaeeeseeeaaeeannnes
13.2.1 YY1 (=] g 1o [>T = T 0 RS

13.2.1.1 SN QNA AN OVEIVIEW ...ttt e e e e e e e e e e e e e e e e e e ean

13.2.1.2 [INF= Vg g1 To TR eT0] o V7= 1 o] o S

13.2.1.3 AN VBB5.L SYSTEIM .. .tiiiiiieiiiiiiiite sttt e e ettt e e s st e e e s sttt e et e e e e s s bbeeeeessssb s s smmmmmmmeeeeamt e e e e nsbees
13.2.1.4 S NN Y S A= V) =] o 1 O PPPRP
13.2.1.5 S T =11 £ S
13.2.2 2 [0 Tod Qo TF=To | r= Tt 1=
13.2.2.1 SYSIEM MANAGEIMENT ...t e et e e et e e e e et e et e et e e e e e eaaaaeaaansn s
13.2.2.1.1 AN system management

13.2.2.1.2 SN system management

13.2.2.1.3 System management internal SignalliStS..........ccoiiiiii i ———— 9L
13.2.2.2 LSP SEALUS FSIM ...eiiiiiiiiiiiiie ettt et e e e sttt e e s sttt e e e e s sttt s et e e smmmnneeesanmmm s seeeeee s 92
13.2.2.21 AN LSP STAUS FSM .. ..ttt e e st e e e s et e e e e s e nnnbae e e e e e e nnseees 92
13.2.2.2.2 SN LSP SEALUS FSM...iiiiiiiiiiiiiiie ettt e et e e e s s s — 93
13.2.2.2.3 LSP StatuS FSM PHMITIVES. ...ttt s 1 DD
13.2.2.3 VPC status FSM

13.2.2.3.1 AN VPC SEAUS FSIM .. ..iiiiiiiiiiiiiiiiee ettt ettt e e s ettt e e e e s snsabe e e e e s s ennasmmnnnnneeee s 94
13.2.2.3.2 SN VPC STAIUS FSM.oiiiiiiiiiiiiie ettt e e e e e e s st e e e e e s st b s s £ 95
13.2.2.3.3 VPC StatuS FSM PrIMILIVES .....ceiiiiiiiiiee ettt e e e e e e e e e eeeeeene e 95
13.2.2.4 RN (O o] 0] o Telo] =10 | {1 VRPN
13.2.2.4.1 AN RTMC protocol entity

13.2.2.4.2 SN RTMC protocol entity

13.2.2.4.3 RTMC protocol entity PriMILIVES ........ueeeeieeiiieiiie e s 98
13.3 RTMOEC PrOCEAUIES ...ttt ettt et e e e e e e e e e e e oo e s e abaa bbbt bt e ettt e e e e eaaaeaaaeaaaaaaaaaaaaeaaeesasaaaannnns 98
13.31 1=l e[t 1l o] ] Tod] o] L= T PP 98
13.3.1.1 EXternal @VENTS 10 VB5 ... .. ittt et e e e e e e e e e e ee e e e e e aaaaaaaaaaaaaaas 98
13.3.1.2 Single VP messages and mMulti VP MESSAQES ....ccuuiiiiiiiaaaiiiiiii ittt e e e e eeeeeeeeas a8....
13.3.1.3 ACKNOWIEAGEMENTS. ... e e e e e e e e e ¢

13.3.1.4 General error handling

13.3.1.5 Use of Signalling ideNtIfIErS ........... e et e e 99

13.3.1.6 Reporting of StatUS ChANGES .........uiiiiiiiiieiii et e s eeeeamn e e eeeee e 99



6 Draft EN 301 005-1 V1.1.1 (1997-03)

13.3.2 (23 [0 Tod AW ] o] (o Tod 1q o] £ Yot = e (1] - PPN 99
13.3.2.1 GNEIAL ..ottt e e e e e e e ——— e 99
13.3.2.2 [ o To=To (1] £ U RTOPPP 100
13.3.3 Shutting dOWN Of FESOUICTES ... ..cie et e e s —— 107
13.3.3.1 General

13.3.3.1 [ o Tot=To (1] £ TP TRTOPPP 107
13.3.4 AV o O I oo 4 113 (=] U3 A ol = o 111
13.34.1 GBNEIAL ...ttt e e e e e e m——— e 111
13.34.2 [ o Tot=To (1] £ PP TOPPP 111
13.3.4.3 Initiating VPCI consisStenCy ChECK..........coooeiiiiiiiiieiieis e eeeeeeeeeeeeee e o e LLL
13.3.4.4 Terminating VPCI consistency check

13.3.5 = L 0T oI o] o To =T [U T P
13.35.1 GBNEIAL ... ettt ettt e e e e e e m————— e
13.3.5.2 [ o Tot=To (1] £ PSPPI
13.3.6 CRECK LSP D PrOCEAUIE......eieiiieiiee ettt ettt ettt et e e e e e e e e e s e s s s e mmnnee e beeeeeees
13.3.6.1 GBNEIAL ..ttt ettt e e e e e e m————— s
13.3.6.2 [ o Tot=To (1] £ TP TOPPP
13.3.7 RESEE LSP PrOCEUUIE ...ttt ettt ettt e e e e e e e e e e e e s s e e s meeeemaamnnmnn s e s nnne
13.3.7.1 GBNEIAL ..ttt e oottt e e e e e e e m——— e
13.3.7.2 [ o Tot=To (1] £ ST T TP

14 Message format and COUES .........ooooi it eeeemm———————
14.1 Message functional definition and CONTENL..............uuuueiiiiiiiiii e s 2222 LLT
14.1.1 RTMC protocol messages fOr VBS.L.......ooov it s e e e e e e e e e e eennnnaaaans 117
14111 General 117
14.1.1.2 AWAIT _CLEAR L. ettt e e et e e e e e e e s s 21111 118
14.1.1.3 AWAIT _CLEAR _ACK . .ttt et e e e e e e e e bbb e et et e e e e e e e e e s s annnrenneees 118
14114 AWAIT_CLEAR _COMP ...ttt e e e e e e e e e b bbb e e e e e e s mmmmmmmnnes 119
14.1.1.5 AWAIT_CLEAR _COMP _ACK ...ttt ettt et e e e e e e e e e e e e e e e e e e e s ammmee 119
14.1.1.6 BLOCK A CK .ttt et e e e e e e e oo e bbbttt ettt e e e e e e e e e e e e e eaeeeeaann s nnnrne 119
14.1.1.7 BLOGCK _CIMD ..ttt ettt ettt e e e e e e e e e e e bbbt e et et e e e e e e eeeeesaeaannnnnbeeseees 120
14.1.1.8 CONSISTENCY_CHECK_END .....ititiiiiiiiiiiaaeaiee ittt e e e e e e e e e e e e e eeens 12Q.
14.1.1.9 CONSISTENCY_CHECK_END_ACK ... .uttitiiiiiiiieeae ettt ee e e e e e e e 20......
14.1.1.10 CONSISTENCY_CHECK_REQ ... .ttt e e e e emmmmee 121
14.1.1.11 CONSISTENCY_CHECK_REQ _ACK ... ettt 121.....
14.1.1.12 (ST | TR POOPPPPP 121
14.1.1.13 PROTOCOL_ERROR ...ttt et e e e e e e s e e bbb ettt e e e e e mmmneeeeeeeaa s 122
14.1.1.14 REQ _LSP _ID ittt et e e e e e e et e et e e e e e seemmmmmmnnnee s 122
14.1.1.15 RESET A CK ettt et e oo e oo oo bbbttt e e e e e e e e e e s e e e e e e e aanberree s 122
14.1.1.16 RESET _CIMD ...ttt ettt ettt ettt e e e e e e e e e e s bbb bbb e et e e e aesaeeeanseneeeeaeas 123
14.1.1.17 UNBLOCK _ACK ettt et e e e e e e e e e s s bbbt e ettt e e e e e e e e s mmmemaeeeeneeeeeas 123
14.1.1.18 UNBLOCK _CIMD ...ttt ettt e e e e e e ettt ettt e e e e e e e e e e e e e e nnn b nnnneeeeseeeees 123
14.2 Message format and information element COAING .......c.oouaiiiiiiiiiiiiiii e 124
1421 L@ YT YT TP 124
14.2.2 ProtoCOl diSCHMINATON ...ttt e e e e e e e e e s ettt et e e e e s cmmmmmmmmmmne s ebeeeeeeeeeas 125
14.2.3 Message type and message [ength ... 125
14.2.3.1 LTSt T [N A o= TP TUT PP PPUPI 125
14.2.3.2 MESSAGE IENGN ... et a e e e 126
14.2.4 Coding rules for variable length information elements ... e 127
14.2.5 Blocked reSoUrce IdENTIFIET ........ooi it e e beee e e e e e e e e e e s snnneees 128
14.2.6 Consistency check result iNformation........... ..o 128
14.2.7 Destination signalling identifier ........ ...t s e 129
14.2.8 Origination Signalling iIdeNTIfIEr ........ooi i e e e e e e e e e e 129
14.2.9 [ o] (o oTo I =T g o] o= 10 LS = RO OSSP 130
14.2.10 LT {0 o TSSO UPRPPPPPPPPRPIN 131
14.2.11 REPEAL INAICALON .....eeeieiite ittt e et e e e et et e 22 132

14.2.12 RESOUICE IHBNTITIET . .eve ittt et e e et e ettt e e eat e e eaa e e s bas s e s smmmmmmmmmmmmm s s s bassasansees 133



7 Draft EN 301 005-1 V1.1.1 (1997-03)

Annex A (normative): SDL process diagrams...........cooooiiiiiiiiiii e 134
Al MeSSages and PriMItIVES .........cevviiiiiiiiiiiiiiiiiiei s s e s s s e e s e e e e e e smmmmmmmmmmmmane s
All Data type AefiNItIONS .......iii et e et s e e e e e e e e e e e e snmnmmam e eeeaeeeeeeeneernres
A.l.2 VB5.1 RTIMEC IMEBSSAGES. .. tettttuieetieii e ettt e e e e ettt s e e et et e e e et tta s e e et asb it e e e eesban e e s ammemmmmmmmaan e e eeeeees
A.l1.3 P IIMIITIVES ...ttt ettt ettt e e e e e e e e e e bbbt e et eneeaeeeeaaaeeeeeae s e e b e b e eeees

F N N (NI o 1=V | = 1 1 PP
A2.1 Processes Of AN _SY SIMGT ....cieiiiiiiiiiie ettt e e e e e e et et et e s s e e e e e eaee et s esnaeaaaaeaeeersrnnes
A21.1 Process AN_STATUS MG T ...ttt ettt e e e s ettt e e e e s snt bt e e e s s
A.2.1.2 ProCess AN_VPCI_CC ...t a et e e e e tes mmmae

A.2.2 PrOCESS AN LS P ST AT ittt e e et e e e e et s

A.2.3 ProCess AN _FV P C ST AT ot aeaaaas

A.2.4 Processes of RTMC protocol entity

A24.1 Process AN_MGR _CPROT ...ttt e e et e e e e e b s e e rana s
A.2.4.2 PrOCESS AN _CPROT ittt ettt e e et e e e e et s e e e et b s e e e e eeaaeseeenntsaeaaees

A3 SN QIAOIAMIS ..ot s e s e e s s e e e e e e e e e e e e e eeaaeaeeeeee e e s mm— 111111 n
A3.1 Processes Of SN_SYSMGT .....ccooiiiiiiiee e e e e e

A3.1.1 Process SN_STATUS_MGT

A3.1.2 ProCesSS SN_VPCI_CC .. ittt e e et e e e ettt e e e e e s mmmmma e nmmmne e e es
A.3.2 PrOCESS SN LS P ST AT ittt et e e ettt e ettt s e et e et s e e e e et e e e e e mma e e e eerans
A.3.3 PrOCESS SNV P C S T AT ittt et e e e e et et r e e e e et rae s e e e eeeaeeeeeraan s
A.3.4 Processes of RTMC protocol entity

A34.1 Process SN_MGR _CPROT ..uuuiiiiiiiiii ittt ettt e e et e e e et e e s menemmmmme e e
A.3.4.2 PrOoCESS SN _CPROT Lottt e e et e e et s e et e et s e e e eeb s mmmmeenmmmmmae e s e e

A.4  Common ProcessSes and PrOCEAUIES ......cccciiiei i s 316...
A4.1 OVBIVIBW. ...ttt ettt ettt et e a4 e e e e e e o4 4o 4o e kbbbt bttt e e ettt e e+ ¢ ¢ s 4444442421211 1 11111 e e 316
A4.2 PrOCESS CTR ettt e ettt e e e e e e e e et et e e e e et e e e e e eeeeee s rnrnnaaen e e e e e e 317
A4.3 ProCesS LSPID_CHECK ... ..eiiiiiiiiiiiiiie ettt ettt et e e sttt e e s sttt e e e e enss b mmmmmmmmeeeen e e e nsbeees 327
Ad.4 ProCesSS RESET _RSC ...iiiiiiiiiiiii ittt e et e et e e e e et b s e e naaaseenna s eeessnnnns 332
A.4.5 PrOCESS SAAL MG T ittt e et e e e et s e et e et e e e e e e e e 343
A.4.6 )Y L= Qo U= o3 o] o Yo = o [ = 348
A.47 ANAlYSE rESOUICE PIrOCEUUIE ......eeeeieiiitie e e e e e e e et e e ettt s e s e e e e e e e et et eaeta e s saseeeeeeeesaeeeaennnnnmnnnnssnsnnnnsen 353
A.4.8 Handle unknown reSOUrCeS PrOCEAUIE .........eevuuiiiiiiie i e e e e e e e eeeeeeeta s e s e e e e e eeeeeeaastaea e eeeeeeeenennnnnses 358
Annex B (normative): UPC and NPC function loCatioN ..........c..uveiiiiieeeiiiiiiiiiieeeee e 359
2 00 A [ 11 o o [ Tox 1 o] o SRR 359
B.2 Location of the UPC fuNCLION ..o 360
B.2.1 Location of the UPC (VP) FUNCLION .......ooiiiiiiiiiei ittt memeeeneeeeeeeeeeee s 360
B.2.2 Location of the UPC (VC) TUNCHION .....ccciiiiiiiii ittt e s 4210 360
B.3 Location Of the NPC fUNCHON .......eie e e e e e e e 361
B.3.1 Location of the NPC (VP) FUNCLON .......ooiiiiiieieiiii ettt e e meeeeeeeeeeeeeeeeee s 361
B.3.2 Location of the NPC (VC) TUNCHION .....cceiiiiiiiii ittt e s 210 361
Annex C (informative): SDL process SIMUIALION. .........c..eeiiiiiiiiiiiieiiiiiiiir e 362

Annex D (informative): Added value features of VB5.1 interfaces applicable to other VBx
] (=T 7= (oL TSN 366

Annex E (informative): Application of the protection facility of SDH on the VB5.1 interface....367

Annex F (informative): Examples of physical interface options for the VB5.1 interface............. 368



8 Draft EN 301 005-1 V1.1.1 (1997-03)

Annex G (informative): Examples of non-ATM based non-B-ISDN accesses...........cccccccvvvvvvennnnn. 369
G.1 Local Area NetWOrk (LAN) GCCESSES .....ccvvvrrrrrrrrrrrirenirrernrrnnrirnnennn o ———— 369.

G.2 Accesses for TV diStriDULION SEIVICES ......ccoiiiiiiiiiiiiiiiieee ettt saaaeeees 369

G.3 Access for asymmetric services/multimedia...............cccooovviiiiiiiiiiiiieee - 3609....
Annex H (informative): Performance design OBJECHIVES ...........cccuuiiiiiiiiiiiee e 370
H.1 Performance design objectives for transfer fUNCioNS. ... 370.......
H.2 Performance design objectives for control fUNCLIONS .............oevvviiiiiiiiiii e 370.......
H.3  Related OCUMENTS ......oeiiiiiiiiiiiiitieiit s s e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e s mm———— £ 371
Annex J (informative): Bibliography.........ueuecceee e e 372

[ 1151 (0 Y2 PP 375



9 Draft EN 301 005-1 V1.1.1 (1997-03)

Intellectual Property Rights

ETSI has not been informed of the existence of any Intellectual Property Right (IPR) which could be, or could become
essential to the present document. However, pursuant to the ETSI Interim IPR Policy, no investigation, including IPR
searches, has been carried out. No guarantee can be given as to the existence of any IPRs which are, or may be, or may

become, essential to the present document.

Foreword

This draft European Standard (Telecommunications series) has been produced by the Signalling Protocols and
Switching (SPS) Technical Committee of the European Telecommunications Standards Institute (ETSI) and is how
submitted for the Public Enquiry phase of the ETSI standards Two-step Approval Procedure (TAP).

The present document is part 1 of a multi-part standard covering the interfaces at the VB5.1 reference point as described
below:

Part 1. "Interface specification”;
Part 2:  "Protocol Implementation Conformance Statemen (PICS) specification".

NOTE: Further parts covering conformance testing may be identified later.

Proposed national transposition dates

Date of latest announcement of the present document (doa): 3 months after ETSI publication
Date of latest publication of new National Standard

or endorsement of the present document (dop/e): 6 months after doa

Date of withdrawal of any conflicting National Standard (dow): 6 months after doa

Introduction

General

The work on a new broadband VB reference point concept was initiated by ETSI Technical Committee SPS to consider
possible new structures and reference points for the connection of new broadband and combined narrowband/broadband

access arrangements to Service Nodes (SN), in co-operation with other TCs.

The VB5 reference point concept, based on ITU-T Recommendation G.902, was split into two variants. The first variant
based on an ATM cross-connect with provisioned connectivity, called the VB5.1 reference point, is described in the
present document. The other variant which further enables on-demand connectivity within the AN, called the VB5.2

reference point, is covered under work item DEN/SPS-03047-1.
Relationship between the VB5.1 and VB5.2 reference point concepts

VB5.2 extends the capabilities at the VB5.1 reference point to include on-demand connectivity in the AN under the
control of SN. The major common features between the VB5.1 and VB5.2 interfaces are:

- both VB5 interfaces support B-ISDN as well as narrowband and other non-B-ISDN customer access types;
- both VBS5 interfaces support ATM multiplexing/cross-connecting in the AN at the VP and/or VC level.

It is anticipated that the Real Time Management Co-ordination (RTMC) protocol for the VB5.1 reference point will be a
subset of the RTMC protocol for the VB5.2 reference point.
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1 Scope

This first part of EN 301 005 specifies the physical, procedural and protocol requirements for interfaces at the VB5.1
reference point between an Access Network (AN) and a Service Node (SN) with flexible (provisioned) Virtual Path
Link (VPL) allocation and flexible (provisioned) Virtual Channel Link (VCL) allocation (controlled by Q3 interfaces) at
the VB5.1 reference point.

The following Broadband Integrated Service Digital Network (B-ISDN) customer access types are supported:

a) B-ISDN accesses with a User-Network Interface (UNI) according to ITU-T Recommendation 1.432.2 [22] at the
user side of the access network, in particular:

1) Synchronous Digital Hierarchy (SDH) based according to ETS 300 300 [4];
2) Cell based according to ETS 300 299 [3],

b) B-ISDN access with a UNI according to ITU-T Recommendation 1.432.3 [23] case of PDH-framed symmetrical
2 048 kbit/s (electrical interface).

NOTE: B-ISDN accesses with a UNI according to future standards may require additional functionality at the
VB5.1 reference point.

In order to provide for a migration from narrowband to broadband access network and service node arrangements, also
narrowband access types as specified for:

- V5.1 interface according to ETS 300 324-1 [6]/ITU-T Recommendation G.964; and/or
- V5.2 interface according to ETS 300 347-1 [7]/ITU-T Recommendation G.965,

are supported according to the integration scenario given in ITU-T Recommendation G.902 [15], appendix 111.2.2, using
a circuit emulation function for the transfer of circuit mode into Asynchronous Transfer Mode (ATM).

In addition to these B-ISDN and narrowband customer access types, other non-B-ISDN access types are also supported.
Examples for such non-B-ISDN access types are given below:

a) access types supporting asymmetric/multimedia services (i.e. video on demand) (if not part of B-ISDN access
types);

b) access types supporting broadcast services (if not part of B-ISDN access types);
c) access types supporting LAN interconnect functionality (if not part of B-ISDN access types);

d) access types that can be supported via an ATM VP cross-connect (i.e. access types according to the ATM Forum
standards).

The concept of Virtual User Ports (VUP), as described in clause 8 of the present document, may be applied to enable
any specific implementation.

In accordance with the principles of B-ISDN (see CCITT Recommendation 1.121 [29]), remote access arrangements
across interfaces at the VB5.1 reference point support switched and (semi-) permanent point-to-point and point-to-
multipoint connections and provide on demand, reserved and permanent services of a mono- and/or multimedia type and
of a connectionless or connection-oriented nature and in a bi-directional or unidirectional configuration as supported and
provided for direct access arrangements to SNs.

Functions to support security management (see CCITT Recommendation X.800 [39]) related to the customer access are
out of the scope of the present document. Such security management functions have no impact on the VB5.1 reference
point.

The present document does not specify the implementation of the requirements within the AN and does not constrain
any implementation alternative as long as the functionality at the interfaces at the VB5.1 reference point as specified in
the present document is met. Furthermore, the present document does not require that an AN shall support all the
customer access types listed above.
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The present document is not intended to define any systems or equipment in, or connected to, a SN via interfaces at the
VB5.1 reference point. Therefore only the characteristics of the interfaces at the VB5.1 reference point are described.

2

References

References may be made to:

a) specific versions of publications (identified by date of publication, edition number, version number, etc.), in

which case, subsequent revisions to the referenced document do not apply; or

b) all versions up to and including the identified version (identified by "up to and including” before the version

identity); or

c) all versions subsequent to and including the identified version (identified by "onwards" following the version

identity); or

d) publications without mention of a specific version, in which case the latest version applies.

A non-specific reference to an ETS shall also be taken to refer to later versions published as an EN with the same

number.

2.1
(1]

(2]

(3]

Normative references

ETS 300 298-1: "Broadband Integrated Services Digital Network (B-ISDN); Asynchronous
Transfer Mode (ATM); Part 1: B-ISDN ATM functional characteristics [ITU-T Recommendation
1.150 (1995)]".

ETS 300 298-2: "Broadband Integrated Services Digital Network (B-ISDN); Asynchronous
Transfer Mode (ATM); Part 2: B-ISDN ATM layer specification [ITU-T Recommendation
1.361 (1995)]".

ETS 300 299: "Broadband Integrated Services Digital Network (B-ISDN); Cell based user network
access for 155 520 kbit/s and 622 080 kbit/s; Physical layer interfaces for B-ISDN applications".

NOTE 1: This ETS is based on parts of ITU-T Recommendation 1.432.2 [22].

(4]

ETS 300 300: "Broadband Integrated Services Digital Network (B-ISDN); Synchronous Digital
Hierarchy (SDH) based user network access; Physical layer interfaces for B-ISDN applications".

NOTE 2: This ETS is based on parts of ITU-T Recommendation 1.432.2 [22].

(5]

(6]

(7]

(8]

ETS 300 301: "Broadband Integrated Services Digital Network (B-ISDN); Traffic control and
congestion control in B-ISDN [ITU-T Recommendation 1.371 (1996)]".

ETS 300 324-1: "Signalling Protocols and Switching (SPS); V interfaces at the digital Local
Exchange (LE); V5.1 interface for the support of Access Network (AN); Part 1: V5.1 interface
specification” (see also ITU-T Recommendation G.964).

ETS 300 347-1: "Signalling Protocols and Switching (SPS); V interfaces at the digital Local
Exchange (LE); V5.2 interface for the support of Access Network (AN); Part 1: V5.2 interface
specification" (see also ITU-T Recommendation G.965).

ETS 300 404: "Broadband Integrated Services Digital Network (B-ISDN); B-ISDN Operation And
Maintenance (OAM) principles and functions".

NOTE 3: This ETS is based on ITU-T Recommendation 1.610 [24].

(9]

ETS 300 428: "Broadband Integrated Services Digital Network (B-ISDN); Asynchronous Transfer
Mode (ATM) Adaptation Layer (AAL) specification - type 5".
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[10] ETS 300 436-1: "Broadband Integrated Services Digital Network (B-ISDN); Signalling ATM
Adaptation Layer (SAAL); Service Specific Connection Oriented Protocol (SSCOP); Part 1:
Protocol specification [ITU-T Recommendation Q.2110 (1995), modified]".

[11] ETS 300 437-1: "Broadband Integrated Services Digital Network (B-ISDN); Signalling ATM
Adaptation Layer (SAAL); Service Specific Co-ordination Function (SSCF) for support of
signalling at the User-Network Interface (UNI); Part 1: Specification of SSCF at UNI [ITU-T
Recommendation Q.2130 (1995), modified]".

[12] ETS 300 443-1: "Broadband Integrated Services Digital Network (B-ISDN); Digital Subscriber
Signalling System No. two (DSS2) protocol; B-ISDN user-network interface layer 3 specification
for basic call/bearer control; Part 1: Protocol specification [ITU-T Recommendation
Q.2931 (1995), modified]".

[13] ETS 300 486-1: "Broadband Integrated Services Digital Network (B-ISDN); Meta-signalling
protocol; Part 1: Protocol specification [ITU-T Recommendation Q.2120 (1995), modified]".

[14] ITU-T Recommendation G.704 (1995): "Synchronous frame structures used at 1 544, 6 312,
2 048, 8 488 and 44 736 kbit/s hierarchical levels".

[15] ITU-T Recommendation G.902 (1995): "Framework Recommendation on functional access
networks - Architecture and functions, access types, management and service node aspects".

[16] ITU-T Recommendation 1.311 (1996): "B-ISDN general network aspects”.

[17] ITU-T Recommendation 1.321 (1991): "B-ISDN protocol reference model and its application".

[18] ITU-T Recommendatioh363.1 (1996): "B-ISDN ATM Adaptation layer specification - Types 1
and 2"

[19] ITU-T Recommendation 1.363.5 (1996): "B-ISDN ATM Adaptation layer specification - Type 5".

[20] Draft revised ITU-T Recommendation 1.414 (1996): "Overview of Recommendations on layer 1

for ISDN and B-ISDN customer accesses".

[21] ITU-T Recommendatioh432.1 (1996): "B-ISDN User-Network Interface - Physical layer
specification - General characteristics".

[22] ITU-T Recommendation 1.432.2 (1996): "B-ISDN User-Network Interface - Physical layer
specification - 155 520 kbit/s and 622 080 kbit/s operation”.

[23] ITU-T Recommendatioh432.3 (1996): "B-ISDN User-Network Interface - Physical layer
specification - 1 544 kbit/s and 2048 kbit/s operation".

[24] ITU-T Recommendation 1.610 (1995): "B-ISDN operation and maintenance principles and
functions”.

[25] ITU-T Recommendation 1.732 (1996): "Functional characteristics of ATM equipment".

[26] ITU-T Recommendation Z.100 (1993): "Specification and Description Language (SDL)".

[27] ITU-T Recommendation Z.120 (1993): "Message Sequence Charts (MSC)".

2.2 Informative references

[28] ETS 300 414: "Methods for Testing and Specification (MTS); Use of SDL in European
Telecommunication Standards; Rules for testability and facilitating validation".

[29] CCITT Recommendation 1.121 (1991): "Broadband aspects of ISDN".

[30] CCITT Recommendation 1.324 (1991): "ISDN network architecture”.

[31] ITU-T Recommendation 1.327 (1993): "B-ISDN functional architecture”.
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[32] ITU-T Recommendation 1.356 (1993): "B-ISDN ATM layer cell transfer performance”.

[33] ITU-T Recommendation 1.731 (1996): "Types and general characteristics of ATM equipment".

[34] ITU-T Recommendation 1.751 (1996): "Asynchronous tranfer mode management of the network
element view".

[35] ITU-T Recommendation M.3010 (1996): "Principles for a telecommunications management
network".

[36] ITU-T Recommendation Q.2763 (1995): "Signalling System No.7 B-ISDN user part (B-ISUP) -

Format and codes".

[37] ITU-T Recommendation Q.2764 (1995): "Signalling System No.7 B-ISDN User-Part (B-ISUP) -
Basic call procedures".

[38] ITU-T Recommendation X.731 | ISO/IEC 10164-2: "Information technology - Open Systems
Interconnection - Systems management: State management function”.

[39] CCITT Recommendation X.800 (1991): "Security architecture for Open Systems Interconnection
for CCITT applications".

3 Definitions and abbreviations

3.1 Definitions

The following definitions apply, together with those given in the referenced publications:

logical service port: The set of Virtual Paths (VPs) at one VB5.1 reference point (i.e. associated with one and only one
service node) carried on one or several transmission convergence functions.

logical user port: The set of VPs at the UNI or at a Virtual User Port (VUP) associated with one single VB5.1
reference point.

physical service port: The physical layer functions related to a single transmission convergence function at the VB5.1
interface.

physical user port: The physical layer functions related to a single transmission convergence function at the UNI.

Real Time Management Co-ordination (RTMC) function: The set of management plane functions providing for the
co-ordination of time-critical management information (i.e. status information which has a direct impact on the service
provision capability) between the AN and SN across the VB5.1 reference point.

RTMC protocol: The layer 3 protocol between AN and SN to support the RTMC function.

Virtual User Port (VUP): An AN internal reference point which has parallels with the physical user port though its full
functions are not specified due to the wide range of potential non-B-ISDN access types that could be supported using
this concept. A VUP concept is defined to enable the support of non-B-ISDN access types over the VB5.1 reference
point in a manner consistent with B-ISDN access types.

VB5.1 interface: An interface (including the physical layer) at the VB5.1 reference point.
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3.2 Abbreviations

The following abbreviations apply:

AAF
AAL
AAL1/5
AIS
AN
ATM
ATM-SAP
AXC
B-BCC
B-ET
B-ISDN
B-ISUP
B-LEX
B-UNI
BA
CBR
CE
CE2
CLP
CLR
CLS
CPCS
CPE
CRF
DXI
EFCI
ET
FSM
GFC
HEC
HED
ID

IE

INI
ISDN
LAN
LE

LMI
LSP
LT
LUP
MIB
MSC
N-ISDN
NNI
NPC
NT1
OAM
OH
PDH
POH
PRA
PRM
PSP
PSTN
PTI

ATM Adaptation Functions
ATM Adaptation Layer

AAL type 1/5

Alarm Indication Signal

Access Network
Asynchronous Transfer Mode

ATM - Service Access Point

ATM Cross Connect

Broadband Bearer Connection Control
Broadband Exchange Termination
Broadband ISDN

Broadband ISDN Signalling User Part
Broadband Local Exchange
Broadband UNI

Basic (rate) Access

Constant Bit Rate

Connection Element

Circuit Emulation of 2 048 kbit/s signal
Cell Loss Priority

Cell Loss Ratio

Connectionless Server

Common Part Convergence Sub-layer
Customer Premises Equipment
Connection Related Functions
(ATM) Data Exchange Interface
Explicit Forward Congestion Indication
Equipment Terminal

Finite State Machine

Generic Flow Control

Header Error Control

Head-End for Distribution services
Identity

Information Element
Inter-Network Interface

Integrated Services Digital Network
Local Area Network

Local Exchange
Local Management Interface

Logical Service Port

Line Termination

Logical User Port
Management Information Base
Message Sequence Chart
Narrowband ISDN
Network-to-Network Interface

Network Parameter Control

Network Termination type 1
Operations Administration and Maintenance
Overhead

Plesiochronous Digital Hierarchy

Path Overhead

Primary Rate Access

Protocol Reference Model

Physical Service Port

Public Switched Telephone Network
Payload Type ldentifier

Draft EN 301 005-1 V1.1.1 (1997-03)
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ptm Point-to-Multipoint

ptp Point-to-Point

PUP Physical User Port

Q3 "Q" management interface reference point as in ITU-T Recommendation M.3010 [35]
RDI Remote Defect Indication

RET Remote Entry Terminal

RTMC Real Time Management Co-ordination
SAAL Signalling ATM Adaptation Layer

SAF Specific Access Functions

SAP Service Access Point

SAR Segmentation and Reassembly

SDH Synchronous Digital Hierarchy

SDL Specification and Description Language
SbuU Service Data Units

SN Service Node

SNI Service Node Interface

SOH Section Overhead

SP Service Port

SPF Service Port Function

SPS Signalling Protocols and Switching
SSCF Service Specific Co-ordination Function
SSCOP Service Specific Connection Oriented Protocol
SSF Server Signal Fail

STM Synchronous Transport Module

TC Technical Committees

TE Terminal Equipment

TMN Telecommunication Management Network
™ Transmission Media

TP Transmission Path

TP-T Transmission Path Termination

TV Television

UNI User-Network Interface

UPC Usage Parameter Control

UPF User Port Function

VB Broadband "V" reference point

VC Virtual Channel (ATM)

VC Virtual Container (SDH)

VC4 Virtual Container type 4

VC4c Virtual Container type 4c

VCC Virtual Channel Connection

VCCT Virtual Channel Connection Termination
VCE Virtual Channel Entity

VCI Virtual Channel Identifier

VCL Virtual Channel Link

VCME Virtual Channel Multiplex Entity

vcTTP Virtual Channel Trail Termination Point
vpTTP Virtual Path Trail Termination Point

VP Virtual Path

VPC VP Connection

VPCI VP Connection Identifier

VPCI-CC VP Connection Identifier - Consistency Check
VPCT VP Connection Termination

VPE VP Entity

VPI VP Identifier

VPL VP Link

VPME VP Multiplex Entity

VUP Virtual User Port
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4 Field of application

Within the general framework of the evolution to and application of the B-ISDN, the present document is intended to be
applied to remote access arrangements with access networks as specified in ITU-T Recommendation 1.414 [20] (case of
B-ISDN customer access; remote access application of ATM multiplexing/cross connecting in access network/VB5.1
reference point), providing customer access to various service node types as listed in subclause 4.4.

Reference to access types, functions, interfaces, etc. in the present document does not imply that each of them has
necessarily to be provided in every access network type or configuration. In general, the selection of features, functions
and interfaces to be provided in an AN in a particular network application will be determined by the access network and
service providers concerned.

4.1 Applications of the VB5.1 interface

Figure 1 depicts two different applications of the VB5.1 interface. It is left to the network operator to select the
application required.

The physical medium of the interface is denoted with the symbol I. A subscript is added in order to indicate a physical
position on the medium, fepresents the VB5.1 interface point physically adjacent to the AN equipment (i.e. at the
place of a connector, if used).represents the VB5.1 interface point physically adjacent to the SN equipment.
Additional interface points are introduced adjacent to the transport network equipemd ¢,).

The physical specification of the indicated interface poiptdy(letc.) shall be compliant with the applicable physical
layer standards.

The transport network includes additional equipment placed between the AN and SN equipment and is defined below.

Application 1
Ia Ib
AN } } SN
Application 2
la laa b Iy
Transport
AN I I Networ;k I I SN

Figure 1: Basic applications of the VB5.1 interface

With respect to the physical link (i.e4(la9)), two (sub)application types are envisaged:
Intra-office: the physical link is constrained within a single building or can comply to a likely environment.

Inter-office: the physical link interconnects remote equipment, normally situated in different buildings.



17 Draft EN 301 005-1 V1.1.1 (1997-03)

Figure 2 gives some examples of these VB5.1 applications.

Intra-office
VB5.1 VB5.1
I I
AN SN AN SN
I Transport
SN buildin network
| g Remote SN building
— locati —
Application 1 ocation Application 2
Inter-office
VB5.1 VB5.1
[ ] 1
AN SN AN SN
d 1 T
I I Transport I
SN buildin network
Remote g Remote | L__ SN building
location location
Application 1 Application 2

Figure 2: Example applications of the VB5.1 interface

As the VB5.1 interface can consist of different physical media, in principle different applications for the different
physical media are not excluded, i.e. the active link of the VB5.1 interface is intra-office and the standby link for
protection is inter-office.

4.1.1  Transport network

The VB5.1 reference point concept provides high flexibility with respect to the physical interface applied at the SNI and
the interconnection between the AN and the SN.

If the AN side and the SN side of the SNI are not at the same location (see case of inter-office application 2 in Figure 2)
the remote connection of an AN and a SN shall be provided by a transport network. A transport network between an AN
and a SN shall not change the structure and the content of the information at the VB5.1 reference point, i.e. it is
considered as transparent to the information structure and content at the VB5.1 reference point. The transport network
may include VP connecting point functions (for point-to-point connections) as specified in the standards for the ATM

VP cross connect, but is not allowed to perform VC connecting point functions (i.e. translation of VCI values).

From a management point of view a transport network between AN and SN is separate from the AN and the SN and is
managed via a separate interface to the TMN. However, a co-ordinated management of the transport network and the
AN (and SN) may be required. The definition of these management functions is outside the scope of the present
document.
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Some simple examples of possible implementation cases of the interconnection between the AN and the SN are given in
Figure 3.

VB5.1 VB5.1

direct

AN SN

© = digital section —_ SDH or PDH

777777 =  cross —  digital section 4+
connect |~ — — — — — —

. = digital section — B-ISDN o
—————— ‘ (ATM)
VP cross
connect =

|
a
&
=
o
»
®
o
=
S
]

Figure 3: Examples for transport network implementation between AN and SN

4.2 Integration of narrowband customer access types

A key feature of VB5.1 reference point concept is the integration of narrowband customer access types.

The VB5.1 reference point concept allows the integration of narrowband (i.e. PSTN and N-ISDN) accesses with
B-ISDN accesses into one access network. Thus, the VB5.1 reference point concept provides for a step-by-step
migration from circuit based (access) networks to the ATM based B-ISDN.

Figure 4 shows the integration of narrowband accesses (using circuit mode) and B-ISDN accesses applying multiplexing
at the ATM layer and using a circuit emulation function to transfer the circuit mode into ATM and vice versa. The
aggregate ATM based information stream is conveyed through the interface(s) at the VB5.1 reference point. At the SN
side the information stream is demultiplexed and the narrowband local exchange is accessed using a circuit emulation
function.

- - - — - - — - - - -/ - " - Y
‘ Access network
‘ Interfaces
B-ISDN . ‘ at VB5.1
customer ¥ . reference point
accesses w
‘ broadband || B-ISDN
| access e (AT™) V5.x or V3
o V5.xor V3 network |, service ref. points
EPa— band ref. points function | node -
narrow bandl— 5 ‘
narrow band = ‘ o C ‘ Cc narrow band
customer * access E L | E local
L twork | " ! * oca
accesses ?l?nction e 2 | 2 ‘ exchange
‘ )

Figure 4: Service architecture for the case of separate broadband and narrowband SNs

The functional architecture in Figure 4 illustrates the applicability of existing narrowband access network functions and
circuit mode based SNIs at the narrowband local exchange, i.e. the standardized V5.1 and V5.2 reference points as
specified in ETS 300 324-1 [6] and ETS 300 347-1 [7].
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Figure 5 shows the same access network architecture as in Figure 4, but for the support of an integrated SN providing
both broadband and narrowband services. In this case, the SN is demultiplexing the aggregate information stream
internally and handles both types of information transfer modes internally.

L - —
‘ Access network
Interfaces
B-ISDN . ‘ ‘ atVB5.1
;gi;osn;i; E " reference point Inte grated
Lo broadband || broadt;and
I an
access
‘ ‘ V5.x0r V3 network |, narrow band
-+ ref. poin function | SN
narrow band | narrow band L’ C
customer % accessk - E ‘
accesses & Pl?r:\gti(:)rn L 2 |
ﬂ'—”
‘ )

Figure 5: Service architecture for the case of integrated broadband and narrowband SN

4.3 Support of other non-B-ISDN access types

A key feature of VB5.1 reference point concept is the support of other non-B-ISDN customer access types.

In addition to the integration of narrowband customer access types, remote access arrangements with VB5.1 reference
point may integrate further non-B-ISDN access types (i.e. access types supporting asymmetric/multimedia services,
access types supporting broadcast services, access types according to the ATM forum standards).

However, this requires additional access type specific access adaptation functions in order to adapt the specific non-
B-ISDN UNI to the requirements and capabilities of the broadband access network. Further details of this concept are
described in clause 8 of the present document. The specification of access adaptation functions is outside the scope of
the present document.

4.4 Support of various service node types

The VB5.1 reference point concept is independent from the specific service(s) provided by the SN as long as the SNI
meets the functional requirements at the VB5.1 reference point. One of the essential requirements is the support of the
Real Time Management Co-ordination (RTMC) function as specified in clause 13 of the present document. Further
functional requirements are identified in clause 6.

Remote access arrangements with VB5.1 reference point can therefore be applied to provide access to various types of
SNs. A SN may be either a service specific SN (i.e. providing one specific service), as for example:

- Broadband Local Exchange (B-LEX);
- ConnectionLess Server (CLS) providing broadband connectionless data services;
- Head-End for Distribution services (HED);
- SNs providing digital video and audio on-demand services;
- SNs providing leased line services, i.e. ATM VP (and/or VC) cross connect,
or a modular SN providing more than one type of service.

Furthermore, remote access arrangements with VB5.1 reference point support access configurations which allow that a
customer can access more than one SN through a single UNI at the same time. This is a feature which can not be
supported within direct access arrangements by definition.
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The customer access to several SNs via a single AN may be realized:

- either by applying individual transmission paths at the VB5.1 reference points as illustrated in Figure 6. This
does not preclude the application of any multiplexing or cross connecting function at the transmission layer
(i.e. SDH or PDH cross connect);

- or with the help of ATM VP cross connect functions between the ANs and the SNs as illustrated in Figure 7.
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VB5.1 VB5.1
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‘ B-LEX
VB5.1 VB5.1
‘ ‘ SNC
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SB/TB VB5.1 VB5.1
‘ ‘ ‘ SNE
| _E S - - == — — — — — — }‘__ "AXC"

virtual path

D transmis sion path

NOTE: For simplicity only one VP per VB5.1 reference point is shown.

Figure 6: Support of several SNs via individual transmission paths at VB5.1 reference points
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Figure 7: Support of several SNs via an ATM VP cross connect

However, for a particular access from a UNI to a SN it is required that not more than one VB5.1 reference point is
present within the relevant access connection element, i.e. VB5.1 reference points and the associated RTMC functions

can not be concatenated.
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As a consequence, it is not supported within the framework of the VB5.1 reference point concept that the remote access
to a SN#L1 is realized via a SN#2 between the AN and SN#1. As illustrated in Figure 8, access to a SN behind a SN with
VB5.1 reference point requires the application of other reference points and/or interfaces (i.e. network-to-network
interface).
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RTMct\@ = ———
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. virtual channel carrying
virtualpath ~ ===e=s RTMC info rmation

D transmission path

NOTE: For simplicity only one VP per VB5.1 reference point is shown.

Figure 8: Configuration examples for remote access to different SNs
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5

Introduction to the VB5.1 reference point concept

This clause defines the fundamental principles and requirements as well as the general functional architecture of remote
access arrangements with a VB5.1 reference point.

The interface at the VB5.1 reference point is an ATM based instance of a Service Node Interface (SNI).The VB5.1
reference point concept is based on and in-line with ITU-T Recommendation G.902 [15].

Applying the terminology and definitions introduced in ITU-T Recommendation G.902 [15], the general characteristics
of the VB5.1 reference point concept can be described as follows:

5.1

the VB5.1 reference point belongs to the access integrating class of V reference points, i.e. the signal structure is
a multiplex of several accesses of the same or of different access types;

the VB5.1 reference point supports both service specific SNs (i.e. broadband local exchange, ATM based leased
line SN) and modular SNs (i.e. combined narrowband and broadband local exchange).

General VB5.1 design principles

Within this subclause the fundamental principles for remote access arrangements with VB5.1 reference point are
defined:

a)

b)
c)

d)

f)

)

h)

an AN is used in order to multiplex/demultiplex the signalling and data streams from UNIs in a cost effective
manner and then to present this information stream to the SN in a manner such that the SN can determine the
source or sink UNI;

the AN does not interpret (user) signalling;

the responsibility for call control and associated connection control resides in the SN (i.e. the AN may have no
knowledge of ongoing services and the call state during normal operation of the VB5.1 reference point);

selection of the service provider by the AN based on user signalling information shall not be possible, because
this would require SN functionality in the AN.

However, for ATM based access types the AN shall support access to different SNs through a single UNI at the
same time by using the corresponding VPs associated to these SNs via provisioning (see also subclause 5.3.1,
shared UNI). In this case the selection of the service provider is a matter of the user terminal and does not
concern the AN or the SNI;

time critical management functions which require real time co-ordination between AN and SN shall be
performed by communication across the VB5.1 reference point;

according to ITU-T Recommendation 1.414 [20] the VB5.1 reference point concept supports ATM
multiplexing/cross connecting in the AN, but does not support on-demand VP or VC link allocation in the AN;

charging information is only provided by the SN. This information may be passed over the VB5.1 reference point
when a user requires it as part of the service to which he has subscribed and is not passed over the VB5.1
reference point as a means of providing information for use by the AN.

Also tones and announcements shall be generated in the SN and not in the AN;

if multicasting is provided in the AN, this shall be allowed to be performed in the SNI to UNI direction only.
Otherwise multicasting is presumed to be a service provided by the SN;
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i) traffic control and congestion control functions (at the ATM layer) such as:
- use of VPs for network resource management;
- Connection Admission Control (CAC);
- User Parameter Control (UPC)/Network Parameter Control (NPC) functions;
- priority control;
- traffic shaping;
- fast resource management;
- congestion control by selective cell discard and/or explicit forward congestion indication;

shall be performed in accordance with ITU-T Recommendation 1.371/ETS 300 301 [5] and ITU-T
Recommendation 1.732 [25].

Some of the traffic control and congestion control functions (i.e. NPC, traffic shaping) are network options
according to ITU-T Recommendation 1.371/ETS 300 301 [5].

5.2 General reference model for the VB5.1 reference point

In this subclause the individual and specific resources to be operated, administered and maintained (i.e. with the help of
provisioning and control functions) for remote access arrangements with VB5.1 reference point are identified. The
overall framework for such remote access arrangements with VB5.1 reference points is illustrated in Figure 9.

Q3(AN) J : Q3(SN)
\ \ — = — — — =
| AN system management \ | SN system management
LI
| . | | o st
|- ARF [ virtual * sewice | | Interface(s) at || Service - service specific
user pOft ATM - | functions
‘ : connection| = port | VBS | port : 777777
| {} * | unction - function | reference function .
Userport | ® . (SPF) point 'l (sPR) -
B | function (UPF) * | | .
N | . 7

‘ Access Network

NOTE 1: The ATM connection function in Figure 9 covers both transport functions and core functions as defined in
ITU-T Recommendation G.902 [15].

NOTE 2: The ATM connection function, used in conjunction with the VUP, is provided for modelling purposes and
may not necessarily exist in practice.

Figure 9: Access arrangements with VB5.1 reference point
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Based on this overall framework for remote access arrangements across VB5.1 reference points as illustrated in Figure 9
a functional modelling approach to identify the resources to be provisioned and controlled is illustrated in Figure 10.

This approach concentrates on the functional groupings identified in Figure 9, i.e. the User Port Function (UPF), the

ATM connection function and Service Port Function (SPF).

The specification model illustrated in Figure 10 is based on a separation of the user port function into a physical and a
logical user port function and a separation of the service port function into a physical and a logical service port function.

A virtual user port has parallels with a physical user port though its full functions are not specified due to the wide range
of non-B-ISDN access types that can be supported using this concept. Therefore the virtual user port is not shown as a
separate entity within Figure 10. Details of the virtual user port concept are given in clause 8 of the present document.
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‘ user port functions ‘ ‘service portfunctions‘ ‘service port functions
| logical hysi I‘ | hysical | logical
. ’ gica physica physica ogica
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| |
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| N |
LAdditionaI functionality for remote access arrangem ents |

NOTE:  Control plane communication between TE/CPN and SN.

Figure 10: Overall functional specification model for VB5.1 reference point concept

The following general relationships between functional blocks within the access network and the service node are
identified:

a) a Physical User Port (PUP) comprises the physical layer functions related to a single transmission convergence
function at the UNI. A PUP has no counterpart at the SN side;

b) a Logical User Port (LUP) comprises the set of VPs at the UNI associated with one single VB5.1 reference point.
An LUP is logically associated with the B-ET* in the SN and configuration management actions have to be co-
ordinated with the SN;

NOTE: The term "B-ET*" is used to make a clear distinction between the B-ET for the direct access and the
remote access via an access network.

c) a physical service port comprises the physical layer functions related to a single transmission convergence
function at the VB5.1 reference point. A PSP exists both at AN side and SN side. In the general case of an ATM
based transport network (i.e. VP cross connect function) between AN and SN, a one-to-one relationship between
PSP at the AN side and PSP at SN side does not exist;

d) alogical service port comprises the set of VPs at one VB5.1 reference point. An LSP exists both at the AN and
SN side and there is always a one-to-one relationship between LSP at the AN side and LSP at the SN side.
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5.3 General characteristics of individual functional groups

531 User port function characteristics

The general requirements for the concept applied to user ports within an access arrangement with VB5.1 reference point
are defined below. Only those aspects having impact on a modelling approach for a user port function in a VB5.1
environment are detailed here:

a) multiple physical UNI:

a UNI may consist of one or several physical interfaces, i.e. the user VPs assigned to a VB5.1 reference point
may be carried on different transmission convergence functions. These VPs may be controlled by the same
signalling virtual channel (i.e. non-associated signalling).

b) shared UNI:

the UNI may be a shared UNI as defined in ITU-T Recommendation G.902 [15] i.e. at the UNI it is possible to
access different SNs at the same time by activating the corresponding logical user port functions. The individual
logical user ports carry all the required information providing the access bearer capability including signalling.

5.3.2 ATM connection function characteristics

a) Association of user VPs to VB5.1 reference point:

a VP at the UNI shall be associated to one and only one VB5.1 reference point. The association is established on
a static basis through provisioning of the corresponding logical user port and has to be co-ordinated with the
relevant SN.

b) ATM cross connections:

the ATM connection function provides ATM cross connections at the VP and/or the VC level.

5.3.3 Service port function characteristics

The general requirements for the concept applied to service ports within an access arrangement with a VB5.1 reference
point are defined below. Only those aspects having impact on a modelling approach for a service port function in a
VB5.1 environment are detailed here:

a) Multiple physical SNI:

the information flow at the VB5.1 reference point is carried via one or several transmission convergence
functions.

b) Remote connection:

in case of a remote connection the transparent transport network between AN and SN may include ATM cross
connection functions at VP level.

c) Shared SNI:

VPs assigned to different VB5.1 reference points may be carried on common physical link(s), i.e. the
transmission convergence function(s) may be shared between information flows belonging to separate VB5.1
reference points.
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54 Functional modelling
This subclause specifies the modelling concepts applied to the user port function, service port function and the ATM

connection function within an access arrangements with VB5.1 reference point. The modelling concepts are based on
the general characteristics identified in subclauses 5.3.1 and 5.3.2.

54.1 Modelling of user port function

The concept applied for the modelling of a user port takes into account the general user port function characteristics
identified in subclause 5.3.1. It is based on a separation of physical user port functions and logical user port (i.e. service

related) functions as defined above and illustrated in Figure 11.
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Figure 11: Functional modelling of the user port functions

54.2 Modelling of service port function

The concept for the modelling of a service port takes into account the general service port function characteristics
identified in subclause 5.3.2. It is based on a separation of physical layer functions and service related functions as
defined above and is illustrated in Figure 12.
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NOTE: As illustrated for the PSPs with ID=1 and ID=2, in general a one-to-one relationship between VB5.1
reference point and PSP does not exist.

Figure 12: Functional modelling of the service port functions
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54.3 Modelling of ATM connection function

The ATM connection function within an AN with a VB5.1 reference point provides:
- ATM cross connections at VP level;
- ATM cross connections at VC level,

within the provisioned association of a logical user port to a logical service port. In case of a VC cross connection
function all VC links within a VP at a logical user port are cross connected to VC links at the same logical service port.

The functional model for the ATM connection function within the AN is illustrated in Figure 13 for a configuration
example where two logical service ports (i.e. VB5.1 reference points) exist in the AN.
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userport 1 VB5.1
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Figure 13: Functional model for ATM connection function within AN

The modelling approach of the individual ATM cross connections at VP and/or VC level is described in ITU-T
Recommendation 1.751 [34].
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5.5 AN view and SN view of physical and logical ports

One of the main issues of the VB5 reference point concept is the decoupling of the different views related to the
B-ISDN access infrastructure provider (the operator of the access network) and the B-ISDN service provider (the
operator of the service node).

This subclause describes the different views of the access network and the service node with regard to physical and
logical functional groupings as relevant to the VB5.1 reference point concept.

A summary of the AN view and SN view of physical and logical ports related to management is given in Table 1.

Table 1: Overview on management of user port and service port functions

physical user logical logical physical
port user port service port service port
SN side AN side SN side AN side SN side AN side
Management of Y - N - Y - Y
admin. states via
Q3(AN)
Management of - Y - Y - Y -
admin. states via
Q3(SN)
Responsibility for Q3(AN) C C C C Q3(SN) Q3(AN)
provisioning
C Co-ordinated provisioning via Q3(SN) and Q3(AN).
Y Management of administrative state is possible.
N Management of administrative state is not possible.
- Not applicable.

551 View from access network

The view of user ports and service ports from the B-ISDN access infrastructure provider (i.e. operator of the access
network) is illustrated in Figure 14. Within this figure a UNI with only a single physical link is shown for simplicity
reasons.
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W | PSP switc
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solid boxes: Both configuration management actions (i.e. provisioning of VPs) and manipulation of

administrative state are under the responsibility of the AN operator. For some configuration
management actions co-ordination with the SN operator is required.

dashed-dotted boxes:  Configuration management actions (i.e. provisioning of VPs) are under the responsibility of
the AN operator, but no administrative state is present. For some configuration actions
co-ordination with the SN operator is required.

dashed boxes: Not visible to the AN operator.

Figure 14: View of physical and logical ports from access network
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552 View from service node

The view of physical and logical ports from the B-ISDN service provider (i.e. operator of the service node) is illustrated
in Figure 15. In this figure only one single access network is shown for simplicity reasons.
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administrative state are under the responsibility of the SN operator. For some configuration
management actions co-ordination with the AN operator is required.
dashed-dotted boxes:  The logical user port is used as a naming convention. It is logically associated with B-ET*.
dashed boxes: Not visible to the SN operator.

Figure 15: View of physical and logical ports from service node



30 Draft EN 301 005-1 V1.1.1 (1997-03)

6 Procedural interface requirements

6.1 Introduction

The functional description of the VB5.1 reference point at a (physical) interface is illustrated in Figure 16.

< Virtual path links & virtual channel links

Access . Service

VB5.1 RTMC f

Network < unction Node
(AN) OAM flows (SN)

Timing

Figure 16: Functions at an interface at the VB5.1 reference point

The indicated functions are shortly described below:
a) Virtual path links and virtual channel links:

the VB5.1 supports the ATM layer for user plane (i.e. user data), control plane (i.e. user to network signalling)
and management plane (i.e. meta-signalling, if any, and RTMC protocol) information. This information will be
carried on virtual channel links. The virtual channel links will be carried in virtual path links.

b) VB5.1 Real Time Management plane Co-ordination (RTMC) function:

this function provides management plane co-ordination (including, synchronization and consistency) between
access network and service node via a dedicated protocol (referred to as RTMC protocol) across the VB5.1
reference point. The protocol is used for exchanging time critical management plane information between AN
and SN.

Non-time critical functions (i.e. interface and user port provisioning) that require a co-ordinated view at both
sides of the VB5.1 are performed via Q3 interfaces (i.e. via system management functions of AN and SN) (see
also ITU-T Recommendation G.902 [15]).

c) OAM flows:

this function provides layer related exchange of OAM information. These flows exist at the at the ATM layer and
may exist at the physical layer.

d) Timing:

this function provides the necessary information for bit (signal element) transmission, octet and cell boundaries
(i.e. cell delineation).

For the definition of the functional and procedural interface requirements, the B-ISDN Protocol Reference Model
(PRM) defined in ITU-T Recommendation 1.321 [17] is applied in the following subclauses.
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6.2 Physical layer requirements

6.2.1 General

In order to enable interconnection of an access network from one provider with a service node of another provider, the
physical layer needs to be specified. It is however outside the scope of the present document to fully specify the physical
layer. Instead some general requirements will be given in this subclause.

The specifications within the present document are decoupled from the physical layer specifications as far as possible.
This allows manufacturers and purchasers to develop the most flexible designs from the standard without having to
modify the basic mechanisms whenever a new physical layer alternative is introduced.

However, the physical layer at the VB5.1 reference point shall apply existing physical layer standards. The relevant
standards provide the necessary physical medium and transmission convergence sublayer specifications.

6.2.2 Basic characteristics of the VB5.1 interface

The VB5.1 interface carries ATM layer characteristic information over one or more transmission paths (i.e. VC4 in case
of SDH) for which ATM mapping is specified (see Figure 17 for a single transmission path and Figure 18 for multiple
transmission paths).

Even in the case of a single transmission path, the VB5.1 interface can be carried over different physical media,
provided that the information flow of the different media is combined via physical layer functionality to a single
transmission path, e.g. for reasons of bi-directional information transport or for reasons of protection different physical
media may be required.

The physical layer may also support multiple VB5.1 interfaces within a single transmission path. The latter case is i.e.
possible by the use of a VP cross-connect in between one or more ANs and one or more SNs (see Figure 19).

AN SN

; transmission

VB5.1 reference path
point

Figure 17: VB5.1 interface, grouping of VPLs within a single transmission path
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Figure 18: VB5.1 interface, grouping of VPLs within multiple transmission paths
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Figure 19: Multiple VB5.1 reference point within single transmission path

6.2.3  VB5.1 interface options

Annex F gives examples of some recommended physical layer options for the VB5.1 interface.

6.2.4 Interface requirements

6.2.4.1 Interface topology and transfer capability

The interface at the VB5.1 reference point is point-to-point at the physical layer in the sense that there is only one sink
(receiver) in front of one source (transmitter).

The transfer capability is defined for each individual physical interface at VB5.1 reference point, i.e. it is part of the
transmission convergence sublayer specification.
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6.2.4.2 Timing

In normal operation, the transmitter is locked to the timing received from the network clock. However, the methods for
overall network synchronization are outside the scope of the present document.

The AN may use the timing information of the physical layer at the VB5.1 reference point to synchronize on the network
clock. The associated operation and maintenance procedures (i.e. failure detection and consecutive actions, timing status
communication) shall be part of the relevant standards of the physical layer, i.e. no additional procedures/protocols are
introduced at the VB5.1 reference point.

6.2.4.3 OAM

OAM procedures as specified by the relevant standard for the physical layer shall be applied. At the physical layer, the
ITU-T Recommendation 1.610 [24] is applicable as it specifies relations between the ATM layer and the physical layer
(i.e. primitives for generation of the VP-AIS).

The operational functions as defined in ITU-T Recommendation 1.432.1 [21] (i.e. state matrix for layer 1 functions)
relate to the UNI and shall be handled by the AN.

6.2.4.4 Protection

For the VB5.1 no additional protection mechanisms are provided other than those which are available at the physical
layer (i.e. section protection mechanism of SDH). The relevant standard for the physical layer shall be applied.

6.2.4.5 Transmission path identification

The physical layer at the VB5.1 reference point shall provide an embedded transmission path identification method (i.e.
path trace mechanism in SDH). No additional transmission path identification mechanisms are provided other than those
which are available at the physical layer. The relevant standard for the physical layer shall be applied.

6.2.4.6 Pre-assigned cell headers for use by the physical layer

Pre-assigned cell header values for use by the physical layer are defined in ITU-T Recommendation 1.361/
ETS 300 298-2 [2].

6.3 ATM layer requirements

The user information together with the information for connection related functions (i.e. user-to-network signalling) and
OAM information (at the ATM layer or at a higher layer) are carried in ATM cells belonging to a virtual channel link
and virtual path link.

6.3.1 Cell header format and encoding and pre-assigned cell headers for
use by the ATM layer
The cell header format and encoding and the pre-assigned headers for use by the ATM layer used at the VB5.1 reference

point shall comply with the Network-to-Network Interface (NNI) specifications of ITU-T Recommendation 1.361/
ETS 300 298-2 [2].

The VPI and VCI value to be applied for the RTMC VCC at the VB5.1 reference point shall be provisionable (see also
clause 10).

6.3.2 Cell Loss Priority (CLP)

Depending on the network conditions, cells where the CLP is set (i.e. value of the CLP bit is 1) are subject to be
discarded prior to cells where the CLP is not set (i.e. value of the CLP bit is 0). See ITU-T Recommendation 1.371/
ETS 300 301 [5] for further details about the use of the CLP bit.
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6.3.3 OAM

The operation and maintenance principles based on F4 and F5 OAM flows as defined in ETS 300 404 [8)/ITU-T
Recommendation 1.610 [24] are applicable.

6.4 Higher layer interface requirements

6.4.1 User plane
For ATM based accesses the layers above the ATM layer is transparent to the access network.

For the support of non-B-ISDN access types which do not support the ATM layer, ATM Adaptation Layer (AAL)
functions have to be provided within the access network.

No other higher layer interface requirements are identified for the transfer of user plane information across the VB5.1
reference point.

6.4.2 Control plane

If applied, user to network signalling and associated procedures belong to the control plane functions of the CPE, AN
and SN. User to network signalling applied at the CPE is handled transparently within the AN. The peer entity is the SN.

In order to support some specific non-B-ISDN accesses (see clause 8), also the AN may apply B-UNI signalling.

At the VB5.1 reference point, B-ISDN user to network signalling (refer to ITU-T Recommendation Q.2931/

ETS 300 443-1 [12]) shall be applied for the allocation of on-demand virtual channel links at the VB5.1 reference point,
which are handled transparently between the user ports or virtual user ports (see clause 8) and the SN. The signalling
VCC is carried over the VB5.1 reference point.

It is noted that an access network conformant to VB5.1 can be used with other broadband user to network signalling
systems (i.e. ATMF UNI signalling) applied at the CPE and the SN and transported transparently over the AN. This
feature is a consequence of the basic principle that user to network signalling is not terminated by the AN. This is
however outside the scope of the present document.

6.4.3 Management plane

For the management of an AN/SN configuration using a VB5.1 interface, co-ordination between management plane
functions of the AN and SN is required. Two types of co-ordination exist:

- non-real time management co-ordination;
- real time management co-ordination.

Non-real time management co-ordination is realized via the TMN and hence the respective Q3 interfaces of the involved
network elements: i.e. Q3(AN) and Q3(SN).

VB5.1 Real Time Management Co-ordination (RTMC) shall be supported via a dedicated protocol (i.e. RTMC
protocol). The RTMC protocol and associated procedures belong to the plane management functions of AN and SN.
These functions are specified in separate clauses in the present document. The AAL for the VB5.1 RTMC protocol is
specified in subclause 6.4.5.
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6.4.4 Establishment of VP and VC links/connections

6.4.4.1 Establishment of VP links and connections

Virtual Path Links (VPLSs) at the VB5.1 reference point are established via management plane functions of the AN and
SN. This applies both to VPLs of VPCs cross-connected in the AN and to VPLs of VPCs terminated in the AN.

Also, the VPLs at the UNI or VUP are established via management plane functions of the AN and SN.

A VPL at the VB5.1 reference point shall not extend from the VB5.1 reference point up to the UNI, i.e. at least a single
cross-connection is assumed in the AN. A VPC which is terminated in the AN shall consist of one or more VPLs, i.e.
with cross-connections in the AN.

In case VP cross connect functionality is in between the AN and SN its management plane functions (via one or more
Q3 interfaces) shall be involved.

6.4.4.2 Establishment of VC links and VC connections

VCLs at the VB5.1 reference point are carried by VPLs/VPCs, which are established at the VB5.1 reference point
according to previous subclause (i.e. 6.4.4.1). The same is valid for the VCLs at the UNI or VUP. With relation to the
VCLs and VCCs, the following types can be distinguished:

a) VCLs of VCCs cross-connected in the AN.

VCLs which are part of VCCs that are cross-connected in the AN are established via management plane
functions of the AN and SN.

b) VCLs carried in VPCs that are cross-connected in the AN.

VCLs which are cross-connected in the AN are established either via management plane functions or via control
plane functions. These management plane or control plane functions are located in the SN; and

- are in the B-ISDN customer premises equipment (i.e. in case of B-ISDN access types);

- orin access adaptation functions which are considered to be part of the AN (i.e. in case of non-ATM based
access types).

c) the VCL of the VCC carrying the RTMC protocol.

The VCL of the VCC which is carrying the RTMC protocol is established via management plane functions of the
AN and SN.

6.4.5 ATM adaptation layer for the RTMC protocol

6.4.5.1 General AAL requirements

The VB5.1 RTMC protocol shall use the Signalling ATM Adaptation Layer (SAAL). This AAL consists of the
following parts: ITU-T Recommendations 1.363.5 [19], ITU-T Recommendation Q.2110/ETS 300 436-1 [10] and
ITU-T Recommendation Q.2130/ETS 300 437-1 [11].
6.4.5.2 AALS5 requirements
The requirements for the AALS are defined in ITU-T Recommendation 1.363.5 [19] and ETS 300 428 [9].
The following selections apply:

- only the message mode service is needed for the VB5.1 protocols;

- corrupted messages will not be delivered to the RTMC protocol entity.
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6.4.5.3 SSCOP requirements
The requirements for the SSCOP are defined in ITU-T Recommendation Q.2110/ETS 300 436-1 [10].
The following selections apply:

- local data retrieval: this function is not needed by the VB5.1 RTMC protocol;

- re-synchronization is an inherent part of the SSCOP and has to be supported;

- status reporting: No management data needs to be exchanged between the two peer entities for the VB5.1 RTMC
protocol;

- the SSCOP protocol entities will not exchange extra data between them (SSCOP-UU) for the VB5.1 RTMC
protocol;

- at release of the connection also the message buffers should be cleared;

- the value for MaxSTAT as defined in clause 7.7 of ITU-T Recommendation Q.2110/ETS 300 436-1 [10] shall be
one of the default values;

- the other values are given in subclause 6.4.5.4 of the present document;
- the default window size shall be 5 as defined in appendix IV of ITU-T Recommendation Q.2110/
ETS 300 436-1 [10].
6.4.5.4 SSCF requirements
The requirements for the SSCF are defined in ITU-T Recommendation Q.2130/ETS 300 437-1 [11].
The following selections apply:

- the VB5.1 RTMC protocol needs only the assured transfer of data but not the "Unacknowledged Transfer of
Data";

- the VB5.1 RTMC protocol does not need the AA-Parameter SSCOP-UU,;

- the parameters of table 4 of ITU-T Recommendation Q.2130/ETS 300 437-1 [11] shall apply.

6.5 Meta-signalling

If applied, broadband meta-signalling and associated procedures belong to the management plane functions of the CPE,
AN and SN. Broadband meta-signalling applied at the CPE is handled transparently within the AN. The peer entity is
the SN.

In order to support some specific non-B-ISDN accesses (see clause 8), also the AN may apply broadband meta-
signalling.

At the VB5.1 reference point, B-ISDN user meta-signalling (refer to ITU-T Recommendation Q.2120/

ETS 300 486-1 [13]) shall be applied for the allocation of signalling virtual channel links at the VB5.1 reference point,
which are handled transparently between the user ports or virtual user ports (see clause 8) and the SN. The meta-
signalling VCC is part of and carried over the VB5.1 reference point.

It is noted that an access network conform to VB5.1 can be used with other broadband meta-signalling systems applied
at the CPE and the SN and transported transparently over the AN. This feature is a consequence of the basic principle
that meta-signalling is not terminated by the AN. This is however outside the scope of the present document.
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7 Broadband access network connection types

This clause specifies the basic broadband connection types which are required across access networks with VB5.1
reference point. The present document does not imply that every access network with VB5.1 reference point shall have
the capability to support all these connection types.

7.1 Introduction to connections/connection elements

An overall B-ISDN connection may comprise a number of "tandem" connections (also called segments) of different
networks (i.e. public B-ISDN and private B-ISDN) as illustrated in Figure 20 and may be further decomposed into local,
transit and international B-ISDN connection elements.

The overall B-ISDN connection can be considered to end either at the SB reference point (in the case where the
customer network is a B-ISDN, i.e. providing the same B-ISDN connection as in the public B-ISDN) or at the
coincident SB/TB reference point (in the case where the customer network is null).

CCITT Recommendation 1.324 [30] (related to ISDN) and ITU-T Recommendation 1.327 [31] (related to B-ISDN)
explain how an overall B-ISDN connection is made up of Connection Elements (CE).

This concept is illustrated in Figure 20 with the inclusion of a new additional connection element which is representing
the "public access network” and the related "public access network” Connection Related Functions (CRF).

rivate :
p public B-ISDN
B-ISDN . — . _FPTCT T
T8 VB1 |
S _
. _ _ = |
SBr -~ - UNI public | B | pubtic | AB | pubic | AB
. 'customer , . , . . ,
T network \ local ‘ national ‘ |nternat|on.'f—y
R 'TB ves | CRF NNI | CRF O NNi| CRF NI
\_‘_‘ public access ‘ ‘
‘ CRF ‘
|[UN| ——rrmrmmommmmee—— SNI —— e N
public access network CE public public public
local CE national international
private CE public access CE transit CE transit CE
Figure 20: Connection elements within overall B-ISDN connection
7.2 Multipoint requirements

The access network (i.e. the ATM cross connection function) shall be capable of supporting a point-to-multipoint
(multicast) function on a given number of virtual connections.

The cell sequence integrity of the source shall be maintained for the point-to-multipoint connections.
The point-to-multipoint connections are unidirectional in the direction SN to UNI.

NOTE: Requirements for bi-directional point-to-multipoint connections are for further study within ITU-T and
their impact on the VB5 reference point will have to be investigated (for example, for the case of
bi-directional point-to-multipoint connections the return peak cell rate on the root link may be required
not to exceed the sum of the return peak cell rates on all the leaf ATM links to maintain suitable cell loss
performance for the overall connection). A multipoint-to-multipoint connection is for further study within
ITU-T (see ITU-T Recommendation Q.298x) and its impact on the VB5.1 reference point will have to be
investigated.
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7.3 Broadband access network connection element identifiers

Connection element identifiers have already been introduced in direct access arrangements for use by the user signalling
procedures. For remote access arrangements with VB5.1 reference point, connection element identifiers are additionally
required for the RTMC function.

7.3.1 Connection element identifiers in user-to-network signalling messages

The use of connection element identifiers (i.e. VPCls and VCIs) in user-to-network signalling messages is described in
ITU-T Recommendation Q.2931/ETS 300 443-1 [12].

7.3.2 Connection element identifiers in RTMC messages

For the RTMC function a mechanism for the unique identification of VPCs both at the UNI and the VB5.1 reference
point is required.

The concept of VPClIs shall be applied within the RTMC protocol in order to identify the corresponding user
information flow, i.e. VPC. Both the AN and the SN must understand the relationship between the VPCI value used in
the RTMC protocol and the actual VPI value used in the cell header for the user information flow.

a) ldentification of a VPC cross-connected in the AN (see also Figure 24):

the VPCI allocated to a given VPC shall be unique within the corresponding logical user port. The logical user
port is identified by an LUP_ID which is unique within each VB5.1 reference point.

Where user-to-network signalling is applied, the RTMC function shall use the same VPCI values as they are
applied in the user-to-network signalling protocol.

b) Identification of a VPC at the UNI terminated at the user port function of the AN:
the same mechanism as for a VPC cross-connected in the AN shall be applied.

c) lIdentification of a VPC at the VB5.1 reference point terminated at the service port function of the AN (see also
Figure 28):

for the identification of a VPC at the VB5.1 reference point terminated at the service port side of the AN the
concept of VPCls is applied as well. The VPCI allocated to a given VPC of this type shall be unique within the
corresponding logical service port. The logical service port is identified by an LSP_ID.

7.4 Broadband access network connection type matrix

The mapping between the service point of view and the access network point of view of broadband access network
connections is provided in Table 2.

The two views of a broadband AN connection mentioned above differ in some cases, e.g.:

- on-demand VC connections may be provided to the user via a AN which supports only VP connection and VP
cross connect functions, the VC connections being completely transparent to an AN;

- a point-to-multipoint connection in the direction from the SN to severa¢fErence points may have its
replication functions in the SN and would then be considered in the AN to be a set of individual point-to-point
connections;

- a multipoint-to-point connection in the direction from sevegatéference points to the SN will at the AN be
considered as a set of individual point-to-point connections.
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Table 2: Broadband Access Network connection type matrix

Broadband Services
AN connection (Semi-)permanent connections Switched connections
types
User-to-User and User-to-SN AN to SN Support of NB Support of other User-to-User Support of
connections connections access Types non-B-ISDN access types connections other
non-B-ISDN
access types
VP VC VP VC VC VP VC VC VC
(note 1)
ptp ptm ptp ptm ptp ptp ptp ptp btm tp prm ptp PP ptn
A-VP ptp X X X
(7.5.1.1) ptm X X
A-VC ptp X
(7.5.1.2) ptm X
B-VP ptp X
(7.5.2)
B-VC ptp X
(7.5.2)
D-VP ptp X X X X
(7.6.1) ptm X X
D-vC ptp X X
(7.6.2) ptm X
NOTE 1: Only applicable to ATM based non-B-ISDN access types.
NOTE 2: This table includes only those connection types which go across the VB5.1 reference point. User to AN connections are not included in this table.
NOTE 3: Type C broadband access network connections are not applicable to the VB5.1 reference point.
NOTE 4: Cell replication only in the AN support point-to-multipoint services is considered above. The possibility of replicating cells in the SN to achieve the same
function to the user is not indicated.
NOTE 5: Type B-VP connections can carry A-VC, B-VC and D-VC connections.
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7.5 B-ISDN type broadband access network connections

7.5.1  Type A broadband access network connections

Type A broadband access network connections are established, released and maintained by provisioning
(i.e. management plane functions) and support the application of connections where the access network provides
connection point functions as defined in ITU-T Recommendation 1.311 [16].

75.1.1 Type A-VP broadband access network connection

Type A-VP broadband access network connections support the application of point-to-point (see Figure 21) and
unidirectional point-to-multipoint (see Figure 22) VP links where the access network provides VP connection point
functions (i.e. translation of VPI values).
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Figure 22: Type A-VP point-to-multipoint broadband access network connection

In addition to the VP connection point functions the AN also provides the cell replication function.
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75111 Application of type A-VP ptp broadband AN connection

A scenario related to on-demand VCCs controlled by the SN is illustrated in Figure 23. This scenario consists of a AN
providing VP cross connect functionality and a SN providing broadband local exchange functions.

TMN

Q3 [ Q3 |

. _ iiiiiiiiiiii j__ SN —
CPE = AN 1/ T @-LEX)

NOTE:  Control plane communication (user-network signalling).

Figure 23: Remote access via VB5.1 reference point to a "B-LEX" SN

An example for the handling of VPI and VPCI values of such a user-to-SN connection related to the configuration given
in Figure 23 is illustrated in Figure 24.

connection elementid parameter in DSS No. 2 messages

N
]_h
o

X |
|

-4 I
VPCI |VPI| If CPI_M I YPl=2 SN If [VPI|VPCI
0 CPE - AN < ') x| 2
VPI=1 VPI=3 B-LEX
1 | _/\ | 3
‘ —4 |
n m i
Vs N
If [VPI|VPCI|VPI|If
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connection elementid parameter in RTMC messages

NOTE 1: The interface identifier If refers to a single physical interface (i.e. transmission convergence function).
NOTE 2: The use of VClIs is not illustrated in this example.

Figure 24: Example for VPI and VPCI handling
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7.5.1.2

Type A-VC broadband access network connections support the application of point-to-point (see Figure 25) and
unidirectional point-to-multipoint (see Figure 26) VC links where the access network provides VC connection point
functions (i.e. translation of VCI values and re-assignment of VPI values).

Type A-VC broadband access network connections
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NOTE:

In addition to the VC connection point functions the AN also provides the cell replication function ®.

Figure 26: Type A-VC ptm broadband access network connection
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75.1.2.1 Application of type A-VC ptp broadband AN connection

A scenario related to (semi-) permanent VCCs provisioned between a user and a SN is illustrated in Figure 27. The
scenario illustrated in Figure 27 consists of a AN and a SN which may provide higher layer services as i.e.
connectionless broadband data service.

TMN
Q3 | Q3 |
SB/TB VB5.1  VB51 SN
CPE f— AN —— —_— (CLS) —_—
UNI I

Figure 27: Remote access via VB5.1 reference point to a "CLS" SN

An example for the handling of VPI and VPCI values of such a connection related to the configuration given in
Figure 27 is illustrated in Figure 28.

' !
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connection elementid parameter in RTMC messages

NOTE 1: The interface identifier If refers to a single physical interface (i.e. transmission convergence function).
NOTE 2: The use of VClIs is not illustrated in this example.

Figure 28: Example for VPI and VPCI handling
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7.5.2  Type B broadband access network connections

Type B broadband access network connections (see Figure 29) are established, released and maintained by provisioning
(i.e. management plane functions) and support the application of both point-to-point VP connections (type B-VP) and
point-to-point VC connections (type B-VC) where the access network and the service node provide connection end-

point functions (i.e. termination of VPCs and VCCs, respectively) as defined in ITU-T Recommendation 1.311 [16].

Q3(AN) i Q3(SN) -~
| | Managementplane function | ' Management plane funct.
Resource &
' Common . Control plane
| control | functions
function

. ) Interfaces | T
| | at VB5.1

—_ — — _| i reference point — 1 Do oen
TO] e[Sy Sy Ao
| | connection | VPC i VPC ET* | 'ing
CLF | F VCC Vee F 1O function

L - — e e

Figure 29: Type B broadband access network connection

7.6 Non-B-ISDN type broadband access network connections
(type D)

Type D broadband access network connections are established, released and maintained by provisioning (i.e.
management plane functions) and supports the application of connections between a circuit emulation function or a
virtual user port and the VB5.1 reference point as defined in ITU-T Recommendation 1.311 [16].

7.6.1  Type D-VP broadband access network connection

Type D-VP broadband access network connection support the application of point-to-point and point-to-multipoint VP
links where the access network provides VP connection point functions. In the case of non-ATM based accesses the AN
additionally provides VC and VP connection end-point functions (as part of the access adaptation functions).

7.6.2  Type D-VC broadband access network connection

Type D-VC broadband access network connection supports the application of point-to-point and point-to-multipoint VC
links where the access network provides VC connection point functions. In the case of non-ATM based accesses the AN
additionally provides VC connection end-point functions (as part of the access adaptation functions).
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7.6.3  Application example of non-B-ISDN type broadband access network
connections for the support of narrowband access types

A specific application example of the non-B-ISDN type broadband access network connections is the support of
narrowband access types (see Figure 30). In this case, the access network connection (either of type D-VP ptp or

type D-VC ptp) provides the capability to transfer 2 048 kbit/s bearer information between a narrowband access network
function on one side and a 64 kbit/s based local exchange on the other side.
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Figure 30: Application example of non-B-ISDN type broadband access network connections
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8 Non-B-ISDN access

8.1 General considerations

The broadband accesses defined under the general title of B-ISDN should become the predominant accesses to support
telecommunications services at some point in the future. At present, the narrowband accesses such as the access to the
PSTN, ISDN-BA and ISDN-PRA are the predominant accesses for service offerings by telecommunications operators.
There will need to be an interim changeover period when broadband and narrowband accesses co-exist over the same
access network infrastructure. In addition, other non-B-ISDN accesses will be supported by the access network.

The following non-B-ISDN access types have been identified and are supported by VB5.1:
- narrowband accesses;
- other non-B-ISDN accesses.

The non-B-ISDN access types are split into two clearly defined subgroups: those supporting ATM as the only possible
transport mode and those which do not support ATM at all. The latter subgroup includes the narrowband accesses. An
access supporting a mix of ATM and non-ATM transport modes is not excluded (i.e. ATM and STM provided on a
single physical access). The principles for ATM based and non-ATM based accesses shall be combined in such cases.

It is indicated that the VB5.1 reference point and associated functions are specified in a way that the AN is service
independent. Therefore, the inclusion of service specific access types are not mandatory. Instead, they are considered as
"plug-in" entities which rely on the service independent capabilities of the VB5.1 reference point and the associated AN.

Further, it is noticed that non-B-ISDN accesses can also be supported by siting interworking/terminal adaptation
functions on the customer side of the B-UNI.

It is as well reminded that descriptions given is next subclauses do not restrict any implementation strategy with respect
to non-B-ISDN accesses.

8.2 ATM based accesses

8.2.1 General approach

A number of interfaces, supporting the ATM layer, are currently being defined in order to provide cost-effective
solutions to interconnect customer premises equipment to a broadband public network (i.e. ATM forum interfaces,
interfaces at the Al reference point in DAVIC). It is likely that these interfaces will be supported in first
implementations of broadband access networks, and should therefore be considered within the scope of the present
documents on VB5.1 interfaces.

NOTE: Itis possible that some of these accesses become part of B-ISDN as soon as the relevant standards are
agreed upon (i.e. within the UNI specification ITU-T Recommendation 1.432). This is out of the scope of
the present document.

As a general principle, the support of these types of interfaces shall not impact the VB5.1 interface specifications as
defined for B-ISDN accesses. In other words, all specifics related to these interfaces shall be hidden to the VB5.1
interface by additional functions within the AN.

The additional functions of the AN, to support ATM based non-B-ISDN accesses, is referred "Access Adaptation
Functions” (see Figure 31). Such functions may be necessary in the user plane and/or control plane and/or management
plane. One or more Virtual User Ports (VUPSs) may be introduced at the boundary of the Access Adaptation Functions
and the remaining ATM based access network functions. The introduction of VUPs is only required if otherwise the
characteristic information and protocols over the VB5.1 would be impacted.

Access adaptation functions may be introduced in any combination of user, control or management planes.

It is noted that the introduction of virtual user ports for the sake of adaptations in the management or control plane does
not exclude the existence of physical user ports in the user plane.
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A description along the line of the B-ISDN protocol reference model is given in following subclauses.

Access Network

| Access Adaptation Functions
[

Non B-ISDN
accessesI
[
O Virtual User Port
} Broadband AN VB5.1
Functions
B-UNI's i

Figure 31: Generic model for support of non-B-ISDN accesses

8.2.2 User plane

If ATM, as described in ITU-T Recommendations 1.361/ETS 300 298-2 [2] and 1.610 [24], is used on the non-B-ISDN
ATM based access, it shall have no additional impact on the VB5.1 reference point. The physical layer of the UNI is
only known in the AN (i.e. not at the SN). In addition, no physical layer related information shall be conveyed across the
VB5.1 reference point.

Deviation from the above shall be accommodated by the introduction the appropriate ATM Adaptation Functions.

8.2.3 Control plane
The virtual channels supported on non-B-ISDN, ATM based accesses shall be on-demand or semi-permanent.

On demand VC connections are either allocated via B-ISDN user-network-signalling or by other means at the UNI. In
order to comply with the control plane requirements (see subclause 6.4.2) for VB5.1, the latter case requires access
adaptation functions in the control plane. These access adaptation functions will then generate the B-ISDN user to
network signalling.

The concept of virtual user port can be used to support terminals at the CPE which do not have B-ISDN User to network
signalling capabilities. Instead, such terminals could support dedicated signalling protocols which trigger the B-ISDN
user to network signalling facility within the AN. This capability supports i.e. proxy signalling agents within the AN.

For the support of semi-permanent VC connections, only management plane functions are involved.
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8.2.4 Management plane

Access adaptation functions may be required as part of management plane procedures (i.e. conversion to B-ISDN meta-
signalling).

The introduction of the virtual user port does not preclude that ATM based, non-B-ISDN access specifics are managed
via the Q3(AN) interface, e.g. the MIB of the AN should be extended if it is required to configure/monitor the physical
layer of the UNI.

The establishment of a semi-permanent virtual channel connection, with one endpoint in the access adaptation functions,
shall be possible via the Q3(AN). Cross-connections within the access adaptation function are outside the scope of the
present document.

Towards the CPE a Local Management Interface (LMI) is optional as part of the AN (i.e. user port function). This is
outside the scope of the present document.

8.3 Non-ATM based accesses

8.3.1 General approach

Non-ATM based accesses need to be handled case by case to identify the functions within the AN supporting this
access.

As a general principle, the support of these types of interfaces shall not impact the VB5.1 interface specifications. In
other words, all specifics related to these interfaces shall be hidden to the VB5.1 interface by additional functions within
the AN.

The additional functions of the AN, to support non-ATM, non-B-ISDN accesses, is referred "Access Adaptation
Functions" (see Figure 31). Such functions will be required in the user plane. In addition, adaptation functions may be
required for control plane and/or management plane.

A description along the lines of the B-ISDN protocol reference model is given in following subclauses.
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8.3.1.1 User plane
The required functionality and associated protocol stack is depicted in Figure 32.

Compared to the case of a B-UNI access, a non-ATM based access will require AAL functionality to be performed in
the access network. This AAL shall be a standardized type. Other functionality will depend on the type of the access and
is referred "Specific Access Functions" (SAF) in Figure 32.

Figure 32 gives the general approach for treating non-ATM based accesses. The SAF and associated AAL functionality,
apart from the narrowband access (see subclause 8.3.2), is out of the scope of the present document and is covered by
other standards.

Access Network

AA Functions

| :

| :| Specific Access

Non-ATM based | Functions AAL
accesses (2) :

( Virtual User Port

I Broadband AN VBS.1
Functions
B-UNI's I
|
|
AA Functions
3 AALX
. | Specific
i | Access :
Functions (l) o
VB5.1 PL

..................................................

(1) Internal reference point representing the Virtual User Port, which is assumed to be ATM based.
(2) Including narrowband accesses; these are further described in clause 8.3.2.

Figure 32: User plane functionality and protocol stack for non-ATM based accesses

At the level of the VB5.1 interface, traffic from non-ATM based accesses will be supported via virtual channels. The
associated virtual channel connections are terminated within the access adaptation functions. The other connection
termination point can be located in the SN or further on in the network.

Within the AN there may or may not exist a connection point for this virtual channel.

8.3.1.2 Control plane

The virtual channels supporting the user plane traffic from non-ATM based accesses shall be on-demand or semi-
permanent. For on-demand VC connections, B-ISDN User to network signalling will be required within the AN as part
of the AAFs. The signalling originated in the AAF shall be treated as transparent data within the AN.

For semi-permanent VC connections only management plane functions are involved.
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8.3.1.3 Management plane

Access adaptation functions may be required as part of management plane procedures (i.e. conversion to B-ISDN meta-
signalling).

The introduction of the virtual user port does not preclude that non-ATM based, non-B-ISDN access specifics are
managed via the Q3(AN) interface. i.e. the MIB of the AN should be extended for the AAL and the access specific
functions.

The establishment of a semi-permanent virtual channel connection, with one endpoint in the access adaptation functions,
shall be possible via the Q3(AN).

8.3.2  Analogue and 64 kbit/s based narrowband accesses as supported
by V5 interfaces

Narrowband accesses as supported by the V5.1 and V5.2 interfaces are also supported by VB5.1. These will include
analogue telephone access, ISDN basic access, ISDN primary rate access, and other analogue or digital accesses for
semi-permanent connections without associated out-band signalling information.

8.3.2.1 Principles

Narrowband support shall be provided by 2 048 kbit/s circuit emulation of V5.1 and/or V5.2 links and/or V3 interfaces,
each carried by different virtual channels across the VB5.1 interface.

Each V5.1 and/or V5.2 and/or V3 interface carried over a VB5.1 interface shall contain the full set of protocols as
defined in the relevant V5/V3 interface specifications including the frame format according to ITU-T Recommendation
G.704 [14], but with the exception of the physical medium. The physical layer may or may not be reproduced in order to
terminate the narrowband streams in a defined manner, inside the AN or SN.

NOTE: The application of OAM flows at the circuit emulation function (i.e. insertion of AIS signals in case of
failure detection) has yet to be defined in relevant specifications.

The circuit emulation principle follows the general approach for non-ATM based accesses as defined above. The AAF
includes the narrowband AN functionality, including management, control and user plane functions. A single AAF may
cover multiple narrowband accesses.

Further specifics for narrowband accesses are:
a) circuit emulation is performed by applying standard AAL1 functions as specified in subclause 8.3.2.2;

b) the ATM layer connection characteristics for the support of circuit emulation information are given in
subclause 8.3.2.3;

c) for the PRA, two alternatives exist:
- transport via a V5.2 circuit emulation;
- transport via V3 circuit emulation;

d) digital accesses used for semi-permanent connections without associated out-band signalling shall be handled as
NB access or as other non-B-ISDN, non-ATM based access (see subclause 8.3.3);

e) analogue accesses, either used as access to the PSTN or used for semi-permanent connections, shall always be
handled as NB access;

f) other means for transporting data originating from NB accesses across the VB5.1 are outside the scope of the
present document (i.e. circuit emulation of a BA);

g) configuration, fault and performance management of the circuit emulation function shall be possible via the
Q3(AN).
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8.3.2.2 AAL for 2 048 kbit/s circuit emulation

The AAL type 1 "unstructured mode" according to ITU-T Recommendation 1.363.1 [18] shall be applied for emulation
of 2 048 kbit/s streams (i.e. V5.1 and/or V5.2 links and/or V3 interfaces). For the AAL type 1 protocol the parameters
provided in ITU-T Recommendation 1.363.1 [18], appendix 2 paragraph 2.1.2 case of synchronous transport shall be

used.

CBR rate at AAL service boundary:
Source clock frequency recovery:
Error correction mode:

Error status indication at receiver:
Pointer:

Partially cell fill method:

8.3.2.3

2 048 kbit/s
synchronous
not used

not used

not used

not used

Connection characteristics for circuit emulation

The broadband access network connection type shall be of type D-VP or D-VC. The attribute values are:

Broadband Connection Oriented Bearer
Service sub-category:

Information transfer rate:

Establishment of communication:
Channel:

Symmetry:

Communication configuration:

8.3.3

A

2 048 kbit/s, augmented with AAL1 overhead and OAM cell rate.
(semi-)permanent

VCC

symmetric bi-directional

point-to-point

Other non-ATM based non-B-ISDN accesses

The general approach shall be applied. A virtual user port shall be introduced to support one or more accesses.

NOTE:

This category may include the support of narrowband accesses handled by using i.e. the emerging

AAL-CU (ATM adaptation layer - composite user: under definition in ITU-T SG13 Q6). The impact on
the VB5 protocol is for further study.

The specification of the "Specific Access Functions" and "AAL" functions are outside the scope of the present

document.
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9 Transfer and layer management functions

This clause covers the definition of the transfer and layer management functions to support services and includes a
specification of a functional model of remote access arrangements with VB5.1 reference point.

The present document does not preclude the realization of further transfer functions (i.e. additional cross-connections)
within the AN. However, the behaviour from the UNI to the SNI is normative within the present document, i.e. from a
SNI point of view a remote access arrangement with VB5.1 references point shall behave as if the functions in this
clause were implemented.

9.1 General functional architecture

In Figure 33 the application of the functional architecture for a general ATM network element as defined in ITU-T
Recommendation 1.731 [33] to remote access arrangements with VB5.1 reference point is illustrated. It is based on the
B-ISDN protocol reference model described in ITU-T Recommendation 1.321 [17].

This divides the AN into functional areas as follows:
a) Transfer functions:

Transfer functions are mainly related to the lower layers of the B-ISDN protocol reference model (i.e. physical
and ATM layer) and include all functions required for the transport of user, signalling, OAM and resource
management information. The transfer functions are common for all higher layer services in B-ISDN.

ATM adaptation layer functions are considered as part of the transfer functions and are required to enable higher
layer protocols (i.e. RTMC protocol) to use the service-independent ATM layer.

AAL functions in the AN are also required to provide for the transport of information from (non-ATM based)
non-B-ISDN access types across the VB5.1 reference point.

b) Layer management functions:

Management information associated with a given transfer layer function is passed to (or received from) the
corresponding layer management functions, i.e. for processing of configuration, fault monitoring, performance
monitoring, UPC/NPC. Configuration, performance, fault, and accounting information may be passed to plane
management for further processing and/or communication to external network management entities and/or
operating systems. Layer management functional blocks correspond one-to-one with transfer functional blocks.

c) Plane management functions:

Plane management deals with the set of functions applicable to management of the network element as a whole or
those functions related to the relationships with management systems external to the network element. It includes
co-ordination between layer management entities.

Plane management includes the VB5 system. The VB5 system is responsible for the real time co-ordination
between AN and SN across the VB5.1 reference point. Requirements for real time co-ordination are described in
clause 11, structure and architecture of the VB5 system are specified in clause 13 of the present document.

NOTE: Within the present document only those aspects of plane management are described which are not
specified in DE/SPS-03049-1 covering management interfaces associated with the VB5.1 reference point.

d) Timing functions:

these functions deal with the actions required to synchronize the equipment interfaces, either ATM based
interfaces or non-ATM interfaces, to a clock source (i.e. network, external or internal).
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Q3(AN) - + -

Plane management

VB5 system

—_——_—— . Layer management
Transfer functions y functiogs

ATM adaptation
LME

NOTE

ATM virtual channel (VC) VC LME

ATM virtual path (VP) kﬂ VP LME

il

Transmission path (TP) TP LME

Section/path adaptation
and other lower layer functions

lower layer ME

+ f f g L

non B-ISDN B-ISDN VB5.1 '
accesses accesses reference points

NOTE:  Access adaptation functions to support non-B-ISDN access types. For specific non-B-ISDN access types,
these functions include AAL functions.

Figure 33: General functional architecture of the AN
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Functional architecture of transfer and layer management

functions

The general functional architecture of the transfer functions within the AN and SN are illustrated in Figure 34. This
illustration is based on the protocol reference model representation as given in ITU-T Recommendation 1.732 [25].

This functional description concentrates on the "edge functions” of the AN and SN in order to ensure interoperability
with other equipment (i.e. customer premises equipment or transport network equipment).
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Connection function VP |

Service Node
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|Connection function VP
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P..P P .......P P o000 00O P
P E| LE E E] yP P E E
> VPME VUP VPME P P VPME
U and ‘ | S S [
P TM/TP layer \ AAF B | TM/TP layer | P P | TM/TP layer
T.B J i \ VB5.1 VB5.1 /
non B-ISDN
accesses | |
PSP Physical Service Port VCCT Virtual Channel Connection Termination
PUP Physical User Port VCE Virtual Channel Entity
LSP Logical Service Port VCME Virtual Channel Multiplex Entity
LUP Logical User Port VPCT Virtual Path Connection Termination
VUP Virtual User Port VPE Virtual Path Entity
AAF Access Adaptation Function VPME Virtual Path Multiplex Entity
TM/TP Transmission Media/Path
NOTE: The ATM connection function, used in conjunction with the VUP, is provided for modelling purposes and

may not necessarily exist in practice.

Figure 34: Functional architecture of transfer functions in remote access arrangements
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Transfer functions required for individual broadband AN

connection types

connection type (see clause 7 of the present document) is identified.

Table 3: Transfer functions for broadband AN connection types

Connection type (note) User port side Connection Service port side
function
B-ISDN connection types
Type A-VP connections VPE VP connection VPE
VPME entity VPME
TM/TP layer TM/TP layer
Type A-VC connections VCE VC connection VCE
VCME entity VCME
VPCT VPCT
VPE VPE
VPME VPME
TM/TP layer TM/TP layer
Type B-VP connections VPCT
VPE
VPME
TM/TP layer
Type B-VC connections VCCT
VCE
VCME
VPCT
VPE
VPME
TM/TP layer
Non B-ISDN connection types
Type D-VP connections VPE VP connection VPE
VUP/AAF entity VPME
TM/TP layer
Type D-VC connections VCE VC connection VCE
VCME entity VCME
VPCT VPCT
VPE VPE
VUP/AAF VPME
TM/TP layer
NOTE:  Specifications for transfer and layer management functions for connections with point-to-multipoint
configuration are still under study within ITU-T. The impact of these specifications on the functions
required for the broadband AN connection types will have to be investigated.

9.4

Functions associated with the physical user port

Within this subclause the functions at the physical user port of ANs are defined. The mapping between the general
modelling concept for user ports specified in clause 5 of the present document and the B-ISDN protocol reference model
of functions at the physical user port is illustrated in Figure 34.

The physical user port provides the following functionality:

a) section/path adaptation, section termination and lower layer functions (i.e. physical medium dependent
functions);

b) transmission path termination (TP-T) function;

c) virtual path multiplex entity (VPME).



56 Draft EN 301 005-1 V1.1.1 (1997-03)

A list of the transfer and layer management functions associated with the PUP including references to the relevant
specifications is given in Table 4.

Table 4: Transfer and layer management functions associated with PUP

Function Specification
Section/path adaptation and lower layer functions ETS 300 300 [4] and ETS 300 299 [3)/
ITU-T Recommendation 1.432.2 [22]
(SDH based and cell based interfaces)
ITU-T Recommendation 1.432.3 [23]
(PDH based interfaces; only 2 048 kbit/s
case applies)
Transmission path termination ITU-T Recommendation 1.432.2 [22]
(SDH based and cell based interfaces)
ITU-T Recommendation 1.432.3 [23]
(PDH based interfaces; only 2 048 kbit/s
case applies)
VP multiplex entity (direction from TB) ITU-T Recommendation 1.732 [25], § 5.3.1
Mapping
Cell delineation, scrambling, HEC processing
Cell rate decoupling
TP usage measurement
Cell header verification
Generic flow control (GFC) (note)
VPI verification, congestion control
VP demultiplexing
VP multiplex entity (direction to TB) ITU-T Recommendation 1.732 [25], § 5.3.2
VP multiplexing, congestion control
Generic flow control (GFC) (note)
TP usage measurement
Cell rate decoupling
HEC processing, scrambling, cell stream mapping
NOTE:  Only the "uncontrolled transmission" set of procedures is implemented where the GFC is ignored (see
ITU-T Recommendation 1.150/ETS 300 298-1 [1], subclause 3.4.4). The GFC field in assigned cells is
setto"000 0"

9.5 Functions associated with the logical user port

Within this subclause the functions at and on top of the logical user port of ANs are defined. These functions are divided
into ATM VP sublayer and ATM VC sublayer functions as illustrated in Figure 34.

9.5.1  ATM virtual path sublayer functions at the LUP

The ATM VP sublayer at the logical user port provides the Virtual Path Entity function (VPE) which includes all
functions that are performed per individual VP, i.e. usage parameter control (VP), processing of segment F4 OAM
flows. There is one instance of these functional blocks per VP.
9.5.2 ATM virtual channel sublayer functions on top of the LUP
The ATM VC sublayer on top of the logical user port provides the following functionalities:

a) Virtual Path Connection Termination (VPCT):

performs functions devoted to VP connection endpoints;
b) Virtual Channel Multiplexing Entity (VCME):

includes functions that are common to all VCs (i.e. multiplexing/demultiplexing of VCs);
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¢) Virtual Channel Entity (VCE):

includes all functions that are performed per individual VC, i.e. usage parameter control (VC), processing of
segment F5 OAM flows. There is one instance of these functional blocks per VC.

A list of the transfer and layer management functions associated with and on top of the LUP including references to the
relevant specifications is given in Table 5 and Table 6.

Table 5: VP sublayer functions associated with LUP

Function | Specification
Functions at virtual path sublayer
VP entity (direction from TB) ITU-T Recommendation 1.732 [25], § 5.4.1
VP usage measurement
VP UPC (note 1)
Traffic shaping  (for further study)
F4 OAM non-intrusive monitoring
Resource Management (note 2)
F4 OAM cell insertion/extraction and processing
VP entity (direction to TB) ITU-T Recommendation 1.732 [25], § 5.4.2
F4 OAM cell insertion/extraction and processing
Resource Management (note 2)
F4 OAM non-intrusive monitoring
VP usage measurement
EFCI setting, VPI setting
NOTE 1: VP UPC shall be performed as described in annex C.
NOTE 2: The specification of this function is still for further study within ITU-T Recommendation 1.732 [25]. Its
impact on the VB5.1 reference point will have to be investigated.

Table 6: VC sublayer functions on top of the LUP

Function | Specification
Functions at virtual channel sublayer
(only for broadband AN connections of type A-VC and type D-VC)

VP connection termination (direction from TB) ITU-T Recommendation 1.732 [25], § 5.6.1
End-to-end F4 OAM cell extraction and processing

VP connection termination (direction to TB) ITU-T Recommendation 1.732 [25], § 5.6.2
End-to-end F4 OAM cell insertion

VC multiplex entity (direction from TB) ITU-T Recommendation 1.732 [25], § 5.7.1

VCI verification and invalid cell discard
Congestion control, VC demultiplexing
Meta-signalling (note 1)

VC multiplex entity (direction to TB) ITU-T Recommendation 1.732 [25], § 5.7.2
VC multiplexing, congestion control
Meta-signalling (note 1)

VC entity (direction from TB) ITU-T Recommendation 1.732 [25], § 5.8.1
VC usage measurement
Traffic shaping (for further study)

F5 OAM non-intrusive monitoring

F5 OAM cell insertion/extraction and processing
VC UPC (note 2)

Resource Management (note 3)

VC entity (direction to TB) ITU-T Recommendation 1.732 [25], § 5.8.2
F5 OAM cell insertion/extraction and processing
F5 OAM non-intrusive monitoring
VC usage measurement
EFCI setting, VCI setting
Resource Management (note 3)

NOTE 1: The AN is transparent for meta-signalling, i.e. no specific actions required.

NOTE 2: VC UPC shall be performed as described in annex B.

NOTE 3: The specification of this function is still for further study within ITU-T Recommendation 1.732 [25]. Its

impact on the VB5.1 reference point will have to be investigated.
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9.6 Functions associated with the adaptation of non-B-ISDN
access types

9.6.1 Functions for the support of narrowband accesses as supported by
V5 interfaces

See subclause 8.3.2.

9.6.2 Functions for the support of other non-B-ISDN access types

The access adaptation functions to enable the support of other non-B-ISDN access types (either ATM based or non-
ATM based) are outside the scope of the present document.

9.7 Connection functions
Connection functions in the AN exist at the VP and/or the VC sublayer.
a) VP connection entity:
includes functions for assigning VP links at service ports to VP links at user ports;
b) VC connection entity:
includes functions for assigning VC links at service ports to VC links at user ports.

The connection functions are specified in Table 7.

Table 7: Connection functions

Function Specification
VP connection entity ITU-T Recommendation 1.732 [25], § 5.5
VP link inter-connection (note 1)
VC connection entity ITU-T Recommendation 1.732 [25], § 5.9
VC link interconnection (note 2)

NOTE 1: Only for broadband AN connections of type A-VP and type D-VP.
NOTE 2: Only for broadband AN connections of type A-VC and type D-VC.

9.8 Functions associated with the physical service port

Within this subclause the functions at the physical service port of the AN and the SN are defined. The mapping between
the general modelling concept for service ports specified in clause 5 of the present document and the B-ISDN protocol
reference model of functions at the physical service port is illustrated in Figure 34.

The physical service port provides the following functionalities:

a) section/path adaptation, section termination and lower layer functions (i.e. physical medium dependent
functions);

b) transmission path termination (TP-T) function;

c) virtual path multiplex entity (VPME) function.
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A list of the transfer and layer management functions associated with the PSP including references to the relevant
specifications is given in Table 8.

Table 8: Transfer and layer management functions associated with PSP

Function Specification
Section/path adaptation and lower layer functions (note 1)
Transmission path termination (note 1)
VP multiplex entity (direction from VB5)  (note 2) ITU-T Recommendation 1.732 [25], § 5.3.1

Mapping
Cell delineation, scrambling, HEC processing
Cell rate decoupling
TP usage measurement
Cell header verification
VPI verification, congestion control
VP demultiplexing
VP multiplex entity (direction to VB5)  (note 2) ITU-T Recommendation 1.732 [25], § 5.3.2
VP multiplexing, congestion control
TP usage measurement
Cell rate decoupling
HEC processing, scrambling, cell stream mapping
NOTE 1: Physical layer principles are described in clause 6 of the present document.
NOTE 2: These functions shall be performed when a physical interface at the VB5.1 reference point is
implemented.

9.9 Functions associated with the Logical Service Port (LSP)

Within this subclause the functions at and on top of the logical service port of ANs are defined. These functions are
divided into ATM VP sublayer and ATM VC sublayer functions as illustrated in Figure 34.
9.9.1  ATM virtual path sublayer functions at the LSP
The ATM VP sublayer at the logical service port provides the following functionalities:
- Virtual Path Entity (VPE):
includes all functions that are performed per individual VP. There is one instance of these functional block per
VP.
9.9.2  ATM virtual channel sublayer functions on top of the LSP
The ATM VC sublayer on top of the logical service port provides the following functionalities:
a) Virtual Path Connection Termination (VPCT):
performs functions devoted to VPC endpoints;
b) Virtual Channel Multiplexing Entity (VCME):
includes functions that are common to all VCs;
¢) Virtual Channel Entity (VCE):
includes all functions that are performed per individual VC;
d) Virtual Channel Connection Termination (VCCT):

performs functions devoted to VCC endpoints.
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Adaptation functions (i.e. SAAL functions) on top of the logical service port are described in clause 13 of the present
document.

A list of the transfer and layer management functions at and on top of the LSP including references to the relevant
specifications is given in Table 9 (VP sublayer functions at AN and SN side) and Table 10 (VC sublayer functions at
AN side).

For the AN to SN connection(s) carrying the RTMC protocol (i.e. broadband AN connection of type B-VC) the
specifications given in Table 10 also apply to the LSP at the SN side.

Table 9: VP sublayer functions associated with LSP at AN and SN side

Function | Specification
Functions at virtual path sublayer
VP entity (direction from VB5) ITU-T Recommendation 1.732 [25], § 5.4.1

VP usage measurement

VP NPC (note 1)

Traffic shaping (for further study)

F4 OAM non-intrusive monitoring

Resource Management (note 2)

F4 OAM cell insertion/extraction and processing
VP entity (direction to VB5) ITU-T Recommendation 1.732 [25], § 5.4.2

F4 OAM cell insertion/extraction and processing

Resource Management (note 2)

F4 OAM non-intrusive monitoring

VP usage measurement

EFCI setting

VPI setting
NOTE 1: The application of VP NPC is a network operator option.
NOTE 2: The specification of this function is still for further study within ITU-T Recommendation 1.732 [25]. Its

impact on the VB5.1 reference point will have to be investigated.
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Table 10: VC sublayer functions on top of LSP at AN side

Function

Specification

Functions at virtual channel sublayer

(only for broadband AN connections of type A-VC, type B-VC and type D-VC)

VP connection termination (direction from VB5)
End-to-end F4 OAM cell extraction and processing

ITU-T Recommendation 1.732 [25], § 5.6.1

VP connection termination (direction to VB5)
End-to-end F4 OAM cell insertion

ITU-T Recommendation 1.732 [25], § 5.6.2

VC multiplex entity (direction from VB5)
VCI verification and invalid cell discard
Congestion control
VC demultiplexing
Meta-signalling (note 1)

ITU-T Recommendation 1.732 [25], § 5.7.1

VC multiplex entity (direction to VB5)
VC multiplexing
Congestion control
Meta-signalling (note 1)

ITU-T Recommendation 1.732 [25], § 5.7.2

VC entity (direction from VB5)
VC usage measurement
Traffic shaping (for further study)
F5 OAM non-intrusive monitoring
F5 OAM cell insertion/extraction and processing
VC NPC (note 2)
Resource Management (note 3)

ITU-T Recommendation 1.732 [25], § 5.8.1

VC entity (direction from VB5)
F5 OAM cell insertion/extraction and processing
F5 OAM non-intrusive monitoring
VC usage measurement
EFCI setting
VCI setting
Resource Management (note 3)

ITU-T Recommendation 1.732 [25], § 5.8.2

VC connection termination (direction from VB5)
End-to-end F5 OAM extraction and processing (note 4)

ITU-T Recommendation 1.732 [25], § 5.10.1

VC connection termination (direction to VB5)
End-to-end F5 OAM insertion (note 4)

ITU-T Recommendation 1.732 [25], § 5.10.2

NOTE 1:
NOTE 2:
NOTE 3:

NOTE 4:

The AN is transparent for meta-signalling information, i.e. no specific actions required.

The application of VC NPC is a network operator option.

The specification of this function is still for further study within ITU-T Recommendation 1.732 [25]. Its
impact on the VB5.1 reference point will have to be investigated.
Only for broadband AN connections of type B-VC at VC level.
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10

Provisioning principles and requirements

10.1 General

Provisioning is one of a number of aspects related to management plane functions. It has been separated from other
management plane requirements because provisioning shall be performed through the Q3 interfaces of the AN and the
SN and is therefore not directly relevant to the VB5.1 interface specification. Only those provisioning aspects having at
least conceptual or indirect implication to the interface definition are defined below.

10.2  Principles

a)

b)

c)

d)

e)

f)

9)

h)

All data for provisioning, including modification and cessation, shall be handled by the relevant Q3 interface, i.e.
Q3(AN) and Q3(SN). Data for provisioning shall be consistent with the splitting of management plane
functionality between the SN and the AN, as specified in clause 11 of the present document, e.g. parameters
necessary to perform the GFC function have to be available in the AN, whereas i.e. parameters to limit the
maximum number of simultaneously active VCCs have to available in the SN.

All data related to a VUP and associated access adaptation functions are outside the scope of the present
document. This does however not preclude provisioning in the AN. A VUP is not known in the SN, except
through its associated LUPs and VP/VC connections.

The association of a VP link at the UNI or VUP to a LUP shall be provisioned in the AN and SN independently
of the transmission path.

The association of a VP link at the interface at the VB5.1 reference point to a LSP shall be provisioned in the AN
and SN independently of the transmission path.

The association of a VPCI to a VPC shall be provisioned in the AN and SN. The VPCI allocated to a given VPC
shall allow a unique identification of that VPC with regard to the RTMC protocol (i.e. unique within a LUP).

The access network shall support the provisioning of VP and/or VC cross connectivity functions.

- In case of a VP cross-connection in the AN, the association of a VP link at the UNI or VUP to a VP link at
the VB5.1 reference point shall be provisioned in the AN.

- In case of a VC cross-connection in the AN, the association of a VPC/VCL at the UNI or VUP to a
VPC/VCL at the VB5.1 reference point shall be provisioned in the AN.

Provisioning of VP/VC connections in order to support the VB5.1 RTMC protocol shall be performed in the AN
and SN. The VCI value shall be in the range of 32 up to 65 535.

A single AN may have multiple VB5.1 interfaces. The association of a LUP to a VB5.1 interface, i.e. a LSP,
shall be performed via provisioning in the AN and SN.

The AN may support ports and services which are not associated to the VB5.1 interface. These ports and services
shall not impact the operability of ports associated with the VB5.1 interface.

Provisioning includes any installation testing of the AN carried out prior to its connection to the SN. AN testing
shall be initiated by the Q3 interface and can be used to check the AN during this phase.

The management information models and Q3 specifications necessary to manage SN and AN are based on existing
information models and Q3 specifications for ATM network elements (see ITU-T Recommendation 1.751 [34]). VB5.1
specific information models to manage VB5.1 interfaces and ANs and SNs interconnected via VB5.1 interfaces are
specified in the relevant Q3 specifications for VB5.1 interfaces.
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11 Principles and requirements for Real Time
Management Co-ordination (RTMC)

11.1  General principles for RTMC

The requirements for RTMC between the AN and the SN across the VB5.1 reference point are based on the principles
given below:

a) the SN shall be able to determine whether in principle it is possible to offer service to a user, or not. Therefore
the AN shall inform the SN about changes of the availability of resources inside the AN. The availability of this
information in the SN is time-critical and requires real time co-ordination between AN and SN (refer to ITU-T
Recommendation G.902 [15]).

The relevant AN resources with regard to the service provision capability are given below:
- physical user port;

- physical service port;

- logical service port (i.e. complete VB5.1 reference point);

- VPC.

With regard to RTMC the logical user port in the AN is only a naming convention.

The SN shall be informed whether the unavailability of the relevant AN resource(s) is due to administrative
actions taken by the AN operator or due to faults;

b) there is no requirement that the SN informs the AN about the availability of resources inside the SN;

c) it shall be possible to perform service level tests from the AN while the user information flow for on-demand
connections is excluded;

d) it shall be possible to verify the correct allocation of a VPCI to a VPC at the VB5.1 reference point;

e) the RTMC function shall allow a re-synchronization of the logical service ports (i.e. complete VB5.1 reference
point) in the AN and SN.

11.2 RTMC requirements related to administrative actions

11.2.1 General

a) Management services may change the availability of resources inside the AN or SN from an administrative point
of view. The administrative state of resources may be changed by means other than Q3 interfaces (i.e. craft
terminals).

The administrative events which shall be supported by the managed entity corresponding to a specific AN
resource and require RTMC between AN and SN are summarized in Table 11 and described in subclauses 11.2.2
and 11.2.3.
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b) The RTMC function shall facilitate the co-ordination of the required status information between the AN and the
SN, so that in the case of a specific event at a managed entity of the AN the following service relevant
information is available at the SN:

1) resources which are affected from a SN point of view;

2) the status of these resource(s) with regard to availability at the AN:
- available (from an administrative point of view);
- not available for switched connections, but test calls allowed,;
- unavailable due to an administrative event

either the resource itself or another resource which it depends on has been administratively prohibited
from use.

¢) The SN operator may change administrative states of VB5.1 specific entities in the SN. However, this has no
impact on the RTMC requirements since it is not required that the SN informs the AN about any state change
resulting from such an action.

d) If an AN resource becomes unavailable due to a non-Q3 action which is not distinguishable from a fault, then it
shall be treated as a fault at that resource.

Table 11: Administrative events which require RTMC between AN and SN

AN Resource Event at AN Description
PUP LOCK see subclause
11.2.2
SHUT DOWN
UNLOCK
PARTIAL LOCK see subclause
11.2.3

PARTIAL SHUT DOWN
PARTIAL UNLOCK

PSP (note 1) LOCK see subclause
11.2.2
SHUT DOWN
UNLOCK
LUP (note 2) O
LSP (note 1) PARTIAL LOCK see subclause
11.2.3
PARTIAL UNLOCK
VPC related entities LOCK see subclause
(applicable to VPC cross-connected at AN, SHUT DOWN 11.2.2
VPC terminated at user port, VPC terminated at service [UNLOCK
port)
Broadcast or multicast VPC with (note 3)

branching point inside the AN

Any other AN resource where the VPCs dependent on |(note 4)
that resource can be unambiguously identified

NOTE 1: This type of resource also exists at the SN side where the same events at the corresponding managed
entity may be supported. However, according to the general RTMC principles, changes of the status of
SN resources has no impact on the RTMC function and is therefore out of the scope of the present
document.

NOTE 2: With regard to the RTMC the LUP is only a naming convention. The LUP does not have an administrative
state in the AN.

NOTE 3: Administrative actions related to VPCs of this type are for further study.

NOTE 4: Events due to administrative actions which affect the service provision capability of those VPCs.
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11.2.2 Manipulation of generic administrative state attributes

These manipulations are related to events LOCK, UNLOCK and SHUT DOWN as defined in ITU-T Recommendation
X.731 [38] at the managed entity corresponding to an AN resource. The generic administrative state events shall be
supported for the following AN resources: PUP, PSP, VPC(s).

a) A LOCK event administratively prohibits the resource being used.

NOTE: As aresult, the cell flow carried on the resource is inhibited according to DE/SPS-03049-1. Neither
normal calls nor test calls across the AN are possible in this case. The flow of cells on (semi-)permanent
connections is interrupted.

b) A SHUT DOWN event causes a graceful shutting down of a resource without interference with ongoing on-
demand services. After this event has occurred, no new switched connections (including new test calls) can be
established on the resource. When the last switched connection has been released, the status of the resource
automatically changes to locked and the user cell flow is inhibited. As a consequence, also the cell flow on
(semi-) permanent connections is interrupted at this point in time.

In contrast to a lock or unlock procedure, a shutting down procedure of an AN resource may require additional
co-ordination with the SN, because the shutting down process needs information about the usage state of a
resource which may not be present in the AN.

With regard to the RTMC function, in these cases the shutting down of an AN resource is considered as a two
step procedure:

- ifa SHUT DOWN event occurs at the AN, the AN shall inform the SN via the RTMC function that no new
switched connections shall be established on the relevant resource;

- if no switched connection is present or if the last switched connection on the resource has been released, the
SN shall inform the AN via the RTMC function that the resource is no longer used by switched connections.

¢) An UNLOCK event may occur at any point in time and permits the resource being used again.

d) If the service provision capability of a VPC in the AN is affected due to administrative actions at another (i.e.
implementation specific) AN resource, the SN should also be informed about the change of the availability status
of that VPC.

11.2.3 Manipulation of VB5.1 specific state attributes.

These manipulations are related to events PARTIAL LOCK, PARTIAL UNLOCK and PARTIAL SHUT DOWN at the
managed entity corresponding to an AN resource. The VB5.1 specific state events shall be supported for the following
AN resources: PUP, LSP. For the LSP, a partial shut down is not required.

a) A PARTIAL LOCK event shall stop all switched connections and prohibit establishment of new switched
connections on the resource. However, test calls across the AN, initiated by the operator shall be possible. This
event has no impact on the cell flow on (semi-)permanent connections, including the VC carrying the RTMC
protocol.

b) A PARTIAL SHUT DOWN event causes a graceful shutting down of a resource without interference with
ongoing on-demand services. After this event has occurred, no new switched connections (including new test
calls) can be established on the resource. When the last switched connection has been released, the status of the
resource automatically changes to partial locked.

In contrast to a partial lock or partial unlock procedure, a shutting down procedure of an AN resource may
require additional co-ordination with the SN, because the partial shutting down process needs information about
the usage state of a resource which may not be present in the AN.
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With regard to the RTMC function, in these cases the partial shutting down of an AN resource is considered as a

two step procedure:

- ifa PARTIAL SHUT DOWN event occurs at the AN, the AN shall inform the SN via the RTMC function
that no new switched connections shall be established on the relevant resource;

- if no switched connection is present or if the last switched connection on the resource has been released, the
SN shall inform the AN via the RTMC function that the resource is no longer used by switched connections.

c) A PARTIAL UNLOCK event may occur at any point in time.

11.3

conditions

RTMC requirements related to the occurrence of fault

a) The occurrence of fault conditions may change the availability of resources inside the AN or SN from an

b)

operational point of view.

The AN resources that require RTMC between AN and SN in the case of the occurrence/disappearance of fault

conditions are given in Table 12.

The RTMC function shall facilitate the co-ordination of the required status information between the AN and the
SN, so that in the case of a fault condition at the AN the following service relevant information is available at the

SN:

1) resources which are affected from a SN point of view;

2) the status of these resource(s) with regard to availability at the AN:

- available (from an operational point of view);

- unavailable due to the occurrence of a fault condition.

The triggering of the RTMC function shall include correlation of fault conditions so that only the root fault
conditions and no consequent (secondary) fault conditions are reported.

Table 12: RTMC functions related to fault conditions at the AN

AN Resource

Event at AN

PUP Occurrence/Disappearance
of FAULT CONDITION at UNI
PSP Occurrence/Disappearance

of FAULT CONDITION at VB5.1 interface

LUP (note 1)

LSP (note 2)

Occurrence/Disappearance
of FAULT CONDITION

VPC related entities
(applicable to

VPC cross-connected at AN,
VPC terminated at user port,
VPC terminated at service port)

Occurrence/Disappearance
of FAULT CONDITION

Broadcast or multicast VPC with branching point inside the
AN (note 3)

Occurrence/Disappearance
of FAULT CONDITION

Any other AN resource where the VPCs dependent on that
resource can be unambiguously identified

Occurrence/Disappearance
of FAULT CONDITION

NOTE 1:
NOTE 2:
possible.

NOTE 3:

With regard to the RTMC the LUP in the AN is only a naming conventions.
In case of a fault condition at the LSP the transfer of RTMC information may no longer be

These VPCs are unidirectional from the SN to the UNIs.
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11.4  Verification of LSP ID

The RTMC function shall provide a mechanism that allows (i.e. at system start-up time) checking of the correct
connection of VB5.1 interfaces, by verifying an LSP ID, which is exchanged with the peer side.

11.5 Interface reset procedure

The RTMC function shall provide a procedure that forces all protocol entities and finite state machines on the peer side
into a defined state. This procedure may be used i.e. at interface start-up, after detection of severe failures or after major
re-provisioning.

11.6  VPCI consistency check

The VPCI consistency check is provided to verify the consistent and correct allocation of a logical VPCI to a VP on the
VB5.1 reference point.

The check is performed to guarantee that a user plane information flow is possible between the AN and SN using the
bilaterally agreed VPCI at the VB5.1 reference point. This is done using the loopback capability of

ETS 300 404 [8])/ITU-T Recommendation 1.610 [24] that operates at the VP level. The consistency of the VPCI is
checked in the SN by monitoring the receipt of a user plane test flow in a VPC at a LSP that is indicated by the VPCI.
After completion of the check the result of the monitoring function (receipt of loopback cells at the VPC level) is
available in the SN. The procedure can be initiated automatically or by operator command. Also at the AN a monitor
function is to be established after the activation of a loopback. This function will check if loopback cells are received.
This result shall be made available to the SN.

The VPCI consistency check shall be initiated by the SN. The VPCI consistency check should be initiated for only one
VPC per VB5.1 reference point at a time.

NOTE: In case when multiple VPCI consistency check procedures are running across different VB5.1 reference
points simultaneously, the result of the check may be incorrect due to a possible interference of the
corresponding loopback cells. However, the probability of such an interference is considered insignificant.

The VPCI consistency check shall be performed on those VPCs at the LSP which are terminated both at the LSP(AN)
and the LSP(SN).

11.7  Activation/deactivation of B-ISDN accesses under control of
the SN

Activation of remote B-ISDN terminals is for further study.

NOTE: Currently no specification defining the activation and deactivation of B-ISDN accesses connected directly
to the SN is available. As soon as such a procedure is standardized, the present document would have to
be enhanced to cover this function.

11.8 Procedural RTMC requirements

For the RTMC function the following procedural requirements apply:
a) the RTMC function shall facilitate the exchange information about the availability of the AN resources:
- LSP (i.e. complete VB5.1 reference point);
- VPC(s).
This shall be applied to both VPCs cross connected in the AN and VPCs terminated in the AN.

Changes of the availability of the resources PUP, LUP and PSP shall be co-ordinated through the exchange of
information about the availability of the individual VPCs associated with the particular resource.
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b) the RTMC protocol shall support messages which carry status information about a set of VPCs. Whenever
possible, such messages shall be applied in order to avoid a flood of RTMC messages across the VB5.1 reference
point in the case where a status change in the AN affects the availability of a number of VPCs simultaneously.

11.9

A summary of the RTMC functions across the VB5.1 reference point with regard to specific resources in the AN and SN
is provided in Table 13. In addition, Table 13 provides a mapping between the detailed RTMC requirements and the
specification of the corresponding RTMC procedures by referring to the relevant subclauses of the present document.

Summary of RTMC functions

Table 13: Overview of RTMC functions at VB5.1 reference point

Resource RTMC function/ Resource identifier Specification of |Specification of
information flow in RTMC information RTMC RTMC
requirements procedures
PUP (AN) Co-ordination of set of LUP/VPCI see subclauses  [see subclauses
availability status/ combinations 11.2 and 11.3 13.3.2 and 13.3.3
AN O SN
Activation/deactivation of For further study |For further study
B-ISDN accesses
PSP (AN) Co-ordination of set of LSP/VPCI see subclauses [see subclauses
availability status/ and/or LUP/VPCI 11.2 and 11.3 13.3.2 and 13.3.3
AN O SN combinations (note 1)
LUP (AN)
(note 2)
LSP (AN) Co-ordination of LSP see subclauses see subclauses
availability status/ 11.2 and 11.3 13.3.2 and 13.3.3
AN O SN
Verify LSP 1D/ LSP see subclause see subclause
AN O SN or SN [0 AN 11.4 13.3.6
Reset/ LSP see subclause see subclause
ANO SN or SN [0 AN 115 13.3.7
VPC (AN) Co-ordination of LUP/VPCI or LSP/VPCI see subclauses  [see subclauses
availability status/ (note 1) 11.2 and 11.3 13.3.2 and 13.3.3
AN O SN
PSP (SN) O
LUP (SN) O
LSP (SN) Verify LSP ID/ LSP see subclause see subclause
SN O AN or AN O SN 11.4 13.3.6
Reset/ LSP see subclause see subclause
SN O AN or AN O SN 11.5 13.3.7
VPC (SN) VPCI consistency check/ |LSP/VPCI see subclause see subclause
SN O AN 11.6 13.34
NOTE 1: The application of connection element identifiers is described in subclause 7.3.2.
NOTE 2: With regard to the RTMC the LUP (AN) is only a naming convention.
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12 Performance design objectives

Performance requirements as defined within the present document should be considered as design objectives for systems
under the conditions stated in the present document. These conditions are defined by such parameters as traffic loads,
average circuit occupancy, busy hour call attempts, etc.

Two distinct performance areas are identified:
a) Transfer functions - concerned with the transfer of user signalling and data via the interface;

b) RTMC functions - concerned with the real time management of the interface.

12.1  Performance design objectives for transfer functions

For further study (see clause J.1).

12.2  Performance design objectives for RTMC functions

For further study (see clause J.2).
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13 VB5.1 system architecture, structure and procedures

13.1 Introduction

This clause describes the VB5.1 RTMC protocol in two ways. First the static protocol architecture (see subclause 13.2)
is presented, then the dynamic behaviour is described (see subclause 13.3).

The static structure is described by SDL system diagrams (see subclauses 13.2.1.3 and 13.2.1.4) and block diagrams
(see subclause 13.2.2).

The dynamic behaviour is presented by text, describing the principles of the procedures and how the procedures are
embedded in the environment and by MSC's which are used to show the basic procedures of the RTMC protocol. (see
subclause 13.3) Finally the lowest level of the SDL hierarchy, the process diagrams describe the detailed procedures.
They can be found in annex A. The behaviour represented by the SDLs plus the set of primitives which drive them is
normative within the present document. However, no implementation is implied by the specification language employed
within the normative part of the present document. It is the functionality represented within clauses 13 and 14 and
annex A which defines the VB5.1 system. In the case of ambiguities between text and process diagrams, the diagrams
take precedence.

13.2 VB5.1 system architecture

13.2.1 System diagrams

13.2.1.1 SN and AN overview

An overview showing the basic VB5.1 functional blocks in AN and SN and how the RTMC protocol is related to these
entities is provided by Figure 35.

VPC LSP VPC LSP
Status Status Status Status
FSM FSM FSM FSM
A A
MPH MPH MPH MPH
MEE | AN System Management SN VB5 System Management MEE
> (AN_SYSMGT) (SN_SYSMGT) ¢ >
A A
MDU MDU
AN RTMC RTMC SN RTMC
Protocol Protocol messages Protocol
Entity Entity
1 1 AAL
AAL
AAL AAL
AAL-SAP AAL-SAP
v v v v

NOTE: The abbreviations shown at the arrows are classes of primitives used by VB5.1 (see Table 14).

Figure 35: VB5.1 system overview
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13.2.1.2 Naming conventions

VB5 primitives exchanged within the AN and SN are indicated by a leading M. Primitives represent, in an abstract way,
the exchange of information and control between entities internal to the AN and SN. They do not specify or constrain
implementation. The following table classifies the introduced primitives.

Table 14: Classification of VB5.1 primitives

Primitives between VB5.1 system management and VPC/LSP status FSMs MPH XXX

Primitives between the VB5.1 system management and ATM adaptation layer AAL XXX

service access point B

Primitives between VB5 AN/SN system management and the environment MEE XXX

within VB5.1 is running (the part of plane management which is external to N

VB5.1)

Primitives between VB5 system management and RTMC protocol MDU XXX

Primitives internal to a SDL block MIE XXX

NOTE: VB5 messages are passed to the AAL-SAP via AAL DATA primitives. For the specification of the RTMC
protocol the messages are the relevant information. Therefore in the following SDL diagrams reference
is made to the messages only.

Symbols used to describe the SDL system and block diagrams as well as the message sequence charts are specified in
ETS 300 414 [28].

13.2.1.3 AN VB5.1 system

This subclause presents as a SDL system diagram the decomposition of an AN into functional entities related to the
VB5.1 interface.

Each functional entity defined in this subclause comprises a number of processes. These processes are defined with SDL
block diagrams in subclause 13.2.2.

The functional entities composing an AN VB5.1 system are shown in Figure 36 and further defined in Table 15.

The connection of the AN VB5.1 system to any non-VB5 AN entities is realized by AN_ENV which summarizes the
environment within AN VB5 system is running. The VB5 system communicates with this external environment via
channels (CH_...). The terms in square brackets reference the signallists, which contain all signals which are transported
on that channel (see Figure 38 up to Figure 42). The external entities are beyond the scope of VB5.1 and not specified in
further detail. Only basic requirements which are essential for co-operation between AN and SN are given.
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Figure 36: AN VB5.1 system
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Table 15: AN functional entities

Functional entity Abbreviation in Purpose
Figure 36
AN System Management AN_SYSMGT AN system management represents the co-ordination function of the AN
VB5.1 system.
In the case of an administrative state change of a resource affecting the
availability of User VPCs, VB5 VPCs or the LSP itself the AN system
management shall:
- initiate, co-ordinate and supervise state transitions of VPC Status
FSMs and/or LSP status FSM;
- invoke the RTMC protocol entity in order to inform the SN about the
unavailability of VPCs and/or LSP.
In the case of a faulty resource affecting the availability of User VPCs, VB5
VPCs or the LSP itself the AN system management shall:
- initiate, co-ordinate and supervise state transitions of VPC Status
FSMs and/or LSP status FSM,;
- invoke the RTMC protocol entity in order to inform the SN about the
unavailability of VPCs and/or LSP.
During interface start-up the AN system management shall:
- request the SAAL establishment for the RTMC protocol;
- invoke the RTMC protocol entity in order to inform the SN about a
reset of the VB5 interface;
- co-ordinate the unblocking of VPC Status FSMs and the LSP status
FSM;
- invoke the RTMC protocol entity in order to request the VB5 IF ID from
the SN and verify the ID.
On request of AN_ENV the AN system management shall:
- invoke the RTMC protocol entity in order to inform the SN about a
reset of the VB5 interface;
- invoke the RTMC protocol entity in order to request the LSP ID from
the SN and verify the ID.
The AN system management shall relay VPCI consistency information
either to AN_ENV or AN_CPROT.
AN system management supervises the RTMC protocaol, i.e. reacts on
errors and time-outs and passes them on to the AN_ENV entity.
RTMC protocol Entity AN_CPROT The RTMC protocol entity terminates the VB5.1 RTMC protocol and shall:
- build up the RTMC protocol messages,
- supervise message transmission by timers,
- re-transmit messages on timer expiration.
VPC Status AN_VPCSTAT The VPC status FSM represents the availability due to local administrative
Finite State Machine reasons or fault conditions of user VPCs as well as of VB5 VPCs.In the
case of a state change the VPC Status FSM decides upon the message to
be sent to the SN.
One FSM is provided per VPC.
LSP Status AN_LSPSTAT The LSP status finite state machine represents the availability due to local

Finite State Machine

administrative reasons or fault conditions of the VB5 interface. In the case
of a state change the LSP Status FSM decides upon the message to be
sent to the SN.

NOTE:

This does not necessarily imply that the administrative state of the VPCs has changed as well. The term User VPCs
addresses VPCs crossing the UNI, or at the VUP the term VB5 VPCs addresses VPCs crossing the VB5 interface and

terminating in the AN.
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The functional entities are connected via channels on which messages and primitives are conveyed. The channels are
defined in Table 16.

Table 16: Channels in the AN

Channel Abbreviation in Figure 36 Purpose/comments
AN System Management <& |CH_ANSYS_ENV Via CH_ANSYS_ENV the AN_ENV entity shall trigger
AN environment the AN VB5.1 system management to invoke the VB5.1
procedures:

- interface start-up,

— block/unblock/shutdown resources,
— check VB5 interface ID,

- VPCI Consistency check

AN System Management <& [CH_SYS_SAAL Via CH_SYS_SAAL the AN system management shall

AN SAAL entity supervise the establishment/release of the SAAL of the
VB5.1 RTMC protocol.

AN System Management < [CH_SYS_ANVPCSTAT Via CH_SYS_ANVPCSTAT the AN system

AN VPC status FSM management shall update the AN VPC status FSM in

the case of state changes due to administrative or
operational reasons.

AN System Management < [CH_SYS_ANLSPSTAT Via CH_SYS_ANLSPSTAT the AN system

AN LSP status FSM management shall update the AN LSP status FSM in
the case of state changes due to administrative or
operational reasons.

AN System Management & [CH_SYS_ANCPROT Via CH_SYS_ANCPROT the AN system management
AN RTMC protocol entity shall trigger the AN RTMC protocol entity to send
messages to the SN.

The RTMC protocol entity shall inform AN system
management about receipt of messages from the SN.

(note 1)

AN RTMC protocol entity < [CH_ANCPROT_VB5 Via CH_CPROT_VB5 the RTMC protocol entity

VB?S interface sends/receives VB5 RTMC messages to/from the SN.
(note 2)

NOTE 1: For state changes of VPC/LSP the RTMC protocol entity is not invoked directly by the VPC/LSP FSMs
because of the possibility of having "multi VPC" messages.

NOTE 2: The underlying SAAL is not taken into account because it is beyond the scope of the VB5.1 protocol
procedures.

13.2.1.4 SN VB5.1 system

This subclause presents as a SDL system diagram the decomposition of a SN into functional entities related to the
VB5.1 interface.

Each functional entity defined in this subclause comprises a number of processes. These processes are defined with SDL
block diagrams in subclause 13.2.2.

The functional entities composing a SN VB5.1 system are shown in Figure 37 and further defined in Table 17.

The connection of the SN VB5.1 system to any non-VB5 SN entities is realized by SN_ENV. SN_ENV itself is beyond
the scope of VB5.1 and not specified in further detail. Only basic requirements which are essential for co-operation
between AN and SN are given.
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Figure 37: SN VB5.1 system
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Table 17: SN functional entities

Functional entity

IAbbreviation in
Figure 37

Purpose

SN System Management

SN_SYSMGT

SN system management represents the co-ordination function of
the SN VB5.1 system.

During interface start-up the SN system management shall:

- request the SAAL establishment for the RTMC protocol;

- invoke the RTMC protocol entity in order to inform the AN
about a reset of the VBS5 interface;

- co-ordinate the VPC Status FSMs and the LSP status FSM;

— invoke the RTMC protocol entity in order to request the LSP ID
from the SN and verify the ID.

On request of SN_ENV the SN system management shall:

- invoke the RTMC protocol entity in order to inform the AN
about a reset of the VB5 interface;

— invoke the RTMC protocol entity in order to request the LSP ID
from the AN and verify the ID;

— transport VPCI consistency messages.

On receipt of messages from the AN, indicating the availability
status of VPCs/LSP the SN VPC/LSP status FSM is informed.

SN system management supervises the RTMC protocol, i.e.
reacts on errors and time-outs and passes them on to the
SN_ENV entity.

RTMC protocol Entity

SN_CPROT

The RTMC protocol entity terminates the VB5.1 RTMC protocol
and shall:

— build up the RTMC protocol messages;

- supervise message transmission by timers;

— _re-transmit messages on timer expiration.

VPC Status
Finite State Machine

SN_VPCSTAT

The VPC status FSM represents the availability due to remote
administrative reasons or fault conditions of user VPCs as well as
of VB5 VPCs.

One FSM is provided per VPC.

LSP Status
Finite State Machine

SN_LSPSTAT

The LSP status finite state machine represents the availability due
to remote administrative reasons or fault conditions of the VB5
interface.
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The functional entities are connected via channels on which messages and primitives are conveyed. The channels are
defined in Table 18.

Table 18: Channels in the SN

Channel Abbreviation in Figure 37 Purpose/comments
SN System Management < [CH_SNSYS_ENV Via CH_SNSYS_ENV the SN_ENV entity shall trigger the
SN environment SN VB5.1 system management to invoke the VB5.1
procedures:

- interface start-up;

- check VB5 interface ID;

- VPCI Consistency check.

SN VB5.1 system management informs SN_ENV about
state changes of the LSP and or VPC status FSMs

SN System Management & [CH_SYS_SAAL Via CH_SYS_SAAL the SN system management shall
SN SAAL entity supervise the establishment/release of the SAAL of the
VB5.1 RTMC protocol.

SN System Management & [CH_SYS_SNVPCSTAT Via CH_SYS_SNVPCSTAT the SN system management
SN VPC status FSM shall update the SN VPC status FSM in the case of state
changes due to administrative or operational reasons.
SN System Management < |CH_SYS_SNLSPSTAT Via CH_SYS_SNLSPSTAT the SN system management

SN LSP status FSM shall update the SN LSP status FSM in the case of state
changes due to administrative or operational reasons.

SN System Management < [CH_SYS_SNCPROT Via CH_SYS_CPROT the SN system management shall

SN RTMC protocol entity trigger the SN RTMC protocol entity to send messages to
the AN.

The RTMC protocol entity shall inform SN system
management about receipt of messages from the AN.

SN RTMC protocol entity & |[CH_SNCPROT_VB5 Via CH_SNCPROT_VB5 the RTMC protocol entity
VB5 interface sends/receives VB5 control messages to/from the AN.
(note 1)

NOTE 1: The underlying SAAL is not taken into account because it is beyond the scope of the VB5.1 protocol
procedures.
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13.2.1.5 Signallists

This subclause defines the signallists which group the various signals appearing on the channels. Refer to annex A.1 for
detailed signal declarations.

]

Package VB5_1 20(30)

! common for AN and SN*/

I.\q /*Declaration of Signallisg‘

MEE_startup_req, h . MEE_reset_req;
MEE_stop_traffic. req; MEE_verify_LSP_ID_req;

signallist SL_ENV_CTR a signallist SL_ENV_LSPID % signallist SL_ENV_RESET a

signallist SL_CTR_EN signallist SL_LSPID_ENV signallist SL_RESET_ENV
MEE_LSP_failure_ind, MEE_error_ind, MEE_error_ind,
MEE_startup_conf, MEE_verify_LSP_ID_conf; MEE_reset_conf,
MEE_startup_ind, — — MEE_reset_ind;
MEE_stop_traffic_conf;

signallist SL_SYS_SAAL signallist SL_SAAL_SYS

AAL_establish_req, AAL_establish_ind,

AAL_release_req; AAL_establish_conf,
AAL_release_ind,

AAL_release_conf;

signallist SL_CPROT_RESET B signallist SL_CPROT_LSPID B
MDU_reset_conf, MDU_LSP_ID_conf,

MDU_reset_ind, MDU_LSP_ID_ind,
MDU_trans_error, MDU_trans_error,
MDU_error_ind; MDU_error_ind;

signallist SL_RESET_CPROT B signallist SL_LSPID_CPROT B
MDU_reset Teq, MDU_LSP_iD_req,

MDU_reset_res, MDU_LSP_ID_res,
MDU_resrsc_prc_started, MDU_Ispid_prc_started,
MDU_abort_req; MDU_abort_req;

Figure 38: Signallists common for AN and SN
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Package VB5_1

signallist SL_ENV_ANSYS
(SL_ENV_CTR),
(SL_ENV_RESET),
(SL_ENV_LSPID),
(SL_ENV_ANCONS),
(SL_ENV_ANSTATUS);

for primitives from the
environment*/

/*Declaration of AN Signallisﬁ

signallist SL_ENV_ANCONS
MEE_cons_check_res,
MEE_cons_check_end_res;

]

signallist SL_ANSYS_ENV
(SL_CTR_ENV),
(SL_RESET_ENV),
(SL_LSPID_ENV),
(SL_ANCONS_ENV),
(SL_ANSTATUS_ENV);

signallist SL_ENV_ANSTATUS
MEE_block_req,
MEE_unblock_req,
MEE_await_clear_req;

for primitives to the

/*Declaration of AN Signallisﬁ

environment*/

signallist SL_ANCONS_ENV
MEE_error_ind,
MEE_cons_check_ind,
MEE_cons_check_end_ind;

signallist SL_ANSTATUS_ENV
MEE_error_ind,
MEE_block_conf,
MEE_unblock_conf,
MEE_await_clear_conf;

21(30)

Figure 39: Signallists in the AN (1)
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]

Package VB5_1 22(30)
""""" N : ) ;
Ly /*Declaration of AN Signallis
I for status FSM primitives*/
___________ i
signallist SL_ANVPCSTAT_SYS signallist SL_SYS_ANLSPSTAT
MPH_VPC_unblock_conf, MPH_LSP_unblock_req,
MPH_VPC_block_conf, MPH_LSP_block_req;
MPH_VPC_await_clear_conf,

MPH_VPC_started;

signallist SL_SYS_ANVPCSTAT signallist SL_ANLSPSTAT_SYS
MPH_VPC_unblock_req, MPH_LSP_unblock_conf,
MPH_VPC_block_req, MPH_LSP_block_conf;
MPH_VPC_await_clear_req;

Figure 40: Signallists in the AN (2)



]

81 Draft EN 301 005-1 V1.1.1 (1997-03)

Package VB5_1

signallist SL_ANCPROT_SYS
(SL_CPROT_RESET),
(SL_CPROT_LSPID),
(SL_CPROT_ANCONS),
(SL_CPROT_ANSTATUS);

23(30)

for AN_CPROT primitives*

/*Declaration of Signallist%
/

signallist SL_CPROT_ANCONS
MDU_cons_check_ind,
MDU_cons_check_end_ind,
MDU_error_ind;

signallist SL_SYS_ANCPROT
(SL_RESET_CPROQOT),
(SL_LSPID_CPROT),
(SL_ANCONS_CPROT),
(SL_ANSTATUS_CPROT);

signallist SL_CPROT_ANSTATUS
MDU_unblock_conf,
MDU_block_conf,
MDU_await_clear_conf,
MDU_trans_error,

MDU_error_ind;

signallist SL_ANCONS_CPROT
MDU_cons_check_res,
MDU_cons_check_end_res,
MDU_cons_prc_started,
MDU_abort_req;

signallist SL_ANSTATUS_CPROT
MDU_unblock_req,
MDU_block_req,
MDU_await_clear_req,
MDU_status_prc_started,
MDU_abort_req;

Figure 41: Signallists in the AN (3)
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Package VB5_1

for VB5 messages*/

[*Declaration of AN Signallish‘

signallist SL_VB5_ANCPROT B
UNBLOCK_ACK,

BLOCK_ACK,
AWAIT_CLEAR_ACK,
AWAIT_CLEAR_COMP,
RESET_CMD,

RESET_ACK,

REQ_LSP_ID,

LSP_ID,
CONSISTENCY_CHECK_REQ,
CONSISTENCY_CHECK_END,
PROTOCOL_ERROR,
unknown_message,
unknown_protdisc;

signallist SL_ANCPROT_VB5 = B

UNBLOCK_CMD,

BLOCK_CMD,

AWAIT_CLEAR,
AWAIT_CLEAR_COMP_ACK,
RESET_CMD,

RESET_ACK,

REQ_LSP_ID,

LSP_ID,
CONSISTENCY_CHECK_REQ_ACK,
CONSISTENCY_CHECK_END_ACK,
PROTOCOL_ERROR;

24(30)

Figure 42: Signallists in the AN (4)
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Package VB5_1

signallist SL_ENV_SNSYS
(SL_ENV_CTR),
(SL_ENV_RESET),
(SL_ENV_LSPID),
(SL_ENV_SNCONS),
(SL_ENV_SNSTATUS);

for primitives from the
environment*/

/*Declaration of SN Signalliﬁ

signallist SL_ENV_SNCONS
MEE_cons_check_req,
MEE_cons_check_end_req;

]

MEE_await_clear_res;

signallist SL_ENV_SNSTATUS 5

signallist SL_SNSYS_ENV
(SL_CTR_ENV),
(SL_RESET_ENV),
(SL_LSPID_ENV),
(SL_SNCONS_ENV),
(SL_SNSTATUS_ENV);

for primitives to the

/*Declaration of SN Signalli
environment*/

signallist SL_SNCONS_ENV
MEE_error_ind,
MEE_cons_check_conf,
MEE_cons_check_end_conf;

signallist SL_SNSTATUS_EN
MEE_error_ind,
MEE_block_ind,
MEE_unblock_ind,
MEE_await_clear_ind;

25(30)

Figure 43: Signallists in the SN (1)
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Package VB5_1

for status FSM primitives*/

[*Declaration of SN Signallisk‘

signallist SL_SYS_SNVPCSTAT
MPH_VPC_unblock_ind,
MPH_VPC_block_ind,

MPH_VPC_await_clear_ind;

signallist SL_SYS_SNLSPSTAT
MPH_LSP_unblock_ind,
MPH_LSP_block_ind,;

signallist SL_SNVPCSTAT_SYS
MPH_VPC_unblock_res,
MPH_VPC_block_res,
MPH_VPC_await_clear_res,

signallist SL_SNLSPSTAT_SYS
MPH_LSP_unblock_res,
MPH_LSP_block_res;

MPH_VPC_started,;

26(30)

Figure 44: Signallists in the

SN (2)
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Package VB5_1

signallist SL_SNCPROT_SYS
(SL_CPROT_RESET),
(SL_CPROT_LSPID),
(SL_CPROT_SNCONS),
(SL_CPROT_SNSTATUS);

signallist SL_CPROT_SNCONS
MDU_cons_check_conf,
MDU_cons_check_end_conf,
MDU_trans_error,
MDU_error_ind;

for SN_CPROT primitives*/

[*Declaration of SN Signallish‘

signallist SL_SYS_SNCPROT
(SL_RESET_CPROT),
(SL_LSPID_CPROT),
(SL_SNCONS_CPROT),
(SL_SNSTATUS_CPROT);

signallist SL_CPROT_SNSTATUS
MDU_unblock_ind,
MDU_block_ind,
MDU_await_clear_ind,
MDU_trans_error,

MDU_error_ind,;

signallist SL_SNCONS_CPROT
MDU_cons_check_req,
MDU_cons_check_end_req,
MDU_cons_prc_started,
MDU_abort_reg;

signallist SL_SNSTATUS_CPROT
MDU_unblock_res,
MDU_block_res,
MDU_await_clear_ack,
MDU_await_clear_res,
MDU_status_prc_started,
MDU_abort_req;

27(30)

Figure 45: Signallists in the SN (3)
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Package VB5_1

/*Declaration of SN Signalli
for VB5 messages*/

signallist SL_SNCPROT_VB5 B
UNBLOCK_ACK,

BLOCK_ACK,
AWAIT_CLEAR_ACK,
AWAIT_CLEAR_COMP,
RESET_CMD,

RESET_ACK,

REQ_LSP_ID,

LSP 1D,
CONSISTENCY_CHECK_REQ,
CONSISTENCY_CHECK_END,
PROTOCOL_ERROR;

signallist SL_VB5_SNCPROT = B

UNBLOCK_CMD,

BLOCK_CMD,

AWAIT_CLEAR,
AWAIT_CLEAR_COMP_ACK,
RESET_CMD,

RESET_ACK,

REQ_LSP_ID,

LSP_ID,
CONSISTENCY_CHECK_REQ_ACK,
CONSISTENCY_CHECK_END_ACK,
PROTOCOL_ERROR,
unknown_message,
unknown_protdisc;

28(30)

Figure 46: Signallists in the SN (4)

13.2.2 Block diagrams

13.2.2.1

13.2.2.1.1

The AN system management blocks are shown in Figure 47 and further defined in Table 19.

System management

AN system management
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Table 19: AN system management processes

System Management
Processes

Abbreviation in Figure 47

Purpose

Interface control

AN_CTR:CTR

Co-ordination of VB5 interface start-up

SAAL control

AN_SAAL:SAAL MGT

Supervision of SAAL establishment and release

Reset resources

AN_RESET:RESET_RSC

Supervision of the reset of the VB5 interface

Check LSP ID

AN_LSPID:LSPID_CHECK

Supervision of requesting the SN LSP ID and

checking for consistency

Status Control

AN _STATUS MGT

Supervision of status changes of VPCs and LSPs

VPCI consistency check

AN_VPCI_CC

Co-ordination between Environment and
AN_CPROT for the VPCI consistency check

The AN system management processes are connected via signal routes to each other which are defined in Table 20.

Table 20: Internal signal routes in AN system management

& SAAL control

Signal Route Abbreviation in Purpose/comments
Figure 47
Interface Control SR_CTR_SAAL Via SR_CTR_SAAL the interface control process shall

request a SAAL establishment.

Interface Control
<& Reset resources

SR_CTR_RESET

Via SR_ CTR_RESET the interface control process shall
request a reset of the VB5 interface.

Interface Control
& Check LSP ID

SR_CTR_LSPID

Via SR_CTR_LSPID the interface control process shall
request the SN LSP ID.

Interface Control
<& Status Control

SR_CTR_ANSTATUS

Via SR_CTR_ANSTATUS the interface control process
shall request a blocking/unblocking of all VPCs and of the
LSP.

Interface Control
0 VPCI CC Control

SR_CTR_ANCONS

Via SR_CTR_ANCONS the interface control process shall
start/stop the AN_VPCI_CC process

Reset process
0 Status Control

SR_RESET_STATUS

Via SR_RESET_STATUS the interface control process
shall request a blocking/unblocking of all VPCs and of the

LSP.

13.2.2.1.2

SN system management

The blocks of the SN system management are shown in Figure 48 and further defined in Table 21.
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Figure 48: SN system management block
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Table 21: SN system management processes

System Management Abbreviation in Figure 48 Purpose
Processes

Interface control SN _CTR:CTR Co-ordination of VB5 interface start-up

SAAL control SN _SAAL:SAAL MGT Supervision of SAAL establishment and release

Reset resources SN_RESET:RESET_RSC Supervision of the reset of the VB5 interface

Check LSP ID SN_LSPID:LSPID_CHECK Supervision of requesting the SN LSP ID and
checking for consistency

Status Control SN_STATUS MGT Supervision of status changes of VPCs and LSPs

VPCI Consistency Check SN_VPCI_CC Co-ordination between Environment and
SN_CPROT for the VPCI consistency check

The SN system management processes are connected via signal routes to each other which are defined in Table 22.

Table 22: Internal signal routes in system management

Signal Route Abbreviation in Purpose/comments
Figure 48
Interface Control SR_CTR_SAAL Via SR_CTR_SAAL the interface control process shall
<& SAAL control request a SAAL establishment.
Interface Control SR_CTR_RESET Via SR_ CRT_RESET the interface control process shall
& Reset resources request a reset of the VB5 interface.
Interface Control SR_CTR_LSPID Via SR_CTR_LSPID the interface control process shall
<& Check LSP ID request the SN LSP ID.
Interface Control SR_CTR_SNSTATUS Via SR_CTR_SNSTATUS the interface control process
<& Status Control shall request a blocking/unblocking of all VPCs and of the
LSP.
Interface Control SR_CTR_SNCONS Via SR_CTR_SNCONS the interface control process shall
= VPCI CC Control start/stop the SN_VPCI_CC process
Reset process SR_RESET_STATUS Via SR_RESET_STATUS the interface control process
O Status control shall request a blocking/unblocking of all VPCs and of the
LSP.
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The system management processes communicate with each other via internal signalling lists which are declared in
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System management internal signallists

Figure 49. Refer to clause A.1 for the signal declarations.
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Package VB5_1

signallist SL_CTR_SAAL
MIE_establish_SAAL_req;
MIE_release_SAAL_req;

signallist SL_CTR_ANCONS B
MIE_stop_traffic,
MIE_start_traffic;

signallist SL_CTR_SNCONS B
MIE_stop_traffic,
MIE_start_traffic;

signallist SL_CTR_CONS
MIE_stop_traffic,
MIE_start_traffic;

signallist SL_SAAL_CTR
MIE_establish_SAAL_corf;
MIE_release_SAAL_conf,
MIE_establish_SAAL_ind,
MIE_SAAL _failure;

/*Signallists fro
the CTR process*/

signallist SL_CTR_RESET
MIE_reset_LSP_req,
MIE_stop_traffic,
MIE_start_traffic;

signallist SL_CTR_ANSTATUS B
MIE_stop_traffic,
MIE_start_traffic;

signallist SL_CTR_SNSTATUS B
MIE_stop_traffic,
MIE_start_traffic;

signallist SL_CTR_STATUS
MIE_stop_traffic,
MIE_start_traffic;

/*Signallists to
the CTR process*/

signallist SL_RESET_CTR
MIE_reset_LSP_conf,
MIE_reset_LSP_ind,

MIE_error_ind,;

/*Other system manageme
internal Signallists*/

MIE_unblock_all_req;

signallist SL_RESET_STATUS H

30(30)

signallist SL_CTR_LSPID
MIE_verify_LSP_ID_req,
MIE_stop_traffic,
MIE_start_traffic;

signallist SL_LSPID_CTR
MIE_verify_LSP_ID_conf,
MIE_verify LSP_ID_ind,
MIE_error_ind;

signallist SL_STATUS_RESET
MIE_unblock_all_conf;

Figure 49: System management internal signallists

The system management processes are connected to other functional entities via signal routes which are connected to
channel endpoints. Signallists conveyed on those signhal routes are declared in Figure 38 up to Figure 46.
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13.2.2.2 LSP status FSM

13.2.2.2.1 AN LSP status FSM

The AN LSP status FSM entity consists of one process (AN_LSPSTAT) which represents the local availability status of
the LSP. The LSP status process is shown in Figure 50.

Block AN_LSPSTAT 1(1)

AN_LSPSTAT

[(SL_SYS_ANLSPSTAT)]

SR_SYS_ANLSPSTAT

|:(SL_AN LSPSTAT_SYS)]

CH_SYS_ANLSPSTAT

Figure 50: AN LSP status FSM block
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13.2.2.2.2 SN LSP status FSM

The SN LSP status FSM entity consists of one process (SN_LSPSTAT) which represents the remote availability status
of the LSP. The LSP status process is shown in Figure 51.

Block SN_LSPSTAT 1(1)

SN_LSPSTAT

[(SL_SYS_SN LSPSTAT

[ I

SR_SYS_SNLSPSTAT

[(SL_SNLSPSTAT_SYS ]

CH_SYS_SNLSPSTAT

Figure 51: SN LSP status FSM block

13.2.2.2.3 LSP status FSM primitives

The LSP status FSM process is connected to other functional entities via signal routes which are connected to channel
endpoints. Signallists conveyed on those signal routes are declared in Figure 40 and Figure 44.
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13.2.2.3 VPC status FSM

13.2.2.3.1 AN VPC status FSM

The AN VPC status FSM entity consists of one process (AN_FVPCSTAT) which represents the local availability status
of the VPC. For each VPC there exists one process instance. The VPC status process is shown in Figure 52.

Block AN_VPCSTAT 1(1)

AN_FVPCSTAT (C_AIIVPC)

[(SL_SYS_ANVPCSTAT

—

SR_SYS_ANVPCSTAT

[(SL_ANVPCSTAT_SYS

| —

CH_SYS_ANVPCSTAT

Figure 52: AN VPC status FSM block
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13.2.2.3.2 SN VPC status FSM

The SN VPC status FSM entity consists of one process (SN_FVPCSTAT) which represents the remote availability
status of the VPC. For each VPC there exists one process instance. The VPC status process is shown in Figure 53.

Block SN_VPCSTAT 1(1)

SN_FVPCSTAT (C_AIIVPC)

[(SL_SYS_SNVPCSTAT)]

SR_SYS_SNVPCSTAT

[(SL_SNVPCSTAT_SYS)]

CH_SYS_SNVPCSTAT

Figure 53: SN VPC status FSM block

13.2.2.3.3 VPC status FSM primitives

The VPC status FSM process is connected to other functional entities via signal routes which are connected to channel
endpoints. Signallists conveyed on those signal routes are declared in Figure 40 and Figure 44.
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13.2.24 RTMC protocol entity

13.2.24.1 AN RTMC protocol entity

The VB5.1 AN RTMC protocol entity consists of two processes.

Table 23: AN CPROT blocks

Block Abbreviation in Purpose
Figure 54
AN RTMC protocol manager AN_MGR_CPROT Creates dynamically AN_CPROT processes for handling

RTMC transactions.
Allocates RTMC signalling identifiers.
AN RTMC protocol handler AN_CPROT Handles a single RTMC transaction

The RTMC protocol process is shown in Figure 54.

CH_SYS_ANCPROT

Block AN_CPROT 1(2)

[(SL_ANCPROT_SYS)]

! SR_SYS_ANCPROT

[(SL_SYS_ANCPROT)]

1 CH_ANCPROT_VB5
AN_MGR_CPROT SR_ANCPROT_VB5

“:(SL_VBS_ANCPROT)] [(SL_ANCPROT_VBS)]

[(SL_ANCPROT_SYS),
(SL_ANCPROT_VB5)

SR_ANCPROT_MGR

(SL_VB5_ANCPROT)

|:(SL SYs ANCPROT),i|

AN_CPROT(0)

Figure 54: AN VB5.1 RTMC protocol block
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13.2.2.4.2 SN RTMC protocol entity

The VB5.1 SN RTMC protocol entity consists of two processes.

Table 24: SN CPROT blocks

Block Abbreviation in Purpose
Figure 55
SN RTMC protocol manager SN_MGR_CPROT Creates dynamically SN_CPROT processes for handling

RTMC transactions.
Allocates RTMC signalling identifiers.
SN RTMC protocol handler SN_CPROT Handles a single RTMC transaction

The RTMC protocol process is shown in Figure 55.

CH_SYS_SNCPROT

Block SN_CPROT (SL_SNCPROT_SYS)] 1(1)
“““““ N SR_SYS_SNCPROT
Ly

(SL_SYS_SNCPROT)]

SR_SNCPROT_VB5
(SL_SNCPROT_vB5)] | SN_MGR_CPROT

CH_SNCPROT_VB5
[(SL_VBS_SNCPRO )

[(SL_SNCPROT_SYS),
(SL_SNCPROT_VB5)

SR_SNCPROT_MGR

(SL_SYS_SNCPROT),
(SL_VB5_SNCPROT)

SN_CPROT (0)

Figure 55: SN VB5.1 RTMC protocol block
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13.2.2.4.3 RTMC protocol entity primitives

The VB5.1 SN RTMC protocol process is connected to other functional entities via signal routes which are connected to
channel endpoints. Signallists conveyed on those signal routes are declared in Figure 38, Figure 41 and Figure 45.

13.3 RTMC procedures

13.3.1 General principles

This clause describes principles and mechanisms independent of the specific procedures defined for the VB5.1 interface.

13.3.1.1 External events to VB5

As stated in clause 11, information related to changes of administrative states of managed entities and fault conditions
shall be communicated from the AN to the SN. However the actions triggered within the environment are filtered and
mapped by the environment to the external events as seen by the VB5 system (see Figure 39).The only AN resources
seen by the VB5.1 system are those known to the SN, namely VPCs and LSP. The receiver of the information, the SN, is
only interested in the service relevance of the actions taken in the AN, i.e. the effect on existing connections and the
connection set up handling. It is the responsibility of AN VB5.1 system management in co-operation with the status

FSMs to decide whether an event from the environment has service relevance for the SN and a message transfer to the
SN is required.

13.3.1.2 Single VP messages and multi VP messages

Whenever commands are executed in the AN, which manipulate a single VPC or a LSP, the environment informs the
VB5 system. But also other commands i.e. locking of a PUP which have VP relevance are mapped by the environment
to VP specific actions and forwarded to VB5. In that case VB5 system management may receive together with the action
required a list of affected VPCs. To avoid the generation of a multitude of messages of the same type, VB5 system
management uses the list and requests the AN RTMC protocol entity to build a message where the resource identifier
information elements are repeated. This method is used as a mere optimization, the VB5 logic is VPCI or LSP based.
The method has some impact on the use of the signalling identifier (see subclause 13.3.3).

The SAAL transfers SDUs up to 4 096 octets. The RTMC protocol keeps track of that restriction and supports the
decomposition of lists of VPCs into multiple messages. For the AN environment this decomposition is transparent and
therefore it shall receive one primitive as acknowledgement. The decomposition is also transparent to the receiver in the
SN. In the SN it is seen as two independent transactions.

13.3.1.3 Acknowledgements

VB5 makes use of the assured data transfer mode of SAAL. SAAL takes care for the transport of the messages. In
addition functional acknowledgements for all applications using the RTMC protocol are introduced to keep the
synchronization between AN and SN as close as possible. The receiving application either returns a positive response, if
it will execute or has executed the requested action(s) or returns a negative response if the requested action(s) can not be
performed. To indicate the status the resource identifier information element is contained in the acknowledgement.

It is the task of the RTMC protocol entity to supervise the acknowledgement messages by timers. The timer values shall
be application dependent. In the case of time out the messages are repeated once. After the second time out an error
indication is sent to the environment.

13.3.1.4 General error handling

The RTMC protocol entity is responsible for checking the syntactical correctness of messages. In the case of an error a
protocol error message is generated. Detailed error cases can be found in the syntax check procedure diagram (refer to
annex A.4.6).

If the receiving application can not perform the requested action on the indicated resource, i.e. it is unknown to the
receiver, this has to be reported to the peer side. An acknowledgement is used, where the result is given in the resource
identifier via an error code. In the case of a multi VP message the resource identifiers are repeated. In a multi VP
message only the resource identifiers with negative acknowledgements are listed.
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13.3.1.5 Use of signalling identifiers

The service node and the access network both assign their own signalling identifiers for a signalling association between
the RTMC protocol entities. They are used to identify the RTMC process instance to which a transmitted or received
message applies. The SN signalling identifier is assigned by the SN and used to identify the signalling association in the
SN. Therefore it is reflected by the AN. The AN signalling identifier is used in the same way. Both signalling identifier

are not necessarily present in a message.

The destination signalling identifier information element provides the identification of the signalling association at the
destination protocol side (receiver) of a message (see subclause 14.2.7).

The origination signalling identifier information element provides the identification of the signalling association at the
origination protocol side (sender) of a message (see subclause 14.2.8).
13.3.1.6 Reporting of status changes

Status changes relevant for VB5 occur due to administrative actions or the occurrence of a fault condition which affects
VPCs or the LSP. To report status changes of VPCs or the LSP from the AN to the SN the following principles apply:

a) the AN environment shall inform the VB5 system about all status changes of VPCs or the LSP. The AN
environment shall provide the AN VB5 system with the full information about the reasons of status changes;

b) the AN VB5 system has the full knowledge about the current status of the VPCs and the LSP. The VPC/LSP
status in the AN is reflected by the states of the AN_LSPSTAT and AN_FVPCSTAT processes;

c) inthe case of status changes the AN_LSPSTAT and AN_FVPCSTAT processes determine the appropriate
RTMC messages and reasons to be sent to the SN;

d) the AN VB5 system shall inform the SN only about state changes with service relevance. The current service
relevant status in the SN is reflected by the states of the SN_LSPSTAT and SN_FVPCSTAT processes. Error
states are regardless of the service relevance to the SN always reported to allow in the SN the distinction of
unavailability because of error or administrative reasons;

e) aslong as a VPC or the LSP is not fully available for service, state changes shall only be reported to the SN by
using BLOCK_CMD messages. The UNBLOCK_CMD message shall only be sent, if a VPC or the LSP are fully
available for service again;

f) the SN_LSPSTAT and SN_FVPCSTAT processes act as a pure slave of the AN_LSPSTAT and
AN_FVPCSTAT processes, i.e. they perform no self-standing state event logic but take the reason delivered by
the AN as the new overall status of the reported resource.

13.3.2 Block/unblock procedure

13.3.2.1 General

The block/unblock procedure is used by the AN to inform the SN about the service relevance of the administrative
actions taken in the AN as well of fault conditions occurring in the AN.

Administrative actions:

- alock/unlock of a VPC;

- a partial lock/unlock of the LSP;

- alock or partial lock/unlock of an object which affects VPCs.

Fault conditions:

- occurrence/disappearance of a fault which affects a VPC or VPCs;

- occurrence/disappearance of a LSP fault.



100 Draft EN 301 005-1 V1.1.1 (1997-03)

As the effect on normal calls in the SN (see Table 25) is independent whether a lock or partial lock is applied or a fault
occurred, the same messages are used. Nevertheless the SN needs the information whether a resource is not available fo
normal service but i.e. available for test calls, whether no service at all is possible or a fault occurred. This is done by
using the following reason codes in the block messages:

- admkFull: resource not available due to administrative actions in the AN. It does not necessarily mean that the
resource is locked in the AN;

- admPart: resource not available for normal traffic due to administrative reasons in the AN, but available for test
calls;

- Err: resource not available due to a fault condition in the AN.
The reason code admFull does not apply for the resource LSP.
The meaning of the UNBLOCK_CMD message is as follows:

- all blocking conditions are cleared and the resource is available for service again.

13.3.2.2 Procedure

In all cases VB5 system management is triggered by a MEE_block_request primitive which includes the reason code
(see Figure 56).

VB5 system management in co-operation with the relevant status FSM determines whether the requested action has
service relevance for the SN, and only in this case the BLOCK_CMD is sent.

That applies also for multiple VP messages, where only those VPCs are listed which undergo a state change which has
service relevance.

When receiving a block_CMD message the SN VB5.1 system informs the environment The reaction is listed in
Table 25.

Table 25: Effect of block message in the SN

Resource Action in the SN environment

VPC - all switched connections allocated to that VPC are released

- no new connections are allocated to that VPC. Whether test calls are possible or not is controlled
by the remote blocked state in the SN, which reflects the reason code in the BLOCK _CMD

LSP - all switched connections allocated to that LSP are released

- no new connections are allocated to that LSP with the exception that test calls are possible,
because the only reason code allowed is admPart

- noimpact on the VCC carrying the RTMC protocol

NOTE: For VPCs cross connected in the SN no action is taken.

The SN acknowledges the BLOCK_CMD by a BLOCK_ACK if the affected entities have changed their state.

If the partial lock or lock condition is removed in the AN, VB5.1 system management is informed via the
MEE_unblock_REQ.
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Since the environment sees unlock of the lock or partial lock condition as independent actions, the MEE primitive prozésestbede, indicating which condition was
removed. Again the status FSM is used to determine whether or not the SN has to be informed. Table 26 shows the phiedpacidn between block/unblock i.e. how
the primitives from the environment, the AN internal states of the status FSM and the VB5 messages are related in tineatadeetitdy is a VPC. For the LSP resource a
subset applies.

Table 26: Relationship between MEE primitives and messages for block/unblock in the AN

state local local local local local local local local
adm. full blocked partial blocked full+partial unblocked shutting down partial blocked partial shutting down
blocked shutting down shutting down partial
shutting down
1 2 3 4 5 6 7 8
fault no yes no yes no yes no yes
1.1 1.2 2.1 2.2 3.1 3.2 4.1 4.2 5 6 7 8
primitive
from
environment
MEE 1.1 1.2 3.1 3.2 3.1 3.2 1.1 1.2 1.1 1.1 1.1 3.1
block_req BLOCK_ | BLOCK_ BLOCK_ | BLOCK_ BLOCK_CMD BLOCK_CMD BLOCK_CMD BLOCK_CMD
admFull CMD CMD CMD CMD Full Full Full Full
Full Full/Err Full Full/Err
MEE 3.1 3.2 2.1 2.2 3.1 3.2 2.1 2.2 6 6 2.1 6
block_req BLOCK_ | BLOCK_ BLOCK_CMD
admPart CMD CMD Part
Part Part/Err
MEE 1.2 1.2 2.2 2.2 3.2 3.2 4.2 4.2 1.2 2.2 2.2 3.2
block_req | BLOCK_ BLOCK_ BLOCK_ BLOCK_ BLOCK_CMD BLOCK_CMD BLOCK_CMD BLOCK_CMD
Err CMD CMD CMD CMD Full/Err Err/ Err/ Full/Err
Full/Err Error/ Full/Err Err Part Part
Part
MEE 4.1 4.2 2.1 2.2 2.1 2.2 4.1 4.2 4.1 2.1 7 7
unblock_req UN- BLOCK_ BLOCK_ | BLOCK_ UN- BLOCK_CMD
admFull BLOCK_ CMD CMD CMD BLOCK_CMD Part
CMD Err Part Err/
Part
MEE 1.1 1.2 4.1 4.2 1.1 1.2 4.1 4.2 5 5 4.1 5
unblock_req UN- BLOCK_ UN-
admPart BLOCK_ CMD BLOCK_CMD
CMD Err
MEE 1.1 1.1 2.1 2.1 3.1 3.1 4.1 4.1 5 6 7 8
unblock_req BLOCK_ BLOCK_ BLOCK_ UN-
Err CMD CMD CMD BLOCK _
Full Part Full CMD

Table 26 reflects the clear separation of fault condition processing and processing of administrative actions.
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The input are the MEE primitives from the environment, the states and the respective state transitions are the states as
defined in FVPCSTAT, LSPSTAT (see annex A) and the actions are the messages generated by AN_CPROT for
transmission to the SN. Not shown are the acknowledgments which come either from the SN and are passed to the
environment without affecting the state or in the case the requested action has no service relevance for the SN, are
immediately acknowledged by VB5 system management.

Figure 57 shows the unblock procedure, where after a full block condition the service becomes available again.

Figure 58 shows the blocking of a PUP which results in a BLOCK_CMD message which contains a list of VPCs. In the
case that the SN successfully executes the complete list, a list in the BLOCK_ACK message may be omitted.

Figure 59 shows the blocking of a PUP, where not all reported VPCs by the AN are known to the SN. Still the
BLOCK_CMD is acknowledged via a BLOCK_ACK message. Via the resource identifier element in the message (see
subclause 14.2.12) the resource (LUP ID, VPCI2) is reported as unknown. This situation is considered to be a problem
of co-ordinated provisioning and is therefore brought via the SN and AN environment to the operator's attention.

If a PUP is unlocked and many VPCs are affected, then some of the VPCs may remain in a block condition while others
may change to the unblock state. So AN VB5.1 system management requests from the AN_CPROT process to generate
two types of messages:

- UNBLOCK_CMD message with the list of VPCs, which are available for service;

- BLOCK_CMD message for those VPCs remaining in a block condition, but the change within the block
condition has service relevance, i.e. change from full blocked to partial blocked.

AN VB5 system management co-ordinates the ACK messages from the SN, and the environment is informed by a single
MEE primitive.
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‘ Locking of —E
single VPC ‘
I —
AN_ENV AN_SYSMGT AN_VPCSTAT AN_CPROT SN_CPROT SN_VPCSTAT SN_SYSMGT
| b~ sTaTus MoT [ AN_FvPCSTAT | [ AN CPROT SN_CPROT | [ SN FvpcsTAT | BN sTaTUS Mo SN ENV

Remote
Unblocked

administrative
action which
causes a single VPC
to be unavailable

for Call Processing

MEE_block_req

LUP_id, V}CI,

mFull MPH_VPC_block_req

[AdmA

MPH_VPC_block_conf

BITOEN‘ AdeuIIJ

MDU_block_req

[LUP ID, VPCI,}deu
T _block | BLOCK_CMD
X MDU_block_ind

[LUF’_id, VPCI, pdmFull

[Lup_id, vpei, hdmitu

PH_VPC_block_req
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MPH_VPC_block_con

MEE_block_ind
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BLOCK_ACK MDU_block_res Release all calls
Do not allow for
new calls, except
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state is enabled)

MEE_block_conf

SLECSSS:[
NN DN DN NN NN N e

MDU_block_conf

Figure 56: Blocking of single VPC
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‘ Unlocking of

single VPC
s |
AN_ENV AN_SYSMGT AN_VPCSTAT AN_CPROT
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administrative
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becomes available
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MEE_unblock_req
. MPH_VPC_unblock req
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[Lup_id, Yrci
UNBLOCK_ACK MDU_unblock_res

Figure 57: Unblocking of single VPC
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Figure 58: Blocking of a PUP, normal case
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Figure 59: Blocking of a PUP, exceptional case
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13.3.3 Shutting down of resources

13.3.3.1 General

The shutting down of resources as seen by the operator as a graceful locking/partial locking is broken down into two
procedures on VB5 system level:

- shutting down procedure;
- block procedure (see subclause 13.3.2).

This subclause deals with the shutting down procedure. For shutdown or partial shutdown of a resource the same
procedure applies. The operator may at any point of time unlock or lock resources i.e. VPCs, for which the shutting
down procedure is running.

13.3.3.1 Procedure
The shutting down procedure is subdivided to two independent transactions (see Figure 60).
a) AWAIT_CLEAR/AWAIT_CLEAR_ACK

The AN VB5 system is triggered by the AN environment via a MEE_await_clear_req primitive, which may
include a list of VPCs. The shutting down procedure via the VB5 interface is identical for partial shutting down
and shutting down. AN system management has to co-ordinate the possible interactions between partial shutting
down and shutting down. Dependent on the current state within AN_FVPCSTAT/AN_LSPSTAT VB5 system
determines one of the following actions (see Table 27):

- request from AN_CPROT to generate a AWAIT_CLEAR message which in the general case is a multiple
VPC message;

- generate immediately MEE_await_clear_conf to the environment (see below).

For one MEE_await_clear_req primitive with a list of VPCs both actions may apply dependent on the states of
the VPCs.

The response (AWAIT_CLEAR_ACK) from the SN also refers to the received list of VPCs and indicates that
the shutting down in the SN is in progress. The acknowledgement is not shown in the table because it has no
effect on the states and normally no effect on the environment. Only in the case that the SN reports VPCs for
which the shut down procedure in the SN could not be started, a MEE_await_clear_conf is given to the
environment (see below).

b) AWAIT_CLEAR_COMP/AWAIT_CLEAR_COMP_ACK

Even when using multi VPC messages the shut down procedure works on VPC basis. VB5 system management
in the SN is triggered by the environment whenever a VPC or some VPCs are free of switched connections.
VPCs which contain only permanent connections or no connections are reported immediately. This results in
multiple transactions generated by SN_CPROT. Table 27 also shows this transaction. Dependent on the current
state in the AN_FVPCSTAT/AN_LSP_STAT, system management determines which primitive has to be passed
to the AN environment. It is the AN environment which correlates the received AWAIT_CLEAR_COMP
messages and finally triggers VB5 with a MEE_block_request primitive. Figure 60 further clarifies the principle
of using individual AWAIT_CLEAR_COMP transactions. While a resource is being shutdown, the AN operator
may perform actions on VB5 specific or AN internal entities, which have effects on VPCs being shutdown and
therefore VB5 system is triggered. The example (see Figure 61) shows the blocking of VPCs which are in the
shutting down state. For the AN VB5 system it is a new transaction, which is immediately executed. For the
affected VPCs the shut down is stopped and these VPCs will no longer be reported in a
AWAIT_CLEAR_COMP message. The AN environment has to supervise and co-ordinate the operator actions.
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Table 27 summarizes the interaction between the environment and VB5 management for the shutting down procedure in the AN.

Table 27: Interaction between environment and VB5 for shutting down in the AN

state

local

local

local local local local local
full blocked and/or unblocked shutting down partial blocked partial blocked/ partial shutting down/
error condition shutting down shutting down partial
shutting down
external event
to VB5 1 2 3 4 5 6 7
MEE_await_clear-req 1 3 3 5 5 7 7
MEE_await_clear_conf AWAIT_CLEAR AWAIT_CLEAR
MEE_await_clear-req 1 6 7 4 5 6 7
Part MEE_await_clear_conf/ AWAIT_CLEAR MEE_await_clear_conf/|MEE_await_clear_conf/
Part Part Part
AWAIT_CLEAR_COMP 1 2 3 4 5 6 7
MEE_await_clear_conf MEE_await_clear_conf [MEE_await_clear_conf/|MEE_await_clear_conf/
ignore ignore ignore Part MEE_await_clear_conf/

Part

NOTE:

In all states where there is no reaction given, when receiving a MEE primitive, an immediate MEE_await_clear_conf is given
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Shutting down in the state blocked partial is a valid action to allow the graceful termination of test calls.

Shutdown of PUP N

Assumptions:

a) PUP comprises a single LUP with 3 VPs (VACI1, VPCI2, VPCI3)
PCITand VPCTIZ carry no on-demand connections

AN_ENV AN_SYSMGT AN_VPCSTAT AN_CPROT SN_CPROT SN_VPCSTAT BLK SN_SYSMGT SN_ENV
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is shown. All MPH_0cx is shown. Al MPH_x00<
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Figure 60: Shutting down of a PUP, normal case
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Figure 61: Shutting down of PUP, operator interference



111 Draft EN 301 005-1 V1.1.1 (1997-03)

13.3.4 VPCI consistency check

13.3.4.1 General

The VPCI consistency check is provided to verify the consistent and correct allocation of a logical Virtual Path
Connection Identifier (VPCI) to a VPC on the VB5.1 reference point. The check is performed to guarantee that the user
plane information flow is possible between the AN and SN using the bilaterally agreed VPCI at the VB5.1 interface.

The VPCI consistency check procedure makes use of the loopback capability of ETS 300 404 [8] (ITU-T
Recommendation 1.610 [24]) that operates on the VP level. The OAM cell format shall be as defined in ITU-T
Recommendation 1.610 [24] subclauses 7.1 and 7.2.4. The loopback location field ID shall not be used, i.e. the value of
the field shall be all 1's. The procedures for the loopback are defined in annex C of ITU-T Recommendation 1.610 [24].

The consistency of the VPCI is checked in the AN by monitoring the receipt of a user plane test flow in a VPC of a LSP
that is indicated by the VPCI given by the SN the initiator of the test. After the performance of the check the result of the
monitoring function (receipt of loopback cells at the VPC level) is made available to the SN.

13.3.4.2 Procedure

The VPCI consistency check consists of a procedure between the AN and SN to control the test and in addition relies on
user plane information flow using the loop back capability (refer to ITU-T Recommendation 1.610 [24]). The

responsible entity to perform and control the test is SN and AN environment. The VB5.1 system supports the procedure
between AN and SN by transporting the requested messages to the peer entity. The VPCI consistency check has no
impact on existing connections.

The VPCI consistency check request and VPCI consistency check end are confirmed operations. The acknowledgement
is not sent before the relevant actions for performing the check have been performed (i.e. activation of loopback cell
monitoring function in the AN). An acknowledgement is also send, if the AN is not able to perform the VPCI

consistency check. The operational status within the resource identifier is set to reject. The message flow is shown in
Figure 62.

13.3.4.3 Initiating VPCI consistency check

The VPC to be tested has to be in the operational state enabled. When the environment in the SN initiates a VPCI-CC,
VB5 system management is triggered and a CONSISTENCY_CHECK_REQ message is sent to the AN by SN CPROT.
The message includes the relevant VPCI.

On receipt of a CONSISTENCY_CHECK_REQ message from the SN, the AN environment will, if the VPC is
applicable for the check, connect the monitor function to the standardized VC for F4 flows in the indicated VPC. The
point where the loopback is performed is an endpoint, where the VPC is terminated in the AN. The AN environment
shall confirm activation of the monitor function by requesting the VB5 system to send a CONSISTENCY_CHECK _
REQ_ACK message to the SN.

On receipt of the CONSISTENCY_CHECK_REQ_ACK message in the SN, the SN environment starts the loopback
according to ITU-T Recommendation 1.610 [24].

13.3.4.4 Terminating VPCI consistency check

When the SN environment terminates a VPCI-CC, a CONSISTENCY_CHECK_END message is sent to the AN. The
message includes the relevant VPCI.

On receipt of a CONSISTENCY_CHECK_END message from the SN, the AN environment will disconnect the monitor
function from the standardized VC for F4 flows in the indicated VPC. The AN shall return a
CONSISTENCY_CHECK_END_ACK message to the SN, which shall include the consistency check result information
(see subclause 14.2.6). The test shall be considered passed, if the AN has detected the loopback cells on the relevant
VPC. Otherwise the test shall be considered failed.

If the VPCI consistency check failed due to the provided result by the AN or time out in the SN, the operator in the SN
shall be informed.
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Figure 62: VPCI consistency check
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13.3.5 Start-up procedure

13.35.1 General
The start up procedure can be triggered in two circumstances:
a) operator requested start up:
only VB5.1 specifics are discussed in this subclause;
b) failure of the SAAL:

the functionality of SSCOP allows that short term problems are handled by SSCOP recovery actions. If the "NO
Response” timer of SSCOP expires and VB5 system management is informed via AAL release indication, it
assumes that a non-recoverable error occurred. Consequently all VB5 system management processes enter the out
of service state. The environment is informed. The SN side shall release all existing on demand connections (see
Figure 64).

13.3.5.2 Procedure

The procedure is controlled by the AN/SN VB5.1 system management control process and includes the following steps:
- SAAL establishment;
- check LSP ID;
- reset LSP.

When all steps are successfully completed then the VB5.1 interface is in service, the RTMC protocol is active and the
states of the LSP and VPC unblocked. If VPCs are not available for service due to administrative reasons or fault
conditions they shall be blocked again via the block procedure triggered by AN environment. Whenever one of the
above mentioned steps fails, then the start-up is stopped, and the environment informed.

0gica ogica ogica
service port service port service port
ID=a__ ID=h ID=x

VPI=0 === physical
SEIViCe pOrt e —
VPIES — ID=n ‘
VPl=0 === physical VB5.1
SEIVICE POrt s reference
VPI=t = D=2 points
VPI=0 =  physical
SEIVICE POIt ——
VPl=u = D=1 ‘

Figure 63: VB5.1 interface start-up
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Figure 64: SAAL failure

13.3.6 Check LSP ID procedure

13.3.6.1 General
The Check LSP ID procedure is triggered by two events:
a) by the environment as a result of input via the Q3 interface;

b) by the start up procedure.

13.3.6.2 Procedure

A simple handshaking procedure between the AN and SN LSPID_CHECK processes is performed (see Figure 65). In
the case of start up the LSPID_CHECK process is triggered by VB5 system management process CTR. If the check was
successful start-up continues. If the check failed, VB5 system management CTR stops the start-up and informs the
environment by a MEE_startup_conf primitive with a negative result indicator.

If the trigger was provided by the environment, then the procedure is the same, but VB5 system takes no action in the
case of failure and simply informs the environment via a MEE_verify_LSP_ID_conf primitive with a negative result
indicator.
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Figure 65: Verify LSP ID

13.3.7 Reset LSP procedure

13.3.7.1 General

The reset LSP procedure is triggered by two events:

a) by the environment via a MEE reset_req [LSP] primitive;

b) by the start up procedure.

13.3.7.2 Procedure

The reset LSP procedure is a handshaking procedure between the CTR_RESET_RSC processes in AN and SN (see
Figure 66). If the reset is triggered by the environment in the SN, the environment has to take care that all on demand
connections are released. If the reset is triggered by the environment in the AN, then CTR_RESET_RSC in the SN

informs the environment via MEE_reset_ind. All on demand connections have to be released. Reset indication is also

the trigger to the environment, that the reset procedure is completed and new calls are possible.

The result of the LSP reset procedure is that the states of all VPCs and the state of the LSP is unblocked. VPCs not
available for service due to administrative reasons shall be brought to blocked again by the environment. Shut down

procedures and VPCI consistency checks in progress shall be aborted by the environment.
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If the LSP reset procedure fails, then the environment is informed either by a MEE_reset_conf or a MEE_ startup-conf
primitive with negative result indicator.
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Figure 66: Reset LSP



117 Draft EN 301 005-1 V1.1.1 (1997-03)

14 Message format and codes

14.1  Message functional definition and content

This subclause provides an overview of the message structure, including the functional definition and information
content of each message. Each message definition includes:

a) a brief description of the message use;
b) atable listing the information elements. For each information element, the table indicates:
1) the section of this ITU-T Recommendation describing the information element;

2) whether inclusion is mandatory "M" or optional "O", with a reference to notes explaining the circumstances
under which the information element shall be included; and

3) the length of the information element (or permissible range of lengths), in octets.

14.1.1 RTMC protocol messages for VB5.1

14.1.1.1 General
Table 28 summarizes the messages for the VB5.1 RTMC protocol.

For each message the direction in which the message and the corresponding information elements may be sent is
indicated; i.e. access network to service node "AISN", service node to access network "SMN", or "both".

Table 28: Messages for the VB5.1 RTMC protocol

Message Direction Reference
AWAIT_CLEAR AN - SN 141.1.2
AWAIT_CLEAR _ACK SN - AN 14.1.1.3
AWAIT_CLEAR _COMP SN - AN 141.1.4
AWAIT_CLEAR _COMP_ACK AN — SN 14.1.1.5
BLOCK_ACK SN - AN 14.1.1.6
BLOCK_CMD AN — SN 14.1.1.7
CONSISTENCY_CHECK_END SN - AN 14.1.1.8
CONSISTENCY_CHECK_END_ACK AN - SN 14.1.1.9
CONSISTENCY_CHECK_REQ SN - AN 14.1.1.10
CONSISTENCY_CHECK_REQ_ACK AN - SN 14.1.1.11
LSP ID both 14.1.1.12
PROTOCOL ERROR both 14.1.1.13
REQ LSP ID both 14.1.1.14
RESET ACK both 14.1.1.15
RESET CMD both 14.1.1.16
UNBLOCK_ACK SN - AN 14.1.1.17
UNBLOCK_CMD AN - SN 14.1.1.18

In following subclauses the RTMC message layout is defined.

NOTE 1: The information elements indicated in a specific message may be sent in those directions in which the
message itself may be sent. If certain information elements in a message may only be sent in a specific
direction, then this is indicated as necessary.
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All messages are composed by the common information as indicated in Table 29.

NOTE 2: The destination signalling identifier information element and the origination signalling identifier

information element are used as described in ITU-T Recommendation Q.2764 [37].

Table 29: Commonly used information in a message

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Destination signalling identifier 14.2.7 O (note 1) 8
Origination signalling identifier 14.2.8 O (note 2) 8

during this transaction.

NOTE 1: The origination signalling identifier is mandatory for all messages which establish a
transaction and their direct responses.
NOTE 2: The destination signalling identifier is mandatory for all subsequent messages used

14.1.1.2 AWAIT_CLEAR

This message is sent by the AN to the SN to ask the SN not to allow any new switched call/connection set-up for normal
traffic on the indicated VPCs (see Table 30).

Table 30: AWAIT_CLEAR message content

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Origination signalling identifier 14.2.8 M 8
Repeat indicator 14.2.11 O (note 1) 5
Resource identifier (VPC(s)) note 2 14.2.12 M 11to 13

NOTE 1: The repeat indicator information element is included if the following information
element, i.e. the resource identifier, is repeated.
NOTE 2: The resource identifier shall indicate VPC(s).

14.1.1.3 AWAIT_CLEAR_ACK

This message is sent by the SN to the AN to acknowledge that the first activities upon receiving the AWAIT_CLEAR

message by the SN have been completed (see Table 31).

Table 31: AWAIT_CLEAR_ACK message content

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Destination signalling identifier 14.2.6 M 8
Origination signalling identifier 14.2.8 M 8
Repeat indicator 14.2.11 O (note 1) 5
Resource identifier (VPC(s)) note 2 14.2.12 O (note 3) 11t0 13

be omitted.

NOTE 1: The repeat indicator information element is included if the following information
element, i.e. the resource identifier, is repeated.

NOTE 2: The resource identifier shall indicate VPC(s).

NOTE 3: The resource identifier information element shall be included if the shut down
procedure was not successful for some requested resources. Otherwise, if the
procedure was successful for all requested resources then the resource identifier may
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141.1.4 AWAIT_CLEAR_COMP

This message is sent by the SN to the AN to inform the AN about the result of the shut-down procedure, i.e. all calls

have been cleared or some failure has occurred (see Table 32).

Table 32: AWAIT_CLEAR _COMP message content

Information element Reference Type Length

Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Origination signalling identifier 14.2.8 M 8
Repeat indicator 14.2.11 O (note 1) 5
Resource identifier (VPC(s)) note 2 14.2.12 M 11to 13
NOTE 1. The repeat indicator information element is included if the following information

element, i.e. the resource identifier, is repeated.
NOTE 2: The resource identifier shall indicate VPC(s).

141.1.5

Table 33).

Table 33: AWAIT_CLEAR_COMP_ACK message content

AWAIT_CLEAR_COMP_ACK
This message is sent by the AN to the SN to inform the SN on the receipt of the AWAIT_CLEAR_COMP message (see

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Destination signalling identifier 14.2.7 M 8
Origination signalling identifier 14.2.8 M 8

14.1.1.6 BLOCK_ACK

This message is sent by the SN to the AN to acknowledge that the initiated activities upon receiving the BLOCK_CMD

message by the SN have been completed (see Table 34).

Table 34: BLOCK_ACK message content

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Destination signalling identifier 14.2.7 M 8
Origination signalling identifier 14.2.8 M 8
Repeat indicator 14.2.11 O (note 1) 5
Resource identifier (LSP, VPC(s)) note 2 14.2.12 O (note 3) 9to 13

NOTE 1: The repeat indicator information element is included if the following information

element, i.e. the resource identifier, is repeated.

NOTE 2: The resource identifier shall indicate a LSP or VPC(s).

NOTE 3: The resource identifier information element shall be included if the block procedure was
not successful for some requested resources. Otherwise, if the procedure was
successful for all requested resources then the resource identifier may be omitted.




141.1.7 BLOCK_CMD

This message is sent by the AN to the SN to inform the SN that resources in the AN have been administratively locked

(see Table 35).
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Table 35: BLOCK_CMD message content

note 2

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Origination signalling identifier 14.2.8 M 8
Repeat indicator 14.2.11 O (note 1) 5
Blocked resource identifier 14.2.5 M 18to 22

NOTE 1: The repeat indicator information element is included if the following information
element, i.e. the blocked resource identifier, is repeated.
NOTE 2: The blocked resource identifier shall indicate a LSP or VPC(s).

14.1.1.8

CONSISTENCY_CHECK_END

This message is sent by the SN to the AN to indicate that the consistency check is finalized and to request the

consistency check result of the peer entity (see Table 36).

NOTE: This message corresponds to the consistency check end message of ITU-T Recommendation Q.2763 [36]

(see table 24/Q.2763).

Table 36: CONSISTENCY_CHECK_END message content

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Origination signalling identifier 14.2.8 M 8

14.1.1.9

CONSISTENCY_CHECK_END_ACK

This message is sent by the AN to the SN to return the consistency check result to the requesting entity (see Table 37).

NOTE: This message corresponds to the consistency check end acknowledgement message of ITU-T
Recommendation Q.2763 [36] (see table 25/Q.2763).

Table 37: CONSISTENCY_CHECK_END_ACK message content

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Consistency check result information 14.2.6 M 5
Destination signalling identifier 14.2.7 M 8
Origination signalling identifier 14.2.8 M 8
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14.1.1.10 CONSISTENCY_CHECK_REQ

This message is sent by the SN to the AN to check the consistency of a single VPC at the VB5.1 interface (see
Table 38).

NOTE: This message corresponds to the consistency check request message of ITU-T Recommendation
Q.2763 [36] (see table 22/Q.2763).

Table 38: CONSISTENCY_CHECK_REQ message content

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Origination signalling identifier 14.2.8 M 8
Resource identifier (VPC) note 14.2.12 M 11
NOTE: The resource identifier shall indicate a single VPC.

14.1.1.11  CONSISTENCY_CHECK_REQ_ACK

This message is sent by the AN to the SN to indicate the acceptance of a CONSISTENCY_CHECK_REQ (see
Table 39).

NOTE: This message corresponds to the consistency check request acknowledgement message of ITU-T
Recommendation Q.2763 [36] (see table 23/Q.2763).

Table 39: CONSISTENCY_CHECK_REQ_ACK message content

Information element Reference Type Length

Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Destination signalling identifier 14.2.7 M 8
Origination signalling identifier 14.2.8 M 8
Resource identifier (VPC) note 1 14.2.12 O (note 2) 11
NOTE 1: The resource identifier shall indicate a single VPC.
NOTE 2: The resource identifier information element shall be included if the consistency check

request procedure was not successful. Otherwise, if the procedure was successful for

all requested resources then the resource identifier may be omitted.

14.1.1.12 LSP_ID

This message is sent by the SN to the AN or by the AN to the SN to return the result of the verification to the requesting

entity (see Table 40).

Table 40: LSP_ID message content

Information element Reference Type Length

Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Destination signalling identifier 14.2.7 M 8
Origination signalling identifier 14.2.8 M 8
Resource identifier (LSP) note 14.2.12 M 9
NOTE: The resource identifier shall indicate a single LSP.
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14.1.1.13 PROTOCOL_ERROR

This message is sent by the AN to the SN or by the SN to the AN to report certain error conditions (see Table 41).

Table 41: PROTOCOL_ERROR message content

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Destination signalling identifier 14.2.7 M 8
Protocol error cause 14.2.9 M 5t07
NOTE: Mandatory if the PROTOCOL_ERROR message is the first message in response to a
message establishing a transaction. Otherwise this information element is absent.

14.1.1.14 REQ_LSP_ID

This message is sent by the AN to the SN or by the SN to the AN to request the verification of the identity of a logical

service port (see Table 42).

Table 42: REQ_LSP_ID message content

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Origination signalling identifier 14.2.8 M 8
NOTE: The resource identifier shall indicate a single LSP.

14.1.1.15 RESET_ACK

This message is sent by the SN to the AN or by the AN to the SN to acknowledge that the initiated activities upon

receiving the RESET_CMD message have been completed (see Table 43).

Table 43: RESET_ACK message content

Information element Reference Type Length

Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Destination signalling identifier 14.2.7 M 8
Origination signalling identifier 14.2.8 M 8
Resource identifier (LSP) note 1 14.2.12 O (note 2) 9
NOTE 1: The resource identifier shall indicate a single LSP.
NOTE 2: The resource identifier information element shall be included if the reset procedure was

not successful. Otherwise, if the procedure was successful for all requested resources

then the resource identifier may be omitted.
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This message is sent by the AN to the SN or by the SN to the AN to reset a Logical Service Port (see Table 44).
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Table 44: RESET_CMD message content

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Origination signalling identifier 14.2.8 M 8
Resource identifier (LSP) note 14.2.12 M 9
NOTE:  The resource identifier shall indicate a single LSP.

14.1.1.17 UNBLOCK_ACK

This message is sent by the SN to the AN to acknowledge that the initiated activities upon receiving the

UNBLOCK_CMD message by the SN have been completed (see Table 45).

Table 45: UNBLOCK_ACK message content

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Destination signalling identifier 14.2.6 M 8
Origination signalling identifier 14.2.8 M 8
Repeat indicator 14.2.11 O (note 1) 5
Resource identifier (LSP, VPC(s)) note 2 14.2.12 O (note 3) 9to 13

NOTE 1: The repeat indicator information element is included if the following information
element, i.e. the resource identifier, is repeated.

NOTE 2: The resource identifier shall indicate a LSP or VPC(s).

NOTE 3: The resource identifier information element shall be included if the unblock procedure
was not successful for some requested resources. Otherwise, if the procedure was
successful for all requested resources then the resource identifier may be omitted.

14.1.1.18 UNBLOCK_CMD

This message is sent by the AN to the SN to inform the SN that resources in the AN have been administratively
unlocked (see Table 46).

Table 46: UNBLOCK_CMD message content

Information element Reference Type Length
Protocol discriminator 14.2.2 M 1
Message type 14.2.3 M 2
Message length 14.2.3 M 2
Origination signalling identifier 14.2.8 M 8
Repeat indicator 14.2.11 O (note 1) 5
Resource identifier (LSP, VPC(s)) note 2 14.2.12 M 9to 13
NOTE 1: The repeat indicator information element is included if the following information

element, i.e. the resource identifier, is repeated.

NOTE 2: The resource identifier shall indicate a LSP or VPC(s).
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14.2  Message format and information element coding

This subclause defines the message format and the coding of the information elements. For each information element the
coding of the different fields is provided.

Within each octet, the bit designated "bit 1" shall be transmitted first, followed by bits 2, 3, 4, etc.

Similarly, the octet shown at the top of each figure shall be sent first.

14.2.1 Overview

Within this protocol, every message shall consist of the following parts:
a) protocol discriminator;
b) message type (including message compatibility instruction indicator);
Cc) message length;
d) other information elements, as required.

The protocol discriminator, the message type and the message length are common to all the messages and shall always
be present, while other information elements are specific to each message type.

This organization is illustrated in the example shown in Figure 67.

Bits
8 7 6 5 4 3 2 1 Octet
Protocol Discriminator 1
2
Message Type 3
4
Message Length 5
Variable length information elements as required 6, etc.

Figure 67: General message organization example

Unless specified otherwise, a particular information element shall not be present more than once in a given message.

When a field extends over more than one octet, the order of bit values progressively decreases as the octet number
increases. The least significant bit of the field shall be represented by the lowest numbered bit of the highest-numbered
octet of the field.

Table 47 summarizes the information elements for the VB5.1 RTMC protocol.

Table 47: Information elements for the VB5.1 RTMC protocol

Information element Reference Length
Protocol discriminator 14.2.2 1
Message type 14.2.3 2
Message length 14.2.3 2
Blocked resource identifier 14.2.5 18, 20, 22
Consistency check result information 14.2.6 5
Destination signalling identifier 14.2.7 8
Origination signalling identifier 14.2.8 8
Protocol error cause 14.2.9 5to7
Reason 14.2.10 5
Repeat indicator 14.2.11 5
Resource identifier 14.2.12 9,611, 13
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14.2.2 Protocol discriminator

The purpose of the protocol discriminator is to distinguish messages corresponding to the protocols defined in this
ITU-T Recommendation from others corresponding to other protocols (not defined in the present document) making use
of the same data link connection.

The protocol discriminator shall be the first part of every message.

The protocol discriminator shall be coded according to Figure 68.

Bits
8 7 6 5 4 3 2 1 Octet
Protocol discriminator
0 1 0 0 1 0 0 1 1

Figure 68: Protocol discriminator coding

14.2.3 Message type and message length

14.2.3.1 Message type

The purpose of the message type is to identify both, the specific VB5.1 protocol the message belongs to and the function
of the message being sent. The second part of the message type is the message compatibility instruction indicator which
allows the sender of a message to indicate explicitly the way the peer entity shall handle unrecognized messages.

The message type shall be the second part of every message.

The message type is coded as shown in Figure 69 and Table 48. The length of this the message type is 2 octets. The
format and coding of the message compatibility instruction indicator is shown in Figure 69 and Table 49.

Bits
8 7 6 5 4 3 2 1 Octet
Message type 1
X X X X X X X X
1 0 | 0 0 | 0 Message Action 2
ext. Spare Flag Spare Indicator

Figure 69: Message type fields
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Table 48: Message type coding

Bits

Message type (octet 1)

VB5.1 RTMC protocol

PRPOOOO0OO0OO0OO0OO0OO0OO0OO0OO0OO0O0OOoO|X|u

OCORPRRRERRRPOOOOOOOOX|~

BLOCK_CMD

BLOCK_ACK
CONSISTENCY_CHECK_REQ
CONSISTENCY_CHECK_REQ_ACK
CONSISTENCY_CHECK_END
CONSISTENCY_CHECK_END_ACK
REQ_LSP_ID

LSP ID

PROTOCOL_ERROR

RESET_CMD

RESET_ACK

AWAIT_CLEAR

AWAIT_CLEAR _ACK
AWAIT_CLEAR _COMP
AWAIT_CLEAR _COMP_ACK
UNBLOCK_CMD

UNBLOCK_ACK

OCORrRRFRPPRPPFPOOORRFRPFPPFPOOOO|IX|W
OCORrRPPFPOORPRPFRPORPRPFPROORRFROO|IX|IN
PORPRORPROFRPROORFRPRORPRORORO|IX|F

with bit 1 set to "0".

All other values are reserved.

All acknowledge messages shall be coded with bit 1 set to "1", while the corresponding normal message is coded

Table 49: Message compatibility instruction indicator

@
=
7

Flag (octet 2)

= Oo|o;

Message instruction field not significant (= regular error handling procedures apply)
Follow explicit instructions (these supersede the regular error handling procedures)

Bits

Message action indicator (octet 2)

= O OoO|IN
O r OfF

Reject (by PROTOCOL_ERROR message)
Discard and ignore, i.e. the information shall be treated as if it was not received (note 1).
Discard and report (note 2)

All other values are reserved.

NOTE 1: Reserved for future versions of the VB5 interface and not used by the present document.
NOTE 2: Reserved by ITU-T Recommendation Q.2931/ETS 300 443-1 [12] and not used by the present document.

14.2.3.2 Message length

The purpose of the message length is to identify the length of the contents of a message. It is the binary coding of the
number of octets of the message contents, i.e. the number of octets following the message length octets themselves.

The message length is the third part of every message.

The message length is coded as shown in Figure 70. The message length indication has a length of 2 octets.

The coding of the message length follows the coding rules for integer values outlined in subclause 14.2.4.

Bits
8 7 6 5 4 3 2 1 Octet
1
Message length 2

Figure 70: Message length coding
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14.2.4 Coding rules for variable length information elements

For the coding of the information elements the same rules apply as defined in ITU-T Recommendation Q.2931/
ETS 300 443-1 [12], clause 4.5.1, without the Broadband shift functionality, i.e. there shall be only one codeset.

From a terminology point of view the following holds:
- The VB5.1 coding of integer shall be as defined in ITU-T Recommendation Q.2931/ ETS 300 443-1 [12].

- The VB5.1 SN is represented by the "exchange" of ITU-T Recommendation Q.2931/ETS 300 443-1 [12] while
the VB5.1 AN is indicated by the "user/equipment” of ITU-T Recommendation Q.2931/ETS 300 443-1 [12].

- The VB5.1 "Repeat indicator” is equivalent to the "Broadband repeat indicator” of ITU-T Recommendation
Q.2931/ETS 300 443-1 [12].

The information element identifiers are defined in Table 50, which also gives the coding of the information identifier
bits.

Table 50: Information element identifiers

Bits Information element identifiers
8 7 6 5 4 3 2 1
1 0 0 0 0 0 0 0 |Blocked resource identifier
1 0 0 0 0 0 0 1 |Consistency check result information
1 0 0 0 0 0 1 0 |Destination signalling identifier
1 0 0 0 0 0 1 1 |Origination signalling identifier
0 0 0 0 1 0 0 0 |Protocol error cause
1 0 0 0 0 1 0 0 |Reason
0 1 0 0 0 0 1 1 |Repeat indicator
1 0 0 0 0 1 0 1 |Resource identifier
NOTE The coding is the same as in ITU-T Recommendation Q.2931/ETS 300 443-1 [12], where applicable. For
VB5.1 specific information elements bit 8 is coded as "1".
All other values are reserved.

The information element action indicator defined in ITU-T Recommendation Q.2931/ETS 300 443-1 [12] shall be used
as indicated in Table 51.

Table 51: Information element action indicator

4]

Information element action indicator (octet 2)

Reject (by PROTOCOL_ERROR message)

Discard information element and proceed

Discard information element, proceed, and report status (note)

Discard message, and ignore, i.e. the information shall be treated as if it was not received.
Discard message, and report status (note)

NOTE: Reserved by ITU-T Recommendation Q.2931/ETS 300 443-1 [12] and not used by the present document.

PR, OOOlWw
R OPRFrOOIN &
OPFr ORFr Ol

All other values are reserved.
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14.2.5 Blocked resource identifier

The blocked resource identifier information element is a container which carries the Resource identifier (refer to
subclause 14.2.12) and the Reason (refer to subclause 14.2.10) information elements. It identifies the resources on which

the BLOCK_CMD message applies and gives in addition the reason for blocking the resource.

The blocked resource identifier information element is coded as shown in Figure 71. The maximum length of this

information element is 22 octets.

Bits
8 7 6 5 4 3 2 1 Octet
Blocked resource identifier
1 0 0 0 0 0 0 1 1
information element identifier
1 Coding Information element instruction field 2
ext. Standard Flag | Res. | IE Action Indicator
Length of Blocked resource identifier content i

Resource Identifier
information element
(refer to subclause 14.2.12)

Reason
information element
(refer to subclause 14.2.10)

Figure 71: Blocked resource identifier information element coding

14.2.6 Consistency check result information

The consistency check result information element provides the result of a consistency check procedure.

The consistency check result information element is coded as shown in Figure 72 and Table 52. The length of this

information element is 5 octets.

Bits
8 7 6 5 4 3 2 1 Octet
Consistency check result information
1 0 0 0 0 0 0 0 1
element identifier
1 Coding Information element instruction field 2
ext. Standard Flag | Res. | IE Action Indicator
Length of Consistency check result information 3
contents 4
1 0 | 0 | 0 | 0 | 0 VPCI check result 5
ext. Spare indicator

Figure 72: Consistency check result information element coding

Table 52: Consistency check result information element - check result indicator coding

Bits VPCI check result indicator (octet 5)

= O OoO|IN

Virtual Path Connection Identifier check not successful
Virtual Path Connection Identifier check successful
Virtual Path Connection Identifier check not performed

O Ol

All other values are reserved.
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14.2.7 Destination signalling identifier

The destination signalling identifier information element provides the identification of the signalling association at the
destination protocol side (receiver) of a message.

The destination signalling identifier information element is coded as shown in Figure 73. The length of this information
element is 8 octets.

Bits
8 7 6 5 4 3 2 1 Octet

Destination signalling identifier

1 0 0 0 0 0 0 1 1
information element identifier

1 Coding Information element instruction field 2

ext. Standard Flag | Res. | IE Action Indicator

Length of Destination signalling identifier 3

information contents 4

5

6

Control ID 7

8

Figure 73: Destination signalling identifier information element coding

The control ID shall be coded as a 32 bit binary value. It is a bit string representing the identification allocated to the
signalling association.
14.2.8 Origination signalling identifier

The origination signalling identifier information element provides the identification of the signalling association at the
origination protocol side (sender) of a message.

The origination signalling identifier information element is coded as shown in Figure 74. The length of this information
element is 8 octets.

Bits
8 7 6 5 4 3 2 1 Octet

Origination signalling identifier

1 0 0 0 0 0 1 0 1
information element identifier

1 Coding Information element instruction field 2

ext. Standard Flag | Res. | IE Action Indicator

Length of Origination signalling identifier 3

information contents 4

5

6

Control ID 7

8

Figure 74: Origination signalling identifier information element coding

The control ID shall be coded as a 32 bit binary value. It is a bit string representing the identification allocated to the
signalling association.
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14.2.9 Protocol error cause
The protocol error cause information element provides the cause for rejection of a message or request.

The protocol error cause information element is coded as shown in Figure 75 and Table 53. The length of this
information element is 5 to 7 octets.

Bits
8 7 6 5 4 3 2 1 Octet
Protocol error cause
0 0 0 0 1 0 0 0 1
information element identifier
1 Coding Information element instruction field 2
ext. Standard Flag | Res. | IE Action Indicator
. . 3
Length of Protocol error cause information contents — a4
lext | Protocol error cause value 5
. . . 6*
Diagnostic(s) (if any) — 1 en*

Figure 75: Protocol error cause information element coding

Table 53: Protocol error cause values

Bits Protocol error cause value (octet 5) Diagnostics

7 6 5 4 3 2 1

0 0O O 0O O 0 1 |Message type unrecognized Message type identifier

0 0O O O O 1 O |Repeatedinformation element Message type identifier
Information element identifier

0 0O O O O 1 1 |Mandatoryinformationelementmissing Message type identifier
Information element identifier

0 O O O 1 0 0 |Unrecognizedinformation element Message type identifier
Information element identifier

0 0O O O 1 0 1 |Informationelementcontenterror Message type identifier
Information element identifier

0 0O O O 1 1 0 |Informationelementnot allowed Message type identifier
Information element identifier

0 0 O 0 1 1 1 |Message not compatible with path state Message type identifier

All other values are reserved.
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14.2.10 Reason

The purpose of the reason information element is to indicate the reason for the message send.

The Reason information element is coded as shown in Figure 76 and Table 54. The length of this information element is
5 octets.

Bits
8 7 6 5 4 3 2 1 Octet
Reason
1 0 0 0 0 0 1 1 1
information element identifier
1 Coding Information element instruction field 2
ext. Standard Flag | Res. | IE Action Indicator
. . 3
Length of Reason information contents 4
1 ext | Error Reason Value | Administrative reason value 5

Figure 76: Reason information element coding

Table 54: Administrative reason information element values

Bits Administrative reason (octet 5)
5 4 3 2 1
0 0 0 0 0 None
0 0 0 0 1 Administrative reason - test calls allowed
0 0 0 1 0 Administrative reason - cell flow inhibited
All other values are reserved.

Table 55: Error reason information element values

Bits Error reason (octet 5)
7 6
0 0 None
0 1 Error
NOTE: Indication of the error location (user equipment or B-DS) is for further
study.
All other values are reserved.
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14.2.11 Repeat indicator

The purpose of the repeat indicator information element is to indicate how repeated information elements shall be
interpreted, when included in a message. The repeat indicator information element is included before the first occurrence
of the information element which will be repeated in a message.

The current use of the repeat indicator information element is to indicate the repetition of the resource identifier
information element for multiple VPCs to be operated on.

The maximum number of allowed repetitions of the resource identifier information element shall be 185.

NOTE: The value 185 is calculated as follows:

maximum message length 4 096 octets
protocol discriminator information element - 1 octets
message type information element - 2 octets
message length information element - 2 octets
destination signalling identifier information element - 8 octets
originating signalling identifier information element - 8 octets
repeat information element -5 octets
left for resource identifier information elements =4 070 octets
blocked resource identifier information element / 22 octets
maximum number of repetitions =185

Use of the repeat indicator information element in conjunction with an information element that occurs only once in a
message shall not in itself constitute an error.

The repeat indicator information element is coded as shown in Figure 77 and Table 56. The length of this information
element is 5 octets.

Bits
8 7 6 5 4 3 2 1 Octet
Repeat indicator
0 1 0 0 0 0 1 1 1
information element identifier
1 Coding Information element instruction field 2
ext. Standard Flag | Res. | IE Action Indicator
- . . 3
Length of Repeat indicator information contents 4
1 0 | 0 | 0 5

ext. Spare Repeat indication

Figure 77: Repeat indicator information element coding

Table 56: Repeat indicator information element values

Bits Repeat indication (octet 5)
4 3 2 1
0 0 1 1 [ List of multiple information elements
All other values are reserved.
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14.2.12 Resource identifier

The resource identifier information element identifies the resources on which the message applies.

The resource identifier information element is coded as shown in Figure 78 and Table 57. The maximum length of this
information element is 13 octets.

Bits
8 7 6 5 4 3 2 1 Octet
Resource identifier
1 0 0 0 0 1 0 0 1
information element identifier
1 Coding Information element instruction field 2
ext. Standard Flag | Res. | IE Action Indicator
. - 3
Length of resource identifier contents 4
1 0 [ 0 | 0 | 0 Resource 5
ext Spare indicator
1 ext Resource and operation status 6
. . e 7
Logical user port identifier (note 1)/ 8
Logical service port identifier 9
10 *
VPCI (note 2) 11 *
*
VPCI g *
NOTE 1: The VPCI(s) shall be present if octets 6 to 8 indicates a Logical User Port Identifier.
NOTE 2: The VPCI may be repeated once to indicate a range of VPCs.
Figure 78: Resource identifier information element coding
Table 57: Resource identifier information element values
Bits Resource indicator (octet 5)
3 2 1 VPCI field
0 0 0 [Complete logical service port no
0 0 1 |Connection(s) at the logical service port: VPCs repeat
1 0 1 |Connection(s) at the logical user port: VPCs repeat
All other values are reserved.
no: This field shall be absent.
repeat:  This field shall be present and may be repeated one time to indicate a range of values.
Bits Resource and operation status

Unspecified (note)
OK, operation successful

LSP ID unknown

LUP ID unknown

VPCI unknown
Rejected
NOTE:  This value shall be used by the sending side of BLOCK_CMD, UNBLOCK_CMD, AWAIT_CLEAR and
RESET_CMD messages. The receiving side shall ignore this value.

[eNeNeoNeNaNa]EN|
coooooolo
coooooo|u
ococooocoo|~
PR, OOOOlw
CORr kR OoOoO|N
POROR O

All other values are reserved.

Logical user port identifier/ binary 24 bit value This value identifies a Logical user port or a logical
Logical service port identifier service port (note 1)

The numeric value is in the range of

0 through 16 777 215

VPCI binary 16 bit value This value identifies a virtual path connection
(note 2)

The numeric value is in the range of

0 through 65 535

NOTE 1: For the use of logical user port/logical service port identifiers see subclause 7.3.2.

NOTE 2: For the use of VPCIs see subclause 7.3 "Broadband access network connection element identifiers".
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Annex A (normative):
SDL process diagrams

A.1  Messages and primitives

A.1.1 Data type definitions

]

Package VB5_1 3(30)

/*Type definitions for signal parameters*/ B
[

/*In the following the SDL data types of signal parameters are

defined. This is done in order to allow for tool supported simulation and validation

of the SDLs. This SDL data modelling shall not superseed the message and parameter
formats and codes as defined in clause 14. Only those data is modelled which is needed
for simulation and validation*/

/¥

/*Prefix Naming Conventions for Data Type Definitions

AT_xxx ARRAY Data Type

IT_xxx INTEGER Data Type

PT_xxx PID Data Type

ST_xxx STRUCT Data Type*/

¥

/*Prefix Naming Conventions for Variables and Constants

A_xxx ARRAY Variable

B_xxx BOOLEAN Variable

C_xxx Constant of any type

P_xxx PID Variable

S_xxx STRUCT Variable

V_xxx INTEGER or NATURAL Variable*/

Figure A.1: Data naming conventions
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)

Package VB5_1 4(30)
/*Data Type Definitions fi

T N VB5 messages*/

1 Ly

1 ]

1 ]

L [}

/*RESOURCE IDENTIFIER Information Element*/ B

[*refer to subclause 14.2.11*/
¥/
[*Typedefinition for Resource Indicator*/
[*refer to table 50*/
SYNTYPE IT_RTMCRscInd = INTEGER
CONSTANTS 0:2
ENDSYNTYPE IT_RTMCRscInd;
/*Possible Resource Indicator Values*/
SYNONYM C_CompLSP IT_RTMCRscInd = 0; *Complete LSP*/
SYNONYM C_ConnLSP IT_RTMCRscInd = 1; /*Connections at LSP*/
SYNONYM C_ConnLUP IT_RTMCRscInd = 2; /*Connections at LUP*/
¥/
/*Typedefinition for Resource and Operation Status*/
[*refer to table 50*/
SYNTYPE IT_RTMCRscOpStatus = INTEGER
CONSTANTS 0:4
ENDSYNTYPE IT_RTMCRscOpStatus;
[*Possible Resource and Operation Status values*/
SYNONYM C_OpSuccess IT_RTMCRscOpStatus = 1; /*Operation successful*/
SYNONYM C_LSPidUnk IT_RTMCRscOpStatus = 2; /*LSP id unknown*/
SYNONYM C_LUPidUnk IT_RTMCRscOpStatus = 3; /*LUP id unknown*/
SYNONYM C_VPCIUnk IT_RTMCRscOpStatus = 4; /*VPCI unknown*/
1|
[*Typedefinition for Resource Identifier Information Element*/
[*refer to figure 89*/
NEWTYPE ST_RTMCRscld STRUCT

V_Rscind IT_RTMCRscInd; /*Resource Indicator*/
V_RscOpStatus IT_RTMCRscOpStatus; /*Resource and Operation Status*/
V_Logld NATURAL; /*LUP Identifier/LSP Identifier*/
V_VPCI NATURAL; I*VPCI¥/

ENDNEWTYPE;

¥/

[*Typedefinition for Unknown Resource Identifier Information Element*/
SYNTYPE ST_RTMCUnkRscld = ST_RTMCRscld

ENDSYNTYPE ST_RTMCUnkRscld;

/*BLOCKED RESOURCE IDENTIFIER Information Element*/
[*refer to subclause xxx*/
lhid

/*Typedefinition for Blocked Resource Identifier Information Element*/
[*refer to figure xx*/
NEWTYPE ST_RTMCBIRscld STRUCT

S_RTMCRscld ST_RTMCRscld; /*Resource Identifier IE*/
S_RTMCReason ST_RTMCReason; /*Reason IE*/
ENDNEWTYPE;

Figure A.2: Data type definitions for VB5.1 messages (1)
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]

Package VB5_1 5(30)

1 VB5 messages*/

_________ =\
I.\q /*Data Type Definitions fJﬁ

[*Typedefinition for repeated information elements*/ B
[

[*Definition of maximum number of repetitions*/
SYNONYM C_RTMCMaxRep INTEGER =184;
/¥
/*Typedefinition for indexing a specific repeated information element*/
SYNTYPE IT_RTMCRscTablndex = INTEGER
CONSTANTS 1:.C_RTMCMaxRep
ENDSYNTYPE IT_RTMCRscTablndex;
1+
[*Typedefinition for repeated Resource Identifier Information Elements in a RTMC message*/
NEWTYPE AT_RTMCRscTab ARRAY
(IT_RTMCRscTablndex,ST_RTMCRscld)
ENDNEWTYPE;
1+
/*Typedefinition for repeated Blocked Resource Identifier Information Elements in a RTMC message*/
NEWTYPE AT_RTMCBIRscTab ARRAY
(IT_RTMCRscTablndex,ST_RTMCBIRscld)
ENDNEWTYPE;
¥
/*Typedefinition for list of resources unknown by the peer side*/
1+

SYNTYPE AT_RTMCUnkRscTab = AT_RTMCRscTab
ENDSYNTYPE AT_RTMCUnNkRscTab;

Figure A.3: Data type definitions for VB5.1 messages (2)
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Package VB5_1

_________ =\
I.\q /*Data Type Definitions fi
I VB5 messages*/
___________ I
/*REASON Information Element*/ B

[*refer to subclause 14.2.9*/
1+

[*Typedefinition for Administrative Reason Value*/

[*refer to table 48*/

SYNTYPE IT_RTMCAdmReasonVal = INTEGER
CONSTANTS 0:2

ENDSYNTYPE IT_RTMCAdmReasonVal;

/*Possible Administrative Reason Values*/

SYNONYM C_RTMCAdmNone IT_RTMCAdmReasonVal = 0;

SYNONYM C_RTMCAdmPart IT_RTMCAdmReasonVal = 1;

SYNONYM C_RTMCAdmFull IT_RTMCAdmReasonVal = 2;

¥

[*Typedefinition for Error Reason Value*/

[*refer to table 48*/

SYNTYPE IT_RTMCErrReasonVal = INTEGER
CONSTANTS 0:1

ENDSYNTYPE IT_RTMCErrReasonVal;

/*Possible Error Reasons*/

SYNONYM C_RTMCErrNone IT_RTMCErrReasonVal = 0;

SYNONYM C_RTMCErr IT_RTMCErrReasonVal = 1;

1+

/*Typedefinition for Reason IE*/

[*refer to table 48*/

NEWTYPE ST_RTMCReason STRUCT
V_RTMCAdmReasonVal IT_RTMCAdmReasonVal;
V_RTMCErrReasonVal IT_RTMCErrReasonVal,

ENDNEWTYPE ST_RTMCReason;

6(30)

Figure A.4: Data type definitions for VB5.1 messages (3)
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]

Package VB5_1

_________ =\
I.\q /*Data Type Definitions fi
I VB5 messages*/
___________ I
/*PROTOCOL ERROR CAUSE Information Element*/ B

[*refer to subclause 14.2.8*/
I*%

/*Typedefinition for Protocol Error Cause Value*/

/* refer to table 47*/

SYNTYPE IT_RTMCProtErrCause = INTEGER
CONSTANTS 1.7

ENDSYNTYPE IT_RTMCProtErrCause;

/¥

/*Possible Protocol Error Cause Values*/

SYNONYM C_UnkMsgType IT_RTMCProtErrCause = 1;
SYNONYM C_ReplE IT_RTMCProtErrCause = 2;
SYNONYM C_MandIEMiss IT_RTMCProtErrCause = 3;
SYNONYM C_UnrecoglE IT_RTMCProtErrCause = 4;
SYNONYM C_IEContErr IT_RTMCProtErrCause = 5;
SYNONYM C_I|ENotAllowed IT_RTMCProtErrCause = 6;

SYNONYM C_MsgNotCompatWithProtState IT_RTMCProtErrCause = 7;

/*CONSISTENCY CHECK RESULT Information Elemen

/*refer to subclause 14.2.5*/

1+

[*Typedefinition for VPCI check result indicator*/

[* refer to table 46*/

SYNTYPE IT_RTMCCCheckResult = INTEGER
CONSTANTS 0:2

ENDSYNTYPE IT_RTMCCCheckResult;

[*Destination Signalling Identifier IE
[*refer to subclause 14.2.6*/
SYNTYPE PT_DestSigld = PID
ENDSYNTYPE PT_DestSigld,;

¥

/*QOrigionation Signalling Identifier IE*/
[*refer to subclause 14.2.7*/
SYNTYPE PT_OrigSigld = PID
ENDSYNTYPE PT_OrigSigld;

7(30)

Figure A.5: Data type definitions for VB5.1 messages (4)
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""""" N _
Ly /*Data Type Definitions fi
I Primitives*/
___________ I
/* REQUIRED ACTION TO SN*/ B
1|

/*used in MPH__ confirmation primitives between AN_VPCSTAT/AN_LSPSTAT and the AN_STATUS_MGT process*/
¥

SYNTYPE IT_ActToSn = INTEGER

ENDSYNTYPE IT_ActToSn;

[*Possible Values*/

¥/

SYNONYM C_NoActToSN IT_ActToSn = 0; /*No message to be sent to SN*/
SYNONYM C_BIToSN IT_ActToSn =1; /*Send BLOCK_CMD to SN*/
SYNONYM C_UbIToSN IT_ActToSn = 2; /*Send UNBLOCK_CMD to SN*/
SYNONYM C_AcIToSN IT_ActToSn = 3; /*Send AWAIT_CLEAR to SN*/

/*NUMBER OF RESOURCES*/

¥/

/*Used in MEE_ request primitives to the AN_STATUS_MGT process*/
1|

SYNTYPE IT_NoOfRsc = INTEGER

ENDSYNTYPE IT_NoOfRsc;

/*STATUS CHANGE REASONS*/ B
¥/

/*Used in MEE_ request messages to AN_STATUS_MGT process*/
1|

SYNTYPE IT_EnvReasonVal = INTEGER
CONSTANTS 0:3
ENDSYNTYPE IT_EnvReasonVal;
1**]
/*Used in MPH_ confirmation primitives from AN_VPCSTAT/AN_LSPSTAT processes to AN_STATUS_MGT process*/
1+
SYNTYPE IT_IntReasonVal = INTEGER
CONSTANTS 1:6
ENDSYNTYPE IT_IntReasonVal;
1**
/*Possible Values*/
SYNONYM C_Uncond INTEGER = 0; /*Unconditional State Change (used by reset procedure)*/
SYNONYM C_AdmPart INTEGER = 1; /*Admin Partial*/
SYNONYM C_AdmFull INTEGER = 2; /*AdminFulll*/
SYNONYM C_Err INTEGER = 3; /*Error*/
SYNONYM C_AdmPart_Err INTEGER = 4; /*Admin Partial and Error*/
SYNONYM C_AdmFull_Err INTEGER =5; /*Admin Full and Error*/

Figure A.6: Data type definitions for primitives (1)
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""""" N .
Ly /*Data Type Definitions fi
I Primitives*/
___________ I
/*LIST OF RESOURCES*/ B

1|
/*List of resources used in MEE_ request primitives*/
1|

NEWTYPE AT_EnvRscTab ARRAY
(INTEGER, ST_RTMCRScld)
ENDNEWTYPE AT_EnvRscTab;
¥
/*List of resources unknown by the peer side, used in MEE__ confirmation primitives*/
1+
NEWTYPE AT_EnvUnkRscTab ARRAY
(INTEGER, ST_RTMCRScld)
ENDNEWTYPE AT_EnvUnkRscTab;
/¥
/*List of blocked resources used in MEE_block_ind primitive in the SN*/
[**
NEWTYPE ST_BIRsc STRUCT
S_Rscld ST_RTMCRscID;
V_IntReasonVal IT_IntReasonVal;
ENDNEWTYPE ST_BIRsc;
1**]
NEWTYPE AT_EnvBIRscTab ARRAY
(INTEGER, ST_BIRsc)
ENDNEWTYPE AT_EnvBIRscTab;

/*OPERATION RESULT*/ B
Il

/*used in MEE_ confirmation primitives to the environment*/
1+

SYNTYPE IT_Result = INTEGER

ENDSYNTYPE IT_Result;

1**]

[*Possible Values*/

SYNONYM C_Success IT_Result = 0;

SYNONYM C_NoSuccess IT_Result = 1;

SYNONYM C_Incomplete IT_Result = 2;

/YINTERNAL TRANSACTION IDENTIFIER*/ B

1|

[*used in MDU_ primitives from/to AN_STATUS_MGT process in order to identify all RTMC messages which have
been triggered by a single MEE__ request*/

1|

SYNTYPE IT_IntTransActld = INTEGER

ENDSYNTYPE IT_IntTransActld;

1+

/*Data Type Definitions for CPROT Process instance ID*/
¥

SYNTYPE PT_CprotPID = PID

ENDSYNTYPE PT_CprotPID;

Figure A.7: Data Type definitions for primitives (2)
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A.1.2 VB5.1 RTMC messages

]

Package VB5_1 10(30)
_________ N
"AI [*Declaration of VB5 message%
|
___________ i
signal B
BLOCK_CMD (PT_OrigSigld, AT_RTMCBIRscTab),

/*Indlcatlon from AN to SN that resources (LSP or VPCs) have become unavailable for Call Processing

BLOCK_ACK (PT_DestSigld, PT_OrigSigld, AT_RTMCUnkRscTab),
/*Direct acknowledgement on BLOCK_CMD
*/

UNBLOCK_CMD (PT_OrigSigld, AT_RTMCRscTab),
[*Indication from AN to SN that resources (LSP or VPCs) have become available for Call Processing
*/

UNBLOCK_ACK (PT_DestSigld, PT_OrigSigld, AT_RTMCUnkRscTab),
/*Dlrect acknowledgement on UNBLOCK_CMD

AWAIT_CLEAR (PT_OrigSigld, AT_RTMCRscTab),
/*Request from AN to SN to shutdown resources (VPCs)
*/

AWAIT_CLEAR_ACK (PT_DestSigld, PT_OrigSigld, AT_RTMCUnkRscTab),
[*Direct acknowiedgement on AWAIT_CLEAR
*/

AWAIT_CLEAR_COMP (PT_OrigSigld, AT_RTMCRscTab),

/*Indication from SN to AN that no on-demand connections are any longer present on the indicated resources
*/

AWAIT_CLEAR_COMP_ACK (PT_DestSigld, PT OngSlgId)

[*Direct acknowiedgement on SHUTDOWN_COM

*/

REQ_LSP_ID (PT_OrigSigld),

/*Request to the peer side to report its LSP ID

*

/

LSP_ID (PT_DestSigld, PT_OrigSigld, ST_RTMCRscld),
/*Direct acknowledgement on REQ_LSP_ID

*

/

RESET_CMD (PT_OrigSigld, ST_RTMCRscld),
/*Request to the peer side to reset resources (LSP), i.e. to release all on-demand connections
*/

RESET_ACK (PT_DestSigld, PT_OrigSigld, ST_RTMCUnkRscld),
[*Direct acknowledgement on RESET_CMD

*/

CONSISTENCY_CHECK_REQ (PT_OrigSigld, ST_RTMCRscld),
/*Request from SN to AN To start VPCI consistency check procedure

CONSISTENCY_CHECK_REQ_ACK (PT_DestSigld, PT_OrigSigld, ST_RTMCUnkRscld),
[*Direct acknowledgement on CONSISTENCY_CHECK_REQ
*/

CONSISTENCY_CHECK_END (PT_OrigSigld, ST_RTMCRscld),
/*Request from SN to AN to stop VPCI consistency check procedure
*/

CONSISTENCY_CHECK_END_ACK (PT_DestSigld, PT_OrigSigld, IT_RTMCCCheckResult),
[*Direct acknowledgement on CONSISTENCY_CHECK_END
*/

PROTOCOL_ERROR (PT_DestSigld, IT_RTMCProtErrCause);
/*Reporting of protocol errors to the peer side*/

Figure A.8: VB5.1 RTMC messages
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A.1.3 Primitives

]

Package VB5_1 11(30)

4, /*Declaration of SAAL primitive%
I

signal B

AAL_establish_req,
/*Request from VB5 system management to SAAL to establish SAAL connection to the peer side
*

AAL_establish_conf,

/*Confirmation from SAAL to VB5 system management of successful SAAL establishment

*/

AAL_establish_ind,

/*Indication from SAAL to VB5 system management that peer side requested SAAL establishment
*/

AAL_release_req,
/*Request from VB5 system management to SAAL to release SAAL connection to the peer side
*/

AAL_release_conf,

/*Confirmation from SAAL to VB5 system management of successful SAAL release

*/

AAL_release_ind;

/*Indication from SAAL to VB5 system management that peer side requested SAAL release*/

Figure A.9: SAAL primitives
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/*MPH Primitive, common for AN and SN*/

1/

signal

MPH_VPC_started (ST_RTMCRscld);

*VPCSTATFM informs AN_STATUS_MGT and SN_STATUS_MGT processes abour its start up*/

/*Declaration of primitives from/to

AN_LSPSTAT and AN_VPCSTAT processes*/
signal B
MPH_VPC_unblock_req (ST_RTMCRscld, IT_EnvReasonVal),

*VPC STATFSM is requested to reset a blocklng reason

*/

MPH_VPC_unblock_conf (IT_ActToSn, ST_RTMCRscld, IT_IntReasonVal),
/*VPC STATFSM confirms the resetting of a blocking reason

MPH_VPC_bIock_req (ST_RTMCRscld, IT_EnvReasonVal),

/*VPC STATFSM is requested to set a blocking reason

*/

MPH_VPC_block_conf ( IT_ActToSn, ST_RTMCRscld, IT_IntReasonVal),
*vPC STATFSM confirms the setting of a blocking reason

*/

MPH_VPC_await_clear_req (ST_RTMCRscld, IT_EnvReasonVal),
/*VPC STATFSMis requested to enter the shutdown state

MPH_VPC_await_clear_conf (IT_ActToSn, ST_RTMCRscld),
*VPC STATFSM confirms the transition to the Shutdown state
*/

MPH_LSP_unblock_req (IT_EnvReasonVal),

/*LSP STATFSM is requested to reset a blocking reason

MPH_LSP_unblock_conf ( IT_ActToSn, IT_IntReasonVal),
[*LSP STATFSM confirms the resetting of a blocking reason
*/

MPH_LSP_block_req (IT_EnvReasonVal),

[*LSP STATFSM is requested to set a blocking reason

*

/

MPH_LSP_block_conf ( IT_ActToSn, IT_IntReasonVal);
[*LSP STATFSM confirms the setting of a blocking reason*/

Figure A.10: AN_LSPSTAT and AN_VPCSTAT primitives
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| SN_LSPSTAT and SN_VPCSTAT processe

Ly /*Declaration of primitives from/to Iﬁ
s*/

signal B

MPH_VPC_unblock_ind,
/*Indication to SN_VPCSTAT process that all blocking reason have been reset in the AN
*/

MPH_VPC_unblock_res,
/* SN_VPCSTAT process confirms the resetting of all blocking reasons
*
/
MPH_VPC_block_ind (IT_IntReasonVal),
/*Indication to SN_VPCSTAT process that a blocking reason has been set in the AN
*
/

MPH_VPC_block_res,
/*VPC STATFSM confirms the setting of a blocking reason
*

/

MPH_VPC_await_clear_ind,
/*VPC STATFSM is requested to enter the shutdown state
*

MPH_VPC_await_clear_res,

/*VPC STATFSM confirms the transition to the shutdown state

*/

MPH_LSP_unblock_ind,

/*Indication to SN_LSPSTAT process that all blocking reason have been reset in the AN
*

MPH_LSP_unblock_res,

/* SN_VPCSTAT process confirms the resetting of all blocking reasons

*

MPH_LSP_block_ind (IT_IntReasonVal),

/*Indication to SN_VPCSTAT process that a blocking reason has been set in the AN
*

MPH_LSP_block_res;
*VPC STATFSM confirms the setting of a blocking reason*/

Figure A.11: SN_LSPSTAT and SN_VPCSTAT primitives
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Package VB5_1 14(30)

| from/to the environment*/

Ly /*Declaration of common primitiviﬁ

signal B

MEE_verify_LSP_ID_req,
/*Environment requests the verification of the LSP ID
*/

MEE_verify_LSP_ID_conf (IT_Result),

/* Environment is informed about the result of the verify LSP ID procedure
*

/

MEE_reset_req (ST_RTMCRscld),

/*Environment requests the reset of resources (LSP), SN shall be informed
*

/

MEE_reset_conf (ST_RTMCUnkRscld, IT_Result),

/* Environment is informed about the result of the reset procedure

*

/

MEE_reset_ind (ST_RTMCRscld),

/*Environment is informed about the reset of resources (LSP) by the peer side
*/

MEE_startup_req,
/*Environment requests the start-up of the VB5 interface
*/

MEE_startup_conf (IT_Result),
/* Environment is informed about the result of the startup procedure
*

MEE_startup_ind,
/* Environment is informed about the startup of the interface invoked by the other side
*/

MEE_stop_traffic_req,

/* Environment requests the stopping of all communication to the peer side, SAAL is to be released
*/

MEE_stop_traffic_conf,

/* Environment is informed about the stopping of communication to the peer side

*/

MEE_LSP_failure_ind,

/* Environment is informed about an LSP failure (i.e SAAL failure)
*/

MEE_error_ind,;

/*Environment is informed about detected protocol errors*/

Figure A.12: Environment primitives common for AN and SN
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[ from/to the environment*/

Ly [*Declaration of AN specific primitiv%

signal B

MEE_block_req (IT_NoOfRsc, AT_EnvRscTab, IT_EnvReasonVal),
/*Environment requests the blocking of resources (LSP or VPCs), SN shall be informed
*/

MEE_block_conf (AT_EnvUnkRscTab, IT_Result),
/* Environment is informed about the result of the block procedure
*

MEE_unblock_req (IT_NoOfRsc, AT_EnvRscTab, IT_EnvReasonVal),
/*Environment requests the unblocking of resources (LSP or VPCs), SN shall be informed
*

MEE_unblock_conf (AT_EnvUnkRscTab, IT_Result),

/* Environment is informed about the result of the unblock procedure

*

/

MEE_await_clear_req (IT_NoOfRsc, AT_EnvRscTab, IT_EnvReasonVal),
/*Environment requests the shutting down of resources (VPCs), SN shall be informed
*/

MEE_await_clear_conf (AT_RTMCRscTab),
/* Environment is informed about the result of the shutdown procedure
*

/

MEE_cons_check_ind (ST_RTMCRscld),
/* Environment is informed about the request of invoking a VPCI consistency check procedure
*

MEE_cons_check_res (ST_RTMCUnkRscld),
/*Environment responds to the VPCI consistency check request
*/

MEE_cons_check_end_ind (ST_RTMCRscld),
/* Environment is informed about the request of terminating a VPCI consistency check procedure
*
/
MEE_cons_check_end_res ( IT_RTMCCCheckResult);
/*Environment responds to the VPCI consistency check end request*/

Figure A.13: Environment primitives specific for AN
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| from/to the environment*/

I.\q /*Declaration of SN specific primitiv%

signal B

MEE_block_ind (AT_EnvBIRscTab),
/*Environment is informed about the blocking of resources (LSP or VPCs)
*/

MEE_unblock_ind (AT_RTMCRscTab),

/*Environment is informed about the unblocking of resources (LSP or VPCs)
*

/

MEE_await_clear_ind (AT_RTMCRscTab),

[*Environment is requested to shut down resources (VPCs)

*

/

MEE_await_clear_res (AT_RTMCRscTab),

/*Environment indicates the completion of the shutdown procedure for a resource

*/

MEE_cons_check_req (ST_RTMCRscld),

/* Environment requests the invokation of the VPCI consistency check procedure, AN shall be informed
*/

MEE_cons_check_conf (ST_RTMCUnkRscld, IT_Result),
/*Environment is informed about the start of the VPCI consistency check procedure
*

/

MEE_cons_check_end_req (ST_RTMCRscld),

/*Environment requests the termination of the VPCI consistency check procedure, AN shall be informed
*/

MEE_cons_check_end_conf ( IT_RTMCCCheckResult);

[*Environment is informed about the termination of the VPCI consistency check procedure*/

Figure A.14: Environment primitives specific for SN
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Package VB5_1 17(30)

1 from/to CPROT entitiy*/

) . o
L\)‘ /*Declaration of common pnmltlvﬁ

signal B
MDU_reset_req (ST_RTMCRscld),
/*CPROT entity is requested to send a RESET_CMD message for the LSP to the SN
*/

MDU_reset_ind (PT_CprotPID, ST_RTMCRscld),

/*CPROT entity indicates the reception of a RESET_CMD message for the LSP from the SN
*

/

MDU_reset_res (PT_CprotPID, ST_RTMCUnkRscld),

/*CPROT entity is requested to send a RESET_ACK message for the LSP to the SN

*

/

MDU_reset_conf (ST_RTMCUnkRscld),
/*CPROT entity confirms the execution of the reset LSP procedure
*
/
MDU_LSP_ID_req,
/*CPROT entity is requested to send a REQUEST_LSP_ID message to the SN
*/

MDU_LSP_ID_ind (PT_CprotPID),

/*CPROT entity indicates the reception of a REQUEST_LSP_ID message from the SN
*

/

MDU_LSP_ID_res (PT_CprotPID, ST_RTMCRscld),
/*CPROT entity is requested to send a LSP_ID message for the LSP to the SN
*
/
MDU_LSP_ID_conf (ST_RTMCRscld),
/*CPROT entity confirms the receipt of the LSP_ID message
*
/

MDU_error_ind,

/*CPROT entity reports a detected protocol error

*/

MDU_abort_req,

/*CPROT entity is requested to abort the transaction immediately
*/

MDU_trans_error (IT_IntTransActld),

/*CPROT reports a unsuccessful transmission of a message with an allocated internal transaction 1D

(valid for BLOCK_CMD, UNBLOCK _CMD and AWAIT_CLEAR) This primitive is only sent to the AN_STATUS_MGT
process

*/

MDU_resrsc_prc_started,

/*System Management process RESET RESOURCES announces its PID to AN_CPROT entity
*

/

MDU_Ispid_prc_started,
/*System Management process LSPID CHECK announces its PID to AN_CPROT entity
*
/
MDU_cons_prc_started,
/*System Management process VPCI CONSISTENCY CHECK announces its PID to AN_CPROT entity
*
/

MDU_status_prc_started;
/*System Management process STATUS MGT announces its PID to AN_CPROT entity*/

[*Primitives to the RTMC protocol entity representing errorneous VB5 messages */

signal

unknown_message,

/*Representation of a message containing an unspecified message type information element
*/

unknown_protdisc;
/*Representation of a message containing an unspecified protocol discriminator information element*/

Figure A.15: RTMC primitives common for AN and SN
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[ from/to AN_CPROT entitiy*/

""""" i . -
L\)‘ /*Declaration of primitives Iﬁ

signal

MDU_unblock_req (AT_RTMCRscTab, IT_IntTransActld), B
/*CPROT entity is requested to send an UNBLOCK_CMD message to the SN

*/

MDU_unblock_conf (AT_RTMCUnKRscTab, IT_IntTransActld),
/*CPROT entity confirms the execution of the unblock procedure
*
/
MDU_block_req (AT_RTMCBIRscTab, IT_IntTransActld),
/*CPROT entity is requested to send a BLOCK_CMD message for VPC(s) to the SN
*
/

MDU_block_conf (AT_RTMCUnkRscTab, IT_IntTransActld),
/*CPROT entity confirms the execution of the VPC block procedure
*
/
MDU_await_clear_req (AT_RTMCRscTab),
/*CPROT entity is requested to send a SHUTDOWN message for VPC(s) to the SN
*/

MDU_await_clear_conf (AT_RTMCRscTab),
/*CPROT entity confirms the execution of the VPC shutdown procedure
*

/

MDU_cons_check_ind (PT_CprotPID, ST_RTMCRscld),

/*CPROT entity indicates the reception of a CONSISTECNY_CHECK_REQ message from the SN
*

/

MDU_cons_check_res (PT_CprotPID, ST_RTMCUnkRscld),

/*CPROT entity is requested to send a CONSISTECNY_CHECK_REQ_ACK message to the SN
*

/

MDU_cons_check_end_ind (PT_CprotPID, ST_RTMCRscld),

/*CPROT entity indicates the reception of a CONSISTECNY_CHECK_END message from the SN
*/

MDU_cons_check_end_res (PT_CprotPID, IT_RTMCCCheckResult);

/*CPROT entity is requested to send a CONSISTECNY_CHECK_END_ACK message to the SN

Figure A.16: RTMC primitives in the AN
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! from/to SN_CPROT entitiy*

Ly [*Declaration of primitives B‘
/

signal B

MDU_unblock_ind (PT_CprotPID, AT_RTMCRscTab),
/*CPROT entity indicates the receipt of a UNBLOCK_CMD message
*/

MDU_unblock_res (PT_CprotPID, AT_RTMCUnkRscTab),
/*CPROT entity is requested to send a UNBLOCK_ACK message
*

/

MDU_block_ind (PT_CprotPID, AT_RTMCBIRscTab),
/*CPROT entity indicates the receipt of a BLOCK_CMD message
*

/

MDU_block_res (PT_CprotPID, AT_RTMCUnkRscTab),
/* CPROT entity is requested to send a BLOCK_ACK message

*

/

MDU_await_clear_ind (PT_CprotPID, AT_RTMCRscTab),
/*CPROT entity indicates the receipt of an AWAIT CLEAR message
*/

MDU_await_clear_res (AT_RTMCRscTab),

/*CPROT entity is requested to send an AWAIT_CLEAR_COMP message to the AN
*

/

MDU_await_clear_ack (PT_CprotPID, AT_RTMCUnkRscTab),
/*CPROT entity is requested to send an AWAIT_CLEAR_ACK message for VPCs to the AN
*

/

MDU_cons_check_req (ST_RTMCRscld),
/*CPROT entity is requested to send a CONSISTENCY_CHECK_REQ message to the AN
*

/

MDU_cons_check_conf (ST_RTMCUnkRscld),
/*CPROT entity indicates the reception of a CONSISTENCY_CHECK_ACK message from the AN
*
/
MDU_cons_check_end_req (ST_RTMCRscld),
/*CPROT entity is requested to send a CONSISTENCY_CHECK_END message to the AN
*/

MDU_cons_check_end_conf ( IT_RTMCCCheckResult);
/*CPROT entity indicates the reception of a CONSISTENCY_CHECK_END_ACK message from the AN*/

Figure A.17: RTMC primitives in the SN
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_________ _E\ /* Declaration of
*, Internal System Management Primitives
I
___________ I

signal B

MIE_unblock_all_req,
/*RESET-process requests the unblocking of all VPCFSMs and the LSPFSM
*/

MIE_unblock_all_conf,
/*STATUS-process confirms the unblocking of all VPCFSMs and the LSPFSM
*
/
MIE_establish_SAAL_req,
/*CTR-process requests the establishment of the SAAL connection
*

MIE_establish_SAAL_conf,
/*SAAL-process confirms the establishment of the SAAL connection
*

/

MIE_establish_SAAL_ind,
/*SAAL-process indicates the establishment of the SAAL connection
*/

MIE_release_SAAL_req,
/*CTR-process requests the release of the SAAL connection
*/

MIE_release_SAAL_conf,

/*SAAL-process confirms the release of the SAAL connection

*/

MIE_reset_LSP_req,

/*CTR-process requests the reset of the LSP (e.g. during startup)
*

MIE_reset_LSP_conf (IT_Result),

*RESET-process confirms the reset of the LSP (e.g. during startup)
*/

MIE_reset_LSP_ind (IT_Result),

/*RESET-process indicates the reset of the LSP (e.g. during startup)
*/

MIE_verify LSP_ID_req,

/*CTR-process requests the verification of the LSP ID (e.g. during startup)

*

/

MIE_verify_LSP_ID_conf (IT_Result),

/*LSPID-process confirms the verification of the LSP ID (e.g. during startup)
*

/

MIE_verify LSP_ID_ind (IT_Result),

[*LSPID-process indicates the verification of the LSP ID (e.g. during startup)
*

/

MIE_stop_traffic,

/*CTR-process requests the stop of all processes (e.g. in case of SAAL failure)
*/

MIE_start_traffic,

/*CTR-process requests the start of all processes (e.g.after startup)

*/

MIE_SAAL_failure,

/*CTR-process is informed about detected SAAL failure
*

/

MIE_error_ind;
[*error indication towards CTR process*/

Figure A.18: System management internal primitives
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A.2 AN diagrams

A.2.1 Processes of AN_SYSMGT

A.2.1.1 Process AN _STATUS MGT

Process AN_STATUS_MGT 1(20)
I\q /* Definintions and declarations fi

/*AN STATUS_MGT co-ordinates

local status changes of VPCs and LSP*/ AN_STATUS_MGT */

/* State descriptions

OutOfService: Init State of AN_STATUS_MGT, process is waiting for startup of the interface
UbIDuringStartup: Interface startup was initiated and unblocking of all VPCFSMs and LSPFSM is running
AwaitStartTraffic: Unblocking during startup completed, start traffic expected

InService: Normal operation, no status change was requested

AwaitFSMAck: Status change was requested, Unblocking of FSM is running*/

/*AN_STATUS_MGT internal data type definitions*/ B
¥/

[*Typedefinition for storing the original action requested by the environment*/
SYNTYPE IT_EnvAction = INTEGER
ENDSYNTYPE IT_EnvAction;
[*Possible Values*/
SYNONYM C_AIIFSM IT_EnvAction = 1; /*Reset of all FSMs*/
SYNONYM C_BI IT_EnvAction = 2; /*Blocking of FSMs*/
SYNONYM C_Ubl IT_EnvAction = 3; /*Unblocking of FSMs*/
SYNONYM C_Acl IT_EnvAction = 4; /*Shutting Down of FSMs*/
[**]
/*Typedefinition for temporary storage of data given by VPCSTAT/LSPSTAT processes*/
NEWTYPE ST_TempStatData STRUCT

V_ActToSN IT_ActToSN;

S_Rscld ST_RTMCRscID;

V_IntReasonVal IT_IntReasonVal;
ENDNEWTYPE ST_TempStatData;
NEWTYPE AT_TempStatData ARRAY

(INTEGER, ST_TempStatData)
ENDNEWTYPE AT_TempStatData;
[**]
[*Typedefinition for Transaction ID table, used for co-ordinating MDU__ primitives*/
NEWTYPE ST_IntTransActinfo STRUCT

V_NoOfRTMCMsg INTEGER;

V_EnvAction IT_EnvAction;

A_EnvUnkRscTab AT EannkRscTab
ENDNEWTYPE ST_IntTransActlnfo;
NEWTYPE AT_IntTransActTab ARRAY

(INTEGER, ST_IntTransActinfo)
ENDNEWTYPE AT_IntTransActTab;
[**]
[*Typedefinition for storing AN_VPCSTAT process addresses*/
NEWTYPE ST_VPCPID STRUCT

S_Rscld ST_RTMCRscld;

P_VPCPID PID;
ENDNEWTYPE ST_VPCPID;
NEWTYPE AT_VPCPIDTab ARRAY

(INTEGER, ST_VPCPID)
ENDNEWTYPE AT_VPCPIDTab;

/* Procedure and Makro Declaration%

Procedure for requesting the sending of messages action_to_si
to SN I~ -

Procedure to receive MPH_ confirnations inf
from AN_VPCSTAT/AN_LSPSTAT processes}---| |réc_stat_in
Delivered data is temporarily stored

Figure A.19: AN_STATUS_MGT (1)
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Process AN_STATUS_MGT 2(20)
; E\q /* Definintions and declarations fi

[*AN_STATUS_MGT co-ordinates

local status changes of VPCs and LSP*/! AN_STATUS_MGT

/*AN_STATUS_MGT internal variables and constants */ B
¥/

[*Variables for co-ordinating "unblock_all" procedure (e.g. during interface startup or reset of LSP)*/
DCL

B_VPCUbIDone, /*MPH_VPC_unblock_conf received from all requested VPC STATFSM*/
B_LSPUbIDone /*MPH_LSP_unblock_conf received*/

BOOLEAN;

[**]

[*Variables for controlling VPCSTAT/LSPSTAT responses*/

DCL

V_TotalConf, /*number of expected VPC state change confirmations*/
V_RecConf /*number of received VPC state change confirmations*/
IT_NoOfRsc;

[**]

[*Variable for storing the original action requested by the environment*/
DCL V_EnvAction IT_EnvAction;

[**]

[*Variable for temporary storage of data given by VPCSTAT/LSPSTAT processes*/
DCL A_TempStatData AT_TempStatData;

[**]

[*Variable for storage of transaction Id data*/

DCL A_IntTransActTab AT_IntTransActTab;

[**]

[*Variable for indexing resources given by the environment*/

DCL V_EnvRscldx INTEGER;

[**]

[*Variable for deciding whether any action to the SN is required*/

DCL B_AnyActToSn BOOLEAN;

[**]

[*Variable for storing AN_VPCSTAT PIDs*/

DCL A_VPCPIDTab AT_VPCPIDTab;

DCL V_VPCPIDIdx INTEGER; /*Variable for indexing PID Table*/

Figure A.20: AN_STATUS_MGT (2)
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Process AN_STATUS_MGT

; N
*AN_STATUS_MGT co-ordinates "3
local status changes of VPCs and LSP*/:

AN_STATUS_MGT */

/* Definintions and declarations fbs‘

/*Signal data declarations*/
¥/

DCL S_Rscld ST_RTMCRscID;
¥/

/*List of Resource identifiers*/

¥/
I/

[**|

DCL V_ActToSn IT_ActToSn;
[**]

DCL V_EnvNoOfRsc IT_NoOfRsc;
[**|

DCL
A_EnvRscTab AT_EnvRscTab;

I**/
¥/

I/

/*Resource identifier, used for identifying VPCSTAT/LSPSTAT process*/

DCL A_RTMCRscTab AT_RTMCRscTab ;

/*Status change reason given by the environment*/
DCL V_EnvReasonVal IT_EnvReasonVal;

/*Status change reason given byVPCSTAT/LSPSTAT process*/
DCL V_IntReasonVal IT_IntReasonVal;

/*Required action to SN determined byVPCSTAT/LSPSTAT process*/
/*Number of resources given by the environment*/

/*List of resource received from the environment*/

[*Transaction identifier for communication with AN_CPROT process*/
DCL V_IntTransActld IT_IntTransActld;

/*List of resources unknown by the peer side, reported by AN_CPROT?*/
DCL A_RTMCUnkRscTab AT_RTMCUnkRscTab;

/*List of resources unknown by the peer side, reported to the environment*/
DCL A_EnvUnkRscTab AT_EnvUnkRscTab;

N\

3(20)

Figure A.21: AN_STATUS_MGT (3)
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Process AN_STATUS_MGT 4(20)

; N
*AN_STATUS_MGT co-ordinates "3
local status changes of VPCs and LSP*/:

MDU_
_status_
_prc_started

OutOfService

Figure A.22: AN_STATUS_MGT (4)
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Process AN_STATUS_MGT

/*AN_STATUS_MGT co-ordinates
local status changes of VPCs and LSP*/:

[N
Ly
|

OutOfService

5(20)

V_VPCPIDIdx
=1

N|

7

S_Rscld,
C_Uncond)

(A_VPCPIDTab(V_VPCPIDIdx)!

MPH_VPC_
_unblock_req

TO
A_VPCPIDTab(V_VPCPIDIdXx)!
P_VPCPID

false

V_VPCPIDIdx
' VPCPIDIdx+]

“VPCPIDI
>

C_AllVPC

true

(C_uncond)

MPH_LSP_
_unblock_re

V_TotalConf
:= C_AlVPC

V_RecConf:=0

V_EnvAction
:= C_AlIFSM

B_VPCUbIDong
= false

B_LSPUbIDone|
.= false

UbIDuring_
Startup

MIE_start_
_traffic

InService

Figure A.23: AN_STATUS_MGT (5)
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; N
*AN_STATUS_MGT co-ordinates "3
local status changes of VPCs and LSP*/:

UbIDuring_
Startup

6(20)

V_RecConf:=
V_RecConf+1

V_RecConf
=V_TotalConf

B_VPCUbIDong
= true

B_LSPUbIDone

MIE_
_unblock_
_all_conf

Await_
StartTraffic

false

I ]
MPH_VPC_ MPH_LSP_ MIE_start_ MIE_stop_
_unblock_ _unblock_ traffic traffic
_conf _conf - -

B_LSPUbIDone|
=true

B_VPC_
UblDone

MIE_
_unblock_
_all_conf

Await_
StartTraffic

InService

OutOfService

Figure A.24: AN_STATUS_MGT (6)
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Process AN_STATUS_MGT 7(20)

; N
*AN_STATUS_MGT co-ordinates -

I
local status changes of VPCs and LSP*/i Await_
StartTraffic

MIE_start_ MIE_stop_
_traffic _traffic

OutOfService

Figure A.25: AN_STATUS_MGT (7)
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Process AN_STATUS_MGT

8(20)
I\
y \
*AN_STATUS_MGT co-ordinates "3
MIE_
_unblock_
_all_req

local status changes of VPCs and LSP*/:

V_VPCPIDIdx

N|
7

(A_VPCPIDTab(V_VPCPIDIdx)]] [MPH vPC TO
S_Rscld, || unblock_req A_VPCPIDTab(V_VPCPIDIdXx)!

C_Uncond) P_VPCPID

V_VPCPIDIdx

' VPCPIDIdx+1

false

__VPCPIDI
>

C_AIlVPC

true

MPH_LSP
(C_Uncond)  —" |nblock r_e>

V_TotalConf
:=C_AllVPC

V_RecConf

V_EnvAction
:=C_AlIFSM

B_VPCUbI_
Done:=false

B_LSPUbI_
Done:=false

Await_
FSMAck

Figure A.26: AN_STATUS_MGT (8)
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Process AN_STATUS_MGT

/*AN_STATUS_MGT co-ordinates

[N
Ly
|

local status changes of VPCs and LSP*/:

‘ InService ’

(V_EnvNoOfRsc,
A_EnvRscTab,
V_EnvReasonVal)

V_EnvAction

B_AnyActToSn

else

V_EnvRscldx
=1

|2

A_RTMCRscTab(1)!
V_RscInd

K

S_Rscld :=
A_EnvRscTab
(V_EnvRscldx)

Determine Index

within A_VPCPIDTabl"

V_VPCPIDIdx

CALL cbnv_rsci

(S_Rscld)

9(20)

C_CompLSP

S_Rscld :=
\_EnvRscTab(]

(V_EnvReasonVal)

MPH_LSP

_unblock_r_e>

(A_VPCPIDTab(V_VPCPIDIdx)!
S_Rscld,
V_EnvReasonVal)

MPH_VPC_
_unblock_req

TO

A_VPCPIDTab(V_VPCPIDIdx)!
P_VPCPID

V_EnvRscldx:=|
V_EnvRscldx+]

false

V_TotalConf

FV_EnvNoOfRs

V_RecConf
=0

Await_
FSMAck

Figure A.27: AN_STATUS_MGT (9)
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Process AN_STATUS_MGT 10(20)

I\
y \
*AN_STATUS_MGT co-ordinates -

local status changes of VPCs and LSP*/!

(V_EnvNoOfRsc, MEE_
A_EnvRscTab, _block_req
V_EnvReasonVal)

V_EnvAction
:=C_BI

B_AnyActToSn
= False

A_RTMCRscTab(1)!_

V_RscInd
else C_CompLSP
V_EnvRscldx
=1
K
S_Rscld :=
S_Rscld := A_EnvRscTab(1)
A_EnvRscTab
(V_EnvRscldx) |
3 (V_EnvReasonVal)|— MblToHcT(L?eZ_
Determine Index L V—VPC,::PIDI X | {(s_Rscid) - —
within A_VPCPIDTab CALL conv_rsci —

(A_VPCPIDTab(V_VPCPIDIdx)! MPH_VPC_ TO
S_Rscld, —_block_req A_VPCPIDTab(V_VPCPIDIdXx)!
V_EnvReasonVal) P_VPCPID

V_EnvRscldx:=|
IV_EnvRscldx+]

false

V_TotalConf
‘FV_EnvNoOfRs

V_RecConf

Await_
FSMAck

Figure A.28: AN_STATUS_MGT (10)
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Process AN_STATUS_MGT 11(20)

N InService
\
Ly

/*AN_STATUS_MGT co-ordinates ,
local status changes of VPCs and LSP*/:

(V_EnvNoOfRsc, MEE_
A_EnvRscTab, _await_
V_EnvReasonVal) _clear_req
V_EnvAction
:=C_Acl

B_AnyActToSn
= False

V_EnvRscldx

false

S_Rscld :=
A_EnvRscTab(V_EnvRscldx)

Determine Index L V—VP(_::MDIdX L 1(s_Rscld)

within A_VPCPIDTab EALL conv._rsci —
(A_VPCPIDTab(V_VPCPIDIdx)! MPH_VPC_ TO
S_Rscld, —]_await_clear_ A_VPCPIDTab(V_VPCPIDIdx)!
V_EnvReasonVal) _req P_VPCPID

\V_EnvRscldx:=|
" EnvRscldx+1

V_TotalConf
FV_EnvNoOfRSs

V_RecConf
=0

Await_
FSMAck

Figure A.29: AN_STATUS_MGT (11)
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Process AN_STATUS_MGT 12(20)

; N
*AN_STATUS_MGT co-ordinates "3

local status changes of VPCs and LSP*/i .
| InService

(A_RTMCUnkRscTab,
MBH—BE@E C'QE,‘E? / [T V_IntTransActld )

>

IntTransActTab(V_IntTransActld)!_
V_NoOfRTMCMsg :=

IntTransActTab(V_IntTransActld)!_
V_NoOfRTMCMsg-1

>

'’Add Unknown
Resources to
lransaction Info

ntTransActTab(V_IntTransActl
V_NoOfRTMCMsg

else

A_EnvUnkRscTab :=
A_|ntTransActTab(V_IntTransActlg
A_EnvUnkRscTab

=
|

)

————— continues on next page

Figure A.30: AN_STATUS_MGT (12)
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Process AN_STATUS_MGT

N
; N
*AN_STATUS_MGT co-ordinates "3
local status changes of VPCs and LSP*/:

CALL

false

ie_contained
. EnvUnkRscTab(1

13(20)

ntTransActTab(V_IntTransActl
V_EnvAction

C_Ubl
Unknown Resources
|~ Tireported?
I S
|
CALL I
ie_contained
A _EnvUnkRscTab(1 true

(A_EnvUnkRscTab,
C_Incomplete)

MEE_ MEE_
_unblock_ |— ¢ _unblock_
“conf C_Success) “conf
]
‘ InService ’

_jUnknown Resources
reported?

————"

MEE_
_block_conf—

MEE
(, T (A_EnvUnkRscTab,
C_Success) _block_cont— C_Incomplete)

‘ InService ’

Figure A.31: AN_STATUS_MGT (13)
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Process AN_STATUS_MGT

; N
*AN_STATUS_MGT co-ordinates "3
local status changes of VPCs and LSP*/:

InService

MDU_
_trans_
_error

(V_IntTransActld)

V_NoOfRTMCMsg :=
V_NoOfRTMCMsg-1

A_IntTransActTab(V_IntTransActld)!_
A_IntTransActTab(V_IntTransActld)!

V_NoOfRTMCMsg

A_IntTransActTab(V_IntTransActld)!_

14(20)

else

MDU

_abort_req

__jTo outstanding
Transactions

A_EnvUnkRscTab :=
A_EnvUnkRscTab

A_IntTransActTab(V_IntTransActld)!

ntTransActTab(V_IntTransActl
V_EnvAction

MEE_
_block_conf—

(A_EnvUnkRscTab,
C_NoSuccess)

InService

<

C_Ubl
MUE]%T()ck | __|(A_EnvUnkRscTab,
“conf C_NoSuccess)

InService

Figure A.32: AN_STATUS_MGT (14)
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Process AN_STATUS_MGT 15(20)

; N
*AN_STATUS_MGT co-ordinates "3
local status changes of VPCs and LSP*/:

I I
MDU
— MIE_stop_ MDU_
:c'glv‘\e/glrt__conf (A_RTMCRscTab) >_trafﬁc MDY
MEE
= MDU_ to all open MEE_
<:2lvt\elglrt__con —|(A-RTMCRscTab) _abort_req >" transactions “error_ind

OutOfService

Figure A.33: AN_STATUS_MGT (15)
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Process AN_STATUS_MGT

\

JAN_STATUS_MGT co-ordinates "4
local status changes of VPCs and LSP*/|

Await_
FSMAck

MPH_VPC_ (V_ACtToSN,
unblock_ S_Rscld,
—conf V_IntReasonVal)

(V_RecConf,

| —V_ActToSN,
S_Rscld,
V_IntReasonVal,

rec_stat_info

V_RecConf
=V_TotalConf

B_VPCUbI_
Done:=true

A~ TempStatData,
B_AnyActToSN)

16(20)

MPH_LSP_
_unblock_
_conf

(V_ActToSN,
Vv IntReasonVaI)

rec_stat_info

B_LSPUbI_
Done:=true

@Action

C_AIIFSM

VPC
UblDone

true

_LSP
UblDone

true

false

false

MIE_
_unblock_
_all_conf

= D)

(V_RecConf,
V_ActToSN,
S_Rscld,
V_IntReasonVal,
A TempStatData

B_AnyActToSN)

true

false

action_to_sn

(V_EnvNoOfRsc,
V_EnvAction,
A~ TempStatData

A_IntTransActTab)

InService

MEE_
_unblock_
_conf

b_Success)

InService

Figure A.34: AN_STATUS_MGT (16)
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Process AN_STATUS_MGT 17(20)
; N
*AN_STATUS_MGT co-ordinates "3
local status changes of VPCs and LSP*/i Await
] —
FSMAck
I ]
MPH_VPC_ (V_ActToSN, MPH_LSP_
_block_con S_Rscld, _block_con Q//—IA?ETOSN’V |
V_IntReasonVal) _IntReasonVal)

(V_RecConf,
rec_stat_info |—V_ActToSN,
S_Rscld,
V_IntReasonVal,
A_TempStatData,
B_AnyActToSN)

V_RecConf
=V_TotalConf

false

true

(V_EnvNoOfRsc,
false action_to_sn ||— V_EnvAction,

A_TempStatData,

A_IntTransActTab)
MEE_ (
_block_conf— C_Success)

InService

Figure A.35: AN_STATUS_MGT (17)
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Process AN_STATUS_MGT 18(20)
; N
*AN_STATUS_MGT co-ordinates "3
local status changes of VPCs and LSP*/i Await
] —
FSMAck
Ma'?NF;TtVPC— (V_ActToSN,
“clear_conf S_Rscld)
(V_RecConf,
rec_stat_info ||—{V_ActToSN,
S Rscld,

V_IntReasonVal,
A_TempStatData,
B_AnyActToSN)

V_RecConf

=V_TotalConf

false

L)

true

false

(V_EnvNoOfRsc,
|1 V_EnvAction,
A_TempStatData,

action_to_sn

MEE_
_await_ | —(A_RTMCRscTab)
_clear_con

InService

A_IntTransActTab)

InService

Figure A.36: AN_STATUS_MGT (18)
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Process AN_STATUS_MGT 19(20)
; I
*AN_STATUS_MGT co-ordinates "3
local status changes of VPCs and LSP*/i Await_
FSMAck

MDU_
_error_ind

IE_unblock_all_req,
MEE_block_req,
MEE_unblock_req,
MEE_await_clear_reg

MIE_stop_
_traffic

MDU_ to all open MEE_
_abort_req Tltransactions _error_ind

OutOfService

Figure A.37: AN_STATUS_MGT (19)
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Process AN_STATUS_MGT

/*AN_STATUS_MGT co-ordinates

[N
Ly

local status changes of VPCs and LSP*/!

mpH_vec_
_started (S_Rscld)

V_VPCPIDIdx
_vPCh J—(S_Rscld)

CALL cb_nv_rscid

A_VPCPIDTab(V_VPCPIDIdXx)!
P_VPCPID

:= SENDER

A_VPCPIDTab(V_VPCPIDIdx)!
_Rscld
:=S_Rscld

20(20)

Figure A.38: AN_STATUS_MGT (20)
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Procedure ACTION_TO_SN

1(8)

FPAR N —
V_EnvNoOfRsc  IT_NoOfRsc, -3 /*Definitions a
V_EnvAction IT_EnvAction, declarations*/
A_TempStatData AT_TempStatData,

i
A_IntTransActTab AT_intTransActTab;]
|
]

/*Signal data declarations used in MDU primitives*/ B
¥/

DCL
A _RTMCRscTab AT_RTMCRscTab; /*Array of Resource Identifier Information Elements*/
1**|

DCL

A_RTMCBIRscTab AT_RTMCBIRscTab; /*Array of Blocked Resource Identifier Information Elements*/
[**]

DCL

V_NoOfMsg, /*Number of messages sent to the SN*/

V_IntTransActld [*Internal transaction Id*/

INTEGER,;

[*Internal Data*/

[**/

/*Indices for data accessing arrays*/

DCL

V_Templdx , /*Index for A_TempStatData*/
V_RTMCBIRscldx, /*Index fo A_RTMCBIRScTab*/
V_RTMCUDbIRscldx,  /*Index for A_RTMCRScTab*/
V_RTMCAcIRscldx  /*Index for A_RTMCRScTab*/
IT_RTMCRscTablindex;

Figure A.39: AN_STATUS_MGT, Procedure ACTION_TO_SN (1)
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Procedure ACTION_TO_SN

;FPAR N
V_EnvNoOfRsc IT_NoOfRsc, 13
V_EnvAction IT_EnvAction,

A_TempStatData AT_TempStatData,
A_IntTransActTab AT_IntTransActTab;

V_Templdx
=0

V_RTMCBIRscldx
=0

next_
@ V_RTMCUbIRscldx
=0

V_RTMCAcIRscldx

V_Templdx :=
V_Templdx+1

A_TempStatData(V_Templdx)! >
V_ActToSN

C_NoActToSN C_BIToSN C_UbIToSN C_AcIToSN

Block_ Unblock_ AwaitClear
''''''' ~ ToSN ~ ToSN

2(8)

Figure A.40: AN_STATUS_MGT, Procedure ACTION_TO_SN (2)
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Procedure ACTION_TO_SN 3(8)
;FPAR [N

V_EnvNoOfRsc IT_NoOfRsc, 13 Block

V_EnvAction IT_EnvAction, ToSN

|
A_TempStatData AT_TempStatData,I
A_IntTransActTab AT_intTransActTab;]
|
]

V_RTMCBIRscldx
V_RTMCiB_IRscIdx+l

A_RTMCBIRscTab(V_RTMCBIRscldx)! |
S_RTMCRscID :=
A_TempStatData(V_Templdx)!S_Rscld

_TempStatData(V_Templdx)! >
V_IntReasonVal

C_AdmPart C_AdmFu C_AdmPart_Err C_AdmFull_Err

Adm_
Part ~

a
I
I
I
|
a

-/ -/

e
e
e

continues on page 4} continues on page 4} continues on page 5 continues on page 5} continues on page 5

Figure A.41: AN_STATUS_MGT, Procedure ACTION_TO_SN (3)
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Procedure ACTION_TO_SN

|
A_TempStatData AT_TempStatData,I
A_IntTransActTab AT_intTransActTab;]

Adm_
Part

:=C_RTMCAdmPart

A_RTMCBIRscTab(V_RTMCBIRscldx)!_
S_RTMCReason!V_RTMCAdmReasonVal

A_RTMCBIRscTab(V_RTMCBIRscldx)!_
S_RTMCReason!V_RTMCErrReasonVal

A_RTMCBIRscTab(V_RTMCBIRscldx)!_
S_RTMCReason!V_RTMCAdmReasonVal
:=C_RTMCAdmFull

A_RTMCBIRscTab(V_RTMCBIRscldx)!_
S_RTMCReason!V_RTMCErrReasonVal

4(8)
;FPAR N
V_EnvNoOfRsc IT_NoOfRsc, 13
V_EnvAction IT_EnvAction,

:=C_RTMCErrNone :=C_RTMCErrNone

_____ continues on _____jcontinues on
page 7 page 7

Figure A.42: AN_STATUS_MGT, Procedure ACTION_TO_SN (4)
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Procedure ACTION_TO_SN

5(8)
;FPAR N
V_EnvNoOfRsc IT_NoOfRsc, 13
V_EnvAction IT_EnvAction,

|
A_TempStatData AT_TempStatData,I
A_IntTransActTab AT_intTransActTab;]

Adm_
Part_
_Err
A_RTMCBIRscTab(V_RTMCBIRscldx)!_ A_RTMCBIRscTab(V_RTMCBIRscldx)!_
S_RTMCReason!V_RTMCAdmReasonVal S_RTMCReason!V_RTMCAdmReasonVal
:=C_RTMCAdmNone :=C_RTMCAdmPart
A_RTMCBIRscTab(V_RTMCBIRscldx)!_ A_RTMCBIRscTab(V_RTMCBIRscldx)!_
S_RTMCReason!V_RTMCErrReasonVal S_RTMCReason!V_RTMCErrReasonVal
:=C_RTMCErr :=C_RTMCErr
continues on continues on
""" page 7 T Tlpage 7

A_RTMCBIRscTab(V_RTMCBIRscldx)!_
S _RTMCReason!V_RTMCAdmReasonVal
:=C_RTMCAdmFull

A_RTMCBIRscTab(V_RTMCBIRscldx)!_
S_RTMCReason!V_RTMCErrReasonVal
:=C_RTMCErr

A continues on
page 7

Figure A.43: AN_STATUS_MGT, Procedure ACTION_TO_SN (5)
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Procedure ACTION_TO_SN 6(8)
;FPAR [N

V_EnvNoOfRsc IT_NoOfRsc, 13

V_EnvAction IT_EnvAction,

|
A_TempStatData AT_TempStatData,I
A_IntTransActTab AT_intTransActTab;]
|
]

V_RTMCUbIRscldx V_RTMCACcIRscldx
V_RTMCUbIRscldx+1 V_RTMCAcIRscldx+1
A_RTMCRscTab(V_RTMCUbIRscldx) A_RTMCRscTab(V_RTMCAcIRscldx)
A_TempStatData(V:TempIdx)!S_RscId A_TempStatData(V:TempIdx)!S_RscId
_____ continues on _____icontinues on
page 7 page 7

Figure A.44: AN_STATUS_MGT, Procedure ACTION_TO_SN (6)
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Procedure ACTION_TO_SN 7(8)
;FPAR [N

V_EnvNoOfRsc IT_NoOfRsc, 13

V_EnvAction IT_EnvAction,

|
A_TempStatData AT_TempStatData,I
A_IntTransActTab AT_intTransActTab;]
|
]

V_Templdx

= V_EnvNoOfRs false

continues on
page 2

V_IntTransActld _JAllocate new
- - Transaction Id

V_IntTransActid+1 | b—————————m

T
L,

V_NoOfMsg
=0

IF V_RTMCBIRscldx > C_RTMCMaxRep
THEN

Execute the following else-branch L
repeatedly

V_RTMCBIRscldx

(A_RTMCBIRscTab,| |MDU_
V_IntTransActld) [~ |_block_req

V_NoOfMsg :=
V_NoOfMsg+1

0
IF V_RTMCUbIRscldx > C_RTMCMaxRep
THEN e q
Execute the following else-branch L _RTMCUDbIRscldx
repeatedly
(A_RTMCRscTab, MDU _
V_IntTransActld) [ |_unblock_re
V_NoOfMsg :=
V_NoOfMsg+1
o
B oo continues on

page 8

Figure A.45: AN_STATUS_MGT, Procedure ACTION_TO_SN (7)
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Procedure ACTION_TO_SN

;FPAR N
V_EnvNoOfRsc IT_NoOfRsc, 13
V_EnvAction IT_EnvAction,

A_TempStatData AT_TempStatData,
A_IntTransActTab AT_IntTransActTab;

else

MDU_
(A_RTMCRscTab)|—_await
_req

_clea>

8(8)

IF V_RTMCAcIRscldx > C_RTMCMaxRep
HEN

Execute the following else-branch
repeatedly

A_IntTransActTab(V_IntTransActld)!
V_NoOfRTMCMsg =
V_NoOfMsg

A_IntTransActTab(V_IntTransActld)!_
V_EnvAction :=
V_EnvAction

)

Figure A.46: AN_STATUS_MGT, Procedure ACTION_TO_SN (8)
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Procedure rec_stat_info

FPAR N
V_RecConf INTEGER, !
V_ActToSN IT_ActToSN, |
S”RscID ST_RTMCRscID, |

V_IntReasonVal IT_IntReasonVal, |
A_TempStatData AT_TempStatData, |
B_AnyActToSN BOOLEAN; !

1(1)

V_RecConf:=
V_RecConf+1

IA_TempStatData(V_RecConf)! |
V_ActToSN :=
V_ActToSN

IA_TempStatData(V_RecConf)! |
Rscld :=

S_Rscld

IA_TempStatData(V_RecConf)! |
V_IntReasonVal :=

V_IntReasonVal

B_AnyActToSN

false

B_AnyActToSN
= True

frue % C_NoActToSN

Figure A.47: AN_STATUS_MGT, Procedure RECEIVE_STATUS_INFO
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A.2.1.2 Process AN _VPCI _CC

Process AN_VPCI_CC 1(7)

; N

/*VB5.1 System Managemehf; for process AN_VPCI_CC *
Process AN_VPCI_CC - -
Applicable to AN side*/

/* Definitions and declaratio;ﬁ

/* State descriptions

OutOfService: Initial state. Process is waiting for activation from CTR process.

InService: Process is waiting for request for VPCI consistency check

AwaitLoopAct: Check has been requested from SN side. Process is waiting for response for activation of the loop back function
on requested VPCI.

CheckRunning: VPCI consistency check is running.

AwaitLoopDeact: Process is waiting for response for deactivation of the loop back function on requested VPCI. */

/*Signal data declarations*/ B
S_RTMCRscld ST_RTMCRscld; /*Resource Identifier Information Element*/
1**/

DCL

S_RTMCUnkRscld ST_RTMCUnKRscld; /*Unknown Resource Identifier Information Element*/

[**]

DCL

A_RTMCRscTab AT_RTMCRscTab; /*Resource Identifier Information Element Table (needed for interface to ana_res procedure)*/
[**]

DCL

A_RTMCUnkRscTab AT_RTMCUnkRscTab; /*Unknown Resource Identifier IE Table (needed for interface to ana_res procedure)*/
[**]

DCL

V_RTMCCCheckResult IT_RTMCCCheckResult; /*Consistency Check Result*/

[**]

DCL
V_NoOfRsc IT_NoOfRsc; *Number of resources*/
/**]

DCL

V_NoOfUnkRsc IT_NoOfRsc; /*Number of unknown resources*/

¥

DCL

P_CprotPID PID; /*PID of CPROT instance responsible for transaction*/

Figure A.48: AN_VPCI_CC (1)
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Process AN_VPCI_CC

; N
/*VB5.1 System Managemeht}

Process AN_VPCI_CC
Applicable to AN side*/

MDU_
_cons_
_prc_started

OutOfService

MIE_start_
_traffic

InService

2(7)

Figure A.49: AN_VPCI_CC (2)
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Process AN_VPCI_CC

; N
/*VB5.1 System Managemeht}
Process AN_VPCI_CC
Applicable to AN side*/

InService

3(7)

_error_ind

0

MDU_cons
MIE_stop_ i (P_CprotPID, MDU_
_traffic _check_ind S_RTMCRscld) _error_ind
; MEE
OutOfService A_RTMCRSsCTab(1)
:=S_RTMCRscld
(V_NoOfRsc,
ana_res —{ A_ RTMCRscTab,
- V_NoOfUnkRsc,
A_RTMCUnkRscTab)
'_NoOfRscC
else

S_RTMCUnkRscld
:= A_RTMCUnkRscTab(1)

(P_CprotPID,

MDU_cons_
STRTMCUnkRscld)[—|-check_res

MEE_cons ]|
_check_ind—(S_RTMCRscld)

Await_
LoopAct

Figure A.50: AN_VPCI_CC (3)
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Process AN_VPCI_CC A7)

; N
/*VB5.1 System Managemeht}
Process AN_VPCI_CC
Applicable to AN side*/

Await_
LoopAct

MEE_cons
MDU_ MIE_stop_ Y g
" errorind < >_traffic (S_RTMCUnkRscld) _check_res Er_r(_Jl‘_d_L;’Fla —————
consistency check
| | activation
MEE_ MDU_ CALL
_error_ind _abort_req ie_contained
TMCUNKR true

\|/ \|/ false

- > <OutOfService>

MDU_cons_ (P_CprotPID, MDU_cons_
(P_CprotPID) — _check_res> S_RTMCUnkRscld)[ | _check_res>

InService

N

CheckRunning

Figure A.51: AN_VPCI_CC (4)
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Process AN_VPCI_CC

; N
/*VB5.1 System Managemeht}
Process AN_VPCI_CC
Applicable to AN side*/

Await_
LoopAct

Mc%LeJEIE i (P_CprotPID,
“end_ind S_RTMCRscld)
MEE_cons|
_check_  |—{(S_RTMCRscld)
_end_ind

Await_
LoopDeact

5(7)

Figure A.52: AN_VPCI_CC (5)
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Process AN_VPCI_CC 6(7)

; N
/*VB5.1 System Managemeht}
Process AN_VPCI_CC
Applicable to AN side*/

CheckRunning

MIE_stop_ M eons. (P_CprotPID, MDU_
_traffic —end ind S_RTMCRscld) _error_ind
MEE_cons ]| MEE
OutOfService _ggzdi(n_ 4 (S_RTMCRscld) _error_ind

Await_
LoopDeact

Figure A.53: AN_VPCI_CC (6)
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Process AN_VPCI_CC 7(7)

; N
/*VB5.1 System Managemeht}
Process AN_VPCI_CC
Applicable to AN side*/

Await_
LoopDeact

MEE_cons|
MIE_stop_ (V_RTMCCCheckResult) _check_ MDY
_traffic end res _error_ind
MDU_ (P_CprotPID, _Mcagafons— MEE_
_abort_req V_RTMCCCheckResult) —end res _error_ind

OutOfService

Figure A.54: AN_VPCI_CC (7)
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Process AN_LSPSTAT

N\,

; N,
*AN_LSPSTAT represents tthe)
local LSP status*/

/* State descriptions

LocUbl: LSP available for Service
LocPartBI: LSP partially unavailable due to partial locking by AN operator
LocErr: LSP unavailable due to fault conditions

LocPartBI_Err: VPC unavailable due to partial locking by AN operator AND fault conditions */

/*Signal data declarations*/

V_EnvReasonVal IT_EnvReasonVal; /*Reason for status change given by the environmentlj

LocUbl

MPH_LSP

(V_EnvReasonVal ) _unblock_"| (V_EnvReasonVal ) MbFI’c|)_::T<L§eP_
“req - _req
MPH_LSP ]
_unblock_ [—(C_NoActToSN)
_conf V_EnvReasonVal

C_Err

14

MPH_LSP ]
_block_
_conf

(C_BITOSN,

C_AdmPart)

MPH_LSP |
_block_
_conf

(C_BIToSN,
C_Erm)

LocPartBI

Figure A.55: AN_LSPSTAT_FSM (1)
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Process AN_LSPSTAT

/*AN LSPSTAT represents tH‘@

local LSP status*/

LocPartBI

(V_EnvReasonVal )

MPH_LSP |

_unblock_
_req

V_EnvReasonVal
C_AdmPa

C_Err

MPH_LSP |
_unblock_
_conf

L_{(C_UbIToSN)

MPH_|
_unbl
_conf

LSP |
ock_

LocUbl

2(4)
]
MPH_LSP_|
(V_EnvReasonVal ) “block_req
—(C_NoActToSN)
V_EnvReasonVal
C_AdmPa C_Err
PH_LSP | PH_LSP |
(C_BIToSN,
< Egoncfk ] (C-NoActToSN) < Eg’ncfk | C_AdmPart_Er)

LocPartBI_
_Err

Figure A.56: AN_LSPSTAT_FSM (2)
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Process AN_LSPSTAT 3(4)
; N
/*AN_LSPSTAT represents tH‘(—ﬁ,
local LSP status*/ !
I ]
MPH_LSP |
(V_EnvReasonVal ) _unblock_ (V_EnvReasonVal ) MbFI‘HT(LSP—
“req _block_req
V_EnvReasonVal
C_AdmPal C_Err
MPH_LSP | MPH_LSP |
_unblock_ [—(C_NoActToSN) _unblock_ |—(C_UbIToSN)
_conf _conf
V_EnvReasonVal
C_AdmPa C_Err
MPH_LSP MPH_LSP
7~ 1 |(C_BIToSN, T
<_2|ooncfk_ — G Admpart_E) _gljoncfk_ —(C_NoActToSN)

LocPartBI_
_Ermr

Figure A.57: AN_LSPSTAT_FSM (3)
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Process AN_LSPSTAT 4(4)

; N
/*AN_LSPSTAT represents tH‘(—ﬁ,
local LSP status*/ |

LocPartBI_
_Err

MPH_LSP |
(V_EnvReasonVal ) _unblock_ (V_EnvReasonVal ) MbFI‘HT(LSP—
“req _block_req
MPH_LSP |
_block_  |—(C_NoActToSN)
V_EnvReasonVal _conf

C_AdmPal C_Err

“conf C_Em) ~conf C_AdmPart)

MPH_LSP MPH LSP
<_unbﬁ)ck_—_ (C_BITOSN, < IPHASP1 |c_BiTosN,

Figure A.58: AN_LSPSTAT_FSM (4)
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A.2.3 Process AN _FVPCSTAT

Process AN_FVPCSTAT 1(25)

/*AN_FVPCSTATS is an FSM whi
represents the local VPC states.
It determines the required

aaction towards the SN in

case of state changes*/

[*Definitions and
declarations for AN_VPCSTAT*/

I

/* State descriptions B

LocUbl: VPC available for Service

LocFullBl: VPC unavailable for service due to locking by AN operator

LocPartBl: VPC partially unavailable due to partial locking by AN operator

LocErr: VPC unavailable due to fault conditions

LocPartAndFullBl: VPC unavailable due to locking AND partial locking by AN operator

LocFullBI_Err: VPC unavailable due to locking by AN operator AND fault conditions

LocPartBI_Err: VPC unavailable due to partial locking by AN operator AND fault conditions

LocPartAndFullBI&Err: VPC unavailable due to locking by AND partial locking by AN operator AND fault conditions
LocShutDown: Shutting Down of VPC was requested by AN operator

LocPartShutDown: Partial Shutting Down of VPC was requested by AN operator

LocShutDownAndPartShutDown: Partial Shutting Down AND Shutting Down of VPC was requested by AN operator
LocPartBIAndShutDown: Shutting Down of a partial locked VPC was requested by AN operator */

/*Signal data declarations*/
V_EnvReasonVal IT_EnvReasonVal; /*Reason for status change given by the environment*/
¥

DCL

S_RscID ST_RTMCRscld; /*Resource identification*/

1**]

/*Resource Identifiers allocated to AN_FVPCSTAT processes*/
DCL S_ANOwnRscld ST_RTMCRscld := C_OwnRscld;

Figure A.59: AN_FVPCSTAT (1)
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Process AN_FVPCSTAT 2(25)

=

; \
/*AN_FVPCSTATS is an FSM whi
represents the local VPC states.

It determines the required

aaction towards the SN in

case of state changes*/

MPH_VPC
<_start_ed 1—(S_ANOwnRscld)
LocUbl
I ]
MPH_VPC MPH_VPC
(S_Rscld, 0 T (S_Rscld, | |
V_EnvReasonval) _Egc? tock_ V_EnvReasonVal) _block_req
MUZEE)Y;EC“_ (C_NoACctToSN,
—conf S_RscID)

=

V_EnvReasonVal

C_AdmPart C_AdmFull
C_Err
MPH_VPC]| (C_BIToSN, MPH_VPC| (C_BIToSN, MPH_VPC]| (C_BIToSN,
_block_  |— SRscID, _block_  |—] S"RscID, _block_  |— S"RscID,
_conf C_AdmPart) _conf C_Em) _conf C_AdmFull)

LocPartBI LocFuliBI

Figure A.60: AN_FVPCSTAT (2)
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Process AN_FVPCSTAT 3(25)
; ™
/*AN_FVPCSTATS is an FSM whi¢h
represents the local VPC states. |
It determines the required 1 LocalUbl
aaction towards the SN in |
case of state changes*/ !
(S_Rscld, MPHVPCL
V_EnvReasonVal) “clear Teq
MaI?N)-;TtVPC__ (C_AcIToSN,
- ~orl | S_Rscld)
_clear_conf —

V_EnvReasonVal

C_AdmPart C_AdmFull

LocPart,
( ShutDown ’ ‘LocShutDown’

Figure A.61: AN_FVPCSTAT (3)
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Process AN_FVPCSTAT 4(25)

=

; \
/*AN_FVPCSTATS is an FSM whi
represents the local VPC states.

It determines the required

I
|
aaction towards the SN in |
case of state changes*/ : LocFullBI
(S_Rscld, MPH _VPCY
V_EnvReasonVal) Treq -

V_EnvReasonVal

clse C_Uncond
C_AdmFull

e} ooy, TS [ upmeen "o [ s

“conf S_Rscld) “conf S_Rscld) _conf S_Rscld)

LocalUbl LocalUbl

Figure A.62: AN_FVPCSTAT (4)
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Process AN_FVPCSTAT

5(25)
; ™
[*AN_FVPCSTATS is an FSM whi
represents the local VPC states. |
It determines the required |
aaction towards the SN in |
case of state changes*/ : LocFullBI
I ]
MPH_VP
(S_Rscld, Mbﬁ’c'jc—kvf’e%—» (S_Rscld, IPH_VPCL
V_EnvReasonVal) - — V_EnvReasonVal) “clear req
MPH_VPCL |(c_NoActTosN,
“clear_con S_Rscld)
LocFullBI
V_EnvReasonVal
C_AdmPart C_AdmFull
C_Err

MPH_VPC MPH_VPC MPH_VPC

“block_  |—](C_NoActToSN, _block_ i__(%r%lgﬁw’ “block |—](C_NoActToSN

“conf S_Rscld) Zconf C_AdmFull_E) Zconf S_Rscld)

LocPart,

AndFullBi LocFullBI_Err

Figure A.63: AN_FVPCSTAT (5)
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Process AN_FVPCSTAT 6(25)

=

3 \,
/*AN_FVPCSTATS is an FSM whi

represents the local VPC states. |
It determines the required 1 LocPartBI
aaction towards the SN in |
case of state changes*/ !
MPH_VPC
(S_Rscld, unblock T
V_EnvReasonVal) Treq -

V_EnvReasonVal
else C_Uncond

C_AdmPart

(o s (B ey (RS Hemy

“conf S_Rscld) “conf S_Rscld) “conf S_Rscld)

LocalUbl LocalUbl

Figure A.64: AN_FVPCSTAT (6)
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Process AN_FVPCSTAT

=

; \
/*AN_FVPCSTATS is an FSM whi
represents the local VPC states.

It determines the required

aaction towards the SN in

case of state changes*/

LocPartBI

(S_Rscld,
V_EnvReasonVal)

MPH_VPC

_block_req]

C_AdmPart

Mbﬁo—:;?VPC“ (C_NoActToSN,
“conf ~ | | S_Rscld)

V_EnvReasonVal

C_Err

(S_Rscld,
V_EnvReasonVal)

MPH_VPC|
_await_
_clear_req

7(25)

C_AdmPart

MaF\)N'-;T[VPC"_ (C_NOACtToSN,
“clear_con S_Rscld)

V_EnvReasonVal
C_AdmFull

Malmﬁvpc___ (C_AcIToSN,

“clear conf | S_Rscld)
LocPartBI_

And
ShutDown LocPartBIl_
And_
ShutDown
C_AdmFull

MPH_VPC|
_block_ [
_conf

(C_BIToSN,
S _Rscld,

MPH_VPC]|
_block_
_conf

C_AdmPart_Err)

LocPartBI_Err

(C_BIToSN,
S _Rscld,
C_AdmFull)

LocPart_
AndFullBI

Figure A.65: AN_FVPCSTAT (7)
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Process AN_FVPCSTAT 8(25)

=

3 \,
/*AN_FVPCSTATS is an FSM whi

represents the local VPC states. |
It determines the required 1 LocErr
aaction towards the SN in |
case of state changes*/ !
MPH_VPC
(S_Rscld, unblock T
V_EnvReasonVal) Treq —

V_EnvReasonVal
else C_Uncond

C_Ermr

(o s (B Hemy (B Hemy

“conf S_Rscld) “conf S_Rscld) “conf S_Rscld)

LocalUbl LocalUbl

Figure A.66: AN_FVPCSTAT (8)
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Process AN_FVPCSTAT

9(25)
; ™
/*AN_FVPCSTATS is an FSM whi
represents the local VPC states. |
It determines the required | LocErr
aaction towards the SN in |
case of state changes*/ !
I ]
(S_Rscld, ML vPCL (S_Rscld, MPH_VPC.
V_EnvReasonVal) - _req V_EnvReasonVal) “clear req
Mal';vr-;TtVPC___ (C_NoActToSN,
“clear_con S_Rscld)

V_EnvReasonVal
C_AdmPart C_AdmFull
C_Err
MPH_VPC] C_BIToSN, MPH_VPC| MPH_VPC| C_BITOSN,
B - L _block_ [ {(GNOACLTOSN, Thiock 1S Racla
_conf C_AdmPart_Err) _conf _Rscld) _conf C_AdmFull_Err)

LocPartBI_Err

LocFullBI_Err

Figure A.67: AN_FVPCSTAT (9)
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Process AN_FVPCSTAT

=

; \
/*AN_FVPCSTATS is an FSM whi
represents the local VPC states.

It determines the required

aaction towards the SN in

case of state changes*/

LocPart_
AndFullBI

MPH_VPC
(S_RSC|C|, unblock T
V_EnvReasonVal) req —

V_EnvReasonVal

10(25)

C_AdmPart C_Uncond C_Err

MUF;EE,\(/;EC"_ (C_NoOACtToSN,
“conf S_Rscld)

LocFuliBI

C_AdmFull

MPH_VPC{  |(C_BIToSN,
_unblock_ —{ S "Rscld,

_conf C_AdmPart)

LocPartBI

"unblock  T{(G UbiTosN. Minbock 1|
“conf S_Rscld) “conf

(C_NoActToSN,
S_Rscld)

LocUbl LocFuliBI

Figure A.68: AN_FVPCSTAT (10)
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Process AN_FVPCSTAT

11(25)

)*AN_FVPCSTATS is an FSM whi
represents the local VPC states.

It determines the required
aaction towards the SN in
case of state changes*/

=

\

LocPart_
AndFullBI

(s

V_EnvReasonVal)

Rscld,

Mb'Tg::T(VrPeC“ (S_Rscld, MaF\’Nl'iaTtVPC__
B —red V_EnvReasonVal) —clear Teq

MaF\)Nl-;T[VPC"_ (C_NOoACtToSN,
“clear_con S_Rscld)

V_EnvReasonVal

<

else C_Err
MPH_VPC| MPH_VPC| (C_BITOSN,
_block_ —| (g_ggé—}g;ToSN, _block_  |— 'S Rscld,
_conf — _conf C_AdmFull_Err)

LocPart_
AndFullBI_
_Err

Figure A.69: AN_FVPCSTAT (11)
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Process AN_FVPCSTAT 12(25)

=

3 \,
/*AN_FVPCSTATS is an FSM whi

represents the local VPC states. | LocPartBl
It determines the required | Err
aaction towards the SN in | -
case of state changes*/ !
MPH_VPC
(S_Rscld, unblock T
V_EnvReasonVal) req —

V_EnvReasonVal

C_AdmPart C_Uncond C_Err C_AdmFull
MPH_VPC| C_BIToSN, MPH_VPC]
_unblock_ —(S_Rscld, _unbiock_ _(%_l\éoAl%tToSN,
“conf C_Er) “conf _Rscld)

MPH_VPC| MPH_VPC)| (C_BIToSN,
_unblock_ —(CS_%ZEB)SN' _unblock_ |—{ 'S"Rscld,
_conf - _conf C_AdmPart)

LocUbl LocPartBI

Figure A.70: AN_FVPCSTAT (12)
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Process AN_FVPCSTAT 13(25)

=

; \
/*AN_FVPCSTATS is an FSM whi
represents the local VPC states.

It determines the required

aaction towards the SN in

case of state changes*/

LocPartBI_
_Emr

I

(G-Recid, | Mock req (S_Rscld, | MPH_VPCL
V_EnvReasonVal) = — V_EnvReasonVal) “clear req
MPH_VPCL _|(c_NoActTos,
V_EnvReasonVal “clear_con S_Rscld)
else C_AdmFull

MPH_VPC| MPH_VPC| C_BIToSN,

_block_ _(g_'l_\\’lo/-}gtToSN, _block_ —(S:Rscld,

“conf _Rscld) —conf C_AdmFull_Err)

LocPart_
AndFullBI_
_Err

Figure A.71: AN_FVPCSTAT (13)
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Process AN_FVPCSTAT 14(25)

=

3 \,
/*AN_FVPCSTATS is an FSM whi

represents the local VPC states. | LocFullBl
It determines the required | Err
aaction towards the SN in | -
case of state changes*/ !
MPH_VPC
(S_Rscld, unblock T
V_EnvReasonVal) req —

V_EnvReasonVal

C_AdmPart C_Uncond C_Err C_AdmFull

MPH_VPC| MPH_VPC| C_BIToSN,
<_unb|ock_ [ (%_’EL‘;'QI(E?OSN’ <_unb|ock_ [ (S_Rscld,

“conf _conf C_Em)

MPH_VPC| MPH_VPC]| (C_BIToSN,
_unblock_ —(CS_%ZEB)SN' _unblock_ |—{ 'S"Rscld,
_conf — _conf C_AdmFull)

LocUbl LocFuliBI

Figure A.72: AN_FVPCSTAT (14)
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Process AN_FVPCSTAT 15(25)

=

; \
/*AN_FVPCSTATS is an FSM whi
represents the local VPC states.

It determines the required

aaction towards the SN in

case of state changes*/

LocFuliBI_

_Err

(G-Recid, | Mock req (S_Rscld, | MPH_VPCL
V_EnvReasonVal) - = V_EnvReasonVal) —alear Teq
MPH_VPCL _|(c_NoActTosN,
V_EnvReasonVal “clear con S_Rscld)
else C_AdmPart
Mbﬁ’ycpvpc“_ (C_NoActToSN, “"bﬁ’g'c—kvpc--_ (C_NoActToSN,
“conf S_Rscld) “conf ~ S_Rscld)

LocPart_
AndFullBI_
_Err

Figure A.73: AN_FVPCSTAT (15)
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Process AN_FVPCSTAT 16(25)

=

3 \,
/*AN_FVPCSTATS is an FSM whi

represents the local VPC states. | LocPart_
It determines the required 1 AndFullBI_
aaction towards the SN in | _Err
case of state changes*/ !
MPH_VPC
(S_Rscld, unbiock T
V_EnvReasonVal) req —

V_EnvReasonVal

C_AdmPart C_Uncond C_Err C_AdmFull

MPH_VPC| MPH_VPC| C_BIToSN,
<_unb|ock_ [ (%_’EL‘;'QI(E?OSN’ <_unb|ock_ [ (S_Rscld,

“conf _conf C_AdmPart_Err)

LocFullBI_

LocPartBI_
_Err

_Err

MPH_VPC| MPH_VPC)| (C_BIToSN,
_unblock_ _(cs—légglg)SN' _unblock_ |—{ 'S"Rscld,
_conf — _conf C_AdmFull)

LocPart
LocUbl AndFullBI

Figure A.74: AN_FVPCSTAT (16)
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Process AN_FVPCSTAT 17(25)

=

; \
/*AN_FVPCSTATS is an FSM whi
represents the local VPC states.

It determines the required

aaction towards the SN in

case of state changes*/

LocFull_
AndPartBI_

_Ermr

MPH_VPC MPH_VPC
(S_Rscld, block_req| (S_Rscld, await_ |
V_EnvReasonVal) - — V_EnvReasonVal) “clear req
MPH VPC] [ (c_NoActToSN, MPH_VPCL _|(c_NoActTos,
“conf ~ S_Rscld) “clear_con S_Rscld)

Figure A.75: AN_FVPCSTAT (17)
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Process AN_FVPCSTAT 18(25)

=

; \

[*AN_FVPCSTATS is an FSM whi LocShutDown
represents the local VPC states.
It determines the required
aaction towards the SN in

|

case of state changes*/ MPH VPC
(S_Rscld, unblock T
V_EnvReasonVal) “req —

V_EnvReasonVal
C_AdmPart \\ else
C Ermr
MPH VPCL | c_NoActTosN, MPH VPCL  |(c_NoActTosN, MPH VPCL | c_ubiTosN,
_unblock_ — _unblock_ — _unblock_ —
“conf S_Rscld) “conf S_Rscld) “conf S_Rscld)

}

LocUbl

Figure A.76: AN_FVPCSTAT (18)
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Process AN_FVPCSTAT

19(25)
; N
/*AN_FVPCSTATS is an FSM whi¢h LocShutDown
represents the local VPC states. |
It determines the required |
aaction towards the SN in ! | I
case of state changes*/ -
MPH_VPC MPH_VPC
(S_Rscld, block_req][ (S_Rscld, await T
V_EnvReasonVal) - — V_EnvReasonVal) “clear Teq
MaI?N)-;T[VPC__ (C_NoActToSN,
“clear_con S_Rscld)
V_EnvReasonVal
C_AdmPa C_AdmFull
ocShutDown_ R
AndPart_
V_EnvReasonVal ShutDown
C_Err
C_AdmPart C_AdmFull
MPH_VPC]| MPH_VPC| [(C_BIToSN, MPH_VPC]| [(C_BIToSN,
block_ _(g_QOAISITOSN' _block_ | 'S Rscld, _block_  |—'S Rscld,
“conf _Rscld) “conf C_AdmFull_Err) “conf C_AdmFull)

LocPartBI_
AndShutDown

LocFullBI_
“Err LocFullBI

Figure A.77: AN_FVPCSTAT (19)
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Process AN_FVPCSTAT 20(25)

=

) \

*AN_FVPCSTATS is an FSM whi LocPart_
represents the local VPC states. ShutDown
It determines the required
aaction towards the SN in

[

case of state changes*/ MPH VPC
(S_Rscld, unbiock T
V_EnvReasonVal) Treq —

V_EnvReasonVal
else \ C_AdmFull
C Ermr
Mmm\éic"_ (C_UbIToSN, Mﬂgm\éic--_ (C_NoOACtToSN, Muagﬁ)\éic"_ (C_NoActToSN,
“conf S_Rscld) “conf S_Rscld) “conf S_Rscld)

LocUbl

}

Figure A.78: AN_FVPCSTAT (20)
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Process AN_FVPCSTAT

21(25)
; ™
J*AN_FVPCSTATS is an FSM whih SL'?C';a”_
represents the local VPC states. | utDown
It determines the required |
aaction towards the SN in ! | I
case of state changes*/ p - MPH VPC J MPH VPC
(S_Rscld, _block_req| (S_Rscld, _await_ |
V_EnvReasonVal) V_EnvReasonVal) clear Teq
MaI?N—;T[VPC__ (C_NoActToSN,
- ~ S_Rscld)
_clear_con !
V_EnvReasonVal
C_AdmPa C_AdmFull

ocShutDown_ R
AndPart_
V_EnvReasonVal ShutDown
C_Err
C_AdmPart C_AdmFull

MPH_VPC| |(C_BIToSN, MPH_VPC| |(C_BIToSN, MPH_VPC] |(C_BIToSN,
_block_  T—{'s"Rscld, _block_ | s Rscld, _block_  |—{ s Rscld,
—conf C_AdmPart) _conf C_AdmPart_Err) _conf C_AdmFull)

LocPart_
AndFullBI

LocPartBI_
LocPartBI “Enr

Figure A.79: AN_FVPCSTAT (21)
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Process AN_FVPCSTAT 22(25)
; . N ocShutDown_\
[*AN_FVPCSTATS is an FSM whi AndPart_
represents the local VPC states. | ShutDown
It determines the required |
aaction towards the SN in |
case of state changes*/ [ MPH VPC

' (S_Rscld, unblock_ T

V_EnvReasonVal) Treq —

V_EnvReasonVal

C_AdmPart C_Uncond C_Err C_AdmFull

“conf S_Rscld) S_Rscld)

<MUT1|;E)\(/:EC"_ (C_NoActToSN, <MUF;EE)\(/:EC"_ (C_NoActToSN,
K - “conf

LocPart
LocShutDown ShutDown
MPH _VPCL  |(c_ubiTosN, MPH _VPCL  |(c_NoActTosN,
_unblock_ — _unblock_ —
“conf S_Rscld) “conf S_Rscld)

LocUbl

Figure A.80: AN_FVPCSTAT (22)
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Process AN_FVPCSTAT

23(25)
; ] N ocShutDown \
/*AN_FVPCSTATS is an FSM whi¢h AndPart_
represents the local VPC states. | ShutDown
It determines the required |
aaction towards the SN in ! | I
case of state changes*/ -
MPH_VPC MPH_VPC
(S_Rscld, block_req]| (S_Rscld, await T
V_EnvReasonVal) - — V_EnvReasonVal) “clear Teq
MaI?N—;T[VPC__ (C_NoActToSN,
“clear_con S_Rscld)
V_EnvReasonVal
C_Err
C_AdmPart C_AdmFull
MPH_VPC| MPH_VPC] [(C_BIToSN, MPH_VPC]| |(C_BIToSN,
_block_ [ —{(C_NoACITOSN, _block_  |— 'S Rscld, _block_  |—|'S Rscld,
“conf _Rscld) Zconf C_AdmFull_Err) Zconf C_AdmPFull)
LocPartBI_ LocFull_

LocPartAnd_
FuliBI

AndPartBIl_
_Err

AndShutDown

Figure A.81: AN_FVPCSTAT (23)
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Process AN_FVPCSTAT 24(25)

; \

[*AN_FVPCSTATS is an FSM whi AngEarlthl_
represents the local VPC states. n utDown
It determines the required

aaction towards the SN in

=

case of state changes*/ MPH VPC
(S_Rscld, unbiock T
V_EnvReasonVal) Treq —

V_EnvReasonVal

C_Uncond
C_AdmPart else

<MUZ|EE)\(/:EC"_ (C_NoACtTOSN, <MUF,’$E,\£EC--_ (C_UBITOSN, <MUF:1EE,\£EC--_ (C_NOAGtTOSN,

“conf S_Rscld) “conf S_Rscld) “conf S_Rscld)

LocShutDown LocUbl

Figure A.82: AN_FVPCSTAT (24)
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Process AN_FVPCSTAT

25(25)
; N |
/*AN_FVPCSTATS is an FSM whidh A'—ggEaHDB _
represents the local VPC states. | ndShutDown
It determines the required |
aaction towards the SN in ! | I
case of state changes*/ -
MPH_VPC MPH_VPC
(S_Rscld, block_req]| (S_Rscld, await T
V_EnvReasonVal) - — V_EnvReasonVal) “clear Teq
MaI?N)-;T[VPC__ (C_NoActToSN,
“clear_con S_Rscld)
V_EnvReasonVal
C_Em
C_AdmPart C_AdmFull
MPH_VPC| MPH_VPC] [(C_BIToSN, MPH_VPC]| |(C_BIToSN,
block_ _(g_go‘}g”os"" _block_ | 'S Rscld, _block_  |—'S Rscld,
“conf _Rscld) “conf C_AdmFull_Err) “conf C_AdmFull)

LocFull_
AndPartBI_
_Err

LocPartAnd_
FuliBI

Figure A.83: AN_FVPCSTAT (25)
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A.2.4 Processes of RTMC protocol entity

A.2.4.1 Process AN _ MGR_CPROT

Process AN_MGR_CPROT 1(16)

N

/*AN_CPROT Manager, controts
instantiation of AN_CPROT
processes*/

NEWTYPE AT_PIDTab ARRAY /*This array maps the PID of the AN_CPROT instance on the PID of the requesting system management processﬂ
(PID, PID)
ENDNEWTYPE AT_PIDTab;

[*Primitive Data Declarations*/ B
DCL

A_RTMCBIRscTab AT_RTMCBIRscTab;

laid}

DCL

A _RTMCRscTab AT_RTMCRscTab;

1**]

DCL

A_RTMCUnNkRscTab AT_RTMCUnkRscTab;
1**|

DCL

S_RTMCRscld ST_RTMCRscID;

1**|

DCL

S_RTMCUnkRscld ST_RTMCUnkRscID;
1**]

DCL

V_RTMCCCheckResult IT_RTMCCCheckResult;
/¥

DCL

V_IntTransld IT_IntTransActld;

1**]

DCL

P_StatusPID, /*PID of AN_STATUS_MGT process*/
P_ResetPID, /*PID of RESET_RSC process*/
P_ConsPID, /*PID of AN_CONS process*/
P_LSPIdPID, /*PID of CHECK_LSPID process*/
P_CprotPID, /*PID of AN_CPROT process instance*/
P_SNSigld, /*PID of SN_CPROT process instance*/
P_DestSigld, /*PID of destination process instance*/
P_OrigSigld /*PID of origination process instance*/
T

DCL

A_PIDTab AT_PIDTab;

Figure A.84: AN_MGR_CPROT (1)
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Process AN_MGR_CPROT

processes*/

; X
/*AN_CPROT Manager, controts)
instantiation of AN_CPROT

\

InService

2(16)

(A_RTMCBIRscTab,
V_IntTransld)

MDU_
_block_req

AN_CPROT

P_CprotPID

OFFSPRING

IA_PIDTab(P_CprotPID)

P_StatusPID

(A_RTMCBIRscTab,

V_IntTransld) —

TO P_CprotPID

MDU_
_block_
_req

(A_RTMCRscTab,

V_IntTransld)

MDU_
_unblock_
_req

AN_CPROT

P_CprotPID
OFFSPRING

IA_PIDTab(P_CprotPID

P_StatusPID

(A_RTMCRscTab,

V_IntTransld)
TO P_CprotPID

MD

req

U_
_unblock_

Figure A.85: AN_MGR_CPROT (2)
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Process AN_MGR_CPROT 3(16)

; N
/*AN_CPROT Manager, controts)

instantiation of AN_CPROT .
processes*/ InService

]
MDU_ MDU_
(A_RTMCRscTab) _await_ MDU_LSP (S_RTMCRscld) reset_req
“clear_req —1Do_req
AN_CPROT AN_CPROT AN_CPROT
P_CprotPID P_CprotPID P_CprotPID
OFFSPRING OFFSPRING OFFSPRING
IA_PIDTab(P_CprotPID) IA_PIDTab(P_CprotPID)|

P_StatusPID P_LSPIdPID A_PIDTab(P_CprotPID)

| P_ResetPID

(A_RTMCRscTab)| MDY
TO P_CprotPID “clear Teq

MDU_LSP
"I req —}TO P_CprotPID

(S_RTMCRscld)]  [MDU_
TO P_CprotPID [ |_reset_req

N

Figure A.86: AN_MGR_CPROT (3)
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Process AN_MGR_CPROT 4(16)

; N
/*AN_CPROT Manager, controts)

instantiation of AN_CPROT )
processes*/ InService

|
VDU MDU
- MDU_LSP T (,
(A_RTMCRscTab)— _2|‘gg'rt—conf< ID_ind reset_ind S_RTMCRscld)
MU= |__|(A_RTMCRscTab)
~lear con{ | 1O P_StatusPID

MDU_LSP| |(SENDER)
_ID_ind TO P_LSPIdPID

(SENDER,
Mrgsue_t ind [-S-RTMCRscld)
_ - TO P_ResetPID

InService
[

MDU_ (A_RTMCUnkRscTab,
_block_conr\ V_IntTransld)

MDU_ (A_RTMCUNKkRscTab,
_uanock_cb{ V_IntTransld)

MDU_ (A_RTMCUnkRscTab, MDU_ (A_RTMCUnkRscTab,
_block_conf— V_IntTransld) _unblock_cprt{ V_IntTransld)
TO P_StatusPID TO P_StatusPID

Figure A.87: AN_MGR_CPROT (4)
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Process AN_MGR_CPROT

; N
/*AN_CPROT Manager, controts)
instantiation of AN_CPROT

InService

(,
S RTMCRscld)

(SENDER,
S_RTMCRscld)
TO P_ConsPID

InService

MDU_cons_
_check_
_end_ind

(,
S RTMCRscld)

MDU_cons|
_check_ |—
_end_ind

(SENDER,
S_RTMCRscld)
TO P_ConsPID

processes*/
I
MDU_cons /
_check_ind
MDU_cons]
_check_indi—
I
MDU_cons,
(P_CprotPID, =
S_RTMCUnkRscld) —check_res

(. MDU_cons
S_RTMCUnkRscld)— i =
TG P_CprotPID _check_res

(P_CprotPID,
V_RTMCCCheckResult)

]
MDU_cons|
_check_
_end_res

(
V_RTMCCCheckResult)

TO P_CprotPID

MDU_cons_
| —{ check_
_end_res

5(16)

Figure A.88: AN_MGR_CPROT (5)
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Process AN_MGR_CPROT

; N

/*AN_CPROT Manager, controts) InService
instantiation of AN_CPROT

processes*/

6(16)

I / ]
MDU_reset MDU_LSP
o (S_RTMCUnkRscld) M st (S_RTMCRscld)
MDU_resef MDU_LSP
e - [(S_RTMCUnkRscld) — = (S_RTMCRscld)
—conf TGP _ResetPID -ID_conf —F5p LspIdPID
| ]
(P_CprotPID, D res (P_CprotPID, MDU_LSP |
S_RTMCUnkRscld) - — S_RTMCRscld) _ID_res
: MDU (; MDU_LSP
S_RTMCUnkRscld)—|MPY_ S_RTMCRscld)|—{MPU_LSP_
TOP_CprotPID _reset_res > TOP_CprotPID | |-/D-Tes >

Figure A.89: AN_MGR_CPROT (6)
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Process AN_MGR_CPROT 7(16)

; N
/*AN_CPROT Manager, controts)
instantiation of AN_CPROT

processes*/
| ]
( BLOCK_ ( UNBLOCK]
'A_RTMCBIRscTab) —CMD 'A_RTMCRscTab) —CMD
(SENDER, BLOCK_ (SENDER, UBLOCK_
A_RTMCBIRscTab)[ - A_RTMCRscTab)[ ]~

InService

BLOCK_ (P_CprotPID, UNBLOCK_ (P_CprotPID,
_ACK P_SNSigld, _ACK P_SNSigld,
A_RTMCUNkRscTab) A_RTMCUnkRscTab)
BLOCK_ (, UNBLOCK| |(P_CprotPID,
ACK | —{ P_SNSigld, ACK [{ P_SNSigld,
- A_RTMCUnkRscTab) - A_RTMCUnkRscTab)
TO P_CprotPID TO P_CprotPID

Figure A.90: AN_MGR_CPROT (7)
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Process AN_MGR_CPROT 8(16)

\
/*AN CPROT Manager, contro's)

instantiation of AN_CPROT i
processes*/ InService

]
AWAIT AWAIT_
¢ CLEAR _CLEAR_ (P_SNSigld,
A_RTMCRscTab) - ~“COMP A_RTMCRscTab)
AWAIT
(SENDER, =
'A_RTMCRscTab)[ ] _CLEAR AN_CPROT
P_CprotPID
OFFSPRING
AWAIT (P_SNSigld,
_CLEAR_ |—{ A" RTMCRscTab)
_COMP TO P_CprotPID
]
. AWAIT_ AWAIT_ P_CprotPID,
(P_SNSigld) _CLEAR_ _CLEAR_ (P:SlelSigld,
_COMP_A K —ACK ARTMCUNKRscTab)
: AWAIT AWAIT_ (,
(EEENDSEI%I)& | CLEAR _CLEAR_ [ P_SNSigld)
~“COMP Ac ~ACK TOP_CprotPID

Figure A.91: AN_MGR_CPROT (8)
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Process AN_MGR_CPROT 9(16)

; N
/*AN_CPROT Manager, controts)

instantiation of AN_CPROT .
processes*/ InService

CONESTENEY— |(p_sNsigld, O EYEY— |(P_sNsigld,
o - STRTMCRscld) o - STRTMCRscld)
AN_CPROT AN_CPROT
P_CprotPID P_CprotPID
OFFSPRING OFFSPRING
CONSISTENCY_ [(P_SNSigid, CONSISTENCY_ [(P_SNSigld,
"CHECK_ S_RTMCRscld) "CHECK_ STRTMCRscld)
“REQ TOP_CprotPID “END TGO P_CprotPID
| |
(P_SNSigid, CONSISTENCY_  (P_SNSigid, CONSISTENCY
, “CHECK_ , CHECK_
5_RTMCUnKRscld) “REQ_ACH V_RTMCCCheckResult) “END_ACK
(P_SNSigid, CONSISTENCY (P_SNSigid, CONSISTENCY
SENDER, | | CHECK_ SENDER, —_CHECK_
S_RTMCUnkRscld) _REQ_ACK V_RTMCCCheckResult) _END_ACK

Figure A.92: AN_MGR_CPROT (9)
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Process AN_MGR_CPROT 10(16)

; N
/*AN_CPROT Manager, controts)
instantiation of AN_CPROT
processes*/

(P_OrigSigld) —REQ_LSP_<

A_PIDTab(SENDER)
= NULL

Distinguishes whether

the VB5 message was sent by the SNi-—
or by AN_CPROT

false

true

AN_CPROT
| (SENDER) | —| REQ_LSP_% VIA SN
P_CprotPID
OFFSPRING
REQ_ (P_OrigSigld)
"LsP.ID TG P_CprotPID

Figure A.93: AN_MGR_CPROT (10)
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Process AN_MGR_CPROT 11(16)

; N
/*AN_CPROT Manager, controts)
instantiation of AN_CPROT
processes*/

InService

(P_OrigSigld, RESET_
S_RTMCRscld)[ |_CMD

Distinguishes whether

the VB5 message was sent by the SNi-—
T

A_PIDTab(SENDER)
or by AN_CPRO =NULL

false

true

AN_CPROT
(SENDER, RESET_ VIA SN
| S_RTMCRscld)[—|_CMD
P_CprotPID
OFFSPRING
(P_OrigSigld,
R T —{S_RTMCRscld)
- TO P_CprotPID

Figure A.94: AN_MGR_CPROT (11)
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Process AN_MGR_CPROT 12(16)

; N
/*AN_CPROT Manager, controts)
instantiation of AN_CPROT
processes*/

InService

(P_DestSigld,
P_OrigSigld, |—LSP_ID
S_RTMCRscld)

Distinguishes whether
the VB5 message was sent by the SN
or by AN_CPROT

A_PIDTab(SENDER)
= NULL

false
true

(P_DestSigld,
SENDER, —LSP_ID VIA SN
S_RTMCRscld)
G

LSP_ID |—{ P_OrigSigld,

- S_RTMCRscld)

TO P_DestSigld

)

Figure A.95: AN_MGR_CPROT (12)
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Process AN_MGR_CPROT 13(16)

; N
/*AN_CPROT Manager, controts)
instantiation of AN_CPROT
processes*/

InService

(P_DestSigld,
P OrigSigld, L (RESET-
S_RTMCUnkRscld)| |-

Distinguishes whether

the VB5 message was sent by the SNi-—
T

A_PIDTab(SENDER)
or by AN_CPRO =NULL

B false
true
(P_DestSigld,
SENDER, - {RESET VIA SN
S _RTMCUnkRscld)| |-~
(.
RESET— | | P_OrigSigld,
_ACK S_RTMCUnkRscld)
TO P_DestSigld

)

Figure A.96: AN_MGR_CPROT (13)
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Process AN_MGR_CPROT 14(16)

; N
/*AN_CPROT Manager, controts)
instantiation of AN_CPROT
processes*/

InService

(P_DestSigld) —] PES&8§°<

Received from
SN ?

‘false’

‘true’

: PROTOCO[- ) PROTOCOL
TO P—DeStS'gld<_ERROR — (P_DestSigld) —1 ERROR VIA SN

Figure A.97: AN_MGR_CPROT (14)
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Process AN_MGR_CPROT

; X

/*AN_CPROT Manager, controts)
instantiation of AN_CPROT
processes*/

\

InService

15(16)

MD

_error_ind

el

MDU_
_abort_req

<

MDU_
_error_ind

MDU_ To all AN_CPROT
_abort_req ~Tlinstances

|}

L

)

InService

MDU_
_trans_
_error

MDU_
_trans_
—error

(V_IntTransld)

(V_IntTransld)
TO A_PIDTab(SENDER)

unknown_
_protdisc

AN_CPROT

P_CprotPID

OFFSPRING

TO P_CprotPID

unknown_
_protdisc

unknown_
_message

AN_CPROT

P_CprotPID

OFFSPRING

TO P_CprotPID

unknown_
_message

Figure A.98: AN_MGR_CPROT (15)



232

Draft EN 301 005-1 V1.1.1 (1997-03)

Process AN_MGR_CPROT

; N
/*AN_CPROT Manager, controts)
instantiation of AN_CPROT
processes*/

MDU_
_resrsc_
_prc_started

P_ResetPID

SENDER

D O O O

MDU_
_Ispid_
_prc_started

P_LspidPID
SENDER

MDU_
_cons_
_prc_started

P_ConsPID

SENDER

MDU_
_status_
_prc_started

P_StatusPID
SENDER

16(16)

Figure A.99: AN_MGR_CPROT (16)
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A.2.4.2 Process AN_CPROT

Process AN_CPROT 1(18)
; N L )

/*AN_CPROT is responsible for sendinbf} f;,\?e(f:'ggtc')opfland declarations f

receiving RTMC messages*/ ! —

/* State descriptions

InService: Init State of AN_CPROT, process is waiting for initial AN_SYSMGT primitives or SN messages
AwaitRemAck: AN_CPROT has sent a VB5 message to the SN and is now awaiting the SN response
AwaitLocAck: AN_CPROT has passed a SN request to AN_SYSMGT and is now awaiting the AN_SYSMGT response */

/* Timerdefinitions */

TIMER

T_block =1 /* Default value for BLOCK_CMD supervision timer is 1 sec, Tolerance +/- 10% */,
T_unblock :=1 /* Default value for UNBLOCK_CMD supervision timer is 1 sec, Tolerance +/- 10% */,

T_acl :=1 /* Default value for SHUTDOWN supervision timer is 1 sec, Tolerance +/- 10% */,

T_Ispid :=1 /* Default value for REQUEST_LSP_ID supervision timer is 1 sec, Tolerance +/- 10% */,
T_reset := 60 /* Default value for RESET_CMD supervision timer is 60 sec, Tolerance +/- 10% */;

/* AN_CPROT internal variables and constants*/ B
¥/

/* timer handling */

DCL V_ExpCount NATURAL; /*number of actual message repetitions*/

/*possible values*/

SYNONYM C_ExpMax INTEGER =1; /*maximum number of message repetitions is 1*/

¥/

/*syntax check handling*/

DCL V_SynResult INTEGER,; I*syntax check result, provided by procedure CPROT_SYNTAX_CHECK*/
/*possible values*/

SYNONYM C_Proceed INTEGER =1; /*possible result of syntax check: proceed with message processing*/

/*Signal data declarations*/ B
DCL

S_RTMCRscld ST_RTMCRscID; /*Resource Identifier Information Element*/

[**|

DCL

S_RTMCUnkRscld ST_RTMCUnKRscID; /*Resource Identifier Information Element unknown by the peer side*/
1**/

DCL

A_RTMCRscTab AT_RTMCRscTab; /*Array of Resource Identifier Information Elements*/

/¥

DCL

A_RTMCBIRscTab AT_RTMCBIRscTab; /*Array of Blocked Resource Identifier Information Elements*/
¥

DCL

A_RTMCUnkRscTab AT_RTMCUnkRscTab; /*Array of Resource Identifier Information Elements unknown by the peer side*/
1**|

DCL

V_RTMCCCheckResult IT_RTMCCCheckResult; /*Consistency Check Result*/

1**|

DCL
V_IntTransld IT_IntTransActID; /*identifies the transaction towards AN_STATUS_MGT process*/
/**]

DCL
P_SNSigld,
P_SNUnexpSigld PID; /*CPROT SN signalling identifier*/

Figure A.100: AN_CPROT (1)
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Process AN_CPROT

/*AN CPROT is responsible for sendlnbf‘
receiving RTMC messages*/

InService

2(18)

/*Handling of Requests fri
AN System Management

i

MDU
(A_RTMCBIRsCTab, _
V_IntTransld) _block_req
( BLOCK_
'A_RTMCBIRscTab)[—]-CMD
Set
(T_block)

V_ExpCount
=0

AwaitRemAck

(A_RTMCRscTab,

V_IntTransld)

MDU_
unblock_
req

(,
A_RTMCRscTab)

UNBLOCK_
_CMD

Set
(T_unblock)

V_ExpCount
=0

AwaitRemAck

Figure A.101: AN_CPROT (2)
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Process AN_CPROT 3(18)

InService

/*Handling of Requests
from AN System Management */

/*AN CPROT is responsible for sendlnbf‘
receiving RTMC messages*/

MDU_ MDU_
(A_RTMCRscTab) _awalit_ MDU_LSP (S_RTMCRscld) reset_req
“clear_req _ID_req
( AWAIT_ (. RESET
A_RTMCRscTab)_—CLEAR REQ_LSP_ID TO PARENT _I_Scleg'I/:\l\F/Ie(éﬁ:srcld) —1{ cMD ~
Set Set Set
(T_acl) (T_lIspid) (T_reset)
V ExpCount V. ExpCount V_ExpCount

AwaltRemAck AwaltRemAck AwaitRemAck

Figure A.102: AN_CPROT (3)
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Process AN_CPROT 4(18)

/*AN CPROT is responsible for sendlnbf‘ /* Handling of IS/‘

receiving RTMC messages*/ . VB5 Messages from SN *
nservice

A(\é\II_AI\El/ZR (P SNSigld,

V_SynResult :=
CALL syn_chec

L|(P_SNSigld)

else

C_Proceed
MDU_
_await_ | {(A_RTMCRscTab)
_clear_con

: AWAIT
(P_SNsSigld) | | CLEAR >

_COMP_AC

Figure A.103: AN_CPROT (4)
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Process AN_CPROT 5(18)

; N .
; . . . /* Handling of
/*AN_CPROT is responsible for sendlnbf‘ VBS5 Messages from SN%‘

. I
recelving RTMC messages*/ I
InService

RESET .
REQ_ : - (P_SNSigld,
LSP_ID (P_SNSigld) _CMD S_RTMCRscld)
V_SynResult :=| V_SynResult :=|
CALL syn_check—{(P_SNSigld) CALL syn_check—{(P_SNSigld)

else

C_Proceed C_Proceed

MDU_LSP | MDU_reset |,
ID_ind . —1'5_RTMCRscld)

‘ AwaitLocAck ’ ‘ AwaitLocAck ’

Figure A.104: AN_CPROT (5)
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6(18)

Process AN_CPROT

/*Handling of
VB5 Messages from SN

/*AN CPROT is responsible for sendlnbf‘
receiving RTMC messages*/

InService

CONSISTENZY_ |(P_sNsigld, CONSETENEY_ |(p_sNsigid,
REQ S_RTMCRscld) “END S_RTMCRscld)
V_SynResult:= V_SynResult:=
CALL syn_check——(P_SNSigld) CALL syn_check——(P_SNSigld)
_SynResu _SynResu
else else
C_Proceed C_Proceed
MDU_cons] ( MDU_cons| (
—check_ind—5 pTmCRscld) check_ m'S_RTMCRscld)

‘ AwaitLocAck ’ ‘ AwaitLocAck ’

Figure A.105: AN_CPROT (6)
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Process AN_CPROT

; N
/*AN_CPROT is responsible for sendinbf‘

— |
receiving RTMC messages*/ | )
| InService

7(18)

/* Handling of
unexpected events

LSP_ID,
RESET_ACK

V_SynResult:=
CALL syn_check——(P_SNUnexpSigld)

ﬁ else

C_Proceed
(P_SNUnexpSigld, PROTOCOL
C_MsgNotCompatWithProtState)l—{_ERROR
TO PARENT

MDU_
_error_ind

BLOCK_ACK, / (
UNBLOCK_ACK, ' :
AWAIT_CLEARAGK—] | P-SNUnexpSigid)

_error_ind

Figure A.106: AN_CPROT (7)
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Process AN_CPROT

/*AN CPROT is responsible for sendlnbf‘

receiving RTMC messages*/

InService

8(18)

/* Handling of
unexpected events

Event representing the

receipt of an unrecognized message. -
(message type not coded according to

subclause 14.2.3.1

‘else’

(,C_UnkMsgType)
TO PARENT

PROTOCOD
ERROR

MDU_
_error_ind

unknown_
_message

‘message
compatibility
instruction’

'Discard
and Ignore’

Event representing the
receipt of a message containing an

unrecognized protocol discriminator.
(protocol discriminator not coded according to

subclause 14.2.2

_|unknown_
_protdisc

MDU

_error_ind

Figure A.107: AN_CPROT (8)
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Process AN_CPROT 9(18)

; N /*Handling of SN
/*AN_CPROT is responsible for sendinbf} Acknowledgements
recelving RTMC messages*/ !

AwaitRemAck

BLOCK_ (. UNBLOCK_ (,
_ACK P_SNSigld, _ACK P_SNSigld,
A_RTMCUnNkRscTab) A_RTMCUnNkRscTab)
V_SynResult:= V_SynResult:=
CALL syn_check——(P_SNSigld) CALL syn_check——(P_SNSigld)
_SynResu _SynResu
else else
C_Proceed C_Proceed

true

active active
T_block unbloc]
false false
true
reset ) reset ( )
(T_block) (T_unblock)

<MDU | [(a_rRTMcUnKRscTab, <Mu?1%50k | |(A RTMCUNKRscTab,

_block_con V_IntTransld) conf V_IntTransid)

Figure A.108: AN_CPROT (9)
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Process AN_CPROT 10(18)
/*Handling of SN
N Acknowledgements
y \
/*AN_CPROT is responsible for sendinbf}
recelving RTMC messages*/ !
AwaitRemAck
I I ]
AWAIT_ (, RESET_ (, LSP ID )
_CLEAR_ P_SNSigld, _ACK P_SNSigld, = P_SNSigld,
_ACK A_RTMCUnkRscTab) S_RTMCUnkRscld) S_RTMCRscld)
V_SynResult:= V_SynResult:= V_SynResult:=
CALL syn_check—{(P_SNSigld) CALL syn_check—{(P_SNSigld) CALL syn_check—{(P_SNSigld)
~ SynResu @‘% ~ SynResu
else else else
C_Proceed C_Proceed C_Proceed
active active active
(T_acl) T_reset T_Ispid
false false false
true true true
reset : reset R reset R
(T_acl) (T_reset) (T_Ispid)
MDU_reset| MDU_LSP |
_conf —(S_RTMCUnkRscld) _ID_conf |—(S_RTMCRscld)

ource ldentifi
IE contained in
message ?'

‘true’

A_RTMCRscTab :=
A_RTMCUnkRscTab

MDU_
await —{(A_RTMCRscTab)

“clear_con
]

Figure A.109: AN_CPROT (10)
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Process AN_CPROT 11(18)

N /* Timer expirationsﬁ
y \
/*AN_CPROT is responsible for sendinbf}
recelving RTMC messages*/ ! AwaitRemAck
waitRemAc|

T_unblock

V_ExpCount
< C_ExpMax

V_ExpCount
< C_ExpMax

false false

true true

MDU_ MDU_
_trans_  —(V_IntTransld) _trans_  —(V_IntTransld)
_error _error

( BLOCK_ ( UNBLOCK
'A_RTMCBIRscTab)[—]-SMP A_RTMCRscTab)[—]-CMP
V_ExpCount := V_ExpCount :=
_ExpCount +1 _ExpCount +1]
set set
(T_block) (T_unblock)

Figure A.110: AN_CPROT (11)
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Process AN_CPROT 12(18)

/* Timer expirationsﬁ

; N
/*AN_CPROT is responsible for sendinbf‘

. I
recelving RTMC messages*/ !

AwaitRemAck

V_ExpCount
< C_ExpMax

false

MDU_
_trans_  |—{(V_IntTransld)
_error

true

( AWAIT
'A_RTMCRscTab)[—]-CLEAR

V_ExpCount :=
_ExpCount +1]

set
(T_acl)

Figure A.111: AN_CPROT (12)
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13(18)

Process AN_CPROT
\ /* Timer expirationsﬁ

; N
/*AN_CPROT is responsible for sendinbf‘

. I
recelving RTMC messages*/ !

AwaitRemAck

V_ExpCount
< C_ExpMax

false

true

MDU_
_trans_
—error

(, RESET_
S _RTMCRscld)—| CMD
TG PARENT

V_ExpCount:=
V_ExpCount+1

set
(T_reset)

Figure A.112: AN_CPROT (13)
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14(18)

Process AN_CPROT
\ /* Timer expirationsﬁ

; N
/*AN_CPROT is responsible for sendinbf‘

. I
recelving RTMC messages*/ !

AwaitRemAck

V_ExpCount
< C_ExpMax

false

MDU_
_trans_
—error

true

REQ_LSP_% TO PARENT

V_ExpCount:=
V_ExpCount+1

set
(T_lIspid)

Figure A.113: AN_CPROT (14)
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Process AN_CPROT 15(18)

/* Handling of
: N unexpected events */
/*AN_CPROT is responsible for sendinbf}
recelving RTMC messages*/ ! AwaitRemAck
waitRemAc

[ ]
REQ_LSP_ID,
ET CW ; PROT
(P_SNUnexpsSigld) _ESR8§O<

RESET_CWMD,
CONSISTENC Y
CONSISTENCY_
AWAIT_CLEAR CO

MDU_
V_SynResult := _error_ind
CALL syn_check——(P_SNUnexpSigld)

ﬁ else

C_Proceed
(P_SNUnexpSigld, PROTOCOL
C_MsgNotCompatWithProtState)l—{_ERROR
TO PARENT

MDU_error] ind

Figure A.114: AN_CPROT (15)
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Process AN_CPROT 16(18)

/* Handling of
: ™ unexpected events */
/*AN_CPROT is responsible for sendinbf‘

receiving RTMC messages*/ | AwaitRemAck,
AwaitLocAck

Event representing the
receipt of an unrecognized message. -
(message type not coded according to
subclause 14.2.3.1

unknown_
_message

'message
compatibility
instruction’ 'Discard
and Ignore’
( PROTOCOL
C_UnkMsgType)[ | _ERROR i
MDU_
_error_ind Event representing the K
receipt of a message containing an —{unknown_

unrecognized protocol discriminator. _protdisc

(protocol discriminator not coded according to
subclause 14.2.2

MDU_
_error_ind

Figure A.115: AN_CPROT (16)
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Process AN_CPROT

; N
/*AN_CPROT is responsible for sendinbf‘

. I
recelving RTMC messages*/ !

17(18)

[*Handling of system
management acknowledgements */

AwaitLocAck

0 Mrlgslzfa_t res ( MDU_LSP_
S_RTMCUnkRscld) - — S_RTMCRscld) _ID_res
(P_SNSigld, (P_SNSigld,
, | RESET- , L {isp D
S_RTMCUnkRscld) - S_RTMCRscld)
TO PARENT TO PARENT
AwaitLocAck

I ]
( MDU_cons| ( MIZr)]U_li:ons |
S_RTMCUnkRscld) —check_resj V_RTMCCCheckResult) o e
(P_SNSigld, CONSISTENCY_ (P_SNSigld, CONSISTENCY_
i L | CHECK_ i L | CHECK_
S_RTMCUnkRscld) _REQ_ACK V_RTMCCCheckResult) _END_ACK

Figure A.116: AN_CPROT (17)
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Process AN_CPROT

)*AN_CPROT is responsible for send
recelving RTMC messages*/

inlb\f}
I

AwaitLocAck

[
AWAIT_CLEAR_COWP,
BLOCK_ACK, (P_SNUnexpSigid)
UNBLOCK_ACK;

LSP_ID,

PROTOCOL/
_ERROR

RESET ACK

V_SynResult :=|
CALL —(P_SNUnexpSigld)
syn_check

MDU_
_error_ind

else
C_Proceed

(P_SNUnexpSigld,
C_MsgNotCompatWithProtState)
TO PARENT

PROTOCOD
L1 ERROR

MDU_
_error_ind

MDU_

_abort_req

)

18(18)

/* Handling of
unexpected events */

Figure A.117: AN_CPROT (18)
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A.3 SN diagrams

A.3.1 Processes of SN_SYSMGT

A.3.1.1 Process SN_STATUS MGT

Process SN_STATUS_MGT 1(17)

*SN_STATUS_MGT contro
state changes of VPCs/LSP
reported by the AN*/

SN_STATUS_MGT*/

[* Definintions and declarations f%

L ___ &

/* State descriptions

OutOfService: Init State of SN_SYSMGT_STATUS, process is waiting for startup of the interface
UbIDuringStrtup: Interface startup was initiated and unblocking of all VPCFSMs and LSPFSM is running
AwaitStartTraffic: Unblocking during startup completed, start traffic expected

InService: Normal operation, no status change was requested

AwaitFSMAck: Status change was requested, update of STATFSMSs is running */

[*SN_STATUS_MGT internal data type definitions*/ B
[**]
[*Typedefinition for storing the original action requested by the environment*/
SYNTYPE IT_SNAction = INTEGER
ENDSYNTYPE IT_SNAction;
/*Possible Values*/
SYNONYM C_AIIFSM IT_SNAction = 1; /*Unblocking of all FSMs*/
/S\?NONYM C_SelFSM  IT_SNAction = 2; /*Unblocking of selected FSMs affected*/
k%
[*Typedefinition for storing SN_VPCSTAT process addresses*/
NEWTYPE ST_VPCPID STRUCT
S_Rscld ST_RTMCRscld;
P_VPCPID PID;
ENDNEWTYPE ST_VPCPID;
NEWTYPE AT_VPCPIDTab ARRAY
(INTEGER, ST_VPCPID)
ENDNEWTYPE AT_VPCPIDTab;

Procedure for decoding pcode_block] ipd
blocked resource identifiersm ™~~~

Figure A.118: SN_STATUS_MGT (1)
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Process SN_STATUS_MGT 2(17)
; g\g /* Definintions and declarations fi

/*SN_STATUS_MGT contro

state changes of VPCs/LSP SN_STATUS_MGT*/

reported by the AN*/

/*Signal data declarations*/ B
¥/

DCL
A _RTMCRscTab AT_RTMCRscTab; /*Array of Resource Identifier Information Elements*/
1**|

DCL

A_RTMCBIRscTab AT_RTMCBIRscTab; /*Array of Blocked Resource Identifier Information Elements*/
1**|

DCL

A_RTMCUnkRscTab AT_RTMCUnkRscTab; /*Array of Unknown Resource Identifier Information Elements*/
1**/

DCL

V_IntReasonVal IT_IntReasonVal; /*Status change reason given to VPCSTAT/LSPSTAT process*/
/¥

DCL

V_NoOfRsc IT_NoOfRsc; /*Number of resources*/

¥

DCL

V_NoOfUnkRsc IT_NoOfRsc; /*Number of resources*/

1**|

DCL

S_Rscld ST_RTMCRscld; /*Resource identifier of SN_VPCSTAT_FSM*/
1**|

DCL

P_CprotPID PID; /*PID of CPROT process responsible for transaction*/

/* SN_STATUS_MGT internal variables and constants */ B
[**/
/*Variables for co-ordinating "unblock_all" procedure (e.g. during interface startup or reset of LSP)*/
[**|

DCL

B_VPCUbIDone, /*MPH_VPC_unblock_conf received from all requested VPC STATFSM*/
B_LSPUbIDone /*MPH_LSP_unblock_conf received*/

BOOLEAN;

[**]

DCL

V_Totalconf, /*number of expected VPC state change confirmations*/
V_RecConf /*number of received VPC state change confirmations*/
IT_NoOfRsc;

[**]

/*Variable for identifying the original requested action*/

DCL

V_SNAction IT_SNAction;

[**]

[*Variable for decoded blocked resources*/

DCL A_EnvBIRscTab AT_EnvBIRscTab;

¥/

[*Variable for storing AN_VPCSTAT PIDs*/

DCL A_VPCPIDTab AT_VPCPIDTab;

DCL V_VPCPIDIdx INTEGER,; /*Variable for indexing PID Table*/

Figure A.119: SN_STATUS_MGT (2)
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Process SN_STATUS_MGT 3(17)

; I\,
/*SN_STATUS_MGT controts)
state changes of VPCs/LSP
reported by the AN*/

MDU_
_status_
_prc_started

OutOfService

Figure A.120: SN_STATUS_MGT (3)
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Process SN_STATUS_MGT

; I\,
/*SN_STATUS_MGT controts)

state changes of VPCs/LSP

reported by the AN*/

alse

OutOfService

4(17)

V_VPCPIDIdx
=1

MPH_VPC_
_unblock_ind

TO
A_VPCPIDTab(V_VPCPIDIdXx)!
P_VPCPID

V_VPCPIDIdx
' VPCPIDIdx+]

v VPCPIDI)
>

C_AIIVPC

MPH_LSP_
_unblock_ind

V_TotalConf
:=C_AllvPC

V_RecConf:=0

V_SNAction
:=C_AlIFSM

B_VPCUbIDong
.= false

B_LSPUbIDone]
= false

UbIDuring_
Startup

MIE_start_
_traffic

InService

Figure A.121: SN_STATUS_MGT (4)
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Process SN_STATUS_MGT

; I\,
/*SN_STATUS_MGT controts)
state changes of VPCs/LSP
reported by the AN*/

UbIDuring_

Startup

MPH_VPC_
_unblock_
_res

V_RecConf:=
V_RecConf+1

V_RecConf
=V_TotalConf

B_VPCUbI_
Done:=true

B_LSPUbIDone

StartTraffic

false

false

MPH_LSP_
_unblock_
_res

MIE_start_
_traffic

MIE_stop_
_traffic

|}

|}

B_LSPUbI_
Done:=true

< InService >

<OutOfService>

B_VPCUbIDone

StartTraffic

5(17)

Figure A.122: SN_STATUS_MGT (5)
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Process SN_STATUS_MGT 6(17)

; I\,
/*SN_STATUS_MGT controts)
state changes of VPCs/LSP
reported by the AN*/

Await_
StartTraffic

MIE_start_ MIE_stop_
_traffic _traffic

OutOfService

Figure A.123: SN_STATUS_MGT (6)
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Process SN_STATUS_MGT 7(17)

i \
/*SN_STATUS_MGT controts)

state changes of VPCs/LSP
reported by the AN*/

V_VPCPIDIdx
=1
alse
MPH_VPC TO
unblock_ind A_VPCPIDTab(V_VPCPIDIdx)!
P_VPCPID
V_VPCPIDIdx
/ VPCPIDIdx+1

MPH_LSP_
_unblock_ind

V_TotalConf
:=C_AllvPC

V_RecConf:=0

V_SNAction
= C_AlIFSM

B_VPCUbIDong
= false

B_LSPUbIDone|
.= false

AwaitFSMAck

Figure A.124: SN_STATUS_MGT (7)
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Process SN_STATUS_MGT

i \
/*SN_STATUS_MGT controts)

state changes of VPCs/LSP
reported by the AN*/

8(17)

(P_CprotPID, MDU

A_RTMCRsCTab) —unblock_

(V_NoOfRsc,

ana res |— A_RTMCRscTab,

- V_NoOfUnkRsc,
A_RTMCUnkRscTab)

_NoOfRscC

| o

MDU
else < unbiock |__|(P_CprotPID,

V_SNAction
:=C_SelFSM

res A_RTMCUnkRscTab)

A_RTMCRscTab(1)!_
V_Rscind

C_CompLSP

V_TotalConf
=1

V_TotalConf
N| =1
false Al

V_VPCPIDIdx

Determine Index

within A VPCPIDTabr =] —(A_RTMCRscTab(V_TotalConf))

CALL cb_r1v_rsci

| MPH_LSP_

unblock
MPH_VPC_ TO —ind
_unblock_ind A_VPCPIDTab(V_VPCPIDIdx)! —
P_VPCPID
| V_RecConf
=0
V_TotalConf:=

V_TotalConf+1

AwaitFSMAck

V_TotalConf

>
V_NoOfRsc

V_RecConf

AwaitFSMAck

Figure A.125: SN_STATUS_MGT (8)
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Process SN_STATUS_MGT

9(17)
i \
/*SN_STATUS_MGT controts)
state changes of VPCs/LSP |
reported by the AN*/ L
(P_CprotPID, N ind
A_RTMCBIRscTab) - —
(A_RTMCBIRscTab,
%fcokd‘?_ 4 | V_NoOfRsc,
_DIoCK_In A_EnvBIRscTab,
V_NoOfUnkRsc,
A_RTMCUnkRscTab)
| o
MDU
T (P_CprotPID,
<—b'°‘:k—reS 1 ATRTMCUnkRscTab)
else
~EnvBIRscTab(1)!S_Rsc
V_Rscind
C_CompLSP
V_TotalConf
| .
false | V_IntReasonVal:=
A| EnvBIRscTab(1)!V_IntReason\fal
V_IntReasonVal:=
A_HnvBIRscTab(V_TotalCopf)!_
V_IntReasonVal |
V_TotalConf
. V_VPCPIDIdx =1
Determine Index -
=1 - = —(A_RTMCRscTab(V_TotalConf))
within A_VPCPIDTab EALL conv._rsci |
| MPH_LSP_
VPH VPG 5 (V_IntReasonVaI)—_block—md >
(V_IntReasonVal)l—{_block_ind~ A_VPCPIDTab(V_VPCPIDIdx)!
P_VPCPID |
| V_RecConf
=0
V_TotalConf:=
V_TotalConf+1

_TotalCon

AwaitFSMAck

V_RecConf

AwaitFSMAck

Figure A.126: SN_STATUS_MGT (9)
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Process SN_STATUS_MGT 10(17)

; N
/*SN_STATUS_MGT controts)
state changes of VPCs/LSP
reported by the AN*/

InService

MEE MDU
_await_ A_RTMCRscTab (P_CprotPID, _await_
_clear_res " ) A_RTMCRscTab) “clear_ind
MDU_ (V_NoOfRsc,
_alwalt_ —(A_RTMCRscTab) ana_res |— C_ET?)Af(L:JRECRTab’
clear_res 00fUnkRsc,
— A_RTMCUnkRscTab)
0
else
V_TotalConf Malev%i_t | |(P_CprotPID,
=1 “clear ack A_RTMCUNkRscTab)
Talse

V_VPCPIDIdx
L = —(A_RTMCRscTab(V_TotalConf))
CALL conv_rsci

MPH_VPC_ TO
_await_ A_VPCPIDTab(V_VPCPIDIdx)!
_clear_ind P_VPCPID

Determine Index
within A_VPCPIDTab

V_TotalConf:=
V_TotalConf+1

V_TotalConf
>

V_NoOfRsc

V_RecConf
=0

AwaitFSMAck

Figure A.127: SN_STATUS_MGT (10)
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Process SN_STATUS_MGT

; I\,
/*SN_STATUS_MGT controts)
state changes of VPCs/LSP
reported by the AN*/

11(17)

InService

MEE

_error_ind

MIE_stop_ MDU_
_traffic _error_ind

N |

: MEE
<OutOfSerV|ce> error_ind >

Figure A.128: SN_STATUS_MGT (11)
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Process SN_STATUS_MGT 12(17)

- | AwaitFSMAck
i \

/*SN_STATUS_MGT controts)

state changes of VPCs/LSP
reported by the AN*/

MPH_VPC_
__unblock_
_res

V_RecConf:=
V_RecConf+1

V_RecConf
=V_TotalConf

false

)

true

V_SNAction
=C_AlIFSM

false

B_VPCUbI_
Done:=true

B_VPCUbIDone

true

B_LSPUbIDone
MDU MDU
o (P (P_CprotPID,
<_:Jensblock_ L_{(P_cprotPID) <_:Jgsblock_ o kRscTab)

| | _all_conf

MEE_
(A_RTMCRscTab)|—_unblock_

_ind

false

0 else

false

Figure A.129: SN_STATUS_MGT (12)
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Process SN_STATUS_MGT 13(17)

- | AwaitFSMAck
i \

/*SN_STATUS_MGT controts)

state changes of VPCs/LSP
reported by the AN*/

MPH_LSP_
__unblock_
_res
V_SNAction
=C_AlIFSM
true false
B_LSPUbI_
Done:=true

_ind

false MDU
_unblock_ —{(P_CprotPID)

_res

InService

MEE_
(A_RTMCRscTab)}—_unblock_

B_VPCUbIDone

B_LSPUbIDone
false

_all_conf

<.nSewice> < . >

Figure A.130: SN_STATUS_MGT (13)
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Process SN_STATUS_MGT 14(17)

; I\,
/*SN_STATUS_MGT controts)

state changes of VPCs/LSP .
reported by the AN*/ AwaitFSMAck

MPH_VPC MPH_LSP
_block_res _block_res

V_RecConf:=
V_RecConf+1

V_RecConf
=V_TotalConf
false
true
MEE_
(A_EnvBIRscTab){—_block_ind -
0 else
MDU
MDU_ T (P_CprotPID,
<_b|ock_res —(P_CprotPID) <_b|ock_res [~ | A_RTMCUnkRscTab)

‘ InService ’

Figure A.131: SN_STATUS_MGT (14)
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Process SN_STATUS_MGT 15(17)

; I\
/*SN_STATUS_MGT controts)
state changes of VPCs/LSP .
reported by the AN*/ AwaitFSMAck

MPH_VPC_
await

“clear_res

V_RecConf:=
V_RecConf+1

V_RecConf

=V_TotalConf
false
MEE_
(A_RTMCRscTab)|—|_await_ ;
_clear_ind
0 else
MDU MDU
it Y P_CprotPID
await —1(P_CprotPID _await_ (P_Cp ,
<:C|ear_—ack P_Cp ) <_c,ea,_ack A_RTMCUnkRscTab)

‘ InService ’

Figure A.132: SN_STATUS_MGT (15)
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Process SN_STATUS_MGT

; I\,
/*SN_STATUS_MGT controts)
state changes of VPCs/LSP
reported by the AN*/

AwaitFSMAck

16(17)

MIE_unblock_all_req
EE_await_clear_reg

MIE_stop_
_traffic

MDU_block_ind,
MDU_unblock_ind,
DU_await_clear_ingd

MDU_
_abort_req

OutOfService

MDU_
_error_ind

MEE_

_error_ind

Figure A.133: SN_STATUS_MGT (16)
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Process SN_STATUS_MGT 17(17)

; I\,
/*SN_STATUS_MGT controts)
state changes of VPCs/LSP

reported by the AN*/ *

MPH_VPC /

started (S_Rscld)

V_VPCPIDIdx

| (S_Rscld)
CALL cbnv_rscid

A_VPCPIDTab(V_VPCPIDIdx)!
P_VPCPID

:= SENDER

A_VPCPIDTab(V_VPCPIDIdx)!
_Rscld
:=S_Rscld

Figure A.134: SN_STATUS_MGT (17)
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Procedure decode_block_ind 1(5)
FPAR [N

A_RTMCBIRscTab AT_RTMCBIRscTab, Ly /*Definitions and Declaration

V_NoOfRsc IT_NoOfRsc,

A_EnvBIRscTab AT_EnvBIRscTab,

I
|
I
V_NoOfUnkRsc _ IT_NoOfRsc, |
A_RTMCUnkRscTab AT_RTMCUnkRscTab;!

/*This procedure decodes the list of blocked resources
reported by the AN: it checks whether the resource is kno
and transforms the reason IE into an internal value (by
using the procedure reason_decode*/

DCL V_InfoCount INTEGER;

[*Internal variables of DECODE_BLOCK_INqﬁ
1|

[*Data declarations for internal use*/
DCL
A_TempRscTab AT_RTMCRscTab ; /*Array of Resource Identifier Information Elements*/

Procedure which

converts the RTMC  L———— reason_
reason into an internal _decode
value

Figure A.135: SN_STATUS_MGT, Procedure DECODE_BLOCK_INDICATION (1)
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Procedure decode_block_ind 2(5)
FPAR [N

A_RTMCBIRscTab AT_RTMCBIRscTab, Ly

V_NoOfRsc IT_NoOfRsc,

|
AEnvBIRscTab AT EnvBIRscTab, |
V_NoOfUnkRsc  IT_NoOfRsc, |
A_RTMCUnkRscTab AT_RTMCUnkRscTab;!

V_NoOfRsc
=0

V_NoOfUnkRsc

V_InfoCount
=0

MCBIRscTab(V_InfoCou
S_RTMCRscID!_

C_CompLSP V_Rscind C_ConnLUP

C_ConnLSP

Connection_

Connection_

Complete_

Figure A.136: SN_STATUS_MGT, Procedure DECODE_BLOCK_INDICATION (2)
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Procedure decode_block_ind

;FPAR N
A_RTMCBIRscTab AT_RTMCBIRscTab, Ly
V_NoOfRsc IT_NoOfRsc,

|
AEnvBIRscTab AT EnvBIRscTab, |
V_NoOfUnkRsc  IT_NoOfRsc, |
A_RTMCUnkRscTab AT_RTMCUnkRscTab;!

true

V_NoOfRsc:=
V_NoOfRsc+1

3(5)

Complete_
LSP

A”"RTMCBIRscTab(V_InfoCount)\
S_RTMCRscID!_
V_Logld =

C_LocalLSPId false

A_TempRscTab(V_InfoCount)

A_RTMCBIRscTab(V_InfoCount)!_

S_RTMCRscld
A_EnvBIRscTab(V_NoOfRsc)!_
_RscID :=
A_RTMCBIRscTab(V_InfoCount)!_ |
S_RTMCRscld (C_LSPidUnk,
unk rsc  |—A_TempRscTab,
- V_NoOfUnkRsc,
A_RTMCUnkRscTab,
V_InfoCount)
(V_InfoCount,
reason_ || |'A"RTMCBIRscTab,
_decode V_NoOfRsc,
I A_EnvBIRscTab)
N
V_InfoCount:=
V_InfoCount+1
———————————— ie_contained
Another (A_RTMCBIRscTab

Rscld present?™

(V_InfoCount)!_

S_RTMCRscld false

V_NoOfUnkRsc
else

MDU_
_error_ind

)

Figure A.137: SN_STATUS_MGT, Procedure DECODE_BLOCK_INDICATION (3)
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Procedure decode_block_ind 4(5)

‘FPAR [\ Connection_
A_RTMCBIRscTab AT_RTMCBIRscTab, 3 At
V_NoOfRsc IT_NoOfRsc, LSP

V_NoOfUnkRsc  IT_NoOfRsc,
A_RTMCUnkRscTab AT_RTMCUnkRscTab;

I
AEnvBIRscTab AT EnvBIRscTab, i
I
I

———————————— A”RTMCBIRscTab(V_InfoCount)\
S_RTMCRscID!
LSPID known ? ~V_Logld=
____________ true C_LocalLSPId false
*VPC
unknown?*/
CALL
eck_err true
false
V_NoOfRsc:=
V_NoOfRsc+1
A_EnvBIRscTab(V_NoOfRsc)!_ A_TempRscTab(V_InfoCount) A_TempRscTab(V_InfoCount)
RscID = = =
A_RTMCBIRscTab(V_InfoCount)!_ A_RTMCBIRscTab(V_InfoCount)!_ A_RTMCBIRscTab(V_InfoCount)!_
S_RTMCRscld S_RTMCRscld S_RTMCRscld
(V_InfoCount, (C_VPCIUnK, (C_LSPidUnk,
rgasor&_ | A_RTMCBIRscTab, unk_rsc  |[—A_TempRscTab, unk_rsc  |(—A_TempRscTab,
_decode V_NoOfRsc, V_NoOfUnkRsc, V_NoOfUnkRsc,
A_EnvBIRscTab) A_RTMCUnNkRscTab, A_RTMCUNkRscTab,
- )‘( V_InfoCount) V_InfoCount)
V_InfoCount:=
V_InfoCount+1

Another
Rscld present?™

le_contained
(A_RTMCBIRscTab
(V_InfoCount)!_
S_RTMCRscld

false

else

MDU_
_error_ind

Figure A.138: SN_STATUS_MGT, Procedure DECODE_BLOCK_INDICATION (4)
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Procedure decode_block_ind

FPAR

A_RTMCBIRscTab AT_RTMCBIRscTab,
V_NoOfRsc IT_NoOfRsc,
A_EnvBIRscTab AT_EnvBIRscTab,
V_NoOfUnkRsc  IT_NoOfRsc,
A_RTMCUnkRscTab AT_RTMCUnkRscTab

Connection_
At

*LUPI
unknown?*/

5(5)

CALL
eck_err

V_NoOfRsc:=
V_NoOfRsc+1

true

true

Another
Rscld present?™

V InfoCount+1

L
le_contained
(A_RTMCBIRscTab
(V_InfoCount)!_
S_RTMCRscld

A_EnvBIRscTab(V_NoOfRsc)!_ A_TempRscTab(V_InfoCount) A_TempRscTab(V_InfoCount)
S RsclD = = =
A_RTMCBIRscTab(V_InfoCount)!_ A_RTMCBIRscTab(V_InfoCount)!_ A_RTMCBIRscTab(V_InfoCount)!_
S_RTMCRscld S_RTMCRscld S_RTMCRscld

(V_InfoCount, (C_VPCIUnK, (C_LUPidUnNK,

reason- || AZRTMCBIRscTab, unk_rsc |—A TempRscTab, unk_rsc  [—A_TempRscTab,

_decode V_NoOfRsc, - V_NoOfUnkRsc, - V_NoOfUnkRsc,
A_EnvBIRscTab) A_RTMCUnNkRscTab, A_RTMCUnNkRscTab,
- V_InfoCount) V_InfoCount)

V_InfoCount:=

false

else

MDU_
_error_ind

Figure A.139: SN_STATUS_MGT, Procedure DECODE_BLOCK_INDICATION (5)




273

Draft EN 301 005-1 V1.1.1 (1997-03)

Procedure reason_decode

:FPAR N
V_InfoCount INTEGER, L
A_RTMCBIRscTab AT_RTMCBIRscTab,!
V_NoOfRsc IT_NoOfRsc, |
A_EnvBIRscTab ~ AT_EnvBIRscTab; |

MCBIRscTab(V_InfoCou
S_RTMCReason!

C_RTMCAdmPart

MCBIRscTab(V_InfoCou
S_RTMCReason!_
V_RTMCErrReasonVal

C_RTMCErr

1(1)

V_RTMCAdmReasonVal

C_RTMCAdmNone

IA_EnvBIRscTab(V_NoOfRsc)!_|
V_IntReasonVal :=
C_Err

C_RTMCErrNone

IA_EnvBIRscTab(V_NoOfRsc)!_|
V_IntReasonVal :=
C_AdmPart_Err

IA_EnvBIRscTab(V_NoOfRsc)!_|
V_IntReasonVal :=
C_AdmPart

C_RTMCAdmFull

MCBIRscTab(V_InfoCou
S_RTMCReason!

C_RTMCErrNone

V_RTMCErrReasonVal

C_RTMCErr

IA_EnvBIRscTab(V_NoOfRsc)!_|
V_IntReasonVal :=
C_AdmFull

A_EnvBIRscTab(V_NoOfRsc)!_|
V_IntReasonVal :=
C_AdmFull_Err

Figure A.140: SN_STATUS_MGT, Procedure REASON_DECODING
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A.3.1.2 Process SN_VPCI_CC

Process SN_VPCI_CC 1(7)

; N

/*VB5.1 System Managemeh) for process SN_VPCI_CC *
Process SN_VPCI_CC - -
Applicable for SN side*/

/* Definitions and declaratiorﬁ
/

/*State descriptions

OutOfService: Initial state. Process is waiting for activation with start traffic.

InService: Process is waiting for request for VPCI consistency check

AwaitCheckStart: Process is waiting for confirmation from AN side.

CheckRunning: Loop Back will be sent requested VPCI. Process is waiting for end of VPCI check.
AwaitCheckEnd: Process is waiting for confirmation of check end from AN side. */

/*Signal data declarations*/

DCL

S_RTMCRscld ST_RTMCRscID; /*Resource Identifier Information Element*/
¥

DCL

S_RTMCUnkRscld ST_RTMCUnkRscID; /*Resource Identifier Information Element*/
1**|

DCL

V_RTMCCCheckResult IT_RTMCCCheckResult; /*Consistency Check Result*/

Figure A.141: SN_VPCI_CC (1)
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Process SN_VPCI_CC 2(7)

; N
/*VB5.1 System Managemeht}
Process SN_VPCI_CC
Applicable for SN side*/

MDU_
_cons_
_prc_started

OutOfService

MIE_start_
_traffic

InService

Figure A.142: SN_VPCI_CC (2)
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Process SN_VPCI_CC 3(7)

; N
/*VB5.1 System Managemeht}
Process SN_VPCI_CC
Applicable for SN side*/

InService

I
MEE_cons_

MIE_stop_ MDU_
_traffic _rcgg ck_ (S_RTMCRscld) _error_ind
MDU_cons] MEE
OutOfService _check_ [—1(S_RTMCRscld) —
Treq — _error_ind

Await

CheckStart

Figure A.143: SN_VPCI_CC (3)
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Process SN_VPCI_CC 4(7)
; ™
/*VB5.1 System Managemeht}
Process SN_VPCI_CC |
Applicable for SN side*/ |
! Await_
CheckStart
]
MDU_cons) MEE_cons_
(S_RTMCUnkRscld) _check_ _check_ (S_RTMCRscld )
_conf _end_req
MDU_cons|
_check_  |(S_RTMCRscld)
_end_req

Resource

Identifier Await
contained 2 ‘true’ CheckEnd
. MEE_cons_ (S_RTMCUnkRscld,| _ [MEE_cons
C_Success) [ |~conf — C_NoSuccess) " |"conf —

‘CheckRunning’

Figure A.144: SN_VPCI_CC (4)
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Process SN_VPCI_CC

; N
/*VB5.1 System Managemeht}
Process SN_VPCI_CC
Applicable for SN side*/

Await_
CheckStart

MIE_stop_
_traffic

MDU

_abort_req

OutOfService

MDU_
_error_ind

MEE_
_error_ind

MEE_
_error_ind

InService

5(7)

Figure A.145: SN_VPCI_CC (5)
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Process SN_VPCI_CC

; N
/*VB5.1 System Managemeht}
Process SN_VPCI_CC
Applicable for SN side*/

CheckRunning

MDU_
_error_ind

MEE_
_error_ind

MIE_stop_
_traffic

OutOfService

6(7)

MEE_cons_
_check

—end_req

(S_RTMCRscld)

MDU_cons|
_check_ [—
_end_req

(S_RTMCRscld)

Await_
CheckEnd

Figure A.146: SN_VPCI_CC (6)
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Process SN_VPCI_CC 7(7)

/*VBS 1 System Managemeht"
Process SN_VPCI_CC
Applicable for SN side*/

Await
CheckEnd

MDU_ MIE_stop_
_error_ind _traffic

]

MDU_cons|

_check_ | —{(V_RTMCCCheckResult)
_end_conf

MEE_cons_
MEE MDU MEE
_error_ind _abort_req _error_ind gggczonf (V_RTMCCCheckResult )

InSerV|ce

OutOfService

Figure A.147: SN_VPCI_CC (7)
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A.3.2 Process SN_LSPSTAT

Process SN_LSPSTAT 1(2)

/* State descriptions

RemuUbl: LSP available for Service

RemPartBI: LSP partially unavailable due to partial locking by AN operator

RemErr: LSP unavailable due to fault conditions

RemPartBI&Err: VPC unavailable due to partial locking by AN operator AND fault conditions */

/*Signal data declarations*/
DCL
V_IntReasonVal IT_IntReasonVal; /*Reason for status change given bySN_STATUS_MGT?*/

RemuUbl
RemuUbl,
RemPartBI,
RemErr

MPH_LSP,
ol MPH_LSP |
_ilmjbIOCk_ >_b|ock_ind —{(V_IntReasonVal )

MPH_LSP_ MPH_LSP |
_block_res

_unblock_
_res

RemUbl

V_IntReasonVal

C_AdmPart C_AdmPart_Err

‘ RemPartBI ’ < RemErr > <RemPartBI>

Figure A.148: SN_FLSPSTAT
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A.3.3 Process SN_FVPCSTAT

Process SN_FVPCSTAT 1(2)

/* State descriptions

RemuUbl: VPC available for Service

RemFullBl: VPC unavailable for service due to locking by AN operator

RemPartBl: VPC partially unavailable due to partial locking by AN operator

RemeErr: VPC unavailable due to fault conditions

RemFullBI_Err: VPC unavailable due to locking by AN operator AND fault conditions
RemPartBI_Err: VPC unavailable due to partial locking by AN operator AND fault conditions
RemShutDown: Shutting Down of VPC was requested by AN operator */

/*Signal data declarations*/

DCL

V_IntReasonVal IT_IntReasonVal; /*Reason for status change given bySN_STATUS_MGT*/
1**]

/*Resource ldentifiers allocated to SN_FVPCSTAT processes*/
DCL S_SNOwnRscld ST_RTMCRscld := C_OwnRscld;

Figure A.149: SN_FVPCSTAT (1)
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Process SN_FVPCSTAT

N\

MPH_VPC|
_started

(S_SNOwnRscld)

RemUbl

I

RemUbl,
RemPartBl,
RemPartBI_Err,
RemeEtrr,
RemFullBI_Err,
RemFullBlI,
RemShutDown

2(2)

MPH_VPC|
_unblock_
_ind

(V_IntReasonVal )

MPH_VPC|
_block_ind

MPH_VPC |
_unblock_
_res

RemuUbl

MPH_VPC|
_block_res

V_IntReasonVal

C_AdmPart

C_AdmPart_Err

C_Em

C_AdmFull_Err

MPH_VPC]

MPH_VPC]

RemShutDown

await_
clear_ind

await_
clear_res

C_AdmFull

<RemPartBI> <RemPartBI_Er> < RemErr > <RemFuIIBI_Err> <RemFuIIBI>

Figure A.150: SN_FVPCSTAT (2)
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A.3.4 Processes of RTMC protocol entity

A.3.4.1 Process SN MGR_CPROT

Process SN_MGR_CPROT 1(16)

N

/*SN_CPROT Manager, controts
instantiation of SN_CPROT
processes*/

NEWTYPE AT_PIDTab ARRAY /*This array maps the PID of the SN_CPROT instance on the PID of the requesting system management processﬂ
(PID, PID)
ENDNEWTYPE AT_PIDTab;

[*Primitive Data Declarations*/ B
DCL

A_RTMCBIRscTab AT_RTMCBIRscTab;

laid}

DCL

A _RTMCRscTab AT_RTMCRscTab;

1**]

DCL

A_RTMCUnNkRscTab AT_RTMCUnkRscTab;
1**|

DCL

S_RTMCRscld ST_RTMCRscID;

1**|

DCL

S_RTMCUnkRscld ST_RTMCUnkRscID;
1**]

DCL

V_RTMCCCheckResult IT_RTMCCCheckResult;
/¥

DCL

V_IntTransld IT_IntTransActld;

1**]

DCL

P_StatusPID, /*PID of AN_STATUS_MGT process*/
P_ResetPID, /*PID of RESET_RSC process*/
P_ConsPID, /*PID of AN_CONS process*/
P_LSPIdPID, /*PID of CHECK_LSPID process*/
P_CprotPID, /*PID of SN_CPROT process instance*/
P_ANSigld, /*PID of AN_CPROT process instance*/
P_DestSigld, /*PID of destination process instance*/
P_OrigSigld /*PID of origination process instance*/
T

DCL

A_PIDTab AT_PIDTab;

Figure A.151: SN_MGR_CPROT (1)
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Process SN_MGR_CPROT

2(16)
; N
/*SN_CPROT Manager, controts)
instantiation of SN_CPROT
processes*/
I ]
MDU_cons_ MDU_cons_
_check_ (S_RTMCRscld) _check_ (S_RTMCRscld)
“req _end_req
SN_CPROT SN_CPROT
P_CprotPID P_CprotPID
OFFSPRING OFFSPRING
IA_PIDTab(P_CprotPID) IA_PIDTab(P_CprotPID
P_ConsPID P_ConsPID
MDU_gonst  |(s_RTMCRscld) MDU_const  |(s_RTMCRscld)
Treq TO P_CprotPID “end_req TO P_CprotPID
[
MDU_cons,
(S_RTMCUnNkRscld) _check_conjf
MDU_cons|
(V_RTMCCCheckResult) _check_
| _end_conf
MDU_cons,
(S_RTMCUnkRscld) ] by
TOP_ConsPiD  [—]-check_conf

| —{ check

TO P_ConsPID “end_conf

(V_RTMCCCheckResult) MDU—CO”S—>

Figure A.152: SN_MGR_CPROT (2)
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Process SN_MGR_CPROT

; N

/*SN_CPROT Manager, controts) InService
instantiation of SN_CPROT

processes*/

3(16)

]
MDU_ MDU_
_await_ (A_RTMCRscTab) MBU-LSP reset_req (S_RTMCRscld)
“clear_res _1D_req
SN_CPROT SN_CPROT SN_CPROT
P_CprotPID P_CprotPID P_CprotPID
OFFSPRING OFFSPRING OFFSPRING
IA_PIDTab(P_CprotPID) IA_PIDTab(P_CprotPID
P_StatusPID P_LSPIdPID A_PIDTab(P_CprotPID)
| P_ResetPID
MDY+ |__|(A_RTMCRscTab)
“clear Tes TO P_CprotPID

MDU_LSP
TO P—CprOtPID<_ID_rEq ]

MDU_ (S_RTMCRscld)
_reset_req[ |TO P_CprotPID

Figure A.153: SN_MGR_CPROT (3)
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Process SN_MGR_CPROT 4(16)

N\
\,

; 1
/*SN_CPROT Manager, controts)
instantiation of SN_CPROT .
processes*/ InService

]

MDU_LSP Mbu

(, i
"ID_ind S_RTMCRscld) _feset_ind

(SENDER) MDU_LSP_
TO P_LSPIdPID[|_ID_ind

N

(SENDER,
S_RTMCRscld)—MP= .|
TO P_ResetPID - —

Figure A.154: SN_MGR_CPROT (4)
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Process SN_MGR_CPROT

; N
/*SN_CPROT Manager, controts)
instantiation of SN_CPROT
processes*/

InService

< l
O
C

5(16)

I ]
4 RTMCRscTab) EA&BV%E— 4 RTMCRscTab) _unblock_ ¢ RTMCBIRscTab) Mbock_ind
— _clear_ind — _ind — - —
(SENDER, MDU_ (SENDER, MDU_ (SENDER, MDU
A_RTMCRscTab)|l—{_await_ A_RTMCRscTab)l—_unblock_ A_RTMCBIRscTab)|— block ind
TO P_StatusPID _clear_ind TO P_StatusPID “ind TO P_StatusPID — —
I I ]
MDU MDU MDU
block res (P_CprotPID, unbiock (P_CprotPID, await (P_CprotPID,
— — A_RTMCUnNkRscTab) “res - A_RTMCUnkRscTab) —clear ack A_RTMCUNkRscTab)
MDU ( MDU_ (, MDU_ @
block res— A_RTMCUnkRscTab) _unblock_ (— A_RTMCUnkRscTab) _await_  — A_RTMCUnkRscTab)
- — TO P_CprotPID _res TO P_CprotPID _clear_ack

TO P_CprotPID

Figure A.155: SN_MGR_CPROT (5)
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Process SN_MGR_CPROT

; N

/*SN_CPROT Manager, controts) InService
instantiation of SN_CPROT

processes*/

6(16)

]
(S_RTMCUnKRscld) MDL, reset (S_RTMCRscld) MDU_L=P
MDU_reset MDU_LSP
(S_RTMCUnkRscld) = — (S_RTMCRscld) — -
TGP ResetPlD  [—]-conf TG P_LsPIdPID[—]-'P-conf
| ]
MDY es (P_CprotPID, MDU_LSP (P_CprotPID,
- — S_RTMCUnkRscld) _ID_res S_RTMCRscld)
MDU (; mpu_Lsp| |
_ _L1's RTMcUnkRsclq) _LSP1 I's RTMCRscld)
_resetres [ 1t5p CprotPID <—'D—reS TGO P_CprotPID

Figure A.156: SN_MGR_CPROT (6)
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Process SN_MGR_CPROT 7(16)

; N
/*SN_CPROT Manager, controts)

instantiation of SN_CPROT .
processes*/ InService

(P_ANSigld, BLOCK_ (P_ANSigld, UNBLOCK |
A_RTMCBIRscTab) _CMD A_RTMCRscTab) _CMD
SN_CPROT SN_CPROT
P_CprotPID P_CprotPID
OFFSPRING OFFSPRING
(P_ANSigld, BLOCK (P_ANSigld, UNBLOCK
A_RTMCBIRscTab)—"~yp A_RTMCRscTab)—_CMD
TO P_CprotPID - TO P_CprotPID
[ ]
BLOCK _ (P_ANSigld, UNBLOCK _ (P_ANSigld,
_ACK , _ACK ,
A_RTMCUnNkRscTab) A_RTMCUnNkRscTab)
BLOCK_ (P_ANSigld, UNBLOCK]| [(P_ANSigld,
_ACK — SENDER, _ACK I SENDER,
A_RTMCUnNkKRscTab) A_RTMCUNkRscTab)

Figure A.157: SN_MGR_CPROT (7)
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Process SN_MGR_CPROT 8(16)

\
/*SN CPROT Manager, contro's)

instantiation of SN_CPROT i
processes*/ InService

]
AWAIT AWAIT
(P_ANSigld, CLEAR _CLEAR_ G
A_RTMCRscTab) - ~“COMP A_RTMCRscTab)
AWAIT_
(SENDER,
SN_CPROT < gg‘iﬁf —A_RTMCRscTab)
P_CprotPID
OFFSPRING
(P_ANSigld, AWAIT _
A_RTMCRscTab)—| CLEAR
TO P_CprotPID

InService

]
(P_CprotPID, AWAIT_ AWAIT _ (P_ANSigld,
P_ANSigId) _CLEAR_ CLEAR_ ,
“COMP_AGK “ACK A_RTMCUnNKRscTab)
AWAIT AWAIT_ (P_ANSigd,
TO P_CprotPID}—] CLEAR _CLEAR_ |—| SENDER,
“COMP_ A TACK A_RTMCUnkRscTab)

Figure A.158: SN_MGR_CPROT (8)
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Process SN_MGR_CPROT 9(16)
; N
/*SN_CPROT Manager, controts) InService
instantiation of SN_CPROT
processes*/
[ ]
CONSISTENZY_ ( CONSISTENEZY_
—%ESCK— S_RTMCRscld) —CHECK_ S_RTMCRscld)
CONSISTENCY_|(SENDER, COMSISTENCY—_|(SENDER,
“REQ S_RTMCRscld) “END S_RTMCRscld)
I ]
(P_CprotPID, CONSISTENCY_ (P_CprotPID, CONSISTENCY_
P_ANSigld, _CHECK_ P_ANSigld, _CHECK_
S_RTMCUnkRscld) _REQ_ACH V_RTMCCCheckResult) _END_ACK
(P_ANSigid, CONSISTENCY_ (P_ANSigid, CONSISTENCY_
, | CHECK_ , | —{ CHECK_
S_RTMCUnkRscld) _REQ_ACK V_RTMCCCheckResult) _END_ACK
TO P_CprotPID TO P_CprotPID

Figure A.159: SN_MGR_CPROT (9)
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Process SN_MGR_CPROT 10(16)

; N
/*SN_CPROT Manager, controts)
instantiation of SN_CPROT
processes*/

>RLE§D— o P_origsigid)

A_PIDTab(SENDER)
= NULL

Distinguishes whether

the VB5 message was sent by the SNi-—
or by SN_CPROT

false

true

SN_CPROT

| (SENDER) {RLES%_ID L {via AN

P_CprotPID

OFFSPRING

(P_OrigSigld) REQ_
TO P_CprotPID[ |_LSP_ID

Figure A.160: SN_MGR_CPROT (10)
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Process SN_MGR_CPROT 11(16)

; N
/*SN_CPROT Manager, controts)
instantiation of SN_CPROT
processes*/

InService

RESET_ (P_OrigSigld,
_CMD [ | S_RTMCRscld)

Distinguishes whether
the VB5 message was sent by the SNi-—
T

A_PIDTab(SENDER)
or by SN_CPRO =NULL

false

true

SN_CPROT

(SENDER, RESET_ VIA AN
| S_RTMCRscld) CMD ~ [

P_CprotPID

OFFSPRING

(P_OrigSigld,
S_RTMCRscld)|— e
TO P_CprotPID —

Figure A.161: SN_MGR_CPROT (11)
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Process SN_MGR_CPROT 12(16)

; N
/*SN_CPROT Manager, controts)
instantiation of SN_CPROT
processes*/

InService

(P_DestSigld,
LSP_ID |— P_OrigSigld,
S_RTMCRscld)

Distinguishes whether
the VB5 message was sent by the SN
or by SN_CPROT

A_PIDTab(SENDER)
= NULL

false

(P_DestSigld,
SENDER, LSP_ID |—VIAAN
S_RTMCRscld)

true

(,

P_OrigSigld, |—LSP_ID
S_RTMCRscld) -
TO P_DestSigld

Figure A.162: SN_MGR_CPROT (12)
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Process SN_MGR_CPROT 13(16)

; N
/*SN_CPROT Manager, controts)
instantiation of SN_CPROT
processes*/

InService

(P_DestSigld,
RESET_ [P origSigid,
— S”RTMCUnkRscld)

Distinguishes whether

the VB5 message was sent by the SNi-—
T

A_PIDTab(SENDER)
or by SN_CPRO =NULL

false

true

(P_DestSigld,
SENDER, RESET- L —{viaan
S_RTMCUnkRscld) ~

b_OrigSigld, | [RESET_
S_RTMCUnkRscld)|  |-ACK
TO P_DestSigld

Figure A.163: SN_MGR_CPROT (13)
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Process SN_MGR_CPROT 14(16)

N\
\,

; 1
/*SN_CPROT Manager, controts)
instantiation of SN_CPROT
processes*/

InService

(P_DestSigld) —] PES&8§°<

Received from
AN ?’

‘false’

e (P_DestSigld) {PESQS,SOL VIAAN
PROTOCOL _
_ERROR }TO P_DestSigld

Figure A.164: SN_MGR_CPROT (14)
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Process SN_MGR_CPROT 15(16)

; N
/*SN_CPROT Manager, controts)

instantiation of SN_CPROT )
processes*/ InService

MDU_ MDU_ MDU_
_error_ind _abort_req _trans_erro|

MDU To all AN_CPROT MDU MDU
_error_ind > instances "<_aboﬁ_req TO A—PlDTab(SENDER)__tranE_erro>

O

InService

unknown_
_protdisc

unknown_
_message

SN_CPROT SN_CPROT
P_CprotPID P_CprotPID
OFFSPRING OFFSPRING

unknown unknown
TO P_CprotPID {_protdisc— TO P_CprotPID {_messag—e

Figure A.165: SN_MGR_CPROT (15)
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Process SN_MGR_CPROT

; N
/*SN_CPROT Manager, controts)
instantiation of SN_CPROT
processes*/

0 I I G B

MDU_ MDU_ MDU_ MDU_
_resrsc_ _Ispid_ _cons_ _status_
_prc_started _prc_started _prc_started _prc_started
P_ResetPID P_LspidPID P_ConsPID P_StatusPID
SENDER SENDER SENDER SENDER

16(16)

Figure A.166: SN_MGR__

CPROT (16)
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A.3.4.2 Process SN_CPROT

Process SN_CPROT 1(16)
/*SN CPROT is responsible for sendlnbf‘ /S*,\?eggigtci)o.lf‘fla”d declarations f
receiving RTMC messages*/ ! —

/* State descriptions

InService: Init State of SN_CPROT, process is waiting for initial SN_SYSMGT primitives or AN messages
AwaitRemAck: SN_CPROT has sent a VB5 message to the AN and is now awaiting the AN response
AwaitLocAck: SN_CPROT has passed an AN request to SN_SYSMGT and is now awaiting the SN_SYSMGT response */

/* Timerdefinitions */

TIMER

T_acl =1 /* Default value for SHUTDOWN_COMPLETE supervision timer is 1 sec, Tolerance +/- 10% */,
T_lIspid :=1 /* Default value for REQUEST LSP_ID supervision timer is 1 sec, Tolerance +/- 10% */,
T_consreq := 10 /* Default value for CONSISTENCY_CHECK_REQ supervision timer is 10 sec, Tolerance +-10% *,

T_consend := 10 /* Default value for CONSISTENCY_CHECK_END supervision timer is 10 sec, Tolerance +/- 10% */,
T_reset := 60 /* Default value for RESET_CMD supervision timer is 60 sec, Tolerance +/- 10% *[;

/* SN_CPROT internal variables and constants*/ B
[**|

/* timer handling */

DCL V_ExpCount NATURAL; /*number of actual message repetitions*/

[*possible values*/

SYNONYM C_ExpMax INTEGER = 1; /*maximum number of message repetitions is 1*/

¥/

/*syntax check handling*/

DCL V_SynResult INTEGER; /*syntax check result, provided by procedure CPROT_SYNTAX_CHECK?*/
[*possible values*/

SYNONYM C_Proceed INTEGER =1; /*possible result of syntax check: proceed with message processing*/

/*Signal data declarations*/ B
DCL

S_RTMCRscld ST_RTMCRscID; /*Resource Identifier Information Element*/

[**|

DCL

S_RTMCUnkRscld ST_RTMCUnKRscID; /*Resource Identifier Information Element unknown by the peer side*/
1**/

DCL

A_RTMCRscTab AT_RTMCRscTab; /*Array of Resource Identifier Information Elements*/

/¥

DCL

A_RTMCBIRscTab AT_RTMCBIRscTab; /*Array of Blocked Resource Identifier Information Elements*/
¥

DCL

A_RTMCUnkRscTab AT_RTMCUnkRscTab; /*Array of Resource Identifier Information Elements unknown by the peer side*/
1**|

DCL

V_RTMCCCheckResult IT_RTMCCCheckResult; /*Consistency Check Result*/

1**|

DCL

P_ANSigld,

P ANUnexpSlgId /*AN signalling identifier*/
PID;

Figure A.167: SN_CPROT (1)
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Process SN_CPROT

; N
/*SN_CPROT is responsible for sendinbf}
recelving RTMC messages*/ !

InService

2(16)

/*Handling of
Requests from
SN System Management */

MDU_cons_
_check_re (S_RTMCRscld)

CONSISTENCY_ [
CHECK
“REQ - S_RTMCRscld)

Set
(T_consreq)

V_ExpCount
=0

AwaitRemAck

MDU_cons_
_check_
_end_req

NCY_

CONSISTH]
_CHECK_
“END

(,
S _RTMCRscld)

Set
(T_consend)

V_ExpCount
=0

AwaitRemAck

MDU_
_await_ (A_RTMCRscTab)
_clear_res
AWAIT _ (
CLEAR_ |\
“COMP ~ A_RTMCRscTab)
Set
(T_acl)

V_ExpCount
=0

AwaitRemAck

Figure A.168: SN_CPROT (2)
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Process SN_CPROT

; N
/*SN_CPROT is responsible for sendinbf}
recelving RTMC messages*/ !

InService

MDU_LSP
_ID_req

REQ_
TO PARENT {_LSPJD

Set
(T_Ispid)

V_ExpCount
=0

AwaitRemAck

3(16)

/*Handling of
Requests from
SN System Management*/

MDU_
_reset_req (S_RTMCRscld)
RESET_ (,
_CMD I —1'S_RTMCRscld)
TO PARENT
Set
(T_reset)

V_ExpCount
=0

AwaitRemAck

Figure A.169: SN_CPROT (3)
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Process SN_CPROT 4(16)
/*Handling of
VB5 Messages from AN*/|
/*SN CPROT is responsible for sendlnbf‘
receiving RTMC messages*/ !
nService
[ ]
AWAIT RESET
(P_ANSigld, = REQ_ (P_ANSigld, -
ATRTMCRscTab) _CLEAR "LSP D STRTMCRscld) -CMD
V_SynResult:= : V_SynResult:= : : V_SynResult:=
CALL syn_check | (P_ANSigld) CALL syn_check | (P_ANSigld) (P_ANSigld) [ CALL syn_checl

C_Proceed

C_Proceed C_Proceed

MDU MDU
¢ Tt MDU_LSP_ (, _
A_RTMCRscTab)[ ™ |-Zearind _ID_ind S_RTMCRscld)[—]-"eset.ind

_clear_

‘ AwaitLocAck ’ ‘ AwaitLocAck ’ ‘ AwaitLocAck ’

Figure A.170: SN_CPROT (4)
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Process SN_CPROT 5(16)
/*Handling of

: ™ VB5 Messages from AN*/
/*SN_CPROT is responsible for sendinbf}
receiving RTMC messages*/ | )
| InService
[ ]
(P_ANSigld, BLOS - (P_ANSigld, U
A_RTMCBIRscTab) - A_RTMCRscTab) -
V_SynResult:= V_SynResult:=
CALL syn_check——(P_ANSigld) CALL syn_check——(P_ANSigld)

else else

C Proceed

C Proceed

MDU_

MDU
( . ’
A_RTMCBIRscTab)[—]-P/ock_ind A_RTMCRscTab)|—]-unblock_

‘ AwaitLocAck ’ ‘ AwaitLocAck ’

Figure A.171: SN_CPROT (5)
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Process SN_CPROT

/* Handling of
: ™ unexpected events */
/*SN_CPROT is responsible for sendinbf}
recelving RTMC messages*/ I

6(16)

LSPID, PROTOCOL.
RESET ACK, ROTOCOL_
CONSISTENCY [CHECK_REQ_ACK, _
CONSISTENCY JCHECK END_ACK.

AWAIT_CLEAR_FOMP_ACK

MDU_
V_SynResult :=| _error_ind
CALL syn_check—(P_ANUnexpSigld)

else
C_Proceed

_ERROR [— C_MsgNotCompatWithProtState)

PROTOCO]._ [(P_ANUnexpSigd,
TO PARENT

MDU_
_error_ind

Figure A.172: SN_CPROT (6)
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Process SN_CPROT 7(16)

/* Handling of
unexpected events */
/*SN CPROT is responsible for sendlnbf‘
receiving RTMC messages*/

[
Event representing the
unknown_ | __jreceipt of an unrecognized message.
—message (message type not coded according to
subclause 14.2.3.1

‘message

compatibility
else’ instruction ‘discard and
ignore’
PROTOCO[. Event representing the
ERROR ;(’C UnkMsaT receipt of a message containingan ~ L___> unkn%yvn_
_ _UnkMsgType) unrecognized protocol discriminator. _protdisc
(protocol discriminator not coded according to

subclause 14.2.2

MDU

MDU _
_error_ind

_error_ind

Figure A.173: SN_CPROT (7)
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Process SN_CPROT
/*Handling of AN
\ Acknowledgements

; I
/*SN_CPROT is responsible for sendinbf}
recelving RTMC messages*/ !

AwaitRemAck

8(16)

AWAIT _ ( (. RESET_ (, LSP ID
_CLEAR_ [—% Ansi Id) P_ANSigld, _ACK P_ANSigld, -
_COMP_ACK |~ 9 S_RTMCUnkRscld) S_RTMCRscld)
- V_SynResult := V_SynResult :=
l’A—LSLVQEnGSC“AgE L {(P_ANSigld) CALL syn_check—|{(P_ANSigid) CALL syn_check—|(P_ANSigid)
_SynResu '_SynResu _SynResu
else else else
C_Proceed C_Proceed C_Proceed
active active active
T_acl T_reset T_Ispid
(o) false N / false N V false
true true true
reset R reset : reset R
(T_acl) (T_reset) (T_lIspid)
MDU_ MDU_LSP_
(S_RTMCUnkRscld)|—]_reset_conf (S_RTMCRscld)}—_ID_conf

Figure A.174: SN_CPROT (8)
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Process SN_CPROT

; N
/*SN_CPROT is responsible for sendinbf‘
recelving RTMC messages*/

AwaitRemAck

9(16)

/*Handling of AN
Acknowledgements
in state AWAIT_REMOTE_ACK?*/

_SynResu

C_Proceed

else

active
COW

true

false

reset R
(T_consreq)

(S_RTMCUnkKRscld)

MDU_cons,

—_check_corTf>

I ]

(. CONSISTENCY_ (. CONSISTENCY_
P_ANSigld, _CHECK_ P_ANSigld, _CHECK_
S_RTMCUnkRscld) _REQ_ACK V_RTMCCCheckResult) _END_ACH

V_SynResult := \V_SynResult :=
CALL syn_check——(P_ANSigld) CALL syn_check——(P_ANSigld)

_SynResu

C_Proceed

active
COW

true

else

false

reset
(T_consend)

)

(V_RTMCCCheckResult)

MDU_cons
| —{ check_
_end_conf

Figure A.175: SN_CPROT (9)
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Process SN_CPROT 10(16)

/* Timer expirationsﬁ
/*SN CPROT is responsible for sendlnbf‘
receiving RTMC messages*/
AwaitRemAck

T_consreq T_consend

V_ExpCount V_ExpCount

< C_ExpMax < C_ExpMax
MDU_ CONSISTENCY_ ( MDU_ CONSISTENCY_ (
-lrans_ gESOK S_RTMCRscld) -frans_ EHECK S_RTMCRscld)
V_ExpCount:= V_ExpCount:=
V_ExpCount+1 V_ExpCount+1
set set
(T_consreq) (T_consend)

Figure A.176: SN_CPROT (10)
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Process SN_CPROT

/*SN CPROT is responsible for sendlnbf‘
receiving RTMC messages*/

AwaitRemAck

11(16)

/* Timer expirations

T_reset T_lIspid

V_ExpCount V_ExpCount

<C_ExpMax <C_ExpMax

false false

MDU_ RESET_ ( MDU_ AE/:\I/_/EXR (
_trans_ _CMD — S_RTMCRscld) _trans_ —"
_error TO PARENT _error COMP A_RTMCRscTab)

V_ExpCount:: V ExpCount

V_ExpCount+1 V_ExpCount+1

| V_ExpCount |
set <C_ExpMax set
(T_reset) false (T_acl)

L

)

true

MDU_
_trans_
_error

TO PARENT

REQ_
— _LSP_ID
|

V_ExpCount:=
V_ExpCount+1

set
(T_Ispid)

Figure A.177: SN_CPROT (11)
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Process SN_CPROT

recelving RTMC messages*/

; N
/*SN_CPROT is responsible for sendinbf‘

AwaitRemAck

12(16)

/* Handling of
unexpected events */

BLOCK_CMD

[
UNBLOCK_CMD
AWAIT_CLEAR,
REQ_LSP_ID,
RESET_CMD,

V_SynResult ;=

CALL syn_check—

(P_ANUnexpSigld)

_SynResu

else

C_Proceed

PROTOCO
_ERROR

(P_ANUnexpsSigld,
C_MsgNotCompatWithProtState)

TO PARENT

MDU_
_error_ind

PROTOCO|_

_ERROR

MDU_
_error_ind

Figure A.178: SN_CPROT (12)
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Process SN_CPROT 13(16)

/* Handling of
unexpected events */

; N
/*SN_CPROT is responsible for sendinbf‘

. I
recelving RTMC messages*/ !

AwaitRemAck,

AwaitLocAck

[

K Event representing the
unknown_ | _ jreceipt of an unrecognized message.
—message (message type not coded according to
subclause 14.2.3.1

"message

compatibility
else’ instruction’ ‘Discard
and Ignore’
PROTOCOL_ |(, Event representing the K
_ERROR |—] C_UnkMsgType) receipt of a message containing an un “%‘.’V"_
TO PARENT unrecognized protocol discriminator. _protdisc
(protocol discriminator not coded according to

subclause 14.2.2

MDU_

MDU_
_error_ind

_error_ind

Figure A.179: SN_CPROT (13)




313 Draft EN 301 005-1 V1.1.1 (1997-03)

Process SN_CPROT 14(16)
/*Handling of system

: ™ management acknowledgements */
/*SN_CPROT is responsible for sendinbf}
receiving RTMC messages*/ | .
| AwaitLocAck
I ]
MDU_ ( MDU_LSP_
_reset_res S_RTMCUnkRscld) _ID_res S_RTMCRscld)
RESET_ ] (yP_ANSlgId, Lsp.ip || (yP_ANSlgId,
- S_RTMCUnkRscld) S_RTMCRscld)
TO PARENT TO PARENT

Figure A.180: SN_CPROT (14)
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Process SN_CPROT

; N
/*SN_CPROT is responsible for sendinbf‘

. I
recelving RTMC messages*/ I

AwaitLocAck

MDU_
_block_res

¢
A_RTMCUnkRscTab)

MDU

io ¢
-unblock_ A_RTMCUNKRscTab)

BLOCK_
_ACK —

(P_ANSigld,
A_RTMCUnkRscTab)

onLock|  [P_ANSigid,
_ACK A_RTMCUnkRscTab)

15(16)

[*Handling of system
management acknowledgements */

MDU_
_await_
_clear_ack

(
A_RTMCUnkRscTab)

AWAIT_ (P_ANSigd,
_CLEAR_ |

“ACK

A_RTMCUnkRscTab)

Figure A.181: SN_CPROT (15)
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Process SN_CPROT 16(16)

/* Handling of
: ™ unexpected events */
/*SN_CPROT is responsible for sendinbf}
receiving RTMC messages*/ ! AwaitLocAck
waitLocAc|

[
LSP_ID,
RESET ACK
CONSISTENCY_[CHECK_REQ_ACK
CONSISTENCY [CHECK_END_ACK
AWAIT_CLEAR _£OMP_ACK

PROTOCO
_ERROR

MDU_
_error_ind

V_SynResult :=
CALL syn_check——(P_ANUnexpSigld)

_SynResu
else
C_Proceed
PROTOCOL_ [(P_ANUnexpSigld,
_ERROR [— C_MsgNotCompatWithProtState)
TO PARENT

MDU_
_error_ind

MDU

_abort_req

Figure A.182: SN_CPROT (16)
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A.4  Common processes and procedures

A.4.1 Overview

]

Package VB5_1 1(30)
""""" h
1y
i
)
/* The block typ /* Process types that are /* Procedures that are us
AN & SN. */ used both in AN and SN. */ both in AN and SN. */
AN CTR SYN_CHECK

SN LSPID_CHECK
ANA_RES

RESET_RSC UNK_RSC

SAAL_MGT

Figure A.183: Overview of common processes and procedures
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A.4.2 Process CTR

(SL_CTR_ENV)]

ENVGAT
(SL_ENV_CTR)]
Process Type CTR 1(10)
) ™ - .
*Process CTR controls the) /* Definitions and declarations fi
startup and tearing doen | process CTR */
of the VB5.1 interface*/ !

/* State descriptions

OutOfService: Init State of SYSMGT_CTR, process is waiting for startup of the interface
AwaitSAALEst: Interface startup was initiated by the environment, SAAL establishment is running
AwaitLSPIDVer: SAAL established, verification of LSP ID is running

AwaitLSPReset: LSPID was verified, reset of LSP is running

InService: Interface active */

/* Timerdefinitions */
TIMER
T_start :=300 /* Default value for startup supervision timer is 5 min, Tolerance +/- 10% */;

/* SYSMGT_CTR internal variables and constants*/

1+

DCL B_Local BOOLEAN; /*startup was initiated locally*/

/¥

DCL B_ConfToEnv BOOLEAN; /*acknowledgement to environment required*/

/*Signal data declarations*/

V_Result IT_Result; /*Result of operation */

(SL_SAAL_CTR&LT (SL_RESET_CTR)] (SL_LSPID_CTR)]

SAAL LSPID CONS ST
[(SL_CTR_STATUS)]

(SL_CTR_SAAL)] (SL_CTR_RESET)] (SL_CTR_LSPID)] [(SL_CTR_CONS)]

Figure A.184: CTR (1)
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Process Type CTR

startup and tearing doen

; N
/*Process CTR controls tH‘e‘:
1
of the VB5.1 interface*/ !

OutOfService

MIE_establis
_SAAL_req

Set
(T_start)

B_Local
=true

B_ConfToEnv
=true

AwaitSAALEst

MIE_
_establish_
_SAAL_ind

Set
(T_start)

B_Local
=false

B_ConfToEnv
=false

MEE_stop_|
_traffic_req

MEE_stop_|
_traffic_
_conf

2(10)

Figure A.185: CTR (2)
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Process Type CTR 3(10)

startup and tearing doen

; N
/*Process CTR controls tH‘e‘:
1
of the VB5.1 interface*/ !

OutOfService

MIE_
MIE_reset_LSP_cgff, MIE_verify_LSP_Ip conf, _gﬁbl_hsh_
MIE_reset_LSP_i MIE_verify_LSP_fQ_ind — _con

MIE_stop_ MIE_stop_
traffic VIA RST “traffic VIA LSPID

MIE_release
_SAAL req

Figure A.186: CTR (3)
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Process Type CTR 4(10)

startup and tearing doen
of the VB5.1 interface*/

; N

/*Process CTR controls tH‘e‘:
|
]

AwaitSAALEst

MEE_stop_|
_traffic_req

MIE_establish_SAXL conf, MIE_release_SAAY conf, T_start

MIE_establish_SAAL_ind MIE_SAAL_failur

Reset
(T_start)

MIE_release
_SAAL req

MIE_verify_ MIE_establis
_LSP_ID_req _SAAL req

_conf

MEE
<_start_up_ —(C_NoSuccess) MSIE\—AT I?gae_

MEE_stop |
_traffic_
_conf

OutOfService

OutOfService

Figure A.187: CTR (4)
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Process Type CTR

startup and tearing doen

; N
/*Process CTR controls tH‘e‘:
1
of the VB5.1 interface*/ !

5(10)

AwaitSAALEst

MIE_reset_LSP_cehf,
MIE_reset_LSP_i

MIE_verify_LSP_I_ conf,
MIE_verify LSP_IRQ _ind

MIE_stop_
_traffic

}vm RST

MIE_stop_
_traffic VIA LSPID

Figure A.188: CTR (5)
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Process Type CTR

J*Pracess CTR controls t
startup and tearing doen
of the VB5.1 interface*/

g

Await_
LSPIDVer

MIE_verify LSP_|I
MIE_verify_LS

C_Success

B_Local

MIE_reset_
_LSP_req

MIE
(V_Result) error_ind << from LSPID_CHECK >T_start
B_ConfToEnv
=true
else
Reset
(T_start)
false
B_ConfToEnv

Await_
LSPReset

o) |

Await_
LSPReset

)

true

(C_NoSuccess)

MEE_
_startup_
_conf

MIE_release
_SAAL_req

}

MIE_stop_

_traffic VIA LSPID

MEE_
_startup_
_conf

(C_NoSuccess)

false

MIE_release

OutOfService

MIE_stop_
_traffic

_SAAL_req

VIA LSPID

OutOfService

Figure A.189: CTR (6)

Draft EN 301 005-1 V1.1.1 (1997-03)
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Process Type CTR 7(10)

startup and tearing doen

; N
/*Process CTR controls tH‘e‘:
1
of the VB5.1 interface*/ !

Await_
LSPIDVer

MEE_stop_|
MIE_establish_SAXL_conf, MIE_release_SAA¥_conf, MIE_reset_LSP_cghf, traffic_req
MIE_establish_SAAL_ind MIE_SAAL_failur MIE_reset_LSP_]i _ _
MIE_stop,
Reset b — Reset
(T start) _traffic >—{VIARST (T start)

MIE_release
_SAAL_req

MIE_stop_
viatspip M >

MEE_stop_|
_traffic_
_conf

B_ConfToEnv

true OutOfService

MEE_
_startup_  |—{(C_NoSuccess)

false

_conf

MIE_stop
MIE_stop_ o P —
traffic } VIA LSPID _traffic } VIA LSPID

OutOfService OutOfService

Figure A.190: CTR (7)
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Process Type CTR 8(10)

startup and tearing doen
of the VB5.1 interface*/

; N

/*Process CTR controls tH‘e‘:
|
]

Await_
LSPReset

i MIE
MIE_reset_LSP_in V_Result N from RESET RSC T start
MIE_reset_LSP— v ) _error_ind — > _
V_Result
else
C_Success Reset
(T_start)
Reset
(T_start)
true
| B_ConfToEnv
MIE_start_
ffi VIA LSPID
_traffic S e
_startup_  (——(C_NoSuccess)
| _conf
MIE_start_ o
_traffic VIA RST alse
MIE_start_
_traffic VIA ST
MIE_release
| _SAAL_req
MIE_start_
_traffic VIA CONS
MIE_stop_
traffic VIA LSPID

MIE_stop_
false _traffic

MIE_stop_
_traffic

B_ConfToEnv

MEE_
_startup_ |—{(C_Success)
_conf

InService OutOfService

VIA RST

VIA ST

Y Y Y

Figure A.191: CTR (8)
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Process Type CTR

startup and tearing doen

; N
/*Process CTR controls tH‘e‘:
1
of the VB5.1 interface*/ !

Await_
LSPReset

MIE_release_SA
MIE_SAAL_failur

”_conf,

Reset
(T_start)

B_ConfToEnv

MEE_
_startup_
_conf

—(C_NoSuccess)

false

MIE_stop_
_traffic VIA LSPID

MIE_stop_
_traffic

VIA RST

_traffic

MIE_stop_ :

VIA ST

OutOfService

MEE_
_startup_
_req

B_ConfToEnv
=true

MEE_stop |
_traffic_req

Reset
(T_start)

MIE_release
_SAAL_req

9(10)

MIE_stop_

traffic } VIA LSPID
MIE_stop_

_traffic VIA RST
MIE_stop_

_traffic VIA ST

MEE_stop_|
_traffic_
_conf

OutOfService

Figure A.192: CTR (9)
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Process Type CTR

J*Pracess CTR controls t
startup and tearing doen
of the VB5.1 interface*/

A}E‘:
I
I

InService

MIE_SAAL
_failure

MEE_LSP_|
_failure_ind

MIE_stop_
_traffic VIA LSPID

MIE_stop_
_traffic

VIA RST

MIE_stop_
_traffic

MIE_stop_
_traffic VIA ST

VIA CONS

OutOfService

MEE_
_startup_

_req

MEE_stop_|
_traffic_req

Reset
(T_start)

MIE_release
_SAAL_req

MIE_stop_

traffic } VIA LSPID
MIE_stop_

_traffic VIA RST
MIE_stop_

_traffic VIA ST

MEE_stop_|
_traffic_con

OutOfService

Figure A.193: CTR (10)
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A.4.3 Process LSPID_CHECK

(SL_LSPID_CTR)] (SL_LSPID_ENV)]

CTR

ENVGATE

(SL_CTR_LSPID)] (SL_ENV_LSPID)]

Process Type LSPID_CHECK

/*VB5.1 System Management Ly
Process LSPID_CHECK |
Applicable for both AN and SN side.*/l

1(5)

for Process LSPID_CHECK

/* Definitions and declaratiorﬁ
*/

/* State descriptions

OutOfService: Initial state of SYSMGT_LSPID. Process is waiting for activation.
CheckDuringStartup: Verification of LSP ID was triggered during startup.
InService: Normal operation after start traffic. No check procedure is running.
CheckRunning: Waiting for confirmation from the peer entity. */

/*Signal data declarations*/
DCL

il

DCL

S_RTMCRscld ST_RTMCRscID; /*Resource Identifier Information Element*/

P_CprotPID PID; /*PID of CPROT process responsible for transaction*/

(SL_CPROT_LSPID)]
CPROT

(SL_LSPID_CPROT)]

Figure A.194: LSPID_CHECK (1)



328 Draft EN 301 005-1 V1.1.1 (1997-03)

Process Type LSPID_CHECK 2(5)

/*VB5.1 System Management Ly
Process LSPID_CHECK |
Applicable for both AN and SN side.*/!

MDU_
_Ispid_
_prc_started

OutOfService

MIE_verify
= s MIE_start MDU_LSP
-LSP_ID_ traf_fﬁ:a - IDUiﬁdS (P_CprotPID)
_req ~ - -
N:BU_LSP_ S_RTMCRscld!_
_1D_req ) V_RscInd
InService := C_CompLSP
Check_
DuringStartup
S_RTMCRscld!_

V_RscOpStatus
:= C_OpSuccess

S _RTMCRscld!_
V_Logld
:= C_LocalLSPId

(P_CprotPID, MDU_LSP_
S_RTMCRscld)[ |_ID_res

MIE_verify |
_LSP_ID_ —(C_Success)

_ind

Figure A.195: LSPID_CHECK (2)
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Process Type LSPID_CHECK 3(5)

/*VB5.1 System Management Ly
Process LSPID_CHECK |
Applicable for both AN and SN side.*/!

Check_
DuringStartup

I
MDU_LSP_
_ID_conf (S_RTMCRscld)

MDU_
_error_ind

MIE MEE

_error_ind _error_ind

V_Logld
C_LocalLSPld false
true
MIE_verify | MIE_verify |
_LSP_ID_ |—{(C_Success) _LSP_ID_ |[—(C_NoSuccess)
_conf _conf

‘ OutOfService ’ ‘ OutOfService ’

Figure A.196: LSPID_CHECK (3)
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Process Type LSPID_CHECK 4(5)

/*VB5.1 System Management Ly
Process LSPID_CHECK |
Applicable for both AN and SN side.*/!

InService

MEE_verify]
D I R =Y

MDU_LSP_ | , MEE_

"D req S_FilT_l\'/?lggrS]ald._ OutOfService " error_ind
:= C_CompLSP

CheckRunning
S_RTMCRscld!_

V_RscOpStatus
:= C_OpSuccess

S_RTMCRscld!_
V_Logld
:= C_LocalLSPId

(P_CprotPID, MDU_LSP_
S"RTMCRscld)[]_ID_res

Figure A.197: LSPID_CHECK (4)
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Process Type LSPID_CHECK 5(5)

/*VB5.1 System Management Ly
Process LSPID_CHECK |
Applicable for both AN and SN side.*/!

CheckRunning

I I ]
MDU_LSP. MDU
——oF_ — MDU_ MIE_stop_
_ID_conf (S_RTMCRscld) _trans_ < error ind < > traffic
_error - ! _
MEE_ MEE_ MDU_
_error_ind _error_ind _abort_req

“RTMCRscld™
V_Logld

C_LocalLSPId false
true
MEE_verify| MEE_verify]
_LSP_ID_ —{(C_Success) _LSP_ID_ —{(C_NoSuccess)
_conf _conf

‘ InService ’ ‘ InService ’

Figure A.198: LSPID_CHECK (5)
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A.4.4 Process RESET _RSC

(SL_RESET_CTR)] (SL_RESET_ENV)] (SL_RESET_STATUS)]
CTR ENVGATE ST
(SL_CTR_RESET)] (SL_ENV_RESET)] (SL_STATUS_RESET)]
Process Type RESET_RSC 1(11)

; N
/*Process RESET_RSC contro

the reset of resources*/ i process RESET_RSC */

/* Definintions and declarations f%

/* State descriptions

OutOfService: Init State of SYSMGT_RESET, process is waiting for startup of the interface
LocStartup: Interface startup was initiated locally, reset of LSP was requested and unblocking
of all FVPCFSMs and LSPFSM is running
RemsStartup: Interface startup was initiated remotely, unblocking of all FVPCFSMs and LSPFSM is running
AwaitStartTraffic: Reset during startup completed, start traffic expected
InService: Normal operation, no reset was requested
LocReset: Reset of resources was requested internally
RemReset: Peer side requested reset of resource, internal unblocking of LSP and VPC FSMs is running*/

/* Internal variables and constants */
¥

DCL

B_UnblockDone, /*MIE_unblock_all_conf received*/
B_VB5AckReceived, /*MDU_reset_LSP_conf received*/
B_VB5AckRequired /*MDU_reset_LSP_res to be sent*/
BOOLEAN;

/*Signal data declarations*/ B
S_RTMCRscld ST_RTMCRscld; /*Resource Identifier Information Element*/

Il
DCL
S_RTMCUnkRscld ST_RTMCUnkRscld; /*Unknown Resource Identifier Information Element*/
¥
DCL
A_RTMCRscTab AT_RTMCRscTab; /*Resource Identifier Information Element Table
(needed for interface to ana_res procedure)*/
1**/
DCL
A_RTMCUnkRscTab AT_RTMCUnkRscTab; /*Unknown Resource Identifier IE Table
(needed for interface to ana_res procedure)*/|
/¥
DCL
V_NoOfRsc IT_NoOfRsc; *Number of resources*/
/¥

DCL

V_NoOfUnkRsc IT_NoOfRsc; /*Number of unknown resources*/

il

DCL

P_CprotPID PID; /*PID of CPROT process responsible for transaction*/

(SL_CPROT_RESET)]

CPROT
(SL_RESET_CPROT)]

Figure A.199: RESET_RSC (1)
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Process Type RESET_RSC

; i
/*Process RESET_RSC contrbﬂ
the reset of resources*/ !

MDU_
_resrsc_
_prc_started

OutOfService

2(11)

MIE_reset_|
_LSP_req

MDU_reset
_ind

(P_CprotPID,
S_RTMCRscld)

A_RTMCRscTab(1)
:=S_RTMCRscld

B_UnblockDone
= false

S_RTMCRscld!_
V_Rscind
:= C_CompLSP

S_RTMCRscld!_
V_RscOpStatus
:= C_OpSuccess

S_RTMCRscld!_
V_Logld
:= C_LocalLSPId

(S_RTMCRscld)|—MPU req >

B_VB5AckReceived
= false,
B_VB5AckRequired
= false

LocStartup

MIE_start_
_traffic

InService

ana_res |—

(V_NoOfRsc,
A_RTMCRscTab,
V_NoOfUnkRsc,
A_RTMCUnNkRscTab)

V_NoOfRsc

RemStartup

S_RTMCUnkRscld
= A_RTMCUnkRscTab(1)

(P_CprotPID,
S_RTMCUnkRscld

MDU_
)|—]-reset_res

Figure A.200: RESET_RSC (2)
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Process Type RESET_RSC 3(11)

; i
/*Process RESET_RSC contrbﬂ

the reset of resources*/ |
| LocStartup

MDU MIE
_rese_t_con‘/ (S_RTMCUnkRscld) _unblock_ N{Irlazf_ﬁsctart_
_all_conf —
Resource
Identifier IE |+
_|rlc_lu_d_e_d_’?___- I Loc_
1 - CALL Reset
ie_contained

(S_RTMCUnKRscld)
false
MIE_reset |
_LSP_confi—(C_NoSuccess) B_VB5AckReceived B_UnblockDone
= true = true
[ ]

B_UnblockDone

‘ OutOfService ’

false

_VB5AckRequired

MDU_
_reset_res

B_VB5AckRequired
= false

(P_CprotPID) |—

|2

false

false

MIE_reset |
_LSP_confi—(C_Success)

Await_
StartTraffic

Figure A.201: RESET_RSC (3)
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Process Type RESET_RSC 4(11)

; i
/*Process RESET_RSC contrbﬂ
the reset of resources*/ !

LocStartup

Mrgsue_t ind (P_CprotPID, N:Pal;:g MDU_ MIE_stop_
— — S_RTMCRscld) ~error~ _error_ind _traffic

A_RTMCRscTab(1) MIE_ MEE_
| scTal error_ind error_ind i
:=S_RTMCRscld - - — - _VB5AckReceive
false
true
(V_NoOfRsc,
ana_res |— A _RTMCRscTab, M%U_t
V_NoOfUnkRsc, _abort_req
A_RTMCUnkRscTab)
OutOfService OutOfService
V_NoOfRsc
0
else

) S_RTMCUnkRscld
B_VB5AckRequired = A_RTMCUnkRscTab(1)
= true

|} |

MDU
R (P_CprotPID, =
< STRTMCUnkRscld)[—]-"eSet_res

N

Figure A.202: RESET_RSC (4)
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Process Type RESET_RSC 5(11)

RemStartup
[ I

MIE_
>_unb|0ck_ MIE_start_ MIE_stop_

; i
/*Process RESET_RSC contrbﬂ
the reset of resources*/ !

MDU_

all_conf _traffic _traffic _error_ind

MDU MDU
(P_CprotPID) | — _reset_res > _abort_req

MIE_reset_|
_LSP_ind —(C_Success) OutOfService

MIE

_error_ind

Await_
StartTraffic

Figure A.203: RESET_RSC (5)
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Process Type RESET_RSC 6(11)

Await_
StartTraffic
MIE_start_ MIE_stop_
_traffic _traffic

InService ‘ OutOfService ’

; i
/*Process RESET_RSC contrbﬂ
the reset of resources*/ !

O3l

Figure A.204: RESET_RSC (6)
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Process Type RESET_RSC 7(11)

; i
/*Process RESET_RSC contrbﬂ
the reset of resources*/ !

Await_
StartTraffic

MIE_reset | MDY (P_CprotPID, MDU_
_LSP_req — - S_RTMCRscld) _error_ind
MIE_reset | MIE_
_LSP_conf A_RTMCRscTab(1) _error_ind
:=S_RTMCRscld
(V_NoOfRsc,
ana_res —{ A_ RTMCRscTab,
- V_NoOfUnkRsc,
A_RTMCUnkRscTab)
V_NoOfRsc
0
else
MDU S_RTMCUnkRscld
(P_CprotPID) I |_reset_res > := A_RTMCUnkRscTab(1)

S_RTMCUnkRscld)

MDU
i) (P_CprotPID, || reset res >

Figure A.205: RESET_RSC (7)
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Process Type RESET_RSC 8(11)

; i
/*Process RESET_RSC contrbﬂ
the reset of resources*/ !

I T T
MDU MEE_reset
= . (P_CprotPID, MIE_stop_ — r MDU_
_reset_ind S_RTMCRscld) _traffic (S_RTMCRscld) -req _error_ind
. MEE
A_RTMCRscTab(1) OutOfService " error ind
:=S_RTMCRscld
(V_NoOfRsc, B_UnblockDone
ana_res |l—] A_"RTMCRscTab, := false
- V_NoOfUnkRsc,
A_RTMCUnkRscTab)

S_RTMCRscld!_
V_Rsclnd
0 := C_CompLSP

S_RTMCRscld!_
V_RscOpStatus
:= C_OpSuccess
S_RTMCUnkRscld

:= A_RTMCUnkRscTab(1)

RemReset

S_RTMCRscld!_
| V_Logld
:= C_LocalLSPId
MD -
(P_CprotPID, | MPY
S_RTMCUnkRscld)[—]-"¢SeU |

MDU_
(S_RTMCRscld)}—]_reset_req

B_VB5AckReceived
.= false

B_VB5AckRequired
= false

Figure A.206: RESET_RSC (8)
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Process Type RESET_RSC

; i
/*Process RESET_RSC contrbﬂ

the reset of resources*/

MDU

_rese_t_con(é (S_RTMCUnkRscld)

Resource
Identifier IE
included ?
CALL
ie_contained
true S _RTMCUnkRscld

C_NoSuccess)

MEE
<_rese—t_con | |(S_RTMCUNKRscld,

OutOfService

false

B_VB5AckReceived
=true

k

MIE_
_unblock_
_all_conf

9(11)

B_UnblockDone
= true

B_UnblockDone

_VB5AckRequired

MDU_
_reset_res

(P_CprotPID)

B_VB5AckRequired
= false

|2

_VB5AckReceive

false

false

MEE_
_reset_con{ |

(,
C_Success)

InService

false

Figure A.207: RESET_RSC (9)
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Process Type RESET_RSC

; i
/*Process RESET_RSC contrbﬂ

the reset of resources*/

10(11)

MIE_stop_
_traffic

_VB5AckReceived

OutOfService

false

MDU_
_abort_req

OutOfService

MDU_
_reset_ind

(P_CprotPID,
S_RTMCRscld)

MDU_
_trans_
_error

<

MDU_
_error_ind

A_RTMCRscTab(1)

MEE

_error_ind

InService

:=S_RTMCRscld
(V_NoOfRsc,
ana_res —{ A_ RTMCRscTab,
- V_NoOfUnkRsc,
A_RTMCUnkRscTab)
V_NoOfRsc
else

B_VB5AckRequired
=true

|}

S_RTMCUnkRscld

= A_RTMCUnkRscTab(1)

)

(P_CprotPID,

MDU_
STRTMCUnkRscld)[—]-"eSet_res

MEE_
_error_ind

Figure A.208: RESET_RSC (10)
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Process Type RESET_RSC

the reset of resources*/

; i
/*Process RESET_RSC contrbﬂ

11(11)

MIE_
_unblock_
_all_conf

(P_CprotPID) —

MDU_
_reset_res

MIE_stop_
_traffic

MDU_
_abort_req

OutOfService

MEE_reset|
_ind —

(S_RTMCRscld)

InService

MEE_reset_
_req

MDU_
_error_ind

MEE_
_error_ind

InService

Figure A.209: RESET_RSC (11)
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A.45 Process SAAL MGT

(SL_SAAL_CTR)]
CTR

(SL_CTR_SAAL)]

Process Type SAAL_MGT 1(5)

-/

) \
/*VB5.1 System Management L
Process SAAL_MGT |
applicable for both AN and SN side*/}
|
]

/* State descriptions

ConnRel: initial state, no SAAL connection available.

AwaitEstConf: process is waiting for establish confirmation of the peer entity.
AwaitRelConf: process is waiting for release confirmation of the peer entity.
ConnEst: SAAL in operation. */

(SL_SAAL_SYS)]
SAAL

(SL_SYS_SAAL)]

Figure A.210: SAAL_MGT (1)
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Process Type SAAL_MGT 2(5)

]

MIE_ AAL_
_establish_| _establish_
_SAAL_req| _ind

AAL_
_establish_
_req

e

*VB5.1 System Management
Process SAAL_MGT
applicable for both AN and SN side*/

MIE_
_establish_|
_SAAL_ind

AwaitEstConf

Figure A.211: SAAL_MGT (2)
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Process Type SAAL_MGT

e

*VB5.1 System Management
Process SAAL_MGT
applicable for both AN and SN side*/

AwaitEstConf

AAL_
_establish_
_conf

MIE_
_establish_|
_SAAL_co

3(5)

Figure A.212: SAAL_MGT (3)
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Process Type SAAL_MGT

e

*VB5.1 System Management
Process SAAL_MGT
applicable for both AN and SN side*/

AwaitRelConf

MIE_
release_
_SAAL_co

4(5)

Figure A.213: SAAL_MGT (4)
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Process Type SAAL_MGT

e

*VB5.1 System Management
Process SAAL_MGT
applicable for both AN and SN side*/

5(5)

AAL_

_release_
_req

AwaitRelConf

ConnRel

MIE

_SAAL_
failure

Figure A.214: SAAL_MGT (5)
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A.4.6 Syntax check procedure

Procedure SYN_CHECK 1(5)

[*Definitions al
. N Declarations*/
FPAR P_DestSigld PID; .

RETURNS V_SynResuit INTEGER'!

/* Internal variables
*/
DCL InfoCount INTEGER,;

[*possible values for V_SynResult */ J;
SYNONYM C_Proceed INTEGER =1; /*possible result of syntax check: proceed with message processin
SYNONYM C_lIgnore INTEGER =2;  /*possible result of syntax check: ignore message*/
SYNONYM C_Reject INTEGER =3;  /*possible result of syntax check: message was rejected */

Figure A.215: Common CPROT procedure: VB5 RTMC protocol syntax check (1)
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Procedure SYN_CHECK 2(5)
; i
FPAR P_DestSigld PID; .
RETURNS V_SynResuit INTEGER!

Next_
Info_
Element

InfoCount | _ jInitialize information
=0 element counter

InfoCount :=
InfoCount + 1

Xdhrecogniz

Information_
Element*/

Info element ID of current info element |
not coded according to clause 14

"information element

action indicator’ T
‘else’ 'Discard continues on |
info element’ page 3
'Discard
. PROTOCOL message’ 'Remove
(P_DestSigld, || ERROR Unrecognized_
C_UnrecoglE) InfoElement’
V_SynResult ;=
C_Ignore
MDU_ "Another.
_error_ind

V_SynResult ;=
C_Reject

InfoElement_

?' ) s
Present? false

CheckFor

| Missing™ ____'l
| |
| |
| |
| |
| rmmmmmmmmme mmmmeoee |
| |continues on continueson | |
page 2 page 5

Figure A.216: Common CPROT procedure: VB5 RTMC protocol syntax check (2)
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Procedure SYN_CHECK 3(5)

FPAR P_DestSigld PID; ,
RETURNS V_SynResult INTEGER|

d
Information_
Element*/

Info element misplaced in |
current message (refer to clause 14)

Repeated4-——-—+

continues on
page 4

e

"InformationElement_

ActioniIndicator’ o T
‘else’ 'Discard_
InfoElement’
"Discard

(P_DestSigld, | PES;SgOL message N(I)?teAwgv\\/lga
C_IENotAllowed) — =

V_SynResult :=| InfoElement

C_Ignore

MDU_
_error_ind

"Another
info element
present ?’

V_SynResult ;=
C_Reject

continues on continues on
page 2 page 5

Figure A.217: Common CPROT procedure: VB5 RTMC protocol syntax check (3)
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Procedure SYN_CHECK 4(5)

; [\ Repeated | Repetition indicator not present for the repeated information element
FPAR P_DestSigld PID; . or - L
RETURNS V_SynResult INTEGER;I Maximum number of repetitions exceeded

or

Repetitions not allowed for repeated information element

Repeated
information
element*/
CALL
check_errot

P |

true
I
I
I
|
____________ !
information element continueson | |
action indicator’ . page 5
‘else’ ‘Discard  ___________|
info element’
'Discard
. PROTOCOL message’ 'Remove
(E_ggstlgl)gld, 1 ERROR repeated
_Rep \V_SynResult := info element’
C_Ignore

MDU_
_error_ind

'Another
info element

‘false’

V_SynResult ;=
C_Reject

Check_

For_ \
I Missing 1
| |
| |
| |
| |
| rmmmmmmmmmm mmmmemeeee |
| continues on continueson | |
page 2 page 5

Figure A.218: Common CPROT procedure: VB5 RTMC protocol syntax check (4)
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Procedure SYN_CHECK

FPAR P_DestSigld PID;
RETURNS V_SynResult INTEGER|

Check if content of current IE |
is coded according to clause 14

[xeBntent errorQ

heckFor_\
Content

Information
element*/

heckFor_\
Missing

false

nformatiol
element
missing*/
CALL
check_error

true

(P_DestSigld,
C_IEContErr)

PROTOCOD
' ERROR

(P_DestSigld,
C_MandIEMiss)

PROTOCOD
|| ERROR

MDU_
_error_ind

V_SynResult :=|
C_Reject

MDU_
_error_ind

V_SynResult :=|
C_Reject

5(5)

Check if mandatory IE
of the current message is missing

ml

false

V_SynResult ;=
C_Proceed

Figure A.219: Common CPROT procedure: VB5 RTMC protocol syntax check (5)
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A.4.7 Analyse resource procedure

Procedure <<Package VB5_1>> ANA_RES 1(5)

-/

;FPAR

V_NoOfRsc IT_NoOfRsc,

A_RTMCRscTab AT_RTMCRscTab, |

V_NoOfUnkRsc  IT_NoOfRsc, |

A_RTMCUnkRscTab AT_RTMCUnkRscTab;|
|
]

\
3 *Definitions and Declaration%

-

/*Internal variables of ANALYZE_RESOURC
[**]

DCL

V_InfoCount

INTEGER,;

[*Data declarations for internal use*/
DCL

A_TempRscTab AT_RTMCRscTab ; /*Array for temporary storage of Resource Identifier Information EIementst

Figure A.220: Common SYSMGT procedure: Analyse received resource identifiers (1)
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Procedure <<Package VB5_1>> ANA_RES

;FPAR

V_NoOfRsc IT_NoOfRsc,
A_RTMCRscTab AT_RTMCRscTab,
V_NoOfUnkRsc IT_NoOfRsc,

I
|
A_RTMCUnkRscTab~  AT_RTMCUnkRscTab;!
I
]

-/

\
)'

_TempRscTab(V_InfoCount)! >

C_CompLSP

Complete_

A_TempRscTab:=
A _RTMCRscTab

V_NoOfRsc
=0

V_NoOfUnkRsc
=0

V_InfoCount

k

2(5)

V_Rscind

C_ConnLSP

Connection_

C_ConnLUP

Connection_

Figure A.221: Common SYSMGT procedure: Analyse received resource identifiers (2)
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Procedure <<Package VB5_1>> ANA_RES 3(5)
;FPAR N
V_NoOfRsc IT_NoOfRsc, Ly

A_RTMCRscTab AT_RTMCRscTab, |
V_NoOfUnkRsc IT_NoOfRsc, |
A_RTMCUnkRscTab  AT_RTMCUnkRscTab;|
|
]

Complete_
LSP

VMICRscTab(V_InfoCouqt)!_
V_Logld =
C_LocalLSPId

T
—_———————

false

V_NoOfRsc:= (C_LSPidUnk,
V_NoOfRsc+1 unk_rsc  [—{A_TempRscTab,
V_NoOfUnkRsc,
A_RTMCUnkRscTab,
V_InfoCount)

A_RTMCRscTab(V_NoOfRsc)
A_TempRscTéb(V_InfoCount)

V_InfoCount:=
V_InfoCount+1

CALL
ie_contained
(A_RTMCRscTab
(V_InfoCount))

Another
Rscld present?™

V_NoOfUnkRsc
else

MDU_
_____ _error_ind

Figure A.222: Common SYSMGT procedure: Analyse received resource identifiers (3)
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Procedure <<Package VB5_1>> ANA_RES

;FPAR

V_NoOfRsc IT_NoOfRsc,
A_RTMCRscTab AT_RTMCRscTab,
V_NoOfUnkRsc IT_NoOfRsc,
A_RTMCUnkRscTab AT_RTMCUnNkRscTab

-/

\
)'

Connection_
At_
LSP

MTCRscTab(V_InfoCouat)!_

true

*VPC
unknown?*/

4(5)

V_NoOfRsc:=
V_NoOfRsc+1

A_RTMCRscTab(V_NoOfRsc)
A_TempRscTéB(V_I nfoCount)

V_Logld =
C_LocalLSPId false
true
(C_VPCIURK, (C_LSPidunk,
unk_rsc  |—{A_TempRscTab, unk_rsc  |—{A_TempRscTab,

V_NoOfUnkRsc,
A_RTMCUnNkRscTab,
V_InfoCount)

V_NoOfUnkRsc,
A_RTMCUnNkRscTab,
V_InfoCount)

Another
Rscld present?™

(A_RTMCRscTab

K

V_InfoCount:=
V_InfoCount+1

CALL
ie_contained

(V_InfoCount))

V_NoOfUnkRsc

else

MDU_
_error_ind

Figure A.223: Common SYSMGT procedure: Analyse received resource identifiers (4)
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Procedure <<Package VB5_1>> ANA_RES

;FPAR

V_NoOfRsc IT_NoOfRsc,

A_RTMCRscTab AT_RTMCRscTab, |

V_NoOfUnkRsc IT_NoOfRsc, |

A_RTMCUnkRscTab AT_RTMCUnkRSCTab;I
I
]

Connection_

-/

\
)'

*LUPI
unknown?*/

5(5)

V_NoOfUnkRsc,
A_RTMCUnNkRscTab,
V_InfoCount)

A_RTMCRscTab(V_NoOfRsc)
A_TempRscTé_b(V_I nfoCount)

CALL
false W true
*VPC
unknown?*/
true
V_NoOfRsc:= (C_VPCIUnk, (C_LUPIdUnNK,
V_NoOfRsc+1 unk_rsc | —{A TempRscTab, unk_rsc | —{A TempRscTab,

V_NoOfUnkRsc,
A_RTMCUnNkRscTab,
V_InfoCount)

' K
V_InfoCount:=
V_InfoCount+1

CALL
ie_contained
(A_RTMCRscTab
(V_InfoCount))

Another
Rscld present?™

V_NoOfUnkRsc

else

MDU_
_error_ind

Figure A.224: Common SYSMGT procedure: Analyse received resource identifiers (5)
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A.4.8 Handle unknown resources procedure

Procedure unk_rsc 1(2)
/*Handling of data arrays N
in case of found unknown resources*/ Ly
;FPAR |
V_OpStatus IT_RTMCRscOpStatus, |
A_TempRscTab AT_RTMCRscTab, |
V_NoOfUnkRsc IT_NoOfRsc, |
A_RTMCUnkRscTab AT_RTMCUnkRscTab,|
V_InfoCount INTEGER; !

V_NoOfUnkRsc:=
V_NoOfUnkRsc+1

A_RTMCUNkRscTab(V_NoOfUnkRsc)
A_TempRscTéB(V_lnfoCount)

A_RTMCUnkRscTab(V_NoOfUnkRsc)! |
V_RscOpStatus

V_OpStatus

Figure A.225: Common SYSMGT procedure: Handle data arrays in case of found unknown resources
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Annex B (normative):
UPC and NPC function location

B.1 Introduction

The main purpose of the UPC and NPC function is to protect network resources from malicious as well as unintentional
misbehaviour which can affect the Quality of Service of other already established connections by detecting violations of
negotiated parameters and taking appropriate actions.

This annex shows the locations where the UPC and NPC functions are performed for the different cases of user VP
termination in VB5.1 access arrangements. VB5.1 does not impose any requirements on policing other than already
specified in ITU-T Recommendation 1.371/ETS 300 301 [5]. Figure B.1 gives an overview of the possible user VP
termination points which are relevant for the VB5.1 interfaces.

Access Network Service Node
UNI VB5.1

0 =f) =

SNI

Figure B.1: User VP termination point locations

Figures B1, B2 and B3 illustrate:

a) the user VP is cross connected both in the AN and in the SN. This is the case for a user-to-user permanent VP
connection;

b) the user VP is cross connected in the AN and terminated in the SN. VC switching and/or cross connecting takes
place in the SN;

c) the user VP is terminated in the AN. VC cross connecting takes place in the AN.



360 Draft EN 301 005-1 V1.1.1 (1997-03)

B.2 Location of the UPC function

The use of the UPC function is recommended in ITU-T Recommendation 1.371/ETS 300 3Uk§isje parameter
control is performed on VCCs or VPCs at the point where the first VP or VC links are terminated within the'network

The locations of the UPC functions are shown in figure B.2. The locations of these functions do not change if a VP cross
connect is placed between the AN and SN.
Access Network Service Node

UNI VB5.1

a) =) UP;\:P) (=

—»

b) =) UPC (VP) (= uPe Q)

oS B ][ b=

SNI

Figure B.2: UPC function location

B.2.1 Location of the UPC (VP) function

Both the recommended location for the UPC (VP) function (at the point where the first VP link is terminated within the
network) and the purpose of the UPC function (protect network resources) imply that UPC (VP) must be performed in
the AN for those user VPs which are cross connected in the AN and multiplexed on the VB5.1 interface.

B.2.2 Location of the UPC (VC) function

The ITU-T Recommendation for the UPC (VC) location implies that UPC (VC) is always performed at the point where
the user VP is terminated within the network: in case a) no UPC (VC) is done, in case b) UPC (VC) is performed in the

SN and in case c) UPC (VC) is performed in the AN.
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B.3 Location of the NPC function

The use of the NPC function is optional in ITU-T Recommendation 1.371/ETS 300 301¢5jdrk parameter
control is performed on VCCs or VPCs at the point where they are first processed in a network after having crossed an
Inter-Network Interface (INT)

The locations of the NPC functions are shown in figure B.3. In this figure the INI is at the SNI.

Access Network Service Node
UNI VB5.1
§ — s s
a) g) § NPC (VP) § NPC (VP) (E
‘_

b) g) NPC (VP) (E
o S B wivo S| [ B=rero

SNI

+— Networkl — +«— Network2 —

Figure B.3: NPC function location

B.3.1 Location of the NPC (VP) function

NPC (VP) may be performed at the point where the VP which is crossing the INI is entering the first NE and is not
terminated in that NE. This means that in case 1) NPC (VP) may be performed both in the AN and the SN, in case b)
NPC (VP) may be performed in the AN and in case ¢) no NPC (VP) will be performed.

The location of the NPC (VP) functions will change if a VP cross connect is placed between the AN and SN. If the VP
cross connect is part of network 1 (see figure B.3), the NPC (VP) functions move from the AN to the VP cross connect.
If the VP cross connect is part of network 2, the NPC (VP) functions move from the SN to the VP cross connect.

B.3.2 Location of the NPC (VC) function

NPC (VC) may be performed at the point where the VP crossing the INI which carries the VC is terminated within the
network. This implies that for case a) no NPC (VC) needs to be performed, for case b) no NPC (VC) needs to be
performed because UPC (VC) is done in the SN for this case and for case ¢) NPC (VC) may be performed in the AN
and SN.
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Annex C (informative):
SDL process simulation

This annex provides information for tool supported simulation of the SDL model. Figure C.1 presents an overview for
defined data and procedures in order to facilitate simulation.

]

Package VB5_1 2(30)
_________ _E\ /*Procedures and data f

. enabling/facilitating

| tool supported simulation*/

Procedure conv_rscid is used by the AN_STATUS_MGT and SN_STATUS_MGT for
_________ converting a resource identifier (given either by the environment or by the peer
side) into an index.
CONV_RSCID With this index a PID table is accessed in order to retrieve the PID
of the affected FVPCSTAT process.
It is assumed that - the VPCI value of a VPC resource is unique in the VB5.1 system
- the VPCI values start with 1
- there are no gaps in the defined VPCi value range

Procedure check_error is used during syntax checking and
_________ resource analyzation.

N It allows to skip error cases

FHECK_ERROR in simulation runs.

For turning these short cuts on/off

the global switch C_CheckErr is defined.

/*Shall error checking be done ?*/
SYNONYM C_CheckErr BOOLEAN = FALSE;

Procedure ie_contained checks whether a resource ID is present.
_________ A non-present resource identifer IE is identified by the global
E_CONTAINED value C_NotPresent.

SYNONYM C_NotPresent ST_RTMCRscld =EXTERNA

/*Resource identifier IE not present*/ Iﬁ
L;

[*Local Resource Identifiers*/ B
¥/

[*Local LSP ID*/

SYNONYM C_LocalLSPId INTEGER = EXTERNAL; /*Own LSPId*/
1**/

/* Giving resource identifiers to FVPCSTAT processes*/

/*

AN_FVPCSTAT and SN_FVPCSTAT processes are instantiated statically n-times (n given by the global parameter
C_AIlIVPC).

In order to address those multiple instantiated processes, each FVPCSTAT process has to know its own resource identifier
(identifiying the resource the FVPCSTAT process is responsible for).

This "own resource identifier" is announced to the FVPCSTAT processes by the variables S_ ANOwnRscld and
S_SNOwnRscld.

The initial values for those variables are given externally by C_OwnRscld (That means that all FVPCSTAT processes get
the same value at start-up time). The variables have to be changed for each process (to allocate unigue identifiers)
AFTER the process was instantiated and BEFORE the announcing primitive MPH_VPC_started is sent to the
S/TATUS_MGT process.

*

SYNONYM C_AIIVPC NATURAL = 3; /[*total number of VPCs known by the VB5.1 system*/

SYNONYM C_OwnRscld ST_RTMCRscID = EXTERNAL;

Figure C.1: Overview of simulation procedures and data
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The SDL diagrams of the provided simulation procedures are shown in the following figures.

Procedure CHECK_ERROR 1(1)

D

Global value C_CheckErr decides
'E;chﬁgzlfgrr I-—Jdwhether it has to be checked
- for errors or not

=
3

;RETURNS

B_CheckErr BOOLEAN;
[*Procedure only for

simulation use. Decides whether
error cases have to be considered
or not*/

,_
I ——

Figure C.2: Procedure CHECK_ERROR
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Procedure CONV_RSCID 1(1)

e

FPAR S_Rscld ST_RTMCRscld;
RETURNS V_VPCPIDIdx INTEGER;
/*Only for simulation use. Determines the index of a resource
identifier in the PID table*/

L)

)

VPCI values have to be unique
V—VP(.:_PIDIDX _in the complete VB5 system, starting with 1

S_RScldiV_VPCl

Figure C.3: Procedure CONVERT_RESOURCE_IDENTIFIER
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Procedure IE_CONTAINED 1(1)

=
3

,_
4

FPAR S_Rscid ST_RTMCRscld;
RETURNS B_IECont BOOLEAN;
/*Only for simulation use. Determines whether
a resource identifier is present or not*/

D

S_Rscld

= C_NotPresent
false
B_IECont B_IECont
= False = False

Figure C.4: Procedure INFORMATION_ELEMENT_CONTAINED
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Annex D (informative):
Added value features of VB5.1 interfaces applicable to other
VBX interfaces

This annex addresses the applicable added value features of the VB5.1 reference point to other VBx interfaces.

VBX interfaces, other than VB5.1, which inherit some value added features of the VB5.1 interface specification may be
defined. The added value features of VB5.1 are e.g.:

- VBb5.1 specific facilities provided via Q3(AN) and Q3(SN);

- similar configuration and supported connection types as well as the addressing facilities;

- conceptual methodology to handle non-B-ISDN accesses and in particular narrowband accesses;
- functional split-up between AN and SN: i.e. AN is transparent for user signalling;

- application of existing F4/F5 flows, according to ITU-T Recommendation 1.610 [24], accross the VB5.1
reference point and/or across or within the associated access network;

- value added features of the VB5.1 RTMC protocol.
The merit of the RTMC protocol in VB5.1 lies in:
- time critical co-ordinated management between AN and SN.

Non time critical co-ordination (i.e. user port provisioning) is performed via Q3 interfaces of AN and SNs. Examples of
time critical co-ordinated management across VB5.1 are:

- informing the SN on administrative state changes in the AN which are service affecting. Such state changes are
triggered by the AN operator via Q3(AN);

- interface management: i.e. Reset and Interface ID Verification;
- VP connection identification verification: i.e. VPCI consistency check.

In VB5.1, the information exchange about failures (and operational states of AN resources) is covered by embedded
ATM maintenance flows (i.e. F4 and F5) and no additional messages on the RTMC protocol are required.

It is understood that other VBx (than VB5.1) interfaces could emerge for:

- AN to SN interconnection, where the SN has restricted capabilities, e.g. a SN which can not handle the RTMC
protocol (i.e. a non-intelligent SN, such as an ATM cross-connect);

- initial deployment of a VBXx interface which shall evolve to a VB5.1 interface in a later stage;
- AN to SN interconnection, where bilateral agreements are the basis for AN-SN co-ordination.(i.e. trial networks).
For these type of VBXx interfaces it is recommended to inherit as much as possible the added value features of the VB5.1.

Deviations from the VB5.1 specifications may lead to shortcomings otherwise, e.g. if the RTMC protocol is not
supported, graceful shutdown of AN resources may not be possible at all or needs to rely on co-ordinated actions in the
AN and SN via their respective Q3 interfaces. The same is valid for putting AN resources in dedicated state for i.e. test
purposes (i.e. partial lock and shutdown). It should be noticed that co-ordination via human interactions may lead to
unacceptable delays for handling AN resources. This could be particularly important in case of automated and repetitive
test procedures.

In absence of the RTMC protocol, the SN operator will not be able to be informed on a real time basis about
administrative actions being performed by the AN operator. Indeed, if the unavailability of the AN resources is only
communicated via F-flows, the SN can not differentiate between administrative actions and operational state changes. In
addition, the management capabilities of the RTMC may show extremely useful as mismatches (i.e. VP connection
identifier) at both sides of the interfaces might only be detected after a long period of operation.
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Annex E (informative):
Application of the protection facility of SDH on the VB5.1
interface

Figure E.1 shows some examples to illustrate the protection methods on the VB5.1 interface.

AN

AN

VB5.1 V5

%)
VB5.1
BB SN
VB5.1
V5
NB SN
V5

VB5.1

VB5.1

AN

AN

V5 AN
VB5.1 V5

VB5.1

VB5.1

\/85.1\

| ———] BBSN

AN

Example 1

AN

AN

VB5.1

VB5.1
Example 2

c)

AN

AN

BB SN

AN

a) intra-office link
i b) inter-office link (optical short haul)
i c) all links are inter-office

Example 3 d) all links connected to AN or SN are intra-office

Figure E.1: Protection methods of SDH on the VB5.1 interface

Example 1 shows how several ANs can be connected to the SN using one or more SDH rings. The VB5.1 interfaces
themselves are not protected, the protection is provided by the SDH ring mechanisms, transparent to the network users.
The narrowband V5 interface may use the same SDH network and have the same level of protection.

Example 2 shows how the short haul interface can be applied. The traffic is protected at the SDH section level
(duplicated 1+1 fibres). For an effective protection, the 4 fibres going to the same AN should not share the same cables
or ducts. This method might only be used for small capacity ANs within a short range of the SN, in order to limit the
number of optical fibres.

Example 3 shows how a general purpose SDH network, that supports diverse path routing, can be applied. The two VC4
SDH paths are routed through the SDH network avoiding the use of any shared resource. In this example, the connection
to the SN is even protected against failure of the transmission equipment itself, by having the duplicated path connected
to a remote transmission node, using short haul optical transmission. The protection is at the path level, the subnetwork
connection point that performs the protection is located in the AN and the SN. For clarity only one AN is shown.
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Annex F (informative):
Examples of physical interface options for the VB5.1
interface

The selection of options is based on what is currently practical and on dimensioning considerations of real applications,
e.g. the use of ATM mapping in concatenated VC4s (i.e. VC4c) is not suggested as this transmission method is not
widely deployed in current or planned transmission networks. Moreover, the capacity of a VC4c, compared to a VC4,
hardly brings any gain with respect to dimensioning ANs conforming to the VB5.1 principles. Indeed, the bandwidth
capacity required per access, in real situations, is expected to be sufficiently small compared to the capacity of a VC4. It
results, that a VC4 capacity can efficiently be filled up with the traffic coming from a number of accesses. In order to

support more accesses by a VB5.1 compliant AN, additional VB5.1 interfaces can be introduced.

Table F.1: Physical layer options for the VB5.1 interface.

Applications Intra-office Inter-office

Digital Hierarchy PDH SDH SDH

Medium (note 1) Electrical Electrical Optical Optical

G.703 G.703 G.957 Intra-office G.957 Short haul

Line rate (note 2) E3 STM1 STML | STM4 STML | STM4

Characteristics

Max. span length (note 3) ~100m ~2km | ~15km

Type of medium Coax cable 1 310 nm - G.652 - one fibre for each direction

Section

no OH SDH G.707 reduced SOH

Path

G.832 VC4 G.707 POH

ATM mapping G.804 ATM cells in SDH VC4 conform G.707

Protection (note 4)

Section protection (note 5) none | 1+1 single ended

Path protection (note 6) none 1+1 VC4 subnetwork connection protection -

single ended - inherent monitoring - G.841

NOTE 1
NOTE 2

NOTE 3

NOTE 4

NOTE 5

NOTE 6

The topology is point-to-point.

Both directions have the same rate. Although the services supported on VB5.1 may to a large extend be
asymmetrical in nature (more downstream bandwidth than upstream), this feature is not exploited.
Span length values are only give as an indication, and are not specified. Long haul optical applications
are supported through the use of a transport network.

The protection options (section, path) are optional. The same interfaces can operate without protection.
Example applications using the protection facility of SDH on the VB5.1 interface are given in annex E.
Section protection is only applied to the optical interfaces. The electrical intra-office sections are
assumed to be reliable enough so that cabling is not duplicated.

Subnetwork connection protection (known as path protection) with inherent monitoring relies on
indications available at the SDH (high order) path layer to initiate protection switching (i.e. K1 and K2
bytes are not used). These indications reflect a failure that can be detected locally (i.e. via SSF - server
signal fail) or somewhere remote in the transport network (i.e. via path-AlS). This protection method is
therefore more generic than the section protection, where the protection switch and the optical line
termination have to be located in one single equipment.
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Annex G (informative):
Examples of non-ATM based non-B-ISDN accesses

The examples given below mainly refer to a specific service or class of services. It is understood that all of these
services might also be provided as part of B-ISDN. With respect to the customer access, this means that these services
may also be supported via B-ISDN accesses and by ATM based non-B-ISDN accesses. The latter access types are
possible due to the fact that service independency is yet possible at ATM layer within the B-ISDN concepts.

Due the concept of the virtual user port, also non-ATM based non-B-ISDN accesses can be supported over the VB5.1
reference point. Some examples are given in clause G.2.

G.1 Local Area Network (LAN) accesses

In the context of the present documentoaal Area Network is considered to be a data communication network
confined to a small area within the customer premises. In its simplest form it can be reduced to an interface,
interconnecting a single data communication terminal to the public network.

LAN accesses can be supported via the VB5.1 reference point. The general approach is applicable, i.e. a virtual user
port may be introduced for one or more LAN accesses. Examples of LAN accesses are: Ethernet (IEEE 802.3), ATM
DXl on n x 64 kbit/s or E1 rate, 2 048kbit/s (E1) on a physical link conforming to ITU-T Recommendation G.703, etc.

G.2 Accesses for TV distribution services

For the VB5.1 reference points, digital broadcast TV channels presented across the VB5.1 reference point should be
connectable to more than one access within the Access Network. In specific, this is required for dedicated accesses for
TV distribution (i.e. cable TV coax). For these type of accesses the general approach is applicable. The AAF may
support one ore more of these non-B-ISDN, non-ATM based accesses. Typical, for a shared medium (i.e. coax tree and
branch network), the AAF supports multiple accesses.

It is noted that digital broadcast TV channels can also be presented towards the AN via other type of VB interfaces.
Nevertheless, the concept of the virtual user port can be applied as defined in subclause 8.3.1.1 of the present document.

The specific requirements for TV distribution services should be specified in dedicated standards such as those specified
by DAVIC. These requirements should not impact the VB5.1 interface, if this type of SNI is used to feed the TV

channels to the AN, .e.g., when a broadcast connection for a TV channel is not being used by any access on the AN, then
there is no requirement to continue feeding that TV channel into the AN unless a particular Access Network requires it.
For this requirement the VB5.1 concept provides the facility to remove a VCL (carrying the TV channel), either by SN
switching capabilities or via (re)provisioning via Q3(AN) or Q3(SN).

G.3  Access for asymmetric services/multimedia

The specific requirements for asymmetric/multimedia services (i.e. video on demand) should be specified in dedicated
standards such as those specified by DAVIC. These requirements should not impact the VB5.1 interface, if this type of
SNl is used to carry the associated traffic. For the cases where the access is non-ATM based, the general VB5.1
principle based on the virtual user port should be applied.

It is noted that DAVIC handles ATM based accesses. Therefore, the general approach for ATM based accesses
(B-ISDN and non-B-ISDN) for the VB5.1 reference point should be applied, if the SNI is VB5.1.
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Annex H (informative):
Performance design objectives

Performance requirements as defined within the present document should be considered as design objectives for systems
under the conditions stated in the present document. These conditions are defined by such parameters as traffic loads,
average circuit occupancy, busy hour call attempts, etc.

Two distinct performance areas are identified:
a) transfer functions - concerned with the transfer of user signalling and data via the interface;

b) control functions - concerned with the real time management of the interface.

H.1  Performance design objectives for transfer functions

Access Networks supporting the VB5.1 interface carry ATM cells between the UNI and SNI in VP/VVCs which do not
terminate in the AN. The factors affecting the transfer of these cells are related directly to the performance of the
transmission systems and cross-connects in the AN and SN.

ATM transmission performance parameters are described in ITU-T Recommendation 1.356 [32], in particular:
- cell transfer delay;
- cell delay variation;
- cell error ratio;
- cell loss ratio;
- cell misinsertion rate.

The performance of the physical transmission systems supporting the ATM layer is not directly specified in the present
document.

H.2  Performance design objectives for control functions

Control of the VB5.1 interface is principally via Q3 interfaces to the AN and SN. Time critical OAM information is
transferred via the VB5.1 interface itself using two mechanisms:

a) by OAM cells as described in ITU-T Recommendation 1.610 [24];
b) a VB5.1 specific RTMC protocol.

The RTMC protocol is unique to VB5.
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H.3 Related documents

The following documents are specifically related to performance design objectives (for details, see clause 2 and
annex J):

ITU-T Recommendation 1.211
ITU-T Recommendation 1.356
ITU-T Recommendation 1.35bcp
ITU-T Recommendation 1.371
ITU-T Recommendation 1.731
ITU-T Recommendation G.96x
ITU-T Recommendation Q.2541
ITU-T Recommendation Q.2542
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Annex J (informative):
Bibliography
The following material gives supporting information:

¢ ETR 240: "Transmission and Multiplexing (TM); Optical Access Networks (OANSs); Operations and
Maintenance (OAM) of OANs".

« ETR 326: "Transmission and Multiplexing (TM); Broadband Integrated Services Digital Network (B-ISDN)
access".

« ETS 300 147: "Transmission and Multiplexing (TM); Synchronous Digital Hierarchy (SDH); Multiplexing
structure".

« ETS 300 166: "Transmission and Multiplexing (TM); Physical and electrical characteristics of hierarchical
digital interfaces for equipment using the 2 048 kbit/s based plesiochronous or synchronous digital hierarchies".

« ETS 300 167: "Transmission and Multiplexing (TM); Functional characteristics of 2 048 kbit/s interfaces".
e ETS 300 233: "Integrated Services Digital Network (ISDN); Access digital section for ISDN primary rate".
e ETS 300 297: "Integrated Services Digital Network (ISDN); Access digital section for ISDN basic rate".

e ETS 300 337: "Generic frame structures for the transport of various signals (including ATM cells and SDH
elements) at the G.702 hierarchical rates of 2 048 kbit/s, 34 368 kbit/s and 139 264 kbit/s".

e ETS 300 353: "Broadband Integrated Services Digital Network (B-ISDN); Asynchronous Transfer Mode (ATM)
B-ISDN ATM Adaptation Layer (AAL) specification - type 1".

e ETS 300 354: "Broadband Integrated Services Digital Network (B-ISDN); Protocol Reference Model (PRM)".
e ETS 300 464: "ATM layer cell transfer performance for B-ISDN connection types".
e |-ETS 300 465: "Availability and retainability for B-ISDN semi-permanent connections".

« ETS 300 469: "Broadband Integrated Services Digital Network (B-ISDN); Asynchronous Transfer Mode
(ATM); B-ISDN management architecture and management".

e ETS 300 485: "Integrated Services Digital Network (ISDN); Definition and usage of cause and location in
Digital Subscriber Signalling System No. one (DSS1) and Signalling System No.7 ISDN User Part (ISUP) [ITU-
T Recommendation Q.850 (1993), modified]".

« ETS 300 495: "Broadband Integrated Services Digital Network (B-ISDN); Signalling System No.7; Interworking
between Broadband ISDN User Part (B-ISUP) and Digital Subscriber Signalling System No. two (DSS2) [ITU-T
Recommendation Q.2650 (1995), modified]".

« ETS 300 656: "Broadband Integrated Services Digital Network (B-ISDN); Signalling System No.7; B-ISDN
User Part (B-ISUP) Capability Set 1 (CS1); Basic services [ITU-T Recommendations Q.2761 to Q.2764 (1995),
modified]".

« ETS 300 685: "Broadband Integrated Services Digital Network (B-ISDN); Usage of cause and location in Digital
Subscriber Signalling System No. two (DSS2) and Signalling System No.7 B-ISDN User Part (B-ISUP) [ITU-T
Recommendation Q.2610 (1995), modified]".

« ETS 300 771-1: "Broadband Integrated Services Digital Network (B-ISDN); Digital Subscriber Signalling
System No. two (DSS2) protocol; B-ISDN user-network interface layer 3 specification for point-to-multipoint
call/bearer control; Part 1: Protocol specification [ITU-T Recommendation Q.2971 (1995), modified]".
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CCITT Recommendation G.102 (1980): "Transmission performance objectives and Recommendations".
ITU-T Recommendation G.652 (1993): "Characteristics of a single-mode optical fibre cable".

CCITT Recommendation G.702 (1988): "Digital hierarchy bit rates".

CCITT Recommendation G.703 (1991): "Physical/electrical characteristics of hierarchical digital interfaces".

ITU-T Recommendation G.707 (1996): "Network node interface for the synchronous digital hierarchy" (replaces
former G.707, G.708, G.709).

CCITT Recommendation G.735 (1988): "Characteristics of primary PCM multiplex equipment operating at
2 048 kbit/s and offering synchronous digital access at 384 kbit/s and/or 64 kbit/s".

ITU-T Recommendation G.783 (1994): "Characteristics of synchronous digital hierarchy (SDH) equipment
functional blocks".

ITU-T Recommendation G.803 (1993): "Architectures of transport networks based on the synchronous digital
hierarchy (SDH)".

ITU-T Recommendation G.804 (1993): "ATM cell mapping into plesiochronous digital hierarchy (PDH)".
ITU-T Recommendation G.805 (1995): "Generic functional architecture of transport networks".

ITU-T Recommendation G.832 (1995): "Transport of SDH elements on PDH networks - Frame and
multiplexing structures".

ITU-T Recommendation G.841 (1995): "Types and characteristics of SDH network protection architectures".

ITU-T Recommendation G.957 (1995): "Optical interfaces for equipments and systems relating to the
synchronous digital hierarchy".

ITU-T Recommendation G.964 (1994): "V-Interfaces at the digital local exchange (LE) - V5.1-interface (based
on 2 048 kbit/s) for the support of access network (AN)".

ITU-T Recommendation G.965 (1995): "V-Interfaces at the digital local exchange (LE) - V5.2 Interface (based
on 2048 kbit/s) for the support of access network (AN)".

Draft new ITU-T Recommendation G.96x: "Access digital section for B-ISDN".

ITU-T Recommendation 1.113 (1993): "Vocabulary of terms for broadband aspects of ISDN".

ITU-T Recommendation 1.150 (1995): "B-ISDN asynchronous transfer mode functional characteristics".
ITU-T Recommendation 1.211 (1993): "B-ISDN service aspects".

ITU-T Recommendation 1.320 (1993): "ISDN protocol reference model".
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transfer mode".
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ITU-T Recommendation 1.352 (1993): "Network performance objectives for connection processing delays in an
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ITU-T Recommendation 1.353 (1996): "Reference events for defining ISDN and B-ISDN performance
parameters".

ITU-T Recommendation 1.357 (1996): "B-ISDN semi-permanent connection availability".

Draft new ITU-T Recommendation 1.35bcp: "Call processing performance for a B-I8Dkained in ITU-T
Study Group 13 Report 43, pages 57-63)

ITU-T Recommendatioh361 (1995): "B-ISDN ATM layer specification”.
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ITU-T Recommendation 1.371 (1996): "Traffic control and congestion control in B-ISDN".

Draft new ITU-T Recommendation 1.375: "Network capabilities to support multimedia services".

ITU-T Recommendation 1.413 (1993): "B-ISDN user-network interface".

ITU-T Recommendation 1.580 (1995): "General arrangements for interworking between B-ISDN and 64 kbit/s
based ISDN".
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ITU-T Recommendation Q.850 (1993), "Use of cause and location in the digital subscriber Signalling System
No.1 and the Signalling System No. 7 ISDN user part".
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ITU-T Recommendation Q.2100 (1994): "B-ISDN signalling ATM adaptation layer (SAAL) overview
description".

ITU-T Recommendation Q.2110 (1994): "B-ISDN ATM adaptation layer - Service specific connection oriented
protocol (SSCOP)".

ITU-T Recommendation Q.2120 (1995): "B-ISDN meta-signalling protocol".

ITU-T Recommendation Q.2130 (1994): "B-ISDN signalling ATM adaptation layer - Service specific
coordination function for support of signalling at the user-network interface (SSCF at UNI)".

Draft new ITU-T Recommendation Q.2541.
Draft new ITU-T Recommendation Q.2542.
ITU-T Recommendation Q.2610 (1995): "Usage of cause and location in B-ISDN user part and DSS 2".

ITU-T Recommendation Q.2650 (1995): "Interworking between Signalling System No.7 broadband ISDN User
Part (B-ISUP) and digital subscriber Signalling System No.2 (DSS2)".

ITU-T Recommendation Q.2761 (1995): "Functional description of the B-ISDN user part (B-ISUP) of signalling
system No.7."

ITU-T Recommendation Q.2762 (1995): "General Functions of messages and signals of the B-ISDN user part
(B-ISUP) of Signalling System No.7".
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