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Foreword

This Technical Specification (TS) has been produced by ETSI Technical Committee Mobile Standards Group (MSG).
MSG.

Modal verbs terminology

In the present document "shall”, "shall not", "should", "should not", "may", "need not", "will", "will not", "can" and
"cannot" are to be interpreted as described in clause 3.2 of the ETSI Drafting Rules (Verbal forms for the expression of
provisions).

"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.

Executive summary

This Technical Specification definesthe Management Plane for the O-RAN Open Fronthaul based on the selected lower-
layer split point as defined within the Open Fronthaul Control Plane, User Plane and Synchronization Plane specification.
This Technical Specification is used in combination with a set of associated Y ANG models to enable operation of an O-
RAN alliance defined O-RU.
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1 Scope

The contents of the present document are subject to continuing work within O-RAN and may change following formal
O-RAN approval. Should the O-RAN Alliance modify the contents of the present document, it will be re-released by O-
RAN with an identifying change of version date and an increase in version number as follows:;

VErsion xx.yy.zz
where:

xx: the first digit-group isincremented for all changes of substance, i.e. technical enhancements, corrections,
updates, etc. (theinitial approved document will have xx=01). Always 2 digits with leading zero if needed.

yy: the second digit-group is incremented when editorial only changes have been incorporated in the document.
Always 2 digits with leading zero if needed.

zz: the third digit-group included only in working versions of the document indicating incremental changes
during the editing process. External versions never include the third digit-group. Always 2 digits with
leading zero if needed.

The present document specifies the management plane protocols used over the fronthaul interface linking the O-RU (O-
RAN Radio Unit) with other management plane entities, that may include the O-DU (O-RAN Distributed Unit), the O-
RAN defined Service Management and Orchestration (SMO) functionality aswell as other generic Network Management
Systems (NMYS).

2 References

2.1 Normative references

The following documents contain provisions which, through reference in this text, constitute provisions of the present
document.

- References are either specific (identified by date of publication, edition number, version number, etc.) or
non-specific.

- For a specific reference, subsequent revisions do not apply.

- For anon-specific reference, the latest version applies.
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[2] O-RAN ALLIANCE O-RAN-WGA4.CUS.0: "Control, User and Synchronization Plane
Specification”.
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[4] RFC-7950: "The YANG 1.1 Data Modeling Language".

[5] RFC-6242: "Using the NETCONF Protocol over Secure Shell (SSH) .

[6] RFC-4252: "The Secure Shell (SSH) Authentication Protocol".

[7] RFC-4253: "The Secure Shell (SSH) Transport Layer Protocol”.
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version 4 (DHCPv4) ".

[10] RFC-2131: "Dynamic Host Configuration Protocol”.

[171] RFC-4862: "IPv6 Statel ess Address Autoconfiguration”.

[12] VOID

ETSI



[13]
[14]
[15]
[16]
[17]
[18]
[19]
[20]
[21]
[22]

[23]

[24]

[25]

[26]
[27]
[28]
[29]
[30]

[31]
[32]

[33]

[34]

[35]
[36]
[37]
[38]
[39]
[40]

[41]

12 ETSI TS 104 023 V12.01 (2024-05)

VOID

VOID

RFC-8071: "NETCONF Call Home and RESTCONF Call Home".

Small Form Factor Committee SFF-8472v12.1 (2021): "Management Interface for SFP+ ".
VOID

RFC-862: "Echo Protocol”.

VOID

VOID

RFC-5277: "NETCONF Event Notifications'.

ITU-T Recommendation G.8275.1 (2016): "Precision time protocol telecom profile for phase/time
synchronization with full timing support from the network".

ITU-T Recommendation G.810 (1996): "Definitions and terminology for synchronization
networks".

|EEE 1588v2 (2008): "IEEE Standard for a Precision Clock Synchronization Protocol for
Networked Measurement and Control Systems".

ITU-T Recommendation Y.1731 (2015): "Operation, administration and maintenance (OAM)
functions and mechanisms for Ethernet based networks".

Antenna I nterface Standards Group AISG 2.0 (2006): "Control interface for antennaline devices'.
3GPP TS 37.462 v15.2.0: "luant interface: Signalling transport".

3GPP TS 37.466 v15.5.0: "luant interface: Application part".

VOID

ITU-T Recommendation X.733 (1992): "Information Technology — Open Systems | nterconnection
- System Management: Alarm Reporting Function".

RFC-6187: "X.509v3 Certificates for Secure Shell Authentication”.

3GPP TS 36.213v13.6.0, "Evolved Universal Terrestrial Radio Access (E-UTRA); Physical layer
procedures’.

RFC-4361: "Node-specific Client Identifiers for Dynamic Host Configuration Protocol Version
Four (DHCPv4) ".

Small Form Factor Committee SFF-8636v2.9.3 (2019): " Specification for Management Interface
for Cabled Environment".

RFC-6470: "Network Configuration Protocol (NETCONF) Base Notifications'.
VOID

RFC-8639: "Subscription to YANG Noatifications'.

RFC-7951: "JSON Encoding of Data Modeled with YANG".

RFC-5246: "The Transport Layer Security (TLS) Protocol Version 1.2".

RFC-6125: "Representation and Verification of Domain-Based Application Service Identity within
Internet Public Key Infrastructure Using X.509 (PKIX) Certificates in the Context of Transport
Layer Security (TLS)".

RFC-7589: "Using the NETCONF Protocol over Transport Layer Security (TLS) with Mutual
X.509 Authentication”, IETF, June 2015.

ETSI



[46]
[47]

[48]
[49]
[50]

[51]
[52]
[53]
[54]
[55]
[56]
[57]
[58]
[59]
[60]
[61]
[62]

[63]
[64]
[65]

[66]
[67]
[68]
[69]

[70]

[71]
[72]

13 ETSI TS 104 023 V12.01 (2024-05)

RFC-8446: "The Transport Layer Security (TLS) Protocol Version 1.3".
RFC-7030: "Enrollment over Secure Transport".
RFC-4210: "Internet X.509 Public Key Infrastructure Certificate M anagement Protocol".

IANA Transport Layer Security (TLS) Parameters. https.//www.iana.org/assignments/tls-
parameters/tls-parameters.xhtml.

3GPP TS 33.210: "Network Domain Security (NDS); |P network layer security”.

RFC-5289: "TLS Elliptic Curve Cipher Suites with SHA-256/384 and AES Galois Counter Mode
(GCM)".

RFC-5288: "AES Galois Counter Mode (GCM) Cipher Suitesfor TLS".
RFC-7540: "Hypertext Transfer Protocol Version 2 (HTTP/2)".

|EEE Std 1588-2019: " Standard for a Precision Clock Synchronization Protocol for Networked
Measurement and Control Systems".

3GPP 33.310: "Network Domain Security (NDS); Authentication Framework (AF) ™.
3GPP 32.509: "Data formats for multi-vendor plug and play eNode B connection to the network".
RFC-4210: "Internet X.509 Public Key Infrastructure Certificate Management Protocol”.
RFC-4217: "Securing FTP with TLS".

RFC-8996: "Deprecating TLS1.0and TLS 1.1".

O-RAN ALLIANCE O-RAN-SFG.O: "O-RAN Security Protocols Specifications'.
3GPP TS 28.552: "5G performance measurements”.

RFC-8415; " Stateless Dynamic Host Configuration Protocol (DHCP) Service for IPv6".
RFC-8525: "YANG Library".

3GPP TS 28.532: "Management and orchestration; Generic management services'.
RFC-4191: "Default Router Preferences and More-Specific Routes'.

RFC-3442: "The Classless Static Route Option for Dynamic Host Configuration Protocol (DHCP)
version 4".

RFC-5656: "Elliptic Curve Algorithm Integration in the Secure Shell Transport Layer".
RFC-8341: "Network Configuration Access Control Model".

SO 13239 (2002): "Information technology — Telecommunications and information exchange
between systems — High-level datalink control (HDLC) procedures".

3GPP TS 38.104: "NR; Base Station (BS) radio transmission and reception”.
RFC-6022: "Y ANG Module for NETCONF Monitoring".
RFC-8332; "Use of RSA Keys with SHA-256 and SHA-512 in the Secure Shell (SSH) Pratocol .

|EEE 802.1Q (2018): "IEEE Standard for Local and Metropolitan Area Networks—Bridges and
Bridged Networks’

|EEE 802.1X (2020): "IEEE Standard for Loca and Metropolitan Area Networks—Port Based
Access Control".

O-RAN ALLIANCE O-RAN-SFG.O: "O-RAN Security Requirements Specifications'.

3GPP TS 28.316: "Management and orchestration; Plug and connect; Data formats .

ETSI


https://www.iana.org/assignments/tls-parameters/tls-parameters.xhtml
https://www.iana.org/assignments/tls-parameters/tls-parameters.xhtml

14 ETSI TS 104 023 V12.01 (2024-05)
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[74] 3GPP TS 36.211 "Evolved Universal Terrestrial Radio Access (E-UTRA); Physical channels and
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2.2 Informative references

References are either specific (identified by date of publication, edition number, version number, etc.) or non-specific.
For a specific reference, subsequent revisions do not apply. For a non-specific reference, the latest version applies.

NOTE: While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee
their long term validity.

The following referenced documents are not necessary for the application of the present document but they assist the
user with regard to a particular subject area.

[i.1] 3GPP TR 21.905: "Vocabulary for 3GPP Specifications'.
[i.2] ONAP  VESEvent Listener 7.2: https.//docs.onap.org/projects/onap-vnfrgts-
reguirements/en/latest/Chapter8/ves 7_2/ves event listener 7 2.html

[i.3] Metro Ethernet Forum MEF.38 (2012): " Service OAM Fault management Y ANG Modules'.
[i.4] An extensible YANG validator and converter in python, https.//qithub.com/mbj4668/pyang.
[i.5] RFC-1035: "How to Use Anonymous FTP".

3 Definition of terms, symbols and abbreviations

3.1 Terms

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [i.1] and the following
apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP
TR 21.905[i.1].

Ad-Hoc O-RU Controller: O-RU controllersthat are not configured by DHCP when O-RU performs M-plane transport
resolution and not configured by an O-RU controller using o-ran-mplane-int Y ANG model. An O-RU shall not perform
call home to an Ad-Hoc O-RU Controller.

Antenna Line connection between O-RU and antenna.

C-Plane: Control Plane: refers specifically to real-time control between O-DU and O-RU, and should not be confused
with the UE’s control plane.

Call home O-RU Controller: O-RU controllers that are configured by DHCP when O-RU performs M-plane transport
resolution as part of start-up installation procedure or that are provisioned by an O-RU controller in o-ran-mplane-
int.yang.

Cascade mode: Mode of Shared cell which isrealized by several O-RUs cascaded in chain topology.
DL: DownLink: dataflow towards the radiating antenna (generally on the LLS interface).
eAXC: extended Antenna-Carrier: adataflow for asingle antenna (or spatial stream) for asingle carrier in asingle sector.

Event-Collector: A REST server to which an O-RU supporting NON-PERSISTENT-NETCONF feature can send a
JSON notification, for example PNF registration. Event-collectors are configured when O-RU performs M-plane transport
resolution as part of start-up installation procedure.

FHM mode: Mode of Shared cell which isrealized by FHM and several O-RUs in star topology.
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LLS: Lower Layer Split: logical interface between O-DU and O-RU when using a lower layer (intra-PHY based)
functional split.

LLS-U: Lower Layer Split User-plane: logical interface between O-DU and O-RU when using alower layer functional
split.

LLS-C: Lower Layer Split Control-plane: logical interface between O-DU and O-RU when using alower layer functional
split.

LLSS: Lower Layer Split Synchronization-plane: logical interface between O-DU and O-RU when using alower layer
functional split.

High-PHY: those portions of the PHY processing on the O-DU side of the fronthaul interface, including FEC
encode/decode, scrambling, and modul ation/demodulation.

L ow-PHY : those portions of the PHY processing on the O-RU side of the fronthaul interface, including FFT/iFFT, digital
beamforming, and PRACH extraction and filtering.

M-Plane: Management Plane: refers to non-real-time management operations between the O-DU and the O-RU.
Multi O-DU O-RU: An O-RU that supports the SHARED-ORU-M UL TI-ODU feature.

Multi-Operator O-RU: An O-RU that supports the SHARED-ORU-M UL TI-OPERATOR and SHARED-ORU-
MULTI-ODU features.

North-node: the O-DU or a connected O-RU closer to the O-DU for the O-RU, e.g., the cascade O-RU#1 connected to
O-RU#2 is north-node for O-RU#2, when O-DU, O-RU#1 and O-RU#2 are in cascade chain topology. The O-DU in
star topology connected to an FHM is north-node for the FHM.

NMS: A Network Management System dedicated to O-RU operations.
Port: End of atransport link —in most cases thisis an optical port.

Port Number: A number which identifies a port (see Port). In case of SFP/SFP+ port, port number value is 0 to N-1
where N is number of portsin the device. Numbers 0 to N-1 are assigned to ports in order following order of labels on
the device (labels for ports are not necessarily numbers starting from zero).

PRACH Symbol: A resource in the time domain having the duration of (1/Subcarrier Spacing), following cyclic prefix
(excluded) in a PRACH occasion. Cyclic prefix and one or more of such consecutive PRACH Symbols constitute a
PRACH preamble or aNPRACH symbol group defined in 3GPP TS 36.211 [72] and 38.211 [73].

O-DU: O-RAN Distributed Unit: a logical node hosting PDCP/RLC/MAC/High-PHY layers based on a lower layer
functional split.

O-RU: O-RAN Radio Unit: alogical node hosting Low-PHY layer and RF processing based on alower layer functional
split. Thisissimilar to 3GPP's"TRP' or "RRH" but more specific in including the Low-PHY layer (FFT/iFFT, PRACH
extraction).

O-RU Controller: A network function that is permitted to control the configuration of an O-RU. Examples of O-RU
controllers include, an O-DU, a classical NMS, an O-RAN Service Management and Orchestration function, or other
network automation platforms.

S-Plane: Synchronization Plane: refers to traffic between the O-RU or O-DU to a synchronization controller which is
generally an IEEE-1588 Grand Master (however, Grand Master functionality may be embedded in the O-DU).

Shared cell: The operation for the same cell by several O-RUs.

Shared cell network: the network for several cascade O-RUsin achain topology or the network for one FHM and several
O-RUsin astar topology.

Shared O-RU Host: The role performed by the NETCONF client associated with the operator of a Multi-Operator O-
RU who determines how the resources of a Multi-Operator O-RU are partitioned between Shared Resource Operators.

Shared Resource Operator: The role performed by the NETCONF client associated with an operator that utilizes the
carrier resources of a Multi-Operator O-RU. The Shared Resource Operator is alocated a Shared Resource Operator
identity by the Shared O-RU Host.

NOTE: A NETCONF client of an operator can simultaneously perform the Shared O-RU Host role and the
Shared Resource Operator role. Alternatively, a NETCONF client of an operator can only perform the
Shared O-RU Host role and not Shared Resource Operator role, in which case the operator corresponds to
aneutral host operator.

ETSI



16 ETSI TS 104 023 V12.01 (2024-05)

Softwar e build: A consistent set of software files used for a specific radio type of a defined HW version. Software build
is subject of versioning and maintenance. Software build is contained within a software package.

Softwar e package: An archive delivered by an O-RU vendor. It contains one or multiple builds and can be used for one
or several radio products.

South-node: a connected O-RU far from O-DU for the O-RU, e.g., the cascade O-RU#2 connected to O-RU#1 is south-
node for O-RU#1, when O-DU, O-RU#1 and O-RU#2 are in cascade chain topology. The O-RU in star topology
connected to an FHM is south-node for the FHM.

Spatial stream: the data flow on the DL associated with precoded data (may be same as layers or different if there is
expansion in the precoding), and on UL associated with the number of outputs from the digital beamforming (sometimes
called "beams").

SSM: Synchronization Status Message: part of ITU G.781 and G.8264 standards.

TRX: Refers to the specific processing chain in an O-RU associated with D/A or A/D converters. Due to digital
beamforming the number of TRXs may exceed the number of spatial streams, and due to analogue beamforming, the
number of TRXs may be lower than the number of antenna elements.

U-Plane: User Plane: refersto 1Q sample data transferred between O-DU and O-RU.
UL : Up-Link: data flow away from the radiating antenna (generally on the LLS interface).

Virtual Connection: a connection between O-RU and O-RU controller. This connection is established by means of
autodetection procedure and is supervised by supervision procedure.

3.2 Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [i.1] and the following apply. An
abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in
3GPP TR 21.905 [i.1].

ALD Antenna Line Device

AVP Average Power

BCN BTS Clock Number

CA Certificate Authority

CA/RA Certificate Authority/Registration Authority
CCM Continuity Check Message

CMP Certificate Management Protocol

CRC Cyclic Redundancy Check

Cus Control/User/Synchronization

DHCP Dynamic Host Configuration Protocol
DMTC DRS Measurement Timing Configuration
DRS Discovery Reference Signal

DSCP Differentiated Services Code Point

EAP Extensible Authentication Protocol

FHM Fronthaul Multiplexer

FTPES File Transfer Protocol Explicit-mode Secure
HDLC High-Level Data Link Control

lIsM Lower Layer Split Management plane
LAA Licensed Assisted Access

LBM Loop-Back Message

LBR Loop Back Reply

LBT Listen Before Talk

ME Maintenance Entity

MEP M aintenance association End Point

NAT Network Address Trandation

NDM Non-Delay Managed

NETCONF Network Configuration Protocol

O-DU O-RAN Distributed Unit (see clause 3.1)
O-RU O-RAN Radio Unit

OMA Optical Modulation Amplitude

PAE Port Access Entity
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PDV Packet Delay Variation
PLFS Physical Layer Freguency Synchronization
PNF Physical Network Function
QoS Quiality of Service
RET Remote Electrical Tilt
RPC Remote Procedure Call
SFP Small Form-factor Pluggable
sFTP Secure File Transfer Protocol or SSH File Transfer Protocol
SLAAC Stateless Address Auto Configuration
SMO Service Management and Orchestration
SRS Sounding Reference Signal
SSH Secure Shell
TLS Transport Layer Security
T-TSC Telecom Time Subordinate Clock. Thisiswhat ITU-T standards refer to asaTelecom Time Slave
Clock
VLAN Virtual LAN
YANG Y et Another Next Generation
4 General

4.1 Conventions

This management plane specification includes cross referencesto a set of associated Y ANG models. Text may
reference particular Y ANG leafs, notifications and remote procedure calls (RPCs). In order to assist in readability, all
cross references to Y ANG defined elements will keep the identical case format as defined in the corresponding Y ANG
model, with the font-weight set to bold. This convention applies only to text and not to Y ANG elements embedded into
figures.

If there is any conflict between the Y ANG models and the accompanying text description in the present document, the
definition of the Y ANG models shall take precedence.

4.2 Void

4.3 Revision and compatibility handling

The revision statement in the Y ANG models shall be used to describe future revisions to the models that are backwards
compatible, where backwards compatibility changes follow the rules specified in RFC 7950 [4], clause 11. Backwards
incompatible changes shall be addressed by incrementing the number used as part of the model name and namespace,
effectively creating anew Y ANG model. The format of the namespace used in all O-RAN YANG modelsis"urn:o-
ran:"<model-name>":" <model-number>, where the initial <model-number> used in a newly defined Y ANG model is
"1.0". Where this document makes reference to models, irrespective of their backward compatibility, a generic <model -
number> of "x.y" isused to enable reference to all versions of the namespace for a particular <model-name>.

Therevision statement in al YANG models shall include a reference statement used to cross-reference to the first
version of this document where the corresponding description was introduced. For example, the referencein all revision
statements for the initial O-RAN models include cross-reference to "ORAN-WG4.MP.0-v01.00".

The revision statement of the Y ANG models shall also include a description which is used to track the versioning of the
YANG model. All revision statement descriptions begin with "version "<a>"."<b>"."<c>", where <a>, <b> and <c> are
used to reflect the version of the Y ANG model, where:

<a> correspondsto the first digit of the O-RAN WG4 management plane specification version where the
corresponding description was first introduced, corresponding to <x> in clause 1

<b> isincremented when errorsin the Y ANG model have been corrected

<c> isincremented only in working versions of the Y ANG model indicating incremental changes during the
editing process
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O-RU Controllersthat receive YANG library information from the O-RU with a module revision that is a higher
version than the module revision currently used by the O-RU Controller can assume that models with the same
namespace have been updated to ensure backwards compatibility. The O-RU Controller can continue to use its current
module version and any unknown schema nodes received from the O-RU, i.e., those introduced in later revisions,
should be ignored by the O-RU Controller.

NOTE: There have been non-backwards compatibility changes made during the development of earlier versions
of the present document. This means that the Y ANG backwards compatibility rules described above do
not accommodate these specific changes. In particular:

" "ORAN-WG4.MP.0-v05.00" : Switched the mandatory cipher 3DES-CBC to AES128-CTR.

" "ORAN-WG4.MP.0-v06.00" : Switched from all O-RUs required to support 1Pv4 to enable |Pv6
only O-RUs.

" "ORAN-WG4.MP.0-v12.00" : Switched IEEE 802.1X supplicant functionality support in O-RU
from recommended to mandatory.

4.4 Namespace compatibility handling

If backwards incompatible changes have been made, the <model-number> used in the Y ANG model namespace shall
be incremented. Following such changes, an O-RU may include multiple backwards incompatible namespacesin its
YANG library, for example "urn:o-ran:"<model-name>":1.0" and "urn:o-ran:"<model-name>":2.0".

The O-RAN Alliance’ s IPR policy defines terms regarding the modification of O-RAN defined specifications. When
such modifications are necessary, the preferred approach for realizing such is for the third-party licensee to publish their
own augmentations to the O-RAN defined Y ANG models and procedures. An O-RU that supports such third-party
modifications shall include such model augmentationsinits YANG library. Consequently, an O-RU Controller should
be prepared to ignore any unknown models, e.g., developed according to such a procedure.

5 High level description

5.1 Top level functional description, terminology, including
hybrid, hierarchical

5.1.1  Architecture for O-RAN WG4 fronthaul functional split

This O-RAN FH specification addresses the lower layer functional split as depicted in Figure 5.1.1-1. Refer to the O-
RAN CUS plane specification [2], clause 4.1 for more details on the split architecture. The Lower-Layer Split M-plane
(LLS-M) facilitates the initialization, configuration and management of the O-RU to support the stated functional split.
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Figure 5.1.1-1: O-RAN WG4 FH functional split

51.2 M-Plane architecture model

A NETCONF/Y ANG based M-Planeis used for supporting the management featuresincluding "start up" installation,
software management, configuration management, performance management, fault management and file management
towards the O-RU. The M-Plane supports two architectural models:

1) Hierarchical model. Asshown ontheleft side Figure5.1.2-1, the O-RU is managed entirely by one or more
O-DU(s) using a NETCONF based M-Plane interface.

2) Hybrid model. Asshown on theright side of Figure 5.1.2-1, the hybrid architecture enables one or more
direct logical interface(s) between management system(s) and O-RU in addition to alogical interface between
O-DU and the O-RU.

NOTE: Inthe hybrid model, the NETCONF clients connecting to the O-RU may be of different privilege classes
(e.g., "hybrid-odu", "smo", “swm” or “fm-pm”), allowing functions like O-RU software management,
performance management, configuration management and fault management can be managed directly by
the management system(s).

A Multi-Operator O-RU shall additionally support M-Plane architecture models which involve one or more O-DUs
operated by one or more different Shared Resource Operators. Clause 19.2 describes the high level shared O-RU
architecture, including hybrid and hierarchical architecture models for Multi-Operator O-RU operation with one or
more different Shared Resource Operators.

In the hybrid model, the O-RU has end to end |P layer connectivity with the SMO. From a physical network point of
view, this connectivity could be viathe O-DU, where the O-DU is acting as an | P/Ethernet packet forwarder, forwards
the packets between O-RU and the SMO. Direct logical communication between an O-RU and SMO can be enabled via
O-RUs being assigned routable |Ps or local private IPs resolved by aNAT function in the network (or implemented at
the O-DU). Refer to clause 6 for details how O-RU acquires the |P address of O-DU and SMO for the M-plane
communication.

Asdescribed in clause 6, there is no explicit signalling to indicate that an O-RU is operating in a hierarchical or hybrid
configuration. All NETCONF servers supporting this M-Plane specification shall support multiple NETCONF sessions.
All O-RUs shall be able to support both hierarchical and hybrid deployment.
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Figure 5.1.2-1: M-Plane Architecture

NETCONF/Y ANG is used as the network element management protocol [3] and data modelling language [4]. Use of
such a standardized framework and common modelling language simplifies integration between O-DU and O-RU as
well as operator network integration (in terms of running service) in case of elements sharing a common set of
capabilities. The framework supports integration of products with differing capabilities enabled by well-defined
published data models. NETCONF also natively supports a hybrid architecture which enables multiple clients to
subscribe and receive information originating at the NETCONF server in the O-RU.

5.1.3 Transport network

Based on the transport topology, various modes of network connectivity are possible between O-RU and O-DU and

SMO.

The basic requirement for M-Plane isto have end to end | P connectivity between the O-RU and the elements managing
it (O-DU, SMO, or so caled "O-RU Controllers"). The connectivity between the O-DU and SMO and its management
plane are not in scope of the present document. The O-RU shall support either IPv4 or IPv6 and optionally support dual

stack (IPv4 and |PV6).

NOTE: Inprevious versions of this document, only | Pv4 was mandatory. In order to ensure backwards
compatibility with equipment supporting earlier versions of this document, an operator and vendor can
agree to use acommon IP version in the O-RU, O-DU and any other O-RU controllers.

5.1.4 M-Plane functional description

The M-Plane provides the following major functionalities to the O-RU. These features are implemented using the

NETCONF provided functions.

"Start-up" installation
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During start-up, the O-RU acquires its network layer parameters either via static (pre-configured in the O-RU) or
dynamically via DHCP or DHCPv6. During this process the O-RU may acquire the I P address of the O-RU
controller(s), in which case the O-RU establishes the NETCONF connectivity using the "call home" feature. When the
O-RU is operating in an environment which include the O-RAN defined SMO, the O-RU may acquire the | P address of
the event-collector(s), in which case the O-RU performs a pnfRegistration which triggers the SMO to establish
NETCONF connectivity using the information recovered from the pnfRegistration procedure. The capability exchange
is performed between the client and server as part of the initial NETCONF Hello exchanges. Details of these steps are
provided in clause 6.

NOTE: Theuse of "start up" terminology in the present document is distinct from the "start-up" capability used in
a NETCONF environment to indicate that a device supports separate running and startup configuration
datastores. The present document makes specific reference to configuration which is required to be stored
in "reset persistent memory". The O-RU shall use this stored configuration asits "startup” configuration.

SW management

The M-Planeis responsible for software download, installation, validation and activation of new SW when requested by
O-RU Controller. The software download is triggered by NETCONF RPC procedures, and the actual software
download is performed using sSFTP with SSH or FTPES with TLS as specified in RFC 4217 [54].

Configuration management

Configuration management covers various scenarios like Retrieve Resource State, Modify Resource State, Modify
Parameters and Retrieve Parameters. NETCONF get-config and edit-config RPCs shall be used for configuration
parameter retrieval and updates at the O-RU

Per for mance management

Performance management describes the measurements and counters used to collect data related to O-RU operations.
The purpose of Performance Management is optimizing the operation of the O-RU.

The measurement results are reported by two options:

1) YANG Noatification: This option uses the stats definition of Y ANG model per measurement group. In this
case, get RPC and/or notification are used (see clause 10 for more details).

2) FileUpload: Thisoption uses the file upload procedure defined in clausel2. The measurement results are
saved to adatafile periodically.

Fault M anagement

Fault management is responsible for sending alarm notifications to the NETCONF Client. Fault Management allows
alarm notifications to be disabled or enabled as well as alarm subscription.

File Management

File management allows the O-RU Controller to trigger an O-RU to perform upload of files stored on O-RU to O-RU
Controller. The O-RU may provide different kinds of files and retrieved files can be used for various purposes.
Simultaneous multiple file upload operations can be supported under the same sFTP or FTPES connection between O-
RU to O-DU/SMO.

5.2 Interfaces

The M-Plane interface is defined between the O-RU Controller and the O-RU. The protocol stack of the M-Plane
interface is shown in in the Figure 5.2-1 below. The transport network layer built on IP transport, SSH/TCP, and TLS, is
used to carry the M-Plane message between the O-RU Controller and the O-RU. As an option, the O-RU may support
the capability to support asynchronous notifications to be sent using HTTPS. This option enables system optimization
when the O-RU Controller corresponds to the SMO which is operating with a non-persistent NETCONF session to the
O-RU.
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Figure 5.2-1: M-plane protocol stack

5.3 YANG module introduction

The data model s representing the M-Plane are organized as a set of reusable Y ANG modules. It is aso the intent to
reuse the publicly available and generic Y ANG models as much as possible instead of developing customized O-RAN
specific modules. Refer to the various clauses, Annex D and the repository of Y ANG models for more details on each
of these modules.

54 Security

The M-Plane provides end to end security as a mandatory feature, see Table 5.4-1. M-Plane security shall support
NETCONF/SSHv2 as specified in RFC 6242 [5] and NETCONF/TLS 1.2 as specified in RFC 7589 [41]. TLS 1.3 as
specified in RFC 8446 [42] may a so be optionally supported in addition to TLS 1.2. RFC 6242 [5] and RFC 7589 [41]
provide the procedures for interoperability with NETCONF implementations. If there are multiple NETCONF sessions
established with a single O-RU, either SSH tunnels or TLS connections may be used and each session should be
established over a separate SSH tunnel or TLS connection. An O-RU shall support sFTP based file transfer over SSH
and FTPES based file transfer over TLS. For the O-DU, the operator may use SSH, TLS, or both. It isrecommended
that operators use NETCONF/TLS and FTPES in production networks. TLS versions 1.0 and 1.1 have been formally
deprecated by the IETF as specified in RFC 8996 [55] and shall not be used.

Table 5.4-1: M-Plane Security

Plane Integrity (protection Confidentiality Authentication Remarks
from modifications) (encryption (validity of the
protection) originator)
M-Plane/ Yes Yes Yes NETCONF transport:
NETCONF a) Mandatory support for
NETCONF/SSHv2, as
specified in RFC 6242 [5]
b) Mandatory support for
NETCONF/TLS 1.2, as
specified in RFC 7589 [41]
¢) Optional support for TLS
1.3, as specified in RFC 8446
[42]
Optional Yes Yes Yes HTTPS used for JSON/REST
support of transport
JSON/REST

SSHv2 may be used to perform SSH server host authentication, key exchange, encryption, and integrity protection. It
also derives a unique session ID that may be used by higher-level protocols. The end point (SSH client) authentication
should be done as specified in RFC 4252 [6]. Clause 6 of the present document describes the authentication approach
based on username and password, as specified in clause 8 of RFC 4252 [6], as well as based on X.509 certificates, as
specified in clause 7 of RFC 4252 [6].

The SSHv2 transport level security (encryption algorithms, data integrity algorithms) shall be as specified in RFC4253
[7]. As per aes128-ctr shall be the mandatory ciphering protocol, and rest of the ones listed as optional. For data
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integrity, hmac-sha2-256 shall be the mandatory algorithm, and rest of the listed algorithms shall be optional. Public
key-based host authentication shall be used for authenticating the server by the clients, and username/password-based
client authentication shall be done by the server as part of the SSH session establishment as specified in RFC 4253 [7].
The O-RU shall support the host key algorithms and key exchange methods for securing the Secure Shell (SSH)
transport, as specified in clause 10.1 of RFC 5656 [63].

Host key algorithms:
- ecdsa-sha2-nistp256
- ecdsa-sha2-nistp384
- ecdsa-sha2-nistp521
Key exchange methods:
- ecdh-sha2-nistp521
- ecdh-sha2-nistp384
- ecdh-sha2-nistp256
In addition, the following host key a gorithms should be supported as specified in RFC 8332 [68]:
- rsa-sha2-256
- rsa-sha2-512

In order to ensure backwards compatibility with equipment supporting earlier versions of this document, a vendor may
provide support for other, optional host key algorithms and key exchange methods.

As an additional option, both client and server may implement authentication based on X.509 certificates. With this
option, RSA 2048 hit shall be supported for the Public Key algorithm, aes128-ctr shall be supported for the ciphering
algorithm and hmac-sha2-256 shall be supported for integrity algorithm.

NOTE 1. The above specification will be replaced with a cross reference to the O-RAN Security Task Group
Guidelines once such is published.

TLS 1.2 as specified in RFC 5246[38] performs mutual authentication, key exchange, encryption, and integrity
protection to ensure trusted communication between the NETCONF server (O-RU) and the NETCONF client (O-DU or
SMO). NETCONF implementations shall support X.509 certificate-based authentication using TLS 1.2 as specified in
RFC 7589 [41]. When X.509 based authentication is used, NETCONF server identity is as specified in clause 4 of RFC
6125 [40] and NETCONF client identity is specified in clause 7 of RFC 7589[41].

TLS 1.2 implementations shall support the following TLS Cipher Suites with SHA-256 and AES Galois Counter Mode
as specified in clause 9.2 of RFC 7540 [42] and clause 7 of 3GPP TS 33.210 [46]:

- ECDHE_RSA_WITH_AES 128 GCM_SHA256 as specified in clause 3.2 of RFC 5289 [47].
- DHE_RSA_WITH_AES 128 GCM_SHA256 as specified in clause 3 of RFC 5288 [48].

It is mandatory that TLS implementations follow the rules on allowed cipher suites specified in clause 4.2.2 of the O-
RAN Security Protocols Specifications [56]. Implementations may include additional TLS cipher suites that provide
mutual authentication and confidentiality as required by NETCONF in RFC 6241 [3]. Only cipher suites with AEAD
(e.0., GCM) and PFS (e.g., ECDHE, DHE) and recommended by IANA [45] may be optionally supported. The disallowed
cipher suites in RFC 7540 [49], Appendix A, shall not be used. The vendor and operator need to be prepared to replace
integrity and/or ciphering algorithms if the current algorithm in use is compromised or deprecated. TLS 1.2 shall follow
TLS profiling defined in clause 6.2.3 of 3GPP TS 33.210 [46].

Operators may select the authentication mechanism and protocol to use as shown in Table 5.4-2.
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Table 5.4-2: Mandatory and Optional Features for O-RU Authentication

Certificate PKIX (Public Key
lifecycle Infrastructure with Password-based
Protocol management X.509 Certificates) Simple Public Key Authentication
TLS 1.2 Mandatory to Mandatory to support / Not specified in Not specified for use
support CMPv2, Optional to use RFCs 5246/8446 with NETCONF
optional to support
vendor certificate
lifecycle
management
SSHv2 Optional to Optional to Used for SSH Used for SSH Client
support CMPVv2, support/Optional to use Server authentication by SSH
optional to support authentication by server. Mandatory to
vendor certificate SSH client. support / Optional to use
lifecycle Mandatory to
management support / Optional to
use
[ 1] n T
6 Start-up" installation
6.1 General

This clause provides the overall start-up mechanism from the power-on of O-RU to available in service.

Pre-condition

Power-ON for O-RU/NETCONF Server or O-RU restart operation. O-RU enables its port(s).

O-RU controller/NETCONF Client(s) and/or event-collector iS/are in operation.

Physical interface(s) is(are) connected.

Post-condition:

O-RU is running software from dot with active = TRUE

O-RU has marked slot with currently used software as running = TRUE

O-RU isready for the radio transmission to the air on at least one carrier if packet transmission received

from O-DU

O-RU isready for the packet transmission to the O-DU if radio reception received at the air on at least

one carrier.

At least one O-RU Controller/NETCONF client with either "sudo" or "hybrid-odu" access privileges can
control the carrier configuration of the O-RU/NETCONF server in O-RU.
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At the power-on of O-RU or following an O-RU restart, the following procedures are performed, asillustrated in Figure

6.1-1.
1)
2)

(opt) Supplicant PAE is enabled on the port(s)

(opt) The O-RU initiates authentication and attempts to perform an EAP authentication dial ogue with a peer
Authenticator PAE.

NOTE: Thisdoes not limit the ability of an Authenticator PAE to initiate the authentication, as defined in clause

3)
4)
5)

6)

7)
8)

9)

10)
11)
12)
13)
14)

15)
16)

17)

8.1 of [70]
(at) EAP failure results in O-RU providing unauthenticated connectivity
(alt) EAP Success results in O-RU providing authenticated connectivity

O-RU performs M-Plane transport layer resolution (DHCP, MAC, VLAN, IP, etc.) and recovers | P address(es)
of O-RU controller(s) and/or pnfRegistration event-collector.

The O-RU has not yet enrolled in an operator PKI and O-RU discovers a CA/RA server. O-RU attemptsto
enrol in operator PKI.

After installing the operator issued certificate, the O-RU re-initializes its start-up procedure (jump to step 1)

O-RU begins synchronization of the O-RU against a Primary Reference Clock. Step 8 may be in parallel with
step 5 for some O-RU implementation.

(opt) O-RU performs NETCONF Call Home to discovered O-RU controller(s)
(opt) O-RU performs pnfRegistration to discovered event-collector.

O-RU controller performs SSH or TL S connection establishment.

O-RU and O-RU controller perform NETCONF capability discovery.

(opt) O-RU controller retrieves O-RU schemas using <get-schema> RPC [67].

O-RU controller performs optional provisioning of new management accounts (typically only performed once
during pre-staging). O-RU controller may perform provisioning of certificate-to-NETCONF username
mapping information to the O-RU after account provisioning in case certificate-based client authentication is
used.

O-RU and O-RU controller perform supervision of NETCONF connection.

O-RU controller performs retrieval of O-RU information. (opt) O-RU controller retrieves O-RU S-Plane
information and if necessary, it updates the O-RU’s S-Plane configuration. (This step may be started any time
after step 15 but needs to be completed before step 28).

O-RU controller performs SW management.

NOTE: If an O-RU isrunning with factory default software, the O-RU functionality is permitted to comprise a

18)
19)
20)
21)
22)

23)

sub-set of a fully operating O-RU. In such scenarios, it is recommended that the O-RU controller triggers
a software update to fully functioning O-RU software.

O-DU performs CU-Plane transport configuration

(opt) O-DU performs LBM configuration (CU-Plane over ETH) or enables UDP Echo (CU-Plane over IP).
(opt) O-DU performsinitia C/U-Plane transport connectivity checking between O-DU and O-RU.

O-RU controller retrieves the O-RU delay profile from the O-RU.

O-RU controller performs U-Plane configuration between O-DU and O-RU. C/U-Plane transport connectivity
between O-DU and O-RU is configured as part of this step.

O-DU optionaly performs C/U-Plane delay measurements between O-DU and O-RU if the O-RU supportsiit.
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24) O-RU controller performs Fault Management activation by creating a subscription to the Y ANG notifications
defined in the o-ran-fm.yang model. Additionally, the O-RU controller uses the same Y ANG model to retrieve
thelist of O-RU’s active alarms. See Clause 11 for details.

25) O-RU controller activates performance measurement (if required at start-up timing).
26) O-RU controller retrieves O-RU state, including synchronization information, from O-RU.
27) O-RU controller configures the O-RU operational parameters.
28) Serviceavailable.
Additional Start-up Considerations:

The synchronization procedures started in step 8 needs to be completed before service is available. If the O-RU’s
power-on S-Plane settings are incompatible with the network’s S-Plane design, then at step 16 the O-RU controller
should reconfigure the O-RU’ s S-Plane settings.

Periodic CU-Plane connectivity check is not considered as the part of start-up. Once configured in start-up phase, CU-
Plane connectivity check can later be performed periodically and at any time in run-time.

The details of the above start-up procedure are covered in sub-clauses 6.1 and 6.3 t0 6.7.

Cross Reference to other clauses:

The details of 8, 16 and 26. Synchronization management is described in clause 13.

The method of 14 and 25 retrieval of O-RU information is described in clause 9.

The detail of 17. SW management is described in clause 8.

The detail of 20. C/U-Plane transport connectivity checking between O-DU and O-RU is described in clause 7.

The detail of 21. Retrieval of the O-RU delay profile and 13. C/U-Plane delay measurements are described in clause 7.

The detail of 22. U-plane configuration is described in clause 15, and C/U-Plane transportation configuration is
described in clause 7.

The detail of 25. Performance management is described in clause 10.
The detail of 24. Fault management is described in clause 11.

The method of 27. Control to make service available is described in clause 15.

6.2 Management plane transport aspects

6.2.1  Transport establishment

This clause provides the M-plane transport establishment scenario between O-RU and O-RU controller(s), such as O-
DU and/or SMO. The transport layer address of M-planeis only the target in this clause. Transport aspects of the C
plane and U plane are covered in clause 7.

Pre-condition:
- Physical interface is connected.

- When operating in an environment using call-home, the NETCONF server and NETCONF Client(s)
have an identical NETCONF call home port configured, to ensure the NETCONF client listens on the
same port used by the NETCONF Server.

Post-condition:
- Transport Layer address(es) for M-plane are known to O-RU and O-RU controllers.

- O-RU is aware of the physical port(s) for M-plane, e.g., if there are multiple portsin the O-RU.
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- O-RU isaware of the VLAN(S) to be used for M-Plane, e.g., if VLANSs are used in the transport network.

- Then O-RU isready to establish TCP connection for NETCONF call home and/or for PNF registration.

For the transport establishment, there are the following alternatives, asillustrated in Figure 6.2.1-1:

a)

b)

©)

Manual transport layer address configuration in O-RU. This configuration contains the addresses for O-RU
and NETCONF client(s) and/or the event-collector. The method to manually configure the O-RU is out of
scope in the present document. Assuming manual configuration is successful, the NETCONF server shall be
able to recover this configured information and use the o-ran-mplane-int.yang model to communicate this
operational-state to a NETCONF client.

If IPv4 is supported, DHCP server provides O-RU’ s transport layer address information together with the
identity of the NETCONF client and/or the identity of the event-collector. This identity encodes either the
transport layer address or FQDN of the NETCONF client or event-collector. If an FQDN is signalled, the O-
RU shall use the DNS server address provided by the DHCP server to recover the | P address corresponding to
FQDN of the NETCONF client or event-collector.

If IPv6 is supported, Stateless Address Auto-Configuration (SLAAC) is used to configure the O-RU’s
transport address with the DHCPv6 server providing the identity of the NETCONF client and/or event-
collector. Thisidentity encodes either the transport layer address or FQDN of the NETCONF client or event-
collector. If an FQDN is signalled, the O-RU shall use the DNS server address provided by the DHCPv6
server to recover the IP address corresponding to FQDN of the NETCONF client or event-collector.

NOTE: A NETCONF client can receive a hint as to whether an O-RU supports a particular P version by using

the get RPC to recover thelist of interfaces supported by the O-RU and using the presence of the
augmented ipv4 container or ipv6 container in the o-ran-interfaces module as an indication that a
particular |P version is supported.

The O-RU uses the o-ran-dhcp.yang model to be able to expose information signalled by the DHCP server.
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Figure 6.2.1-1: Transport Layer Establishment for M-plane

Transport Layer interface related information for M-plane contains at |east the physical port number, the hardware
address of the Ethernet port, VLAN-ID, local IP address, remote | P address, Default Gateway address and Subnet mask.

In the case of option b) and c), the following clauses are used:
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- O-RU identification in DHCP messages from O-RU (clause 6.2.2).
- VLAN discovery aspect for M-plane (clause 6.2.3).
- | P address assignment to O-RU (clause 6.2.4).

- Discovery of address information of O-RU controller(s) and/or Event-Collector (clause 6.2.5 and/or
clause 6.2.7).

6.2.2 O-RU identification in DHCP

The O-RU shall use the DHCP Vendor Class option(s) with the vendor -class-data string within the o-ran-dhcp YANG
model or vendor identifying vendor class option with enterprise number and vendor-class-data to identify itself asan
O-RU to DHCP servers. When the O-RU supports |Pv4, it shall identify itself either 1) use option 60 Vendor Class
Identifier, as specified in RFC2132 [8], OR 2) use option 124 Vendor Identifying Vendor Class Option, as specified in
RFC3925 [9]. When the O-RU supports IPv6, it shall identify itself using the DHCPv6 Vendor Class Option 16.

O-RU can identify itself with both O-RAN registered IANA Enterprise Number and 3GPP registered Enterprise
Number when using option 124 to retrieve O-RU controller, event controller and CA/RA information in DHCPv4
server. If an O-RU intends to get only O-RAN domain information, O-RU can use opt 60 or opt 124 with only O-RAN
enterprise number.

NOTE: To support DHCP server implementations that are limited in their support for multiple instances of the
Vendor-Specific Information Options, an operator and vendor can agree to use the O-RAN registered
IANA Enterprise Number in DHCPv4/DHCPv6 messages to identify itself to signal the CA/RA server
information.

DHCPv4 Vendor Class Option:
- Option: 60
- Vendor Class Identifier Option 60: string
The format of the vendor class string shall be configured to one of the following three options:
1) "o-ran-ru2/<vendor>", e.g., "o-ran-ru2/vendorA"
OR
2) "o-ran-ru2/<vendor>/<product-code>", e.g., "o-ran-ru2/vendorA/ORUAA100"
OR

3) "o-ran-ru2/<vendor>/<product-code>/<serial-number>", e.g., "o-ran-
ru2/vendorA/ORUAA100/FR1918010111"

The Vendor Class Identifier should be selected to avoid the likelihood that different vendors select identical strings,
e.g., using a vendor namespace registry or ensuring that the identifier includes the <product-code> information.

DHCPv4 Vendor-ldentifying Vendor Class Option:
- Option: 124
- Enterprise number: O-RAN-alliance 53148

- Vendor-Class-Data: the format of the string shall follow the rules defined for the DHCPv4 Vendor Class
Option

DHCPv6 Vendor Class Option:
- Option: 16
- Enterprise number: O-RAN-alliance 53148
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Vendor-Class-Data: the format of the string shall follow the rules defined for the DHCPv4 Vendor Class
Option

The DHCP Server may use the information when selecting an address pool from which to alocate an | P address to the
O-RU or when selecting which management plane O-RU Controller information to configure in the O-RU.

6.2.3 Management plane VLAN discovery aspects

The O-RU is connected to one or more Ethernet ports. The transport systems may be realized such that these Ethernet
ports is/are configured either as an access port, where untagged Ethernet frames are used, or as atrunk port, where
multiple VLANSs are configured. During start up, the O-RU istypically unable to immediately determine whether its
ports are attached to remote transport equipment configured for access or trunk mode operation.

Once an O-RU completes its boot-up sequence and Ethernet connectivity is detected on at least one of its Ethernet
interfaces, the O-RU starts management plane connection establishment.

The O-RU shall determine whether it is connected to an access port or atrunk port. In particular, when connected to a
trunk port, the O-RU shall additionally determine the VLAN identity/ies used to support the management plane
communication(s). The VLAN(s) used to support management plane communications can be identified by the DHCP
server replying to the DHCP DISCOVER message, as described in clause 6.2.5, clause 6.2.7 or clause 6.2.6.1.

NOTE 1: An O-RU which supports IPv6 can infer that aVVLAN is not used to support management plane
communicationsif it receives an IPv6 Router Advertisement without either the "managed address
configuration” or "other configuration" bits set.

NOTE 2: Versions prior v12.0 of the present document did not define management plane VLAN discovery based
on CA/RA server identity as specified in clause 6.2.6.1. When operating with O-RUs that support an
earlier version of this documents, an operator wanting to operate a VLAN that restricts accessto
production O-RU controllers, e.g., offering sole access to a CA/RA server, can configure a dummy
NETCONF client identity to be returned to the O-RU in the DHCP OFFER message.

If the O-RU does not have previoudly configured management plane VLAN information, the O-RU shall attempt to
discover DHCP servers on all its Ethernet ports using untagged Ethernet frames.

When the O-RU has been previoudly configured with management plane VLAN information, the O-RU may use this
information to optimize its discovery of the VLAN ID(s) used for management plane connectivity. Previoudly
configured management plane VLAN information includes an O-RU that stores the last VLAN(S) used for management
plane connectivity, and/or an O-RU which has been previously configured with a range of management plane VLANS
by aNETCONF client using the contents of the sear chable-mplane-access-vlans-info container that have been stored
in reset-persistent memory. The O-RU may use this information to optimize its discovery of the VLAN ID(s) used for
management plane connectivity.

If the O-RU does not receive a DHCP OFFER from a DHCP server using untagged frames, or previously configured
VLANS, the O-RU should attempt to contact a DHCP server using the full range of VLAN IDs (1~4094) on al its
Ethernet ports.

Theindividual VLAN search algorithm used by an O-RU should ensure timely activation of the M-Plane while
accommodating scenarios whereby there may be an intermittent or temporary connectivity problem between the O-RU
and the DHCP server causing no DHCP response to be received on the M-Plane VLAN. The O-RU should repeatedly
search using untagged frames and previously configured VLANS whenever it searches across the full range of VLAN
IDs. The O-RU controller is able to recommend the maximum interval between repeatedly scanning for M-Plane
connectivity on the untagged and configured VL ANSs using the scan-interval schema node.

For example, the default scan-interval is 60 seconds. If the O-RU takes 1 second to scan an individual VLAN, then
after scanning every 60 out of the full range of VLAN IDs, the O-RU should repeat the scan for M-Plane connectivity
on untagged and configured VLANS.

6.2.4 O-RU management plane IP address assignment

Automatic | P address assignment for the O-RU management plane can be achieved using different techniques:
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1) IPv4 configuration using DHCPv4, as described in RFC2131 [10] enables DHCP serversto configure 1Pv4
network address(es) on the O-RU. An O-RU implementing |Pv4 shall support the behaviour specified in
clause 6.1 of RFC 4361 [33], using stable DHCPv4 node identifiersin their dhcp-client-identifier option.

A network realized with multiple DHCP servers should ensure that their configurations are coordinated to
ensure a common default gateway is provisioned in an O-RU which receives multiple DHCPv4 responses, e.g.,
when received over different interfaces.

An O-RU may indicate that it supports configuration of routing information as specified in RFC 3442 [62],
enabling static routes to be used by the O-RU when determining how to route uplink packets, e.g., when the O-
RU supports multiple interfaces.

For O-RUs that support IPv6, both stateful and statel ess address assignment procedures are supported:

2) |Pv6 Stateless Address Auto-Configuration (SLAAC), RFC4862 [11] enables the O-RU to generate link-local
and global addresses.

A network realized with multiple IPv6-enabled routers that support dynamic address assignment should use
the extensions to Router Advertisements as specified in RFC 4191 [61] to configure the preference of the
default route prefixes learnt by the O-RU using SLAAC.

3) IPv6 State-full address configuration uses DHCPV6, as specified in RFC 8415 [58] and enables DHCP servers
to configure 1Pv6 network address(es) on the O-RU. DHCPv6 is transported using UDP, using the link-local
address on the O-RU and alink-scoped multicast address on the DHCP server.

NOTE 3: The above does not restrict the realization of the DHCP server, which can be integrated with the O-DU,
can be provided by the transport system, or can be accessed viaarelay.

O-RUs that support more than one network interface should use a different client-identifier on each interface using a
combination of Identity Association Unique Identifier and DHCP Unique Identifier, as specified in clause 6.1 of RFC
4361 [33] for DHCPv4 and clause 11 and 12 of RFC 8415 [58] for DHCPV6.

NOTE 4: An O-RU Controller can learn the particular client identifier(s) used by an O-RU by using the o-ran-dhcp
YANG model.

The DHCP server should operate using static bindings, i.e., ensuring an O-RU identified by a particular client hardware
addressis re-allocated the same management plane | P address, e.g., after performing an O-RU reset procedure.

6.2.5 O-RU controller discovery
This clause provides how to automatically discover the O-RU Controller address(es).

O-RUs that have obtained their IPv6 addresses by statel ess address auto-configuration, shall use stateless DHCPV6 as
specified in RFC8415 [58], to obtain management plane configuration information.

Other O-RUs operating using stateful 1Pv4 or 1Pv6 address allocations shall obtain management plane configuration
information during I1P address allocation.

Other O-RUs which have had their |P address(es) manually configured, shall also have their O-RU Controller(s)
manually configured.

O-RAN defined vendor specific option shall be used to signal all NETCONF client information to the O-RU using
option 43 or option 125 for DHCPv4 and option 17 for DHCPv6. The O-RU shall request this option. Multiple
instances of NETCONF client information may be signalled, encoded as a sequence of type/length/value fields.

The definition of the types used within the DHCPv4 option 43, option 125/DHCPv6 Option 17 depends on the vendor-
class option reported by the O-RU in its DHCP messages.

When alegacy O-RU reportsits vendor-class using the "o-ran-ru" prefix, the following types are defined:
- Type: 0x01 — O-RU Controller IP Address
- Type: 0x02 — O-RU Controller Fully Qualified Domain Name

When the O-RU reports its vendor-class using the "o-ran-ru2" prefix, the following types are defined:
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- Type: 0x81 — O-RU Controller IP Address
- Type: 0x82 — O-RU Controller Fully Qualified Domain Name
- Type: 0x86 — O-RU Call home protocol

In al cases, the Typeisfollowed by the length, which is the hexadecimal encoding of length of value field in octets, and
the Value.

When Type corresponds to an O-RU Controller P Address, the value encodes | Pv4 address(es) in hexadecimal format.
For example, asingle server with IPv4 address 198.185.159.144 is encoded in an option 43 or option 125 TLV as

- Type 0x81 (or x01 for legacy)
- Length: 0x04
- Vaue: C6 B9 9F 90

When Type corresponds to an O-RU Controller Fully Qualified Domain Name, this encodes the string representation of
domain name, using ACSI1 encoding (i.e., following for encoding used for the domain name in the Host Name DHCP
Option 12). For example, a server with FQDN "controller.operator.com" is encoded in an option 43 or option 125 TLV
as

- Type 0x82 (or x02 for legacy)
- Length: Ox17
- Value: 63 6F 6E 74 72 6F 6C 6C 65 72 2E 6F 70 65 72 61 74 6F 72 2E 63 6F 6D

The format of the DHCPv6 option 17 follows the format of the DHCPv4 encoding, with the additional inclusion of an
Enterprise Number prior to the TLV option data. The IANA allocated private enterprise number to be used with
DHCPv6 option 17 is 53148.

When Type corresponds to the call home protocol, the value encodes whether an O-RU shall call home using
NETCONF/SSH or NETCONF/TLS using the IANA defined ports as specified in clause 6 of RFC 8071 [15]. If no call
home protocol type is provided, the O-RU shall use NETCONF/SSH. The format is encoded as follows:

- Vaue00- O-RU shal attempt to call home using NETCONF/SSH
- Vaue0l- O-RU shall attempt to call home using NETCONF/TLS

For example, a DHCP server wanting to trigger the call home procedure using NETCONF/TLS encodes the option 43
or option 125 TLV as

- Type: 0x86
- Length: 0x01
- Vaue: 01

NOTE: A previous version of the present document defined the use of OPTION_V4 SZTP REDIRECT and
OPTION_V6_SZTP_REDIRECT DHCP optionsto alow an O-RU to recover NETCONF Client
information. In order to ensure backwards compatibility with equipment supporting earlier versions of
this document, an operator and vendor can agree to continue to use OPTION_V4 SZTP_REDIRECT
and/or OPTION_V6_SZTP_REDIRECT DHCP options to recover NETCONF Client information.

6.2.6  Certificate handling

6.2.6.0 Trust anchor provisioning

Before an O-RU can establish amutual TL'S connection with a signalling peer, e.g., with an O-RU Controller, an O-RU
needs to be able to trace the peer’s certificate path to avalid trust anchor. To validate against a trust anchor, the O-RU
shall be able to be provisioned with one or more trust anchor certificates. The O-RU shall ensure that all trust anchor
certificates are stored in reset persistent memory and protected from external modification.
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The O-RU shall be able to be provisioned with new trust anchors. The O-RU shall be able to have an existing trust
anchor replaced, e.g., because it has expired. The O-RU should support ietf-truststore Y ANG model to enable an O-RU
Controller to recover the list of provisioned trust anchors and associated public keys.

The present document defines the use of CMPv2 Initialization Response message to alow the discovered CA/RA server
to provision atrust anchor.

NOTE: The CA/RA Server identity is configured by the DHCP server using techniques described in clause
6.2.6.1. The DHCP server isnot considered by the O-RU as atrusted source of security bootstrapping
data.

When shipped, an O-RU only trustsinformation that is signed or encrypted using a certificate chain leading to a pre-
loaded trust anchor.

6.2.6.1 Certificate enrolment

An O-RU shall support certificate enrolment using CMPv2. 3GPP 32.509 [52] specifies how the O-RU supporting
certificate enrolment over IPv4 can be configured with the | P address or FQDN of one or more Certification Authority
(CA/RA) servers using DHCP Option 43 as specified in clause 4.2.2 of 3GPP 32.509 [52].

The DHCP Options specified in 3GPP 32.509 [52] do not specify how to signal a CA/RA server identity using
DHCPv6. Hence, O-RU certificate enrolment using CMPv2 over |Pv6 shall support the signalling of vendor specific
options using DHCPVG6 option 17. The format of the DHCPv6 option 17 follows the format of the DHCPv4 encoding as
specified in clause 4.2.2 of 3GPP 32.509 [52], with the additional inclusion of an Enterprise Number prior to the TLV
option data. The IANA allocated private enterprise number to be used with DHCPv6 option 17 shall be 53148 (as
allocated by IANA to O-RAN Alliance).

3GPP has since published 28.316 [72] which now specifies how to signal a CA/RA server identity with DHCPv6 option
17 messages using the 3GPP registered IANA Enterprise Number (10415). The DHCP Options defined in [52] are a
subset of those defined in [72]. An operator and vendor can agree to use the 3GPP registered IANA Enterprise Number
in DHCPv6 messages that signal the CA/RA server information instead of the O-RAN registered IANA Enterprise
Number.

If an O-RU has a point-to-point connection between the O-RU and the O-DU, or if an O-RU has a bridged connection
between the O-RU and the O-DU and the O-DU is operating as the default gateway to provide connectivity between the
O-RU and aremote CA/RA server, when the O-RU isrequired to perform certificate enrolment using CMPv2, the O-
DU shall provide means for the O-RU to access the operator CA/RA for the O-RU certificate enrolment at the IP
address conveyed as described above. If the FQDN option is used instead, the O-DU shall provide means for the O-RU
to access an operator DNS server in addition. Examples of providing such accessinclude:

- An |P forwarding function within the O-DU providing access to the operators PKI.
- A Network Address Trandation function within the O-DU providing access to the operators PKI.

- A Registration Authority (RA) function accessible by the O-DU (in the same domain), which is part of
the operator PKI.

An O-RU shall report any discovered multi-vendor plug-and-play servers using the o-ran-dhcp Y ANG model.

6.2.6.2 CMPvV2 based certificate enrolment

This section covers the use case where an O-RU is configured with the identity of a CMPv2 capable CA/RA server that
the operator uses for certificate enrolment. The O-RU shall attempt to enroll in the operator-PK| and may be issued an
operator-signed certificate.

Clause 9 of 3GPP 33.310 [51] specifies the use of CMPv2 used by base stations to obtain an operator-signed certificate
using a secured communication based on the vendor-signed certificate in the base station and a vendor root certificate
pre-installed in the CA/RA server. While the approach has been defined for provisioning certificates for usein either
IPSec or TLS, the same techniques defined for provisioning TL S certificates are specified to be re-used here to
provision certificates for use in securing the SSHv2 based M-Plane connection as specified in RFC 6187 [31]. Hence,
the TLS client CA isresponsible for issuing certificates to NETCONF clients, irrespective of whether NETCONF is
secured using TLS or SSHv2. Similarly, the TLS server CA isresponsible for issuing certificates to NETCONF servers,
irrespective of whether NETCONF is secured using TLS or SSHv2.
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The handling of certificates, including certificate profiles, shall follow the rules defined in 3GPP 33.310 for TLS CA
certificates. In addition:

- when an O-RU generates a certificate signing request it shall populate the Subject Distinguished Name
field with a string that includes the O-RU manufacturer’ s name, model and serial number. The exact
Subject DN sub-field used is defined in the operator of the CA/RA server’s certificate policy.

NOTE 1: Infuture, an O-RAN defined certificate policy may be defined to normalize the sub-field definition across
the O-RAN ecosystem.

NOTE 2: There are various characters that may not be permissible in the Subject Distinguished Name Field, e.g.,

:" (colon, hexadecimal character 0x34), "." (period, hexadecimal character Ox2E), " " (underscore,
hexadecimal character Ox5F), "#" (hash, hexadecimal 0x23), "£" (pound, hexadecimal 0xa3), "*"
(asterisk, hexadecimal Ox2a) or """ (double quote, hexadecimal 0x22). Manufacturers that include such
charactersin their name, model and/or serial number should ensure such characters are removed before

including in the Subject Distinguished Name Field.

- when transferring messages to the CA/RA server, the O-RU shall use the "port number of the CA/RA
server" and the “path to the CA/RA directory” as signalled using the DHCP options as specified in clause
4.2.2 of 3GPP 32.509 [52]. If no DHCP based configuration is received by an O-RU, the O-RU shall use
the default port 443 and default directory "/pkix/".

- The CA/RA server shall include the trust anchor for the operator issued certificate and the appropriate
certificate chains in the initialization response message.

- The O-RU shall store the operator issued certificate and corresponding certificate chain in reset persistent
memory.

NOTE 3: The current document does not define how to provision an O-RU with multiple trust anchors. Asa
conseguence, for Multi-Operator O-RU scenarios operating with TLS, it is assumed that the Shared O-RU
Host sign digital certificates for each of the Shared Resource Operators to enable them to mutually
authenticate the TLS connection with the Multi-Operator O-RU.

When configured to operate with TLS, an O-RU that has avalid certificate issued by an operator PK| shall use this
certificate to establish a mutually authenticated TLS connection for secure signaling with its O-RU Controller(s).

6.2.6.3 Operation with vendor-signed certificates

All O-RUs should be provisioned with a unique device vendor-signed certificate and its entire certificate chain up to the
root. If an O-RU failsto enroll in an operator-PK, as specified in clause 6.2.6.2, an O-RU configured to operate with
TLS may useits vendor-signed certificate for setting up mTLS connectionsto its O-RU Controller(s), for example
using the procedures specified in clause 6.2.5 to call home using NETCONF/TLS. The vendor’s public trusted
certificate and certificate management services should be accessible within the operator network to alow management
of vendor-signed certificates. The extended use of unmanaged vendor-signed certificates, such as outside of enrolment,
is not recommended.

6.2.7 Event-Collector discovery

This clause describes how an O-RU automatically discovers the Event-Collector to which it shall send its
pnfRegistration notification. The support by an O-RU of PNF Registration to a discovered Event-Collector is optional
and hence this clause only applies to those O-RUs that support this optional capability.

O-RUstthat have obtained their IPv6 addresses by statel ess address auto-configuration, shall use stateless DHCPv6, as
specified in RFC8415 [58], to obtain Event-Collector information. Other O-RUs operating using stateful |Pv4 or |Pv6
address alocations shall obtain Event-Collector information during | P address allocation. Other O-RUs which have had
their IP address(es) manually configured, shall also have their Event-Collector(s) and Event-Collector Notification
Format manually configured.

The O-RU supporting PNF Registration shall be able to recover Event-Collector information using O-RAN defined
vendor specific option to signal Event-Collector information to the O-RU using option 43 or option 125 for DHCPv4
and option 17 for DHCPv6. To achieve that, the O-RU shall request the option 43 or option 125 for DHCPv4 and option
17 for DHCPv6 as defined in clause 6.2.5. If the network provides an Event-Collector for the O-RU to send its
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pnfRegistration notification to, a DHCPv4 server shall respond with option 43 or option 125 if so requested, and a
DHCPV6 server shall respond with option 17 if so requested.
The definition of the types used within the DHCPv4 option 43 or option 125/DHCPv6 Option 17 are as follows:
- Type: 0x83 — Event-Collector |P Address
- Type: 0x84 — Event-Collector Fully Qualified Domain Name
- Type: 0x85 — Event-Collector Notification Format

In this version of the specification, the operation of an O-RU when receiving multiple instances of the Event-Collector
IP Address and/or Event-Collector FQDN information is not defined.

In al cases, the Typeisfollowed by the length, which is the hexadecimal encoding of length of value field in octets, and
the Value.

When Type corresponds to an Event-Collector IP Address, the value encodes | Pv4 address(es) in hexadecimal format.
For example, an Event-Collector with 1Pv4 address 198.185.159.144 is encoded in an option 43 or option 125 TLV as

- Type 0x83
- Length: 0x04
- Vaue: C6 B9 9F 90

When Type corresponds to an Event-Collector Fully Qualified Domain Name, this encodes the string representation of
domain name, using ACSII encoding (i.e., following for encoding used for the domain name in the Host Name DHCP
Option 12). For example, a server with FQDN " collector.operator.com" is encoded in an option 43 or option 125 TLV as

- Type 0x84
- Length: Ox17
- Value: 63 6F 6C 6C 65 63 74 6F 72 2E 6F 70 65 72 61 74 6F 72 2E 63 6F 6D

In this version of the specification, the operation of an O-RU when receiving an Event-Collector FQDN that is
subsequently resolved by the O-RU to more than one | P address (i.e., returning multiple Address records) is not
defined.

The format of the DHCPv6 option 17 follows the format of the DHCPv4 encoding, with the additional inclusion of an
Enterprise Number prior to the TLV option data. The IANA allocated private enterprise number to be used with
DHCPV6 option 17 is 53148.

When Type corresponds to an Event-Collector Notification Format, the value encodes in what format the Event-
Collector expects to receive asynchronous notifications. In this version of the specification, only asingle format is
defined:

Vaue00- Event-Collector expects the notification to be signalled using the format as specified in the ONAP VES
event listener specification [i.2].

For example, an Event-Collector expecting the pnfRegistration notification to be signalled using the ONAP defined
format is encoded in the option 43 or option 125 TLV as

- Type 0x85
- Length: 0x01
- Value: 00

6.3 NETCONF call home to O-RU controller(s)

The O-RU aimsto have NETCONF sessions with all of the call home O-RU Controller(s), either discovered using the
DHCP options defined in clause 6.2.5, provisioned by an existing NETCONF client, or statically configured. An O-RU
controller may attempt to autonomously initiate a NETCONF session with the O-RU, e.g., triggered by the
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pnfRegistration procedure. In order to support NETCONF clients corresponding to call home O-RU Controllers that
either do not attempt to initiate a NETCONF session with the O-RU, or are prevented from doing so, e.g., because of
Network Address Tranglation limitations, the O-RU shall call hometo all call home O-RU Controller identities with
which it does not already have an active NETCONF session.

When the O-RU discovers, or is provisioned with, a call home O-RU Controller identity represented as an FQDN, the
O-RU shall use DNSto resolve the | P address(es) of the FQDN identity. If as result of the resolution of the O-RU
Controller FQDN to IP address, an O-RU receives multiple A and/or AAAA records, the O-RU should cycle through
the received IP addressesin the A and/or AAAA records until it is able to establish a NETCONF session with a
particular O-RU Controller identity. The O-RU should report the O-RU controller | P address used in the established
NETCONF session in the client-info container in the o-ran-mplane-int Y ANG model. As a consequence, the O-RU is
expected to have a single M-Plane session established per each O-RU controller’s FQDN, regardless how many
A/AAAA records were returned by the DNS server for each O-RU Controller FQDN.

An O-RU that supports more than one network interface shall be able to perform O-RU Controller discovery on each of
its network interfaces. If an O-RU recoversidentical O-RU controller identity information on multiple network
interfaces, then it should select which one out of the multiple interfaces to use for its call home operation.

NOTE 1. The operation of an O-RU that discovers different O-RU Controller identities on separate network
interfacesis not currently defined in the present document.

If the O-RU is unable to establish a NETCONF session with some of the call home O-RU Controller identities, the O-
RU shall use the "re-call-home-no-ssh-timer” to repeatedly re-perform the call home procedure to all call home O-RU
Controller identities with which the O-RU does not have an established NETCONF session, cycling through the A
and/or AAAA records until it is able to establish a NETCONF session with a particular call home O-RU Controller
identity. The same value of timer shall be used, irrespective of whether SSH or TLSis being used to transport the
NETCONF session.

NOTE 2: The O-RU can cache the returned A/AAAA records for a period of time according to the DNS time to
live. The setting of the DNStimeto live is an operator name server configuration parameter. Asan
example, if an operator knows in advance of a change in the IP address(es) used by its O-RU
controller(s), the operator can configure the name server with a minimum time to live value to ensure O-
RUs request the new | P address(es) in atimely fashion. Name server configuration is outside the scope of
the present document.

If the O-RU is unable to trigger the establishment of NETCONF session with at least one call home O-RU Controller
after having repeated the call home procedure atotal of max-call-home-attempts per O-RU Controller, then the O-RU
should perform an autonomous reset.

The O-RU shall call home as specified in clause 4 of RFC 8071 [15] whereby the O-RU (NETCONF Server) initiates a
TCP connection to the NETCONF client. When calling home to the NETCONF clients in the container client-info, O-
RU shall use the port signalled using the RFC 8572 DHCP option [14] or manually configured during installation, and
when calling home to the NETCONF clients in the container configur ed-client-info, O-RU shall use the port
configured by other NETCONF Client. If no port was signalled or manually configured in the container client-info, or
not configured in the container configur ed-client-info, O-RU shall use the port configured in call-home-ssh-port to
indicate that the O-RU uses SSHv2 to secure the NETCONF connection and use the port configured in call-home-tls-
port to indicate that the O-RU uses TLS to secure the NETCONF connection. If call-home-ssh-port doesn't exist, the
O-RU shall use the IANA-assigned port 4334 to indicate that the O-RU uses SSHv2 to secure the NETCONF
connection, and if call-home-tls-port doesn't exist, the O-RU shall use the IANA-assigned port 4335 to indicate that
the O-RU uses TL S to secure the NETCONF connection. Asillustrated in Figure 6.3-1, when the NETCONF client
accepts a TCP connection on the allocated port, it initiates an SSH session/TL S connection with the NETCONF Server.
Using this SSH session/TL S connection, the NETCONF client initiates a NETCONF session.
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The O-RU shall ensure that a persistent connection to any NETCONF client with "sudo" privileges is maintained by
actively testing the aliveness of the connection using the keep-alive mechanism as specified in clause 4.1 of RFC 8071
[15]. The establishment of NETCONF client privilegesis covered in clause 6.5.

6.4 NETCONF connection establishment

6.4.0 General

The identity of the NETCONF server (O-RU) shall be verified and authenticated by the NETCONF client according to
local policy before password-based authentication data or any configuration or state datais sent to or received from the
NETCONF server.

When using SSHv2, public key-based host authentication shall be used for authenticating the server (RFC 4253) by the
clients. In addition, server authentication based on X.509 certificates may also be provided as specified in RFC 6187
[31].

When using TLS, X.509 certificate-based authentication shall be used for mutual authentication between the
NETCONF client and NETCONF server.

NOTE: SSHv2 based public key-based host authentication requires that the SSH server (O-RU) public keys are
provisioned in the NETCONF client (e.g., O-DU and/or SMO). As an adternative, RFC4251 mentions that "a possible
strategy is to only accept a host key without checking the first time a host is connected, save the key in alocal database,
and compare against that key on all future connectionsto that host. . This option simplifies the key management
procedure asit doesn't require to pre-populate them in O-DU/SMO (SSH client) but obviously at the price of degraded
security, therefore the support of this option shall be configurable and Ieft to operator’s choice.

6.4.1 NETCONF security

As specified in clause 5.4, this version of the O-RU Management Plane Specification uses TLS 1.2, TLS 1.3, or SSHv2
for mutual authentication between the NETCONF server (O-RU) and the NETCONF client (O-DU or SMO).

If multiple NETCONF sessions are established to an O-RU, those sessions shall be established over separate SSH
tunnel/TLS connections.

6.4.2 NETCONF authentication

This version of the O-RU Management Plane Specification supports SSHv2 using password authentication method for
SSHv2 as specified in clause 8 of RFC 4252 [6] and client authentication based on X.509 certificates as specified in
RFC 6187 [31],and TLS 1.2, or TLS 1.3, using X.509 certificate-based authentication.

The identity of the NETCONF server (O-RU) shall be verified and authenticated by the NETCONF client (O-DU or
SMO) according to local policy before authentication data or any configuration or state datais sent to or received from
the server.

The identity of the NETCONF client (O-DU or SMO) shall be verified and authenticated by the NETCONF server (O-
RU) according to local policy (X.509 certificate-based or username/password) to ensure that the incoming NETCONF
client request is | egitimate before any configuration or state datais sent to or received from the NETCONF client. The
server shall also perform proper authorization of the client before accepting any request.

If authentication is based on X.509 certificates, for the purposes of user authentication, the mapping between certificates
and user-name s provided by the subjectAltName field of the X.509 certificate, which means that the user nameis
coded in the subjectAltName. The username is determined from the subjectAltName using the rules as specified in RFC
7589 [41]. For the purposes of NETCONF server authentication, RFC 7589 [41] specifies server identity as specified in
clause 4 of RFC 6125 [40].

Upon initial system initialization, the O-RU is configured with a default account. The specific details of the default
account are to be agreed between operator and vendor. An example of a default user account for account-type
PASSWORD is one with username "oranuser”. An example of a default user account for account-type CERTIFICATE
is map type "san-rfc822-name" with an rfc822-name of "oranuser@o-ran.org".
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The default account may be of account-type PASSWORD, in which case a default password also needs to be defined
and configured in the O-RU, for example "o-ran-password”. As the default account may be operator specific, this may
require that the O-RU provides facilities to configure securely this default account and cert-to-name mapping list at
installation time (i.e., before the O-RU is connected to the O-RU Controller).

If user authentication is based on X.509v3 certificate during O-RU plug and play, to support zero touch for the first
NETCONF connection, the O-RU shall support the default mapping between certificate and default NETCONF account
which maps any authenticated X.509 v3 certificate to this default O-RAN account. The trust anchor for O-RU shall be
provisioned automatically with online CA server during O-RU Plug and Play, and it shall be same as the trust anchor of
the O-RU Controller(s), thus avoiding the need for manual configuration of the peer trust anchor for O-RU.

The default account is a member of the "sudo" access control group (see clause 6.5 for details of groups/privileges) as it
can be used to create other accounts (see clause 6.4.3).

The operator and vendor shall agree how the default account can be determined by a NETCONF client operating in a
multi-vendor O-RU environment based on the SSH response message sent by the O-RU. It is recommended that the
vendor and operator agree on a particular format of the “ SSH-protoversion-softwareversion SP comments CR LF”
identification string, as defined in RFC4253 [7] clause 4.2, used by the SSH Server in the O-RU to identify the O-RU
vendor and consequently the default account to be used by the NETCONF client. Upon initial system initialization, the
NETCONTF client can authenticate itself to the O-RU using SSH Authentication, with the agreed default username and
password.

If authentication based on X.509 certificates according to [31] is supported by SSH and TL S client and server, the
certificates need to be installed at initial system initialization, or can be obtained through certificate enrolment with
operator’s PKI (certificate enrolment as defined by 3GPP with CM Pv2 protocol between the NE and the operator’s
CA).

6.4.3 User account provisioning

6.4.3.1 General

The NETCONF client with suitable privileges may provision user accounts on the O-RU, including the accounts (users)
name, password, group (see clause 6.5 for details of groups/privileges) and whether a particular account is enabled or
disabled.

- The name for the user is a string which should be between 3-32 characters. For account-type
PASSWORD, the first character should be alowercase letter. The remaining characters should be
lowercase |etters or numbers. For account-type CERTIFICATE, the characters should be lowercase
letters, numbers, periods (ASCII code 0x2E) or @ sign (ASCII code 0x40).

- The account-type is an enumeration, indicating whether password or certificate-based authentication is
used for this account.

- The password is a string between 8-128 characters. Allowed charactersin the password field include
lowercase and uppercase letters, numbers and the special characters: ! $% " () _+~{}[].-The
password leaf is not present for those user accounts associated with certificate-based authentication.

- Whether an account is enabled. The YANG model ensures that at least one user account is aways
enabled on the O-RU.

- When the O-RU supports the SHARED-ORU-M UL TI-OPERATOR feature, the user account may be
associated with zero or more Shared Resource Operator IDs (sro-id). Clause 19 describes the operation
of the SHARED-ORU-MULTI-OPERATOR feature in more detail. When an sro-id is configured
with a user account with "carrier" group/role privileges, the multi-operator shared O-RU featureis
enabled.

The new account information (user name, password, optional sro-id and whether the account is enabled) shall be
stored in reset-persistent memory in O-RU.

Each account name in o-ran-usermgmt Y ANG model isidentical to the user-name used in ietf-netconf-acm Y ANG
model. User account provisioning shall include using the ietf-netconf-acm module to define which groups are
associated with a particular user-name (see clause 6.5 for details of groups/privileges).
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If certificate-based client authentication is used no password needs to be provisioned. At time of SSH or TLS
connection, user’s authorization is done based on the X.509 certificate’ s SubjectAltName field that codes the associated
account’s name.

When other user account (sudo) is created, the NETCONF client closes existing NETCONF session as described in
clause 6.8. Then, the O-RU disables the default account and default account stays disabled over the resets. The default
account becomes enabled when the O-RU is reset to the factory default software by following the procedures defined in
clause 8.8. Any other way to enable the default account is not precluded as O-RU vendor implementation matter.

The security principle defined in this clause shall follow those defined for the default account and default mapping, i.e;
the O-RU Controller shall create a new mapping.

NOTE: Depending on the EE/CA certificate of the O-RU Controller, the map type can still be specified but with
specific fingerprint of the EE/CA certificate or based on SubjectAltName of EE/CA certificate as
specified in clause 6.4.2.

6.4.3.2 Certificates to NETCONF usernames mapping list provisioning

The O-RU controller with suitable privileges may provision certificate-to-NET CONF-username-mappings to the
certificate-to-NETCONF-usernames mapping list at the O-RU, each entry of the mapping list containing a certificate
fingerprint, a map-type and optional username.

- The certificate fingerprint is a digest of NETCONF client end-entry (EE) certificate or adigest of a
trusted certificate authority (CA) which is part of the CA certificate chain of the NETCONF client EE
certificate in X.509 binary format. From security consideration, it is recommended to use EE certificate
fingerprint instead of CA certificate fingerprint.

- The map-type indicates how the NETCONF username associated with the certificate should be
determined. O-RU shall support map-types A and B defined in section 7 of RFC 7589 [41]. Support for
other map-typesis optional. Support for map-type F, “common-name”, is deprecated.

- The username name is a NET CONF account’s name which is specified only when map-typeis
‘specified.

In case a X.509v3 certificate that is used for client authentication is updated e.g., due to it being close to expiry, the O-
RU controller shall update the X.509v3 certificate and if necessary re-provision the certificate-to-username mapping to
O-RU.

6.5 NETCONF access control

This clause defines the access control for NETCONF clients. Its motivation is that when multiple NETCONF clients
(users) are defined, the NETCONF access control mechanism enables the NETCONF server to limit some operations for
one client but allow full access for another client. In particular, for hybrid access configuration as introduced in clause 5,
thisallowsthe privileges associated with the NETCONF client in the O-DU to be distinct and different from the privileges
associated with the NETCONF client in the SMO.

In order to support interoperable access control management, the NETCONF Server shall usethe |[ETF NETCONF Access
Control Model as specified in RFC8341 [64].

Currently seven access control groups corresponding to different NETCONF client roles are defined and can be mapped
to the user-name for a NETCONF session: "sudo", "smao", "hybrid-odu", "carrier”, "nms’, "fm-pm", and "swm". Table
6.5-1 maps the group/role name to different privileges. Privileges are defined per namespace for read "R", write"W" and
execute "X" where “X” indicates access privilege to use RPC operations or to subscribe to Notifications. The NACM
module is used to store the association between the groups and user -names and enables a user-name to be associated
with multiple different groups. The configuration of the NACM module shall be stored in reset-persistent memory in O-
RU.

During access control procedure, groups associated to the user are determined based on user-name that an O-RU
controller provided or derived from O-RU controller’ scertificate. The user’ saccess privileges are the combination (union)
of the privileges associated with those groups. Please refer to table 6.5-1 for privilege details. O-RU shall support access
control enforcement procedure defined in RFC 8341 [64] clause 3.4.
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NETCONF client in a centralized network management system from being configured "sudo" privileges
that permit it to edit the configuration used by an O-RU. However, importantly the operation of the O-DU
in those situations may not be defined. For example, an O-DU when operating with an O-RU which
receives an autonomous reset RPC from a centralized NM S may not result in the O-DU recovering the o-
ran-oper ations. oper ational-info/oper ational-state/r estart-cause from the O-RU to then determine that
an NM S triggered reset has been performed. In order to reduce the possibility of such a scenario, it is
recommended that when operating in hybrid mode of operation, the NETCONF client in the O-DU is
associated with the "hybrid-odu” privilege group and the NETCONF client in the SMO is associated with

the "smo" privilege group.

When operating with a NETCONF client with user name user-list entry containing a configured sro-id and with
"carrier" privileges, e.g., aclient operated by a Shared Resource Operator, a Multi-Operator O-RU shall have its read,
write and execute privileges for certain models further refined based on the sro-id associated with the name of the
NETCONTF client as configured using the o-ran-usermgmt Y ANG model. Further details are described in clause 19.

Table 6.5-1: Mapping of account groupings to O-RU module privileges

Module Rules sudo nms fm-pm swm smo hybrid- | carrier
odu
"urn:o-ran:supervision:x.y" RWX RW- RWX R-X
(NOTE 4)
"urn:o-ran:hardware:x.y" RWX RW- RWX R-- R--
"urn:ietf:params:xml:ns:yang:ietf- RWX RWX R-X - RWX R-X R-X
hardware"
"urn:ietf:params:xml:ns:yang:iana- R-- R-- R-- R-- R-- R--
hardware"
"urn:o-ran:user-mgmt:x.y" RWX --X --X --X RWX RWX --X
(NOTE 1) (NOTE 8) (NOTE 8) (NOTE 8) (NOTE 1) (NOTE 1) (NOTE 7, 8)
"urn:o-ran:fm: x.y " R-X R-X R-X - R-X R-X R-X
"urn:o-ran:fan: x.y " R-- R-- R-- - R-- R-- R--
"urn:o-ran:sync: x.y " RWX RWX R-- --- RWX R-X R-X
"urn:o-ran:delay: x.y " RW- R-- R-- R-- RW- R--
"urn:o-ran:module-cap: x.y " RW- R-- R-- R-- RW- R--
"urn:o-ran:udpecho: x.y " RW- R-- — RW- R-- R--
"urn:o-ran:operations: x.y " RWX RW- R-- - RWX RWX R--
"urn:o-ran:uplane-conf: x.y " RWX RWX R-- --- R-- RWX RWX
(NOTE 6)
"urn:o-ran:beamforming: x.y" R-X R-X R-- R-- R-X R--
"urn:o-ran:lbm: x.y " RW- RW- R-- --- RW- R-- R--
"urn:o-ran:software-management: x.y " R-X R-X R-- R-X R-X R-- R--
"urn:o-ran:file-management: x.y " R-X R-X R-X R-X
" urn:o-ran:messages: x.y " RW- R-- R-- - R-- RW- R—
(NOTE 6)
"urn:o-ran:performance-management: RWX RWX RWX - RWX R-X R-X
x.y" (NOTE 6)
"urn:o-ran:transceiver: x.y " RW- RW- R-- == RW- R-- R--
"urn:o-ran:externalio: x.y " RWX RWX — RWX R-- R--
"urn:o-ran:ald-port: x.y " RWX RWX - RWX RWX -
(NOTE 3)
"urn:o-ran:interfaces: x.y " RWX RWX R-- RWX R-- R--
"urn:ietf:params:xml:ns:yang:ietf-ip" RW- RW- R-- RW- R-- R--
"urn:ietf:params:xml:ns:yang:ietf- RW- RW- R-- - RW- R-- R--
interfaces”
"urn:o-ran:processing-elements: x.y " RW- RW- R-- - RW- RW- R--
(NOTE 6)
" urn:o-ran:mplane-interfaces: x.y " RW- RW- R-- RW- R-- R--
(NOTE 2)
"urn:o-ran:dhcp: x.y " R-- R-- R-- R-- R-- R--
"urn:o-ran:ald: x.y" -X --- --X --X -
(NOTE 3)
"urn:o-ran:troubleshooting: x.y" R-X R-X R-X R-X
" urn:o-ran:trace: x.y" R-X R-X R-X R-X -
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Module Rules sudo nms fm-pm swm smo hybrid- | carrier
odu
"urn:o-ran:laa: x.y " RW- RW- == R-- RW- R--
"urn:o-ran:laa-operations: x.y " R-X - - --- R-X
"urn:o-ran:antcal: x.y " RWX R-- - - R-- RWX R-X
"urn:ietf:params:xml:ns:yang:ietf- RW- R-- R-- R-- RW- RW- R--
netconf-acm"
"urn:ietf:params:xml:ns:yang:ietf-yang- R-X R-X R-X R-X R-X R-X R-X
library"
"urn:ietf:params:xml:ns:yang:ietf- R-X R-X R-X R-X R-X R-X R-X
netconf-monitoring"
"urn:ietf:params:xml:ns:yang:ietf- R-X R-X R-X R-X R-X R-X "R-X
netconf-notifications"
"urn:o-ran:shared-cell:x.y" RW- RW- R-- RW- R--
(NOTE 6)

"urn:o-ran:ethernet-fwd:x.y" RW- RW- === RW- R-- R--
"urn:ietf:params:xml:ns:yang:ietf- - - - - RWX - -
subscribed-notifications"
"urn:o-ran:ves-sn:x.y" RW-
"urn:ieee:std:802.1X:yang:ieee802- RW- RW- R-- RW- R-- R--
dotlx"
"urn:ieee:std:802.1Q:yang:ieee802- RW- RW- R-- RW- R-- R--
dotlg-cfm"
"urn:o-ran:o-ran-ieee802-dot1g-cfm" RW- RW- R-- RW- R-- R--
"urn:ietf:params:xml:ns:yang:ietf- RW- RW- R— RW- R-- R—
system"” (NOTE 5) (NOTE 5) (NOTE 5) (NOTE 5) (NOTE 5) (NOTE 6)
"urn:ietf:params:xml:ns:yang:ietf- R-- R-- - - R-- R-- R--
truststore" (NOTE 9) (NOTE 9) (NOTE 9) (NOTE 9) (NOTE 9)

NOTE 1: The rule list for "urn:o-ran:user-mgmt:1.0" shall additionally deny reading of the password leaf by any
NETCONF client

NOTE 2: The rule list for "urn:o-ran:mplane-int:1.0" shall additionally deny the writing of the configured-client-info
container for NETCONF sessions with "nms" group privileges.

NOTE 3: While the rule list for models related to Antenna Line Devices (ALD) permit SMO configuration privileges, the
operation of the current architecture, including requiring the use of regular NETCONF RPCs to tunnel
heartbeat messages to the ALD, may limit the scalability of scenarios where the SMO is responsible for the
ALD Controller function described in clause 14.4.

NOTE 4: The rule list for "urn:o-ran:supervision:x.y" shall additionally deny writing of the cu-plane-monitoring
container for NETCONF sessions with "smo" group privileges.

NOTE 5: The rule list for "urn:ietf:params:xml:ns:yang:ietf-system" shall additionally deny write access to the clock
container and the authentication container and deny read access to the system-state container for all
group privileges.

NOTE 6: Clause 19 describes further details of how carrier privileges are refined based on sro-id for O-RUs that
support the SHARED-ORU-MULTI-OPERATOR feature.

NOTE 7: The carrier rule list prohibits read and write to o-ran-usermgmt YANG model, but allows access to the sro-id
leaf instance defined in o-ran-usermgmt from different data structures by reference.

NOTE 8: Execution access privilege applies to chg-password RPC only.

NOTE 9: The present document only supports CMPVv2 as the method to configure a trust anchor. An O-RU controller
can use the ietf-truststore model to read the operator and/or manufacturer installed trust anchors.

This mapping shall be encoded in the rulelist in ietf-netconf-acm.yang model. Thisrule list shall be unmodifiable by
any NETCONF client.

The same model is responsible for configuring the mapping between different user-names and groups.

6.6 NETCONF capability discovery

The O-RU shall advertiseits NETCONF capabilitiesin the NETCONF Hello message. The Hello message sent by the
O-RU shall include the <session-id> element containing the session ID for the NETCONF session and shall provide an
indication of support for standard features defined in NETCONF RFCs as well as support for specific namespaces.

NETCONF capabilities are exchanged between the O-RU and the NETCONF client(s). Examples of capabilities are
specified in clause 8 of RFC 6241 [3] and include the following capability items:

- Writable-running Capability
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- Candidate Configuration Capability and associated Commit operation
- Discard change operation
- Lock and un-lock operations
- Confirmed commit Capability
- Cancel commit operation
- Rollback on error capability
- Validate Capability
- Startup configuration capability
- URL capability
- XPATH capability
- Notifications
- Interleave capability
O-RUs shall support the "XPATH capability".
O-RUs shall support "Notifications".
O-RUs shall support at least one of the following capabilities:
- "writable-running capability"
- "candidate configuration capability and associated Commit operation”.

In addition, an O-RU that supports "writable-running capability" should support the "rollback on error capability" and
an O-RU that supports " candidate configuration capability and associated Commit operation” should support the
"confirmed commit capability".

The NETCONF client uses the get RPC together with sub-tree based <filter> and XPATH based <filter> to recover
particular sub-trees from the O-RU. Please see clause 9 for more information on NETCONF based configuration
management.

In order to avoid interactions between the operation of supervision watchdog timer (see clause 6.7) and the confirmed
commit timer (default val ue set to 600 seconds in RFC 6241), when using the NETCONF confirmed commit capability,
aNETCONF client with "sudo" privileges shall ensure the confirmed-timeout is |ess than the super vision-notification-
interval timer (default value 60 seconds in o-ran-supervision.yang).

6.7 Monitoring NETCONF connectivity

This clause provides description of NETCONF connectivity monitoring for persistent NETCONF session. Additional
procedures for O-RUs that support the optional NON-PERSISTENT-MPLANE feature to monitor the communication
path between the O-RU and Event-Collector are defined in clause 18.6.

When having a session with a NETCONF client that has subscribed to receive the supervision-notification, the O-RU
operates watchdog timers (supervision timer and notification timer) to ensure that the session to the NETCONF client is
persistent, asillustrated in Figure 6.7.1. The O-RU provides NETCONF Notifications to indicate to remote systems that
its management system is operational.

For the O-RU that supports feature SUPERVISION-WITH-SESSION-ID, these supervision-notification messages
shall also indicate the NETCONF session-id associated with the subscription to the event notification. When
subscribing to receive the supervision-notification, aNETCONF client may use its own NETCONF session-id in the
subscription filter criteriato indicate to the O-RU which supervision-notification events the O-RU shall forward to the
NETCONF client. The session-id is provided by the NETCONF server to the NETCONF client in the initial Hello
exchange, see clause 6.6.
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An O-RU controller that has subscribed to the supervision-notification is expected to use the <supervision-watchdog-
reset> RPC to indicate to O-RU the O-RU controller is operational.

NOTE 1: Thissupervision isintended to be used with the NETCONF client associated with the operation of the
peer to the O-RU’ s lower layer split and clause 6.5 describes which NETCONF clients have privilegesto
subscribe to the supervision-notification.

A NETCONF server shall support the operation of individual supervision watchdog timers for each NETCONF client
which has subscribed to supervision-notification.

The privileged NETCONF client is responsible for automatically enabling the operation of the watchdog timers by
creating supervision-notification subscription. After operation of watchdog timersis enabled - the timers are considered
as running.

The O-RU uses two timers, referred generically as watchdog timers, to support the bi-directional monitoring of
NETCONF connectivity:

- Notification timer:
Value: Equal to supervision-notification-interval (default value: 60s)

Operation: The O-RU sends super vision-notification to those NETCONF clients that have subscribed to
receive such notifications. The O-RU sends supervision-notification, at the latest when the timer
expires. The O-RU Controller confirms that NETCONF connectivity to the O-RU is operational by
receiving the notification.

- Supervision timer:

Vaue: Equal to supervision-notification-interval (default value: 60s) + guar d-timer -over head
(default value: 10s)

Operation: The O-RU identifies supervision failure operation when the timer expires. To avoid
supervision timer expiration, a NETCONF client who has subscribed to receive the supervision-
notification should repeatedly reset this supervision timer. Such supervision timer reset is considered by
O-RU as confirmation that NETCONF connectivity to the O-RU Controller is operational .

The O-RU enables dedicated watchdog timers for specific NETCONF client when it receives a <create-subscription>
RPC from a NETCONF client with required privileges. The notification timer shall be started when the O-RU receives
a <create-subscription> RPC, but how the O-RU treats the supervision timer is up to O-RU’ s implementation based on
the above definition. After the watchdog timers have been enabled, the O-RU isresponsible for sending supervision-
notification after the expiry of the notification timer. An O-RU Controller who has subscribed to the supervision-
notification shall be prepared to receive the notification at any time when the watchdog timers are running.

The NETCONF client is responsible for sending super vision-watchdog-reset RPC in order not to cause the
Supervision timer to expire, and the O-RU should send next notification timestamp as next-update-at in reply.

NOTE 2: next-update-at isjust informative.

In the supervision-watchdog-reset RPC, the NETCONF client may configure new values for the watchdog timers
using RPC parameters "supervision-notification-interval”" and "guard-timer-overhead. When the O-RU receivesthe
supervision-watchdog-reset RPC, it is responsible for resetting its supervision timer and notification timer. When the
watchdog timers are running, the O-RU shall be prepared to receive supervision-watchdog-reset RPC at any time - also
within supervision timer period.

The NETCONF client can set new value of watchdog timers without receiving supervision-notification from the O-
RU. The new values are taken into use immediately with respect to supervision-watchdog-r eset RPC content. The next
notification should be expected not later than at the moment addressed in timestamp provided by RPC reply.

If another NETCONF client has locked the running configuration, e.g., when operating in hybrid mode of operation,

and if the O-RU Controller attempts to configure a new value of the watchdog timer(s) by sending the supervision-
watchdog-reset RPC, then the RPC operation to reset the watchdog timer will succeed, but the related backend
implementation to modify the watchdog timer(s) may fail. In such circumstances, the O-RU may use the err or -message
in the RPC output to indicate to the O-RU Controller that the configuration modification has failed.
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If the supervision timer expires, the O-RU shall enter "supervision failure" condition, as described in clause 14. If all
NETCONF sessionsto NETCONF clients with "sudo" privileges are closed, the O-RU shall immediately disable
operation of the supervision timer.

‘ NETCONF server (O-RU) | NETCONF client

client subscribes to receive the “supenision-notification” event B'

<rpc> <create-subscription>
<

| Notification timer is started with default value (60 sec)lﬁ

| Supermvision timer is started with default value (60 sec + 10 sec) Iﬁ

| <rpc-reply/=

loop ) [supervision loop]

|
I
oEt J [changing default timers (example values used)]

(supenvision-notification interval = 70, guard-timer-overhead = 15)

]
| |
| <rpc supenvision-watchdog-reset= |
| </ipc> |
T |
I
|
I
I
i

<

Reset notification timer and supenision timer for
NETCCNF session. Use values provided in RPC
to calculate notification timer and supemnvision timer.

i
! <rpe-reply=<next-update-at>date-time</next-update-at></rpc-reply>
>

| 0-RU uses non-default values of watchdog timers Iﬁ |

——
I:lEt P [regular flow of supervision messages]
|

I
I
Motification timer expires i
|
]

<supemnision-notification>

.
e

NETCONF Client knows C-RU's
management system is operational

I:lEl A [supe(‘uisiun timer expiry]
|

| <rpc supervision-watchdog-reset></rpc>
I

! . . .
1 supervision timer expiry

| Supemwision Failure handling Iﬁ

_ <rpc supenvision-watchdog-reset></rpc>

| Reset watchdog timers for NETCONF session Iﬁ
T

| <rpe-reply=<next-update-at>date-tims </next-update-at></rpc-raply> -
T

| 0-RU knows peer management system is operational Iﬁ
7

oEt J [superuilsinn terminated by NETCONF client]

alt _/ [close NETCONF session]

|
| .

\_ <close-session>
<

1

alt / [kill HETCONF session] |

|

! I
! <kill-session> i
3 J

alt [subscription stop time is reached]
|

| Supenvision Termination handling Iﬁ

‘ NETCONF server (O-RU) | NETCONF client
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Table 6.7-1: Monitoring NETCONF Connectivity

NOTE 3: A NETCONF client can use the create-subscription for the single supervision-notification event
stream, or aternatively subscribe to the default event-stream using additional filter criteriato identify the
supervision notification. In order to subscribe to multiple notifications, the appropriate cr eate-
subscription message is required. Please refer to clause 11.3 for the appropriate example of create-
subscription of multiple notifications.

The figureillustrates the O-RU ceasing supervision operation triggered by two options:

1) Thesupervision timer expires. In such case the O-RU performs Supervision Failure handling as described in
clause 14.1.1.

2) The NETCONF client terminates the subscription to the supervision-notification. The NETCONF client can
either close the subscription session, terminate the NETCONF session or wait for the subscription stop time to
be reached. In such case the O-RU performs Supervision Termination handling as described in clause 14.1.2

6.8 Closing a NETCONF session

A NETCONF client closes an existing NETCONF session by issuing the RPC close-session command. The O-RU shall
respond and close the SSH session or TLS connection. If the NETCONF client is a Call home O-RU controller, the O-
RU shall then re-commence call home procedures, as described in clause 6.3.

Under normal operations, it is expected that at least one NETCONF session with "sudo" or "hybrid-odu" privileges are
long-lived and used to repeatedly reset the O-RU’ s supervision watchdog timer for the NETCONF session. NETCONF
clients associated with other privilege groups are not required to operate using persistent NETCONF sessions.

If aNETCONF client has been previously become known to an O-RU by being configured using NETCONF, and the
NETCONTF client is subsequently removed from the O-RU’ s configuration, e.g., by a second NETCONF client with
"sudo" privileges, the NETCONF server shall force the termination of the NETCONF session to the removed client.

6.9 PNF registration

6.9.1 Introduction

The support by an O-RU of PNF Registration to a discovered Event-Collector is optional and hence clause 6.9 only
applies to those O-RUs that support this optional capability. An O-RU that support pnfRegistration shall also support
the Monitoring the Communications Channel between O-RU and Event-Collector as defined in clause 18.6.

6.9.2 PNF registration procedure

The pnfRegistration notification is a JSON encoded message sent from the O-RU to the discovered Event-Collector
using REST/HTTPS. As a pre-condition to performing PNF Registration, the O-RU first receives the Event-Collector
information encoded in a DHCP/DHCPv6 option as described in clause 6.2.7. The O-RU shall attempt to establish a
HTTP connection to the discovered Event-Collector using TL S to authenticate the connection. It shall then signal the
pnfRegistration notification over the HTTP/TLS connection. The sending of the pnfRegistration notification is repeated
periodically until the SMO establishes a NETCONF session with the O-RU. These procedures are illustrated in Figure
6.9.2-1.

An O-RU that is performing the PNF registration procedure whilst simultaneously performing the call home procedure
described in clause 6.3, shall be able to determine that the SMO has established a NETCONF session with the O-RU.
Thisisidentified by the O-RU analysing the source | P address from which the NETCONF originates, based on the
assumption that the NETCONF session from the SMO originates from an |P address that is distinct from the IP
address(es) of the call home O-RU Controller(s) to which the O-RU is simultaneously performing the call home
procedure.
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0-RU/
SMO/ (Event-Praducer)/
Event-Collectar | | (NECTONF Client) | | DHCP (NETCONF Server)

EventCollector discovery
i 1 DHCP Option 43 Encoded Event-Collector Infarmation

v

IonE / [periodic sending ufi:urlfRegis‘lra‘tinn nut:iﬁca'linn] .
I

| _ 2 <<HTTP/TLS>> Authenticate Connection .

:J 3 <<HTTP/TLS>> pr;fRegistratic:n natification i

T T
i ; priRegistration
"7 Indication

3 Establish NETCONF Session

.
v

Establishment of
METCONF session
ceases repeated
sending of

pnfRegistration notification

Ewvent-Collectar SMOS DHCP O-RLU/
(MECTONF Client) (Event-Fraducer)/
(NETCONF Server)

Figure 6.9.2-1: PNF Registration Procedure

6.9.3 Encoding of PNF registration notification
In this version of the specification, the encoding of the pnfRegistration notification follows the ONAP definition [i.2].

The pnfRegistration notification shall include the IP address information necessary for a NETCONF client to establish
IP connectivity to the NETCONF Server in the O-RU, i.e., shall include the field oamV 4l pAddress when the O-RU has
aconfigured IPv4 interface and/or the field oamV 6l pAddress when the O-RU has a configured 1Pv6 interface.

The contents of the pnfRegistration notification are derived from the O-RU’ s configuration database using Table 6.9.3-
1. An O-RU shall support the o-ran-har dwar e.yang model revision 5.0.0, or later, which defines the schema nodes
corresponding to unitFamily and unitType values and the o-r an-oper ations.yang model revision 5.0.0, or later, which
defines the schema nodes corresponding to the version of pnfRegistration fields.
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Table 6.9.3-1: Mapping from O-RU’s Operational Data to PnfRegistration fields

PnfRegistration Mandatory/ YANG Operational Data
Notification Field Conditional/
Optional
lastServiceDate (0] /hw:hardware/hw:component/or-hw:last-service-date

macAddress - O [if.interfaces/if.interface/o-ran-int:mac-address

manufactureDate (@) /hw:hardware/hw:component/hw:mfg-date
modelNumber M /hw:hardware/hw:component/hw:model-name
oamV4lpAddress C lif:interfacesl/if:interface/ip:ipv4/ip:address/ip:ip
oamV6IpAddress C lif:interfacesl/if:interface/ip:ipv6/ip:address/ip:ip
pnfRegistrationFieldsVersion M /o-ran-ops:operational-info/o-ran-ops:declarations/o-ran-
ops:supported-pnf-registration-fields-version
serialNumber M /hw:hardware/hw:component/hw:serial-num
softwareVersion M /hw:hardware/hw:component/hw:software-rev
vendorName M /hw:hardware/hw:component/hw:mfg-name
7 O-RU to O-DU interface management

7.1 O-RU interfaces

An O-RU has a number of network interfaces, including Ethernet, VLAN and IP interfaces. This section describes the
management of these network interfaces.

The O-RU’s configuration for itsinterfacesis defined using the o-ran-interfaces.yang module. This module augments
the standard ietf-interfaces.yang and ietf-ip.yang modules. The O-RU’s interfaces are built on alayering principle
where each interface has a unique name.

All interfaces are referenced by their port-number and name. The base interface corresponds to the Ethernet interface.
These | eafs describe the maximum transmission unit (12-mtu), the hardware-address as well as optional alias mac
addressees that may be used to transport the CU plane. Additionally, for O-RUs that include the ieee802-dot1x and ietf-
system modelsin their YANG library the /if:interfaced/if:interface/dot1x: pag/dot1x:port-capabilities/dot1x:supp schema
node enables an O-RU Controller to configure operation of |EEE 802.1X Port based Access Control, as specified in
[70].

Above the Ethernet interface are VLAN interfaces. Both Ethernet and VLAN interfaces can support IP interfaces. IP
interfaces are defined using the standard ietf-ip.yang model. Accordingly, each IP interface can have an |Pv4 and/or
IPv6 interface(s) defined. The O-RU shall provide operational state associated with the layer 3 configuration of these
interfaces provide additional detail of the layer 3 configuration, including prefix(es), using theietf-ip Y ANG model, and
domain name servers and default gateway addresses, using the o-ran-dhcp Y ANG model. An example of such
operationa state for the ietf-ip YANG model is shown in Figure 7.1-1.

<i pv4 xm ns="urn:ietf:params: xm :ns:yang:ietf-ip">
<enabl ed>t r ue</ enabl ed>
<addr ess>
<i p>10. 10. 0. 17</i p>
<net mask>255. 255. 255. 0</ net mask>
<ori gi n>dhcp</ ori gi n>
</ addr ess>
</ipva>

Figure 7.1-1: Example operational data related to an IP interface

Finally, leafs associated with CoS and DSCP marking are defined, enabling independent configuration of CoS and
DSCP markings for u-plane, c-plane and m-plane traffic. As adefault, al user-plane flows are marked identically by the
O-RU. Optionally, the interfaces can be configured to support enhanced user plane marking for up-link traffic whereby
different CoS or DSCP values can be configured. This enablesindividual receive endpointsin the O-RU to be
configured with different markings to then enable differentiated handling of up-link flows by the transport system.

Because the o-ran-interfaces model defines augments to the ietf-interfaces model, the O-RU can leverage the definition
of operational state in ietf-interfaces to optionally report packet and byte counts on a per interface basis. A single RPC
is defined in the o-ran-interfaces modul e, to enable these counters to be reset.
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7.2 Transceiver

The o-ran-transceiver Y ANG module is used to define operational state for the pluggable transceiver module (like SFP,
SFP+, SFP28, XFP and QSFP, QSFP+, QSFP28, QSFP56). Each transceiver is associated with a unique inter face-
name and port-number. Interfaces accessible through the transceiver are provided by the interface-name, interface-
names and additional-multi-lane-r eporting/inter face-names leaves in the o-ran-transceiver Y ANG module.

A digital diagnostic monitoring interface for optical transceiversis used to allow access to device operating parameters.
As specified in SFF-8472 [16] and SFF-8636 [34], datais typically retrieved from the transceiver modulein afile. This
file may be obtained from O-RU by the NETCONF client. Please see clause 9 for more details.

With QSFP form factor, the optical links may be multi-wavelengths (4xTx & 4xRx) and/or multi-fibres (MPO -
Multifibre Parallel Optic). The QSFP digital diagnostic interface as specified in SFF-8636 [34] describes the use of
optical lanes and the O-RU interface management defines alarm 29 :"transceiver fault” for al medialanes.

The byte with offset i (i=0, ..., 511) from the beginning of the file is the byte read from data addressi of the transceiver
memory at two-wire interface address OXAO if <256, otherwise it is the byte read from data address i-256 of the
transceiver memory at two-wire interface address OxA2. The retrieved data is stored in the file without any conversion
in binary format.

The O-RU stores data from the transceiver module on transceiver module detection during start-up. The data from the
transceiver moduleis saved in the file. A NETCONF client can upload it by using the File Upload procedure defined in
clause 12. The O-RU does not synchronize contents of the file with transceiver memory in runtime, therefore bytes
representing dynamic information are expected to be outdated. The O-RU does not remove the file on transceiver
module removal. If atransceiver moduleisinserted during File Upload procedure, then the procedure may provide a
file with previous content or fail (with failure reason as listed in File Upload procedure). If the O-RU is unable to
retrieve the data from the transceiver module or it is not present, then the O-RU does not create the file or removes the
file created earlier

NOTE: File Upload procedure requesting non-existing file will fail.
The file name shall have the following syntax:
- sfp_{ portNumber} .sffcap

where { portNumber} isthe value of port-number leaf of the corresponding list of port-transceiver data. Examples:
sfp_0.sffcap, sfp_1.sffcap.

7.3 C/U-Plane VLAN configuration

Within the o-ran-interfaces Y ANG model, each named Ethernet interface includes a leaf to indicate whether VLAN
tagging is supported. By default, VLAN tagging shall be enabled on al interfaces. This permitsan O-RU to
autonomously discover that it is connected to atrunk port, as described in clause 6.2.3.

When an O-RU is connected to atrunk port, VLANs will aso typically be assigned to the C/U plane connections. The
VLAN(S) used to support C/U plane transport may be different from the VLAN(S) used to support management plane
connectivity. The VLAN assigned to the U-Plane shall be the same asthe VLAN assigned to the C-Plane for any given
eAXxC_|ID. When different VLANSs are used, the C/U plane VLANS shall be configured in the O-RU by the NETCONF
client. In such circumstances, as defined in o-ran-interfaces, the NETCONF client shall configure separate named
interfaces for each active VLAN. This configuration will define a C/U-Plane named VLAN interface as being the
higher-layer -if reference for the underlying Ethernet interface and the underlying Ethernet interface is defined as being
the lower -layer -if reference for the named VLAN interface.

7.4 O-RU C/U-Plane IP address assignment

In this release, the support for C/U plane transport over UDP/IP is optional and hence this clause only appliesto those
O-RUs that support this optional capability.

An O-RU that supports C/U plane transport over UDP/IP shall support 1Pv4 and/or IPv6 based transport. A NETCONF
client can receive a hint as to whether an O-RU supports a particular 1P version by using the get RPC to recover the list
of interfaces supported by the O-RU and using the presence of the augmented ipv4 container or ipv6 container in the o-
ran-interfaces Y ANG module as an indication that a particular |P version is supported.
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The IP interface(s) used to support UDP/IP based C/U plane transport may be different than the I P interface(s) used to
support management plane connectivity. When different I P interface(s) ig/are used, the C/U plane IP interfaces shall be
configured in the O-RU by the NETCONF client by using theietf-ip Y ANG model to configure the | Pv4 container
and/or | Pv6 container. When defined by the NETCONF client, this interface shall be configured using either a named
Ethernet interface (i.e., where the interface typeis set to ianaift: ether netCsmacd) and/or anamed VLAN interface
(i.e.,, where the interface typeis set to ianaift:12vlan), depending upon whether VL ANSs are used to support | P based
C/U plane traffic.

When a separate C/U plane IP interface is configured by the NETCONF client, additionally the NETCONF client may
statically configure the | P address(es) on this/these interface(s). If the NETCONF client does not statically configure an
I P address, the O-RU shall be responsible for performing | P address assignment procedures on the configured
interfaces.

When an O-RU has not been configured with a static | P address, the O-RU shall support the | P address assignment
using the following techniques:

When the O-RU supports |Pv4:

1) IPv4 configuration using DHCPv4 as specified in RFC 2131 [10].
and when the O-RU supports | Pv6:

2) IPv6 Stateless Address Auto-Configuration (SLAAC) as specified in RFC 4862 [11].
OR

3) IPv6 State-full address configuration uses DHCPVG6 as specified in RFC 8415 [58].

7.5 Definition of processing elements

The CU-plane application needs to be uniquely associated with specific data flows. This association is achieved by
defining an O-RU "processing element” which can then be associated with a particular C/U plane endpoint address, as
specified in [2] clause 5.4 or delay measurement operation, as specified in [2] clause 4.4.3.3. Unless specified
otherwise, acommon processing element is required to be configured for the control and user-plane application
components associated with any individual eAxC_ID.

The O-RU management plane supports different options for defining the transport-based endpoint identifiers used by a
particular processing element (used depending on transport environment), supporting the following 3 options:

- Processing element definition based on usage of different (alias) MAC addresses;
- Processing element definition based on a combination of VLAN identity and MAC address; and
- Processing element definition based on UDP-ports and | P addresses.

NOTE: Thereisno well-defined source port currently allocated by IANA for the o-ran application and hence the
NETCONF client isresponsible for configuring this port number in the O-RU.

A processing element defines both the local and remote endpoints used with a specific data flow. The processing
element definition includes its element name which is then used by other systems to refer to a particular processing
element instance.

The o-ran-interfaces Y ANG model is used to define feature support for C/U plane transport based on alias MAC
addresses and UDP/IP. The exchange of NETCONF capabilitiesis used to signal which optional capabilities are
supported by the O-RU, as described in Annex C.

The o-ran-processing-elements Y ANG model uses a processing-elements container to define alist of processing
elements. Each processing element is identified by a unique element name. Each processing element references a
particular interface-name used to support the data flows associated with a particular processing element. Depending
upon the type of C/U plane transport session, additionally leafs are configured that specify MAC addresses, and/or
VLANSs and/or | P addresses and/or UDP ports used to identify a particular processing element.

If the O-RU reports the capability of supporting feature MULTIPLE-TRANSPORT-SESSION-TY PE, which indicates
the O-RU supports multiple transport-session-type, the NETCONF client may configure processing-elements with
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more than one transport-session-type to the O-RU, using the list additional-transport-session-type-elements with
the key transport-session-type. When a processing element configured by the list additional-transport-session-type-
elementsisreferenced by other modules, the transport-session-type shall also be configured as akey to the list
additional-tr ansport-session-type-elements.

The O-RU may discard any received CU-plane messages, i.e., eCPRI/IEEE 1914 frames/packets, which are not
transported using a configured processing element.

7.6 O-DU verification of C/U-Plane transport connectivity

7.6.1 C/U-Plane transport connectivity verification

As described above, there will likely be multiple C/U-plane data flows being exchanged between the O-DU and the O-
RU. In order to enable checks verifying C/U-Plane end-to-end transport connectivity between the O-DU and O-RU, the
O-RU shall support C/U-Plane connectivity verification capabilities using a request/reply function, asillustrated in
Figure 7.6.1-1.

Using that connectivity verification procedure, bi-directional reachability/connectivity verification between user plane
endpoints can be performed by the O-DU:

- During O-RU configuration, to validate the transport configuration
- At runtime to regularly perform bi-directional network connectivity verification
The periodicity for bi-directional connectivity verification is usually between 1 and 60 seconds.

Two different network protocols are defined for performing the bi-directional transport connectivity verification
procedure:

- For C/U sessions over Ethernet: Loop-back Protocol (LB/LBM) as specified in |[EEE 802.1Q-2018 [69].
- When the O-RU is configured to support C/U sessions over |P: UDP echo, as specified in RFC 862 [18].
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|
: Loophack Message (LBM)
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Unicast Loopback Response Message (LBR)
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Figure 7.6.1-1: C/U Plane Transport Connectivity Verification

7.6.2 Ethernet connectivity monitoring procedure

7.6.2.1 Transport connectivity verification monitoring Procedure

When the O-RU and O-DU are operating their C/U sessions transported over Ethernet, the transport connectivity
verification checks operate at the Ethernet layer. The protocol for Ethernet connectivity verification shall use the Loop-
back Protocol as defined by |EEE 802.1Q-2018 [69].

For the purpose of regular connectivity verification, all C/U -plane messaging endpointsin the fronthaul network shall
be configured to be part of the same Maintenance Entity (ME). The O-RU Controller shall configure each O-RU,
assigning them the role of a Maintenance association End Point (MEP) for LBM.

The sending of Loop-back Messages (LBMs) is administratively initiated and stopped in the O-DU. Therefore, sending
LBM requests needs to be requested by an administration entity, specifying an Ethernet interface of the O-RU
responder. If administratively initiated, the O-DU shall send the LBM request. When sending the LBM request, support
for setting the destination MAC address as the unicast MAC address of the specified O-RU Ethernet interface as per
|EEE 802.1Q-2018 [67] is mandatory while the support for setting the destination MAC address as the group
destination MAC address 01-80-C2-00-00-3x as specified in ITU-T Y.1731 [25] clause 7.2.2, where the LSB 4 bits are
derived from the md-level configuration in o-ran-lbm.yang, isoptional. See also clause 10.1 of ITU-T Y.1731[25].

An O-RU that supports LBM configuration using the ieee802-dot1g-cfm Y ANG model shall include the ieee802-dot1g-
cfm model inits YANG library. Such an O-RU can have acommon LBM configuration datastore and operational data,
exposed by both ieee802-dot1g-cfm and o-ran-Ibm Y ANG models.

For example, an O-RU can ensure the value of replies-transmitted in o-ran-lbm Y ANG model to be set asidentical to
that value of mep-Ibr-out in the ieee802-dot1g-cfm Y ANG model.

In case the coordination of LBM configuration happens external to the O-RU, when LBM configuration is inconsi stent
between two models, the LBM behavior of the O-RU is not specified by the present document.

O-RUs that supports ieee802-dot1qg-cfm.yang shall support the Notification of Updates to its Configuration Datastore
functionality, as specified in clause 9.4. Hence, any NETCONF clients connected to the O-RU may configure
subscriptions to receive notifications of modifications to ieeeB02-dot1g-cfm.yang and/or o-ran-lbm.yang configuration
changes.

7.6.2.2 Validating the transport configuration

After setting up a U/C-plane session between an O-DU and an O-RU, the O-DU can test whether connectivity exists as
per the configuration. To achieve that, at the time a U/C-plane messaging endpoint becomes operational at an O-RU, it
starts an LBM responder application which automatically responds to incoming LBM requests on that endpoint. Based
on a configuration command the O-DU starts sending out a predefined number of LBM requeststo its O-RU(s) at a
predefined interval, storing the information received in LBM responses from the O-RU(s) in an internal database. O-
RU(s) are identified by both Ethernet MAC address and the CU plane VLAN.

The O-RU shall be able to respond to Loopback Messages received from different remote Maintenance Association
Endpoints, when the destination MAC addressisthe O-RU’s MAC address. The O-RU should respond to Loopback
Messages received from different remote Maintenance Association Endpoints, when the destination MAC addressis a
group destination MAC address as defined in clause 10.1 of [25].

In case the configuration of the session isindeed correct, the O-DU should receive LBM responses from the O-RU(S)
within atime frame dependent on the network latency and the O-RU’ sreaction time. If LBMs from the O-RU(s) are
being received, the session is determined to be operational.

7.6.2.3 Monitor network connectivity

After the procedure described in clause 7.6.2.2 has been executed successfully, a further procedure may be executed
continuously to maintain the connectivity status. To achieve thisthe O-DU can continuely send out LBM requests at the
configured interval. It also keepstrack of LBM responses received.
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Based on the LBM responses received the O-DU shall decide on the connectivity status. Connectivity shall be assumed
to be available as long as LBM responses from the O-RU(s) are being received at the configured interval. Connectivity

shall be assumed not available if no LBM response from the particular O-RU has been received for aninterval that isas
long as 3 x the configured LBM request interval or longer.

Optionally, for those O-RUs that advertise support for the ieee802-dot1g-cfm.yang, the O-DU can enable O-RU
sending of Connectivity Check Messages (CCM) by configuring ccm-enabled to "true” on the O-RU. The O-DU can
monitor network connectivity by received CCM message from the O-RU. These CCM messages are sent to a multicast
destination address which encodes the maintenance domain level as specified in Table 8-18 of |EEE 802.1Q[67].

7.6.24 Managing ethernet connectivity monitoring procedure

An O-DU may have one or more Ethernet interfaces that have to support the Ethernet connectivity monitoring
procedure. This clause describes the management of this function. The module described hereis based on (i.e., a subset
of) the mef-cfm module defined by the Metro Ethernet Forum [i.3]. Thisisto allow for alater extension of the module
to the full feature set of mef-cfm.

The YANG module provided below supports the configuration and fault management of the Loop-back Protocol as
defined by |IEEE 802.1Q-2018 [69].

Derived from MEF CFM Y ANG, the subset of type definitionsis defined as part of the o-ran-lbm.yang.
7.6.3 IP connectivity monitoring procedure

7.6.3.1 Monitoring procedure

If the O-RU and O-DU are connected using IP (and UDP/IP is being used to transport the C/U plane), these transport
connectivity verification checks operate at layer 3. Layer 3 connection verification is based on the O-RU supporting the
UDP echo server functionality, as specified in RFC 862 [18]. The NETCONF client is responsible for enabling the UDP
echo server in the O-RU, triggering the O-RU to listen for UDP datagrams on the well-known port 7. When a datagram
isreceived by the O-RU, the data from it is sent back towards the sender, where its receipt can be used to confirm
UDP/IP connectivity between the endpoints.

7.6.3.2 Managing IP connectivity monitoring procedure

This clause describes the management of the UDP echo functionality. The NETCONF client uses the enable-udp-echo
leaf in the udp-echo Y ANG model to control operation of the UDP echo server in the O-RU. The NETCONF client is
able to control the DSCP marking used by the O-RU when it echoes back datagrams using the dscp-config leaf.
Additionally, the NETCONF client can recover the number of UDP Echo messages sent by the O-RU by using echo-
replies-transmitted operational state.

An O-DU may have one or more |P interfaces that have to support the UDP/IP connectivity monitoring procedure. An
O-RU with its UDP echo server enabled shall be able to respond to UDP datagrams originated from any valid source |P
address.

7.7 C/U-Plane delay management

7.7.1 Introduction

The IntraaPHY lower layer fronthaul split has the characteristic of a stringent bandwidth and tight latency requirement.
The CUS-Plane specification [2] clause 4.4 describes how the propagation delay incurred due to distance between the O-
DU and O-RU isan important parameter in defining the optimization of windowing and receive-side buffering operations.
This clause describes the procedures that are used to manage the delay parameters for the fronthaul split.

7.7.2 Delay parameters
The reference points for delay management are specified in the CUS-Plane Specification [2], clause 4.4 and clause 4.7.

Important delay parameters related to the operation of the O-RU are referred to as the O-RU delay profile. Asthe delay
characteristics for an O-RU may vary based on air interface properties, atable of the parametersis provided based on a
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combination of sub-carrier spacing (SCS) and channel bandwidth. Other parameters related to delays to external
antennas may vary according to specific tx/rx-array-carriers. When considering the downlink data direction, these
parameters include:

- T2a min: Corresponding to the minimum O-RU data processing delay between receiving the last data
sample over the fronthaul interface and transmitting the first 1Q sample at the antenna.

- T2a max: Corresponding to the earliest allowable time when a data packet is received before the
corresponding firs 1Q sample istransmitted at the antenna.

- Using the above parameters, (T2a_max — T2a_min): The difference between these two parameters
corresponds to the O-RU reception window range.

- T2a min_cp_dl: Corresponding to the minimum O-RU data processing delay between receiving
downlink real time control plane message over the fronthaul interface and transmitting the corresponding
first 1Q sample at the antenna.

- T2a max_cp_dl: Corresponding to the earliest allowable time when a downlink real time control
message is received before the corresponding first 1Q sample istransmitted at the antenna.

- Tcp_adv_dl: Corresponding to the time difference (advance) between the reception window for downlink
real time Control messages and reception window for the corresponding | Q data messages.

- Tda: Corresponding to the time difference between the output of DL signal at the antenna connector of
O-RU and the transmission over the air.

The delay parameters related to the operation of the O-RU for the uplink data direction include:

- Ta3_min: Corresponding to the minimum O-RU data processing delay between receiving an |Q sample
at the antenna and transmitting the first data sample over the fronthaul interface.

- Ta3_max: Corresponding to the maximum O-RU data processing delay between receiving an 1Q sample
at the antenna and transmitting the last data sample over the fronthaul interface.

- Using the above parameters, (Ta3_max — Ta3_min): The difference between these two parameters
corresponds to the O-RU transmission window range.

- T2a_min_cp_ul: The minimum O-RU data processing delay between receiving real time up-link control
plane message over the fronthaul interface and receiving the first 1Q sample at the antenna.

- T2a max_cp_ul: The earliest allowable time when areal time up-link control message is received before
the corresponding first IQ sampleisreceived at the antenna.

- Tau: Corresponding to the time difference between the reception over the air and the input of UL signal
at the antenna connector of O-RU.

When requested, all O-RUs shall signal the table of statically "pre-defined” values of the above parameters, for different
supported combinations of SCS and channel bandwidth over the management plane interface. Thiswill typically occur
during the initial start-up phase.

7.7.3 Reception window monitoring

The O-RU shall monitor operation of its reception window, monitoring the arrival of packets received over the
fronthaul interface relative to the earliest and latest alowable times as defined by the values of T2a_max and T2a_min
respectively.

See Annex B.3 for information on reception window counters.

7.7.4 External antenna delay control

An O-RU may optionally support the external antenna delay control by indicating that it supportsthe EXT-ANT-
DELAY-CONTROL feature in its o-ran-wg4-features Y ANG model. Such an O-RU uses the ext-ant-delay-capability
schema node in o-ran-module-cap Y ANG model to indicate to the O-RU Controller the type of external delay
configuration supported by the O-RU:
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- PER-O-RU: The O-RU only supports a single value of t-da-offset and a single value of t-au-offset across
all tx-array-carriers and rx-array-carriers respectively.

- PER-ARRAY': The O-RU supports separate values of t-da-offset and t-au-offset across individual tx-
arrays and rx-arrays respectively.

- PER-ARRAY -CARRIER: The O-RU supports separate val ues of t-da-offset and t-au-offset across
separate tx-array-carriers and rx-array-carriers respectively.

7.8 O-RU adaptive delay capability

O-RUs may optionally support the ability to optimize their buffers based on information signalled concerning the
configuration of the O-DU, e.g., including the O-DU delay profile, together with transport delay information, which
may have been derived by the O-DU by using a delay measurement procedure operated by the O-DU or by other
techniques. This clause describes such optional O-RU buffer optimization functionality.

An O-RU that supports the optional adaptive timing capability shall indicate such to the O-RU Controller client by
exchanging NETCONF capabilities, as described in clause 9.2 and Annex C indicating that it supports the ADAPTIVE-
RU-PROFILE feature. An O-RU Controller may then provide the O-RU with the O-DU delay profile based on a
combination of sub-carrier spacing (SCS) and channel bandwidth, comprising the following parameters:

- T1a max_up: Corresponding to the earliest possible time which the O-DU can support transmitting an
|Q data message prior to transmission of the corresponding 1Q samples at the antenna

- TXmax: Corresponding to the maximum amount of time which the O-DU requires to transmit all
downlink user plane 1Q data message for a symbol.

- Tad_max: Corresponding to the latest possible time which the O-DU can support receiving the last
uplink user plane |Q data message for a symbol

- RXmax: Corresponding to the maximum time difference the O-DU can support between receiving the
first user plane |Q data message for a symbol and receiving the last user plane 1Q data message for the
same symbol.

- T1a max_cp_dl: Corresponding to the earliest possible time which the O-DU can support transmitting
the downlink real time control message prior to transmission of the corresponding 1Q samples at the
antenna.

In addition to the O-DU delay profile, the O-RU-Controller provides the O-RU with the transport network timing
parameters:

- T12_min: Corresponding to the minimum delay between any O-DU and O-RU processing elements
- T12_max: Corresponding to the maximum delay between O-DU and O-RU processing elements
- T34 _min: Corresponding to the minimum delay between any O-RU and O-DU processing elements
- T34 _max: Corresponding to the maximum delay between O-RU and O-DU processing elements

As per [2] clause 4.7, the O-RU Controller shall configure values of t12-max and t34-max asif there is no external
delay, i.e., Tau = Tda= 0 (zero). The O-RU may use this information to adapt its delay profile, ensuring that the
inequalities defined in Annex B of [2] are still valid

The O-RU controller should provide this information during the O-RU’ s start-up procedure. If an O-RU receives the
adaptive delay configuration information when operating a carrier, the O-RU shall not adapt its O-RU delay profile
until all carriers operating using the O-RU buffers have been disabled. Once an O-RU has adapted its O-RU profile, it
shall include the newly adapted timing values when signalling its delay parametersto a NETCONF client.

7.9 Measuring transport delay parameters

An O-RU may optionally indicate that it supports the eCPRI based measurement of transport delays between O-DU and
O-RU. If O-RU supports measured transport delay, it shall implement the protocol as described in the CUS-Plane
Specification [2] clause 4.4.3.3.
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An O-RU that supports the eCPRI based delay measurement capability, shall be able to support the operation of delay
measurements whenever any processing element has been configured as described in clause 7.5. For each processing
element configured, the O-RU shall be able to respond to any messages when received and keep arecord of the number
of responses, requests and foll ow-up messages transmitted by the O-RU.

7.10  O-RU monitoring of C/U-Plane connectivity

The O-RU isresponsible for monitoring the C/U plane connection and raising an alarm if the logical C/U-plane
connection associated with a processing-element fails. The O-RU uses atimer to monitor the C/U plane connection on a
per processing-element basis. Thistimer is enabled only when at least one array-carrier using the processing-element is
in the active state and is reset whenever it receives any C/U plane data flows associated with the particular processing-
element. Because of the variety of PHY and C/U plane configurations, the O-RU cannot independently determine the
minimum frequency of messages across the fronthaul interface. Therefore, as a default, the O-RU shall use atimer
value of 160 milliseconds for monitoring the C/U plane connection. An O-RU may indicate that its C/U-plane
monitoring timer is configurable, by the presence of the cu-plane-monitoring container in the o-ran-supervision.yang
model. A NETCONF client can use the container to configure the O-RU’ s timer value, including being able to disable
the operation of C/U Plane monitoring.

If the O-RU supports this timer, then depending on how long the O-DU takes to initiate sending of C/U plane data
flows, it is advisable for the NETCONF client to initially disable the operation of the timer before carrier activation.
Such an approach avoids the O-RU sending spurious alarm notifications triggered by O-DU delaysin initializing the
sending of C/U plane data that exceed the default timer value. Once C/U plane data flows have commenced, the
NETCONTF client can re-configure the timer with the desired value and hence activate monitoring of the C/U plane
connectivity by the O-RU.

7.11  Bandwidth management

An O-RU can indicate the maximum bitrate able to be supported on those interfaces associated with a particular
physical port using the optional nominal-bitrate leaf in the o-ran-transceiver Y ANG module. When the sustainable
bitrate able to be supported by an O-RU isless than the combined bitrates of all its physical ports, an O-RU can use the
optional interface-grouping container in the o-ran-interfaces Y ANG model to define the maximum sustainable rate
able to be supported by an interface-group-id corresponding to a group of one or more physical interfaces. The same
YANG model is used to augment the ietf-interfaces defined interface list with the inter face-group-id to which the
interface belongs.

NOTE: The maximum sustainable bandwidth is calculated over one radio frame, meaning that the peak
bandwidth can exceed the defined value over time periods shorter than one radio frame.

7.12 IEEE 802.1X port based access control

7.12.1 Configuring port based access control
The O-RU shall support IEEE 802.1X port based access control supplicant functionality.

NOTE 1: IEEE 802.1X port based authentication is useful in those deployment scenarios where the O-RU is
connected to an Ethernet bridged network or I P routed network used to transport the fronthaul traffic, for
example as typically used in hybrid deployment scenarios.

NOTE 2: A previous version of this document did not mandate |EEE 802.1X port-based network access control
supplicant functionality in the O-RU. Operators that enable |EEE 802.1X authenticator PAE functionality
in the fronthaul need to accommodate legacy O-RUs that do not support supplicant PAE functionality.

NOTE 3: The present document does not define operation of an authenticator PAE in the O-RU. When
operating an O-RU in shared cell configuration (i.e., in FHM or cascade mode), operators wanting to
benefit from the port based access control supplicant functionality in an O-RU will need to rely on the
transport network equipment to implement the authenticator PAE functionality. Clause 17.4 of O-RAN
Xhaul Packet Switched Architectures and Solutions [73], requires each port connection from the transport
network equipment towards the O-RU supports | EEE 802.1X authenticator functionality.
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O-RUs indicate they support IEEE 802.1X port based access control by including the ieeeB02-dot1x and ietf-system
modelsin their YANG library. An O-RU Controller can use the /sys: system/dot1x: pae-system/dot 1x: system-access-
control parameter to enable or disable operation of IEEE 802.1X port based access control. Once configured, an O-RU
shall store the system-access-control parameter in reset persistent memory. This means that, unless the O-RU has
performed a factory reset procedure as described in clause 8.8, the O-RU shall always use the last configured value of
system-access-control during its next start-up procedure.

NOTE 4: Theleaf sys:system/dot1x: pae-system/dot 1x: system-access-control in ieee802-dot1x YANG model
does not have a default value and hence |EEE 802.1X operation will normally be disabled in factory
software. An operator and vendor can agree that an O-RU uses a default value for thisleaf in factory
software.

The configuration parameters and operational datarelated to IEEE 802.1X are defined in the pae container defined in
the ieeeB02-dot1x Y ANG model defined augmentation of ietf-interfaces Y ANG model. An O-RU uses the port-
capabilities container to indicate to an O-RU controller its PAE capabilities on a per-port basis. An O-RU indicates it
supports a supplicant on a particular port by setting the supp leaf to true. When an O-RU indicates it supports a
supplicant, an O-RU controller can use the supplicant container to configure authentication timers and re-try behaviour.
The O-RU shall store this supplicant configuration in reset persistent memory.

7.12.2 EAP authentication

The operation of a successful EAP authentication is described O-RAN Security Requirements Specifications [71],
clause 3.2.5.5.3. An O-RU that supports |EEE 802.1X and which has its supplicant functionality enabled shall support
EAP-TLS authentication. An O-RU that has a valid operator-signed certificate shall use the certificate in the EAP-TLS
authentication. An O-RU that does not have a valid operator-signed certificate shall use its manufacturer installed
certificate in the EAP-TLS authentication.

All O-RUs that have a supplicant enabled shall set their unauthAllowed variable to AuthFail, as specified in IEEE
802.1X, clause 12.5.1 of [70]. Accordingly, the O-RU’s PAE controlled port state machine shall enable unauthenticated
connectivity on a port with supplicant enabled only after the EAP authentication procedure has failed.

NOTE: The PAE authenticator can decide to permit unauthenticated connectivity from an O-RU based on
operator determined policy, e.g., based on matching the source Ethernet MAC address used by the
Supplicant PAE against aregister of O-RU MAC addresses. Such policies and their enforcement are
outside the scope of the present document.

7.12.3 Certificate time validation

Operation of the EAP-TLS method requires the O-RU verify the certificate chain presented by the authenticator PAE,
including confirming the certificate’ s validity periods. O-RUs using |EEE 802.1X port based access control shall be
able to verify the certificate validity periods during the EAP-TLS exchange, e.g., by employing a persistent clock or
using GNSS-based time synchronization .

If the O-RU cannot verify the certificates validity, e.g., because a persistent clock has failed, the EAP authentication
procedure will fail. According to clause 7.12.2, this will result in the O-RU providing un-authenticated connectivity. If
the O-RU uses a persistent clock for certificate validity checking and detects a persistent clock failure, it shal, as soon
as possible, set its clock to the current time recovered from available externa sources, e.g., PTP or GNSS.

NOTE: The scenario corresponding to afailed clock source and resulting O-RU operation using un-
authenticated connectivity, isidentical to the O-RU operation prior to the introduction of |EEE 802.1X
port based access control in version 10 of the present document.
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8 Software management

8.1 General

8.1.1 Introduction

The Software Management function provides a set of operations allowing the desired software package or build to be
downloaded, filesto be installed and slot containing installed software to be activated at O-RU.

There are two types of software management processing. Some O-RUs expect a software package (in form of azip file)
to be downloaded to O-RU, while other O-RUs expect individual filesin abuild to be downloaded.

The O-RUs that do not support download of an archived package and require downloading of individual filesin abuild
can be distinguished by the existence of data node build-content-download. For such O-RU, the O-RU controller shall
provide remote-file-path of file in the desired build as input for softwar e-download RPC. Refer to clause 8.5 for
details.

If the build-content-download is not exposed by an O-RU, the O-RU controller shall provide remote-file-path of the
software package zip file as input for softwar e-download RPC.

Successful software activation operation does not mean an O-RU is running the just activated software build. An O-RU
reset RPC is required to trigger the O-RU to take the activated software build into operational use.

The software management functions involve the O-RU controller subscribing to receive particular Y ANG notifications
from the O-RU. All O-RUs support the NETCONF Create-Subscription method, enabling those notifications to be
transported using NETCONF notifications. In addition, those O-RUs that support the optional NON-PERSISTENT-
MPLANE feature, the O-RU Controller can create a configured subscription from the O-RU, enabling those
notifications to be transported over HTTPS to an Event-Collector as described in clause 18.

It is also Vendor's responsibility to handle SW Build / package / file integrity check. The O-RU controller shall be able
to obtain information contained in the manifest.xml.

8.1.2 Software slots

The O-RU provides a set of so called "software dots' or "sots'. Each dot provides an independent storage location for a
single software build. The number of dots offered by O-RU depends on the device’s capabilities. At least two writable
dots shal be available at the O-RU for failsafe update operation. If the read-only dot is supported by an O-RU, the
software that is present in the read only slot istermed factory default software and can be used in factory reset procedure.
Refer to clause 8.9 for detailed information. Presence of read only dlot is optional. The software dots are resources
provided by the O-RU and as such are not the subject of creation and deletion. The size of individual software dotsis
fixed and determined by the O-RU's vendor and sufficient to accommodate the full software build.

8.1.3 Software management procedures

Software management procedures are described in clause 8.4, clause 8.5 and clause 8.6. Procedures used in Software
Management are covered by o-ran-software-management.yang module.

8.2 Software build

A single software build is considered as set of internally consistent files compliant within such a build. Replacement of
files within a build is prohibited, as this will cause software version incompatibility. Software build is a subject of
versioning and maintenance and as such cannot be broken. Whether afileisincluded in a build is defined in
manifest.xml. The manifest.xml enables mapping from radio product type to files. Revision and name of the build in
each slot is provided as result by the inventory procedure to ensure visibility of radio software installation status.

The use of compression and ciphering for the content of the software build isleft to vendor implementation.
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8.3 Software package

8.3.1 Software package name

The name of a software package shall conform to the following format:
"<Vendor Code><Vendor Specific Field>[#fNUMBER].EXT"

Where:

- Vendor Code is a mandatory part which either has two capital characters or 1-5 digits. The vendor code
prefix in the software package file nameis used to avoid conflict between file names of SW packages
provided by different vendors,

- Vendor Specific Field isany set of characters allowed in filename. The value shall not include character
" " (underscore) or "#' (hash). The value can be defined per vendor for the human readable information.
Version information is necessary in the Vendor Specific Field which defines load version,

- NUMBER is optional and used when the software package is split into multiple files, e.g., when a zipped
fileis split into multi-part zip file — number after "#" indicates the part number of a split file. Numbering
starts from 1 and shall be continuous,

- EXT is a mandatory part which defines the extension of filename. A vendor provides one or more
software packages.

Each software package shall be compressed by zip. <EXT > in the file name shall be “.zip”. The O-RUs that do not
expose build-content-download shall support ZIP functionality. For O-RUs that expose build-content-download,
support of ZIP functionality is implementation dependent.

8.3.2 File server storage of software package

The operator needs to manage and control which O-RU files will be stored and used in the file server. The software
package can be stored on the file sever as one or more archived file(s) or as multiple files that are extracted from a
software package zip file. The O-RU controller triggers the O-RU to download software file from afile server and
should ensure that all the files necessary for the O-RU are transferred from the file server to the O-RU.

8.3.3 Software package content and manifest.xml file
Each software package includes:

- manifest.xml

- software files

NOTE: Those software files are intended to be installed on software slot. Those software files are intended to be
used for one or several O-RU products.

An example of archive structure for the software filesis:

../l o-ru-swversionl. 0/ Xxxxx
..lo-ru-swversionl. 0/ yyyy
../l o-ru-swversion2.0/yyyy
../lo-ru-swversionl.5/zzzz

The content of the manifest.xml file allows to maintain software update process correctly in terms of compatibility
between O-RU hardware and software files to be downloaded. The content of the manifest.xml file enables the O-RU
controller to trigger the installation of files of a software build designed for device based on different product code. The
manifest.xml fileis contained in a software package and shall not be ciphered. The format of the manifest.xml fileis
illustrated below using example data:

<xm >
<mani fest version="1.0"> /// @aersion describes version of file format (not the content)
<product s>
<product vendor="XX"' code="0818820\.x11" name="RUXX. x11" build-1d="1"/>
<product vendor="XX"' code="0818820\.x12" name="RUXX. x12" build-1d="1"/>
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<product vendor="XX" code="0818818\.." name="RUYY" build-1d="2"/>
/1l @endor is as reported by ORU
/1l @ode is a regular expression that is checked agai nst productCode reported by O RU
/1] @ane is optional and used for hunman reading — SHALL NOT be used for other purposes!
/1] @uildldis value of build@d (see bel ow)
</ product s>
<bui | ds>
<build id="1" bl dName="xyz" bl dVersi on="1.0">
/1l @d is index of available builds and corresponds to attribute build-1d in the tag
“product”.
/11 @l dName and @l dVersion are used in YANG (buil d-nane, buil d-version)
<file fileName="xxxx" fileVersion="1.0" path="full-file_name-w th-path-relative-to-
package -root-fol der” checksun¥” FAA898"/ >
<file fil eName="yyyy” fileVersion="2.0" path="full-file_name-wi th-path-relative-to-
package -root-folder” checksum=" AEEOOC'/ >
/1l @ileName and @il eVersion are used in YANG (nanme, version)
/1l @ileVersion may be used as a handle to identify a specific path used when archiving
different file versions
/1l @ath is full path (with name and extension) of a physical file, relative to package
root folder, used in YANG (I ocal - path)
/1l @hecksumis used to check file integrity on O RU side
</ bui | d>
<build id="2" bl dName="xyz" bl dVersi on="1.0">
<file fil eName="xxxx" fileVersion="1.0" path="full-file_name-wi th-path-relative-to-
package -root-fol der” checksun¥”FAA898"/ >
<file fil eName="yyyy” fileVersion="2.0" path="full-file_name-w th-path-relative-to-
package -root-folder” checksum=" AEEOOC'/ >
<file fileName="zzzz" fileVersion="1.5" path="full-file_name-wi th-path-relative-to-
package -root-folder” checksum=" ABCDEF"/ >
</ bui | d>
</ bui | ds>
</ mani f est >
</ xm >

Keywords in manifest.xml example are in bold, the keywords shall be strictly followed.

Correspondence between content of manifest.xml tags, their attributes and content of o-ran-software-management.yang
is:

" XML tag "product”, attribute “vendor" corresponds to content leaf "vendor-code",

" XML tag “product”, attribute "code" corresponds to content of leaf "product-code”,

L] XML tag “product”, attribute "build-1d" corresponds to content of leaf "build-id",

" XML tag “build”, attribute “id” corresponds to leaf “build-id”,

L] XML tag “build”, attribute "bldName" corresponds to content of leaf "build-name”,

" XML tag “build”, attribute "bldVersion" corresponds to content of leaf "build-version”,

L] XML tag “file”, attribute "fileName" corresponds to content of leaf "name” inlist “files",

L] XML tag “file”, attribute "fileVersion™ corresponds to content of leaf "version” inlist "files"

8.4 Software inventory

Pre-condition:
- M-Plane NETCONF session established.
Post-condition:

- NETCONF client successfully collected the software inventory information from NETCONF server.
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NETCONF Server/ NETCONF Client/
(O-RU) (O-RU Contraller)

METCOMF session established. I5|

Inventory Request b]

|
<rpce=get> !

[1] <software-slot> .. </software-slot>
</get=</rpc= !

<

: Inventory Response I\_\]

| <rpc-reply=

| <data=

i [2] =software-slot=. .. </software-slot=

! </data>

[ <frpc-reply=

rpe-reply >
METCOMNF Server/ MNETCOMNF Client/
(0O-RU) (O-RU Controller)

Figure 8.4-1: Inventory fetch call flow

Figure 8.4-1 illustrates the operation where Software Inventory is fetched by a NETCONF Client using the NETCONF
get RPC filtered over the softwar e-slot container. The response contains information about each software slot and it’s
contents.

The following information is provided by software-inventory reply message:
a) name - name of the software slot (the name is defined by the O-RU vendor)
b) status- status of the software dot. Status of the software in the slot can be
L] VALID - Slot contains a software build considered as proven valid.

" INVALID - software build in the software slot cannot be used by O-RU. The software is
considered by the O-RU as damaged (e.g., wrong CRC). Failed software install operation can cause
adot statusto change to "Invalid".

NETCONF client shall not activate a software slot that isinvalid. Activation of a software ot
containing an invalid software build shall be rejected by O-RU.

L] EMPTY - software slot does not contain any software files. NETCONF client shall not activate an
empty software slot. Activation of an empty software slot shall be rejected by O-RU.

c) active-indicatesif the software stored in particular slot is activated at the moment.

" True - software dot is activated. Active::True can be assigned only for slots with status "Valid".
At any time, only one slot in the O-RU shall be marked as active:: True. The O-RU shall reject
activation for software slots with status "Empty" and "Invalid".

" False - software ot is not active.
d) running - informsif software stored in particular slot is used at the moment.

L] True - software slot contains the software build used by the O-RU in its current run.
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" False - software dot contains a software build not used by O-RU at the moment.
access — informs about access rights for the current slot

" READ_ONLY —Thedot isintended only for factory software. Activation of such software sot
means performing a factory reset operation and a return to factory defaults settings.

L] READ_WRITE —dlot used for updating software
product-code - product code provided by the vendor, specific to the product.
vendor -code - unique code of the vendor.

build-id - Identity associated with the software build. Thisid isused to find the appropriate build-version for
the product consist of the vendor-code and the product-code.

build-name - Name of the software build.
build-version - Version of the software build for the product consist of the vendor-code and the product-code.
files—list of filesin the software slot
- name — name of one particular file
- version —version of the file
- local-path - complete path of the file on local file system
- integrity - result of the file integrity check
" OK —fileintegrity is correct
. NOK —fileis corrupted

If aslot contains afile with integrity::NOK, the O-RU shall mark the slot with status::INVALID. The content of a
software-dlot is fully under O-RU's management - including removal of the content occupying the slot (in case the dot
is subject of software update procedure), control of file system consistency and so on. The slot content shall not be
removed until thereis a need for new software to be installed.

The empty slot parameters shall be as follows

8.5

name: up to vendor, not empty
status. "EMPTY"

active: parameter does not exist
running: parameter does not exist
access. READ_WRITE
product-code: up to vendor
vendor code: up to vendor
build-name: null (empty string)
build-version: null (empty string)

files: empty list

Download

Pre-condition:

- M-Plane NETCONF session established.
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O-RU Controller has subscribed to receive download-event notifications.

O-RU controller has validated presence of data node build-content-download at O-RU.

Post-condition:

O-RU has downloaded the file specified and has successfully stored the downloaded file in the O-RU’s

file system.

METCONF Server/
Matification Producer/

(O-RU)

METCONF Client!
Maotification Subscriber/
(O-RU Caontroller)

METCOMNF session established and
subscription to receive notifications.
Fresencefabsence of build-content-download
data node is known.

<rpc= i
<software-download= |
1 <remote-file-path> </remote-file-path> |
[ ]<credentia|s>..<fcredentia|s> [
</software-download= |

</rpc=

-
0-RU replies with proper status B‘

about operation requested

i <rpc-reply=

| <software-download:=
' [2] <status>.. </status>
| <(software-download=
| </rpc-reply=

r o

Waits for the notification from O-REU
about the completion of the download

File download completed I}]

<naotification= !
<download-event= |
[3] <status=... </status> |
<fdownload-event> |

|

</notification=
.

NETCONF Server/
Matification Producer/
(O-RU)

NETCONF Client!
Maotification Subscriber/
(O-RU Caontroller)

Figure 8.5-1: Software download call flow

Figure 8.5-1 illustrates the software download call flow. The following types of authentications shall be supported for
softwar e-download:
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a) password for RU authentication and list of public keys (see clause 5.4 in the present document) for sSFTP
server authentication
Following types of authentications may be supported for softwar e-download:
b)  X.509 certificate for authentication of FTPES client (O-RU) and FTPES server
c) certificate for both O-RU and sFTP server authentication

The softwar e-download RPC is used to trigger the downloading of software files to the O-RU. The download shall be
performed using either sFTP or FTPES. Based on presence of data node build-content-download, O-RU controller
provides either path to afilein abuild or path to a software package file as input to softwar e-download RPC. The RPC
specifies the URI of the remote location of the software files using the remote-file-path leaf, where the URI schemeis
used to signal whether to use sFTP or FTPES. An O-RU Controller shall only trigger software-download using FTPES
if itisusing NETCONF/TLS to configure the O-RU.

The O-RU shall send an immediate rpc-reply message with one of following statuses:
a) STARTED - software download operation has been started
b) FAILED - software download operation could not be proceeded, reason for failure in error-message

The O-RU downloads the file from file server. When the O-RU completes the software download or software download
fails, the O-RU shall send the download-event notification with one of the following statuses:

a COMPLETED

b) AUTHENTICATION_ERROR - source available, wrong credentials
¢) PROTOCOL_ERROR - sFTP or FTPES protocol error

d) FILE_NOT_FOUND - source not available

€) APPLICATION_ERROR - operation failed due to internal reason

f)  TIMEOUT - source available, credentials OK, Operation timed out (e.g., source becomes unavailable during
ongoing operation)

g) INTEGRITY_ERROR —fileis corrupted.

An O-RU that supportsintegrity check at download shall expose YANG feature “INTEGRITY -CHECK-AT-SW-
DOWNLOAD". O-DU can enable the feature by configuring type empty parameter integrity-check-at-download-
enabled. O-RU may send download-event with status INTEGRITY _ERROR when integrity-check-at-download-
enabled is presented.

NOTE: O-RU can obtain information of expected checksum either from manifest.xml or from information
embedded in thefile.

O-RU controller shall repeat the above procedure until all files which are required by the O-RU have been downloaded
to the O-RU. To determine al files needed by O-RU, the O-RU Controller uses content of manifest.xml and relies on
presence of data node build-content-download.

8.6 Install
Pre-condition:
- M-Plane NETCONF session established.
- At least one software ot with status active::False and running::False existsin O-RU.

- Software Download has been completed successfully and al files required by the O-RU are availablein
O-RU.

- O-RU Controller has subscribed to receive install-event notifications.

Post-condition:

ETSI



66

METCONF Server/
Matification Producer/
(O-RLU)

ETSI TS 104 023 V12.01 (2024-05)

O-RU software file(s) igare installed in the specified target softwar e-dot.

METCOMF Client!
Matification Subscriber/
(O-RU Controller)

METCONF session established and
subscription to receive notifications.

<rpcs
<goftware-install=
[1] «slot-name=.. </slot-name:=
<(software-install=
<rpe=

0-RELU replies with proper status j

about operation requested

<rpe-reply=
<goftware-install=
[2] =status>.. </status>
<(software-install=
</rpc-reply=

!

Waits for the notification from O-RLU
ahout the completion of the software-install

0-RU Completes software-install operation b]

! <notification= !
i <install-event= I
| [3] estatus> .. </status> |
| <finstall-event= !
| </naotification= |

-

NETCONF Server/
Matification Producer/
(O-RU)

NETCONF Client/
Natification Subscriber/
(O-RU Contraller)

Figure 8.6-1: Software install call flow

Figure 8.6-1 illustrates the operation where the NETCONF softwar e-install RPC is used to install the previously
downloaded software (i.e., al necessary) to the specified target software-dot on O-RU.

Thelist of file-names in install-input shall not be empty. This ot shall have status active::False and running::Fal se.
The O-RU shall send an immediate rpc-reply message with one of following statuses:

a) STARTED - softwareinstall operation has been started.

b) FAILED — software install operation could not be proceeded, reason for failure in error-message.

When O-RU completes the software install or software install procedure fails, the O-RU shall send the install-event
notification with one of the following statuses:
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ad) COMPLETED - Ingtall procedure is successfully completed.

b) FILE_ERROR —operation on the file resulted in in error, disk failure, not enough disk space, incompatible file
format

c) INTEGRITY_ERROR —fileis corrupted
d) APPLICATION_ERROR - operation failed due to internal reason

When the software install commences, the O-RU shall set the slot statusto INVALID. After the install procedure
finishes, the O-RU shall change the slot statusto its appropriate status. O-RU shall not change the status of the slot
when the install procedure is ongoing or when it isinterrupted (e.g., by spurious reset operation).

8.7 Bringing software into operation

8.7.1 Procedure

Two steps are required to bring O-RU software into operation. The first step uses RPC softwar e-activate to activate
software in adot. The second step, which may be delayed as per operator’s decision until a suitable time, uses areset
RPC to take the activated software into operation.
8.7.2 Software activation
Pre-condition:

- M-Plane NETCONF session established.

- Software slot to be activated has status VALID.

- O-RU Controller has subscribed to receive activation-event notifications.

Post-condition:

- For activated slot the parameter active is set to TRUE. At the same time the parameter active for
previously operational sot is set to FALSE by the O-RU. Parameter running is not changed for any of O-
RU’s software dots. Thisindicates that O-RU is still running software from previously active slot.
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NETCONF Client/
Natification Subscriber/
(O-RU Contraller)

METCONMF session established and
subscription to receive notifications.

<rpc=
<software-activate=

[1] =slot-name=. </slot-name:

</software-activate=
</rpc=

<

O-RU replies with proper status
about activate operation requested
as whether started or failed.

<rpc-reply=
<software-activates
[2] <status=>.. </status>
<(software-activate=
</rpc-reply=

W

Waits for the notification from O-RU
ahout the completion of the activate

0-RU Completes Activation process. I5|

<notification=
<activation-event>
[3] =status=... </status=
<factivation-event:>
</notification=

>

METCOMNF Server/
Matification Producer/
(O-RU)

METCOMF Client!
Matification Subscriber/
(O-RU Controller)

Figure 8.7.2-1: Software activation call flow.

Figure 8.7.2-1 illustrates the operations where the NET CONF softwar e-activate RPC is used to activate the software.
The name of the software-dlot is specified in the activate request.

The O-RU shall send an immediate rpc-reply message with one of following statuses:

a)

b)

STARTED - software activation operation has been started

FAILED - software activation operation could not be proceeded, reason for failure in error-message

When the activation is completed, the O-RU shall send the activation-event notification with the status of activation.
The following statusis returned in the activation-event notifications.

a)

ETSI

COMPLETED - Activation procedure is successfully completed. O-RU can be restarted via NETCONF r eset
rpc for the new software to be activated.
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APPLICATION_ERROR - operation failed due to internal reason

Only one software slot can be active at any time. Thus, successful software-activate command sets active to true for the
dlot that was provided in the RPC and O-RU sets active to false for the previoudy active sot.

8.7.3

Reset

A O-RU reset isrequired to take the activated software into operation. See clause 9.5 for details of how an O-RU
controller can trigger reset operation.

8.8

Software update scenario

An example scenario of a successful software update procedure can be as follows.

The present document does not distinguish between a software upgrade and a downgrade.

4)

5)
6)

7)

8)

9)
10)
11)

NETCONF client performs a software inventory operation and identifies that an inactive and not-running slot
for ingtalling software is available so that it can download and install a software package.

NETCONF client validates whether the O-RU has data node build-content-download.

In case the O-RU does not expose build-content-download, NETCONF client, knowing target SW version,
O-RU product type and manifest.xml content, determines the software package zip file(s) to be downloaded.

In case the O-RU exposes data node build-content-download, NETCONF client, knowing target SW version,
O-RU product type and manifest.xml content, determines the desired build name, build version and software
filesin the build to be downloaded.

NETCONF client using the softwar e-download RPC triggers the O-RU to download afile (if severa filesare
required, steps 5-7 need to be performed repeatedly until all files needed by O-RU have been downloaded)

O-RU sends RPC response that download was started
O-RU finishes downloading the file(s) and reports this by sending the download-event notification

NETCONF client requestsinstallation of the software using softwar e-install RPC, and provides the slot name
where the software needs to be installed along with alist of filenamesto be installed.

NOTE: list of filesto beinstalled cannot be empty.

12)
13)
14)

15)
16)

17)
18)

19)
20)

0O-RU sends RPC response that installation was started
O-RU setsingtallation dot statusto INVALID

O-RU installs the software and after successful installation (with checksum control) changes status of the slot
to VALID

O-RU natifies the notification subscriber that the installation is finished using install-event notification

NETCONF client requests the O-RU to activate the ot that contains the newly installed software using the
softwar e-activate rpc

O-RU sends RPC response that activation was started

For requested slot, O-RU changes active to true and at the same time sets active to false for previously active
slot

O-RU notifies the notification subscriber about activation finished using the activation-event notification

NETCONF client restarts the O-RU forcing it to use the newly installed and activated software. Refer t0 9.5
O-RU reset for detailed information.
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8.9 Factory reset

An O-RU that support aread only slot can perform this procedure. O-RU can be reset to the factory default software by
activating the software-dlot containing the factory default software and initiating NETCONF reset RPC. O-RU may
clear persistent memory data during factory reset as vendor implementation option. Factory default software may have
limited functionality and O-RU that runs on factory default SW will typically require a software update before it can be
fully functional (for example carry traffic). Factory default software shall support all functionality needed to perform a
software update.

9 Configuration management

9.1 Baseline configuration

9.1.1 NETCONF operations

The O-RU shall use the ietf-yang-library mode, as specified in RFC 8525 [59] to signal the namespaces of the Y ANG
models supported by the NETCONF Server. When the O-RU signalsit supports the Y ANG module for NETCONF
Monitoring, as specified in RFC 6022 [67], an O-RU Controller shall be able to retrieve the models from the O-RU
using the <get-schema> operation.

Clause 9 describes NETCONF standard operation (edit-config/get-config/get) as specified in clause 7 of RFC 6241 [3]
which belongs to the CM in Module to modify/retrieve any parametersin Y ANG modules. Examples below use o-ran-
hardware as an example Y ANG module.

The following scenarios are feasible for Configuration Management purposes.
- 1 phase (modify) operation using writable running datastore
- 2 phase (modify/commit) operation using candidate datastore
- 3 phase (modify/commit/confirm) operation using candidate datastore.

Asdescribed in clause 6.6, the NETCONF client can use sub-tree based <filter> and X Path based <filter> to recover
particular sub-trees from the O-RU. When using XPath filtering, the O-RU returns a node-set which matches the criteria
expressed in the XPath. An example of aget operation with XPath based filtering is shown in figure 9.1.1-1.

<rpc nessage-i d="101" xm ns="urn:ietf:params: xm : ns: net conf: base: 1. 0" >

<get >
<sour ce>
<runni ng/ >
</ sour ce>
<l-- get all critical alarms -->
<filter xmns:o-ran-fm"urn:o-ran:fm1.0"

type="xpat h"
select="/o0-ran-fmactive-alarmlist/o-ran-fmactive-alarns[o-ran-fmfaul t-
severity="CRITICAL']"/>
</ get >
</rpc>

Figure 9.1.1-1: Example of filtering based on XPath
9.1.2 Retrieve state

O-RU Controller is able to retrieve state which is defined in o-ran-hardware by using NETCONF <get> procedure, as
illustrated in Figure 9.1.2-1.
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NETCONF Server/ NETCONF Client/
(O-RU) (O-RU Cantroller)

' [1] <rpec= <get=<source=<running/=<filter...> 1

0-RELU responds with the state of specified Ieafj

to NETCOMF Client.

[2] =rpe-reply= <data=

.,
| |
NETCONF Server/ NETCONF Client/

(O-RU) (O-RU Controller)

Figure 9.1.2-1: Retrieve Resource State

Preconditions:

- O-RU Controller has completed exchange of NETCONF capabilities as part of connection establishment
between O-RU and O-RU Controllers.

Post conditions:

- O-RU controller has retrieved O-RU state as per <get> request.

9.1.3 Modify state

For O-RUs that support the optional hardware-state feature defined in ietf-hardware, the O-RU Controller is able to
change state which can be configurable by using NETCONF <edit-config> procedure without reset, asillustrated in
Figure 9.1.3-1.

The configurable state is admin-state defined in o-ran-hardware YANG model. In case of a failure, an error shall be
returned. Please refer to RFC6241 Appendix A for error codes. The vendor can define the behaviour after the error
occurred.

The power-state is read-only state defined in o-ran-hardware.yang. This state is only exposed by the O-RUs supporting
ENERGY SAVING feature and is used by O-RU to inform if unit isin energy saving state, not in energy saving state or
in transition between energy saving state and non-energy saving state.

ETSI



NETCONF Server/
(O-RU)

72

ETSI TS 104 023 V12.01 (2024-05)

NETCONF Client/
(O-RU Controller)

' [1] <rpce <edit-config=<source=<running/><.. = |

If the state of ohjects
are changed from O-RU Contraller,
the O-RELI change the new state.

[N

r
alt [Success case]

: [2] <rpe-reply> <Ok

[Failure casei

| [3] <rpe-reply> <rpe-errors <arror-xxx:>

METCZCOMF Server/
(O-RU)

gy __yY_ |

NETCONF Client/
(O-RU Controller)

Figure 9.1.3-1: Modify Resource State without reset

The followings are the information of state transition for each state.

[admin-state]

The admin-state transition diagram for the O-RU isillustrated in Figure 9.1.3-2.

O-RU Admin State

ff———mtTﬁﬁfrg-—»____

i

.-"f--

edit-config _ edit-config
@ shutting-down

e,

——

Figure 9.1.3-2: Admin State

- locked: This state indicates that any resource activation is prohibited for the O-RU and all resources have

been deactivated administratively.

- shutting-down: That usage is administratively limited to current instances of use. It is optional.

- unlocked: This state indicates that any resource activation is alowed and any resources can be active.

The state "unlocked" istheinitial state after the reset of the O-RU.

[power -state]

The power-state transition diagram for O-RU is presented in the figure below. This state can be indirectly controlled by
editing the parameters ener gy-saving-enabled and [tr]x-array-carrier::active, asillustrated in Figure 9.1.3-3.
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-~ ~
- =,

5 4 edit-config N "
«  (energy-saving-enahbled, =

k [tr]x-array-carrier:: active) =
, > SLEEPING

Figure 9.1.3-3: Transition diagram for power-state node

AWAKE: This value of power-state node indicates that the O-RU is operating normally, i.e., not in
energy saving mode. AWAKE istheinitial value of power-state node after the reset of the O-RU.
AWAKE is power-state of O-RU in case energy-saving-enabled is FALSE or when at least one carrier is
active.

SLEEPING: Thisvalue of power-state node indicates that the O-RU isin energy saving mode. M-plane
connection and functions are alive whereas other C/U/S functions may be autonomously stopped by the
O-RU if there is no active carrier and value of energy-saving-enabled is TRUE - to reduce energy
consumption.

UNKNOWN: This value of power-state node can be exposed by the O-RU e.g., in case the O-RU does
not know its power-state value is AWAKE or SLEEPING. This value of power-state node is optional.

O-RU Controller is able to change oper-state defined in o-ran-hardware of the O-RU by using remote procedure call
reset., asillustrated in Figure 9.1.3-4. In this case, the O-RU responds <rpc-reply><ok> prior to reset operation.
Whatever the previous state is, the O-RU oper-state starts from disabled when O-RU receivesreset.

NETCONF Server/ | | NETCONF Client/
(O-RU) (O-RU Controller)

e [1] <rpc> <reset= [
2] =rpc-reply> <aok/=

The O-RU reset operation.

E.g. shutdown radio,

store data(log,reset reason etc)

to non-volatile memaory.

NETCONF Server/ | | NETCONF Client/
(O-RU) (O-RU Contraller)

Y _ ]

Figure 9.1.3-4: Modify Oper State (reset)

The oper-state transition diagram for O-RU is presented in Figure 9.1.3-5.

O-RU Oper State

enable
: ~ rpcoreset 2
disabled @
- disable _ =

Figure 9.1.3-5: Oper State
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enabled: O-RU is partially or fully operational.
disabled: O-RU is not operational. Thisistheinitial state of oper-sate after the reset of the O-RU
- O-RU Controller is able to reset the O-RU, even if the O-RU stateis "disabled” or "enabled”.
[availability-state]
The availability-state transition diagram for the O-RU is presented in Figure 9.1.3-6.

O-RU availability State

.,
-

-
-~
-

TR

Figure 9.1.3-6: Availability State

The availability state is derived from detected and active faults and their impact to O-RU’ s operation. The availability
state is not affected by faults caused by external reasons.

- normal: Thereis no fault.

- degraded: When major or critical fault affecting module or any of O-RU’s subcomponents (e.g.,
transmitter) is active.

- faulty: The critical fault affecting whole O-RU is active and O-RU can't continue any services.
[usage-state]

The usage-state transition diagram for the O-RU is presented in Figure 9.1.3-7.

O-RU usage State

Figure 9.1.3-7: usage State

idle: No carrier is configured in O-RU.
active: The carrier(s) is(are) configured in O-RU.

busy: No more carrier can be configured in O-RU.

9.1.4 Retrieve parameters

O-RU Controller is ableto retrieve parameters of the Y ANG module by using NETCONF <get> or <get-config>
procedure, asillustrated in Figure 9.1.4-1.
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NMETCONF Server/ METCOMNF Client/
(O-RU) (O-RU Caontroller)
I I
| U-RU Controller request
! the information from the O-RL.

[1] <rpe= =<get-config=<source=<running/><filter...>

0-RLU response the value
required by O-RU Controller.

I
i [2] =rpc-reply= <data=

}I
NETCONF Server/ HMETCOMF Client/
(O-RU) (O-RU Caontroller)

Figure 9.1.4-1: Retrieve Parameters

Preconditions:

- O-RU Controller has completed exchange of NETCONF capabilities as part of connection establishment
between O-RU and O-RU Controller(s).

Post conditions:

- O-RU controller has retrieved O-RU parameters as per <get><source><running/><filter> or <get-
config><source><running/><filter> request.

9.1.5 Modify parameters

Before an O-RU Controller modifies the configuration (candidate or running) of an O-RU, it shall first lock the target
configuration. This prevents other NETCONF clients from changing the shared configuration database until the O-RU
Controller releases the lock. If another NETCONF client has already locked the configuration datastore, then the O-RU
shall respond with a NETCONF error indicating that the requested lock is denied. In such circumstances, the O-RU
controller should wait for a period of time before re-attempting to modify the O-RU’s configuration.

O-RU Controller is able to modify parameters of the Y ANG module by using the NETCONF <edit-config> procedure,
asillustrated in Figure 9.1.5-1.

When supported by an O-RU, the O-RU Controller shall perform any required modify operations ONLY on the
candidate configuration datastore before committing the validated configuration to the running configuration datastore.
When an O-RU does not support the candidate configuration datastore, the O-RU Controller should take extreme care
whenever modifying the running configuration datastore as such will likely impact system operation.

NOTE: Validation of the modified configuration is based on:
1) basic YANG constraints (e.g., min-elements, range, pattern),
2) XPATH based YANG constraints (e.g., leafref, must and when statements), and

3) externa code which implements Y ANG constraints (e.g., defined in O-RAN specifications, Y ANG description
statements, etc.).

In case of failures, an error shall be returned. Please refer to RFC6241 Appendix A for error codes.

The vendor can define the behaviour after error occurred.
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NETCONF Server/ NETCONF Client/
(O-RU) (O-RU Controller)

|
| C-RU Controller set
| parameters of object.

[1] <rpc> <edit-config=<source=<running/><.. .=

If the value change request is
received from O-RU Controller,
the O-RL updates the value accordingly

[2] <rpe-reply> <0OK>=

-
[3] <rpc-reply=> <rpc-grrors <error-xxx }J:

METCZOMNF Server/ METCZCOMNF Client/

(O-RU) (O-RU Controller)

Figure 9.1.5-1: Modify Parameters

Preconditions:

- O-RU Controller has completed exchange of NETCONF capabilities as part of connection establishment
between the O-RU and O-RU Controller(s).

- O-RU Controller has locked the target configuration
Post conditions:
- O-RU controller has retrieved O-RU resource state as per <edit-config> request
L] Success case: The update is confirmed to O-RU Controller.
" Failure case: Failure reason is provided to O-RU Controller

Sequential processing is assumed. Only a single <edit-config> rpc is allowed at atime. Next <edit-config> rpc shall be
performed after previous <edit-config> rpc reply.

O-RU shall be alowed to reject <edit-config> in case the content is found to be against e.g., functions supported by O-
RU - like carrier configured out of band.

After the modification procedure is complete, the O-RU Controller releases the lock on the target configuration.

9.1.6 Deleting parameters

Before an O-RU Controller deletes any configuration (candidate or running) of an O-RU, it shall first lock the target
configuration. This prevents other NETCONF clients from changing the shared configuration database until the O-RU
Controller releases the lock. If another NETCONF client has already |ocked the configuration datastore, then the O-RU
shall respond with aNETCONF error indicating that the requested lock is denied. In such circumstances, the O-RU
controller should wait for a period of time before re-attempting to delete the O-RU’ s configuration.

O-RU Controller is able to delete parameters of the Y ANG module by using the NETCONF <edit-config> procedure
with the "operation” attribute set to delete, asillustrated in Figure 9.1.6-1.

If the configuration data does not exist, an <rpc-error> element is returned with an <error-tag> value of "data-missing".
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When supported by an O-RU, the O-RU Controller shall perform any required delete operations ONLY on the
candidate configuration datastore before committing the validated configuration to the running configuration datastore.
When an O-RU does not support the candidate configuration datastore, the O-RU Controller should take extreme care
whenever modifying the running configuration datastore as such will likely impact system operation.

NETCONF Server/ NETCONF Client/
(O-RU) (O-RU Controller)

O-RLU Controller deletes object. Il|

<rpe> <edit-config=<source=<running/=
=config=<schema nodes: operation="delete"</config=<...>

[1]

&

The configuration data identified |
by the element containing the [
operation="delete"attribute is |
deleted from the configuration. !

' [2] <rpe-reply= <Ok

. >

: [3] <rpe-reply= <rpc-errar> <error-xxx )1:
METCZONF Server/ METZONF Clignt/
(O-RLU) (O-RU Caontroller)

Figure 9.1.6-1: Delete Parameters

Preconditions:

- O-RU Controller has completed exchange of NETCONF capabilities as part of connection establishment
between the O-RU and O-RU Controller(s).

- O-RU Controller has locked the target configuration
Post conditions:
- O-RU controller has updated the O-RU resource state as per <edit-config> request
" Success case: The delete is confirmed to O-RU Controller.
" Failure case: Failure reason is provided to O-RU Controller

Sequential processing is assumed. Only a single <edit-config> rpc is alowed at atime. Next <edit-config> rpc shall be
performed after previous <edit-config> rpc reply.

Delete Parametersis used to:
- delete parameters of existing configuration

After the delete procedure is complete, the O-RU Controller releases the lock on the target configuration.
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9.1.7 Notification framework

9.1.7.1 General

Y ANG natifications are used to signal event information to notification subscribers. The present document support two
types of subscriptions for receiving Y ANG notifications:

- dynamic, which is supported by all O-RUs, and
- configured, which is supported by O-RUs that support the NON-PERSISTENT-NETCONF feature.

9.1.7.2 Event streams

All O-RUs shall support the default “NETCONF" event stream, as specified in clause 3.2.3 of RFC 5277 [21]. In
addition to the default event stream, O-RUs should support the following event streams:

- “fault-management” used to subscribe to Y ANG notification events defined in o-ran-fm Y ANG model.

- “measurement-result-stats’ used to subscribe to Y ANG notification events defined in o-ran-performance-
management Y ANG model.

- “supervision-notification” used to subscribe to Y ANG notification events defined in o-ran-supervision
YANG model.

9.1.7.3 Event stream discovery and subscription

An O-RU controller discovers the O-RU's ability to process and send event notifications via capability exchange, as
defined in clause 3.1 of RFC5277 [21].

The O-RU shall support event stream discovery as defined in clause 3.2.5 of RFC5277. Prior to initiating a dynamic
subscription to an event stream, an O-RU controller can discover the O-RU’ s supported event streams. Refer to clause
3.2.5 of RFC5277 for detail.

If the O-RU supports the NON-PERSISTENT-NETCONF feature, the O-RU shall maintain the streams container as
defined in clause 3.1 of RFC8639 [37]. An O-RU controller supporting RFC 8639 operating with an O-RU that
supports the NON-PERSISTENT-NETCONF feature may use the streams container to recover the list of available
streams supported by the O-RU.

The O-RU supported event streams can be subscribed using dynamic subscriptions and, for those O-RUs that support
the NON-PERSISTENT-NETCONF feature, using configured subscriptions. These are transported using NETCONF
and VES respectively.

- When no <stream> parameter is provided at creation of subscription, the default “NETCONF” streamis
subscribed.

- The"NETCONF" default event stream can be subscribed to by all O-RU controllers. Events defined in
the Y ANG modules to which the O-RU controller does not have “execute” access privileges, i.e.,
modules without an “X” in table 6.5-1, shall be excluded before the events which are sent to the
subscriber.

- For non-default streams, the NACM *“execute” privileges defined in clause 6.5 shall be used by the O-
RU to determine whether an O-RU controller has privileges to establish a subscription to a particular
non-default event-stream.

9.2 Framework for optional feature handling

This clause describes the common and optional features about Configuration Management.

An O-RU may have some features which are not supported by other O-RUSs, i.e., optional feature(s). In this case, the O-
RU needs to inform the O-RU controller which features the O-RU can provide, and this can be achieved by exchanging
NETCONF capabilities.
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Some of the Y ANG models are optional for the O-RU to support. For example, in this version of the management plane
specification, those models associated with External 10 and Antenna Line Devices are not essential for the operation of
the O-RAN fronthaul interface. Other mandatory models define optional feature capabilities.

Both the NETCONF Server and NETCONF Client shall use the ietf-yang-library mode, as specified in RFC 8525 [59]
to signal the namespaces of the models supported by the NETCONF Server. If an O-RU/NETCONF Server does not
return the namespace associated with an optional Y ANG model, the NETCONF Client determines that the O-
RU/NETCONF Server does not support the optional capability associated with the model.

In addition, for each supported schema, the ietf-yang-library liststhe Y ANG feature names from this module that are
supported by the server. The details of optional models and features are defined in Annex C.

9.3 M-Plane operational state

The o-ran-mplane-int Y ANG model allows the O-RU to report the connectivity to NETCONF clients on a per sub-
interface level. The client information includes the 1P address(es) for the client(s) as well as the link-layer address used
to forward packets towards the various management plane clients.

9.4 Notification of updates to configuration datastore

9.4.1 Introduction

This clause defines an optional O-RU capability which allows O-RU Controllers to configure the O-RU to provide
notifications of modifications to its Y ANG datastore. This capability can be used when the O-RU is operating in a
hybrid environment with multiple simultaneous NETCONF sessions established to different O-RU controllers. Using
this capability, one particular O-RU controller uses the NETCONF notifications functionality as specified in RFC 6470
[35] to enable it to be automatically signalled changes to the O-RU’ s configuration made by a second O-RU controller.
Additionally, if the O-RU supports a vendor specific interface to allow manual configuration, this functionality can aso
be used to signal such configuration modificationsto an O-RU Controller.

9.4.2 Subscribing to updates from an O-RU

When an O-DU receives an indication from an O-RU that it supports the optional capability to support notification of
updates to its configuration data store, as a minimum, it may subscribe to the netconf-config-change notification.

An example event notification is shown in Figure 9.4.2-1, where a notification indicates that the configuration of the O-
RU’s timezone offset has been modified by a second O-RU controller.

<notification xmns="urn:ietf:parans: xm :ns:netconf:notification:1.0">
<event Ti me>2020- 03-01T08: 00: 14. 12Z</ event Ti me>
<net conf - confi g-change xm ns="urn:ietf: params: xm :ns:yang:ietf-netconf-
notifications">
<i d>102</id>
<changed- by>
<user nanme>nns- user </ user nane>
<sessi on-i d>1099</ sessi on-i d>
<sour ce- host >10. 10. 10. 10</ sour ce- host >
</ changed- by>
<dat ast or e>r unni ng</ dat ast or e>
<edi t>
<t arget >/ or an- ops: oper ati onal -i nf o/ or an- ops: cl ock/ or an-
ops:tinezoneut c-of f set </ target>
<oper ati on>repl ace</ oper ati on>
</edit>
</ net conf - confi g- change>
</ notification>

Figure 9.4.2-1: Example of a netconf-config-change notification
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9.5 Resetting O-RU

9.5.1 O-RU reset procedure

An O-RU reset may be triggered by an O-RU controller or autonomously triggered by an O-RU, e.g., as aresult of
supervision failure specified in clause 14.1.1.

9.5.2 O-RU controller triggered O-RU reset operation
The reset procedure can be used by an O-RU controller to trigger the reset of the O-RU. The reset of an O-RU triggers
the O-RU to perform are-start and follow the procedures defined in clause 6.

9.5.3 O-RU controller triggered O-RU reset procedure
O-RU Controller is able to trigger the reset of an O-RU by using the reset rpc, asillustrated in Figure 9.5.3-1.

Pre-condition:

- M-Plane connection is established and running between O-RU and O-RU controller

Post-condition:

- O-RU performs reset followed by start-up sequence described in clause 6

METCONF Server/ METCOMF Client/
(O-RUY (O-RU Caontroller)

METCOMNF session established. b]

<rpc=
[1] </reset=
<rpc=

<rpc-reply=

< :
: [2] </reset= :

</rpc-reply=
Z-RLU
re-starts

NETCONF Server/ | | NETCONF Client/
(O-RU) (O-RU Controller)

Figure 9.5.3-1: O-RU Reset Procedure
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10 Performance management

10.1 General

This clause provides the description of scenarios related to performance management. It consists of 2 functions. Oneis
for the measurement activation and the other is the collection of measurement results.

10.2 Measurement activation and de-activation

The measurement activation at the start-up installation is also allowed as described in clause 6.

Pre-condition:
M-Plane is operational.

Post-condition:
Measurement is activated or deactivated as per NETCONF client’s request.

This clause provides information about how to activate and de-activate the performance measurement via NETCONF
<edit-config> to O-RU. The performance measurement is defined as o-ran-performance-management Y ANG module.
In case of multiple NETCONF clients, only one NETCONF client shall activate/deactivate the measurementsin the O-
RU.

In the performance-management Y ANG module, the following parameters are defined.

- group of the measurement results, e.g., transceiver -measur ement-obj ects, rx-window-measur ement-
obj ects, tx-measur ement-obj ects, epe-measur ement-objects and symbol-r ssi-measur ement-objects.

- measur ement-interval: measurement interval for the measur ement-objects to measure the performance
periodicaly, e.g., 300, 600, 900 seconds. It is defined per the group of the measurement result.

- measur ement-obj ect: target metric to measure the performance, e.g.,, RX_POWER, TX_POWER,
defined as key parameter.

- active: enable/disable the performance measurement per measur ement-object. Thisvalue is Boolean.
Default is FALSE.

- start-time and end-time: to report the time of measurement start and end for the measur ement-obj ect at
each measurement-interval.

- object-unit: unit to measure the performance per object, e.g., O-RU, physical port number, antenna,
carrier. The object-unit may be configurable Identifier object-unit-id means e.g., physical port number
when object unit set to physical port number.

- report-info: the reporting info to the measur ement-object, e.g., MAXIMUM, MINIMUM, FIRST,
LATEST, FREQUENCY_TABLE and COUNT. Multipleinfo can be considered for one object if
necessary.

- Optional configurable parameter(s) for report-info: some configurable parameters to report, e.g.,
function, bin-count, upper-bound, lower-bound. For the bin-count configuration, it shall be less than
the parameter max-bin-count that is the capability information of NETCONF server for the maximum
configurable value for bin-count.

- Additional reporting information for report-info: some additional information to report info, e.g., date-
and-time.

The detail of the parameters per measur ement-object and the group of measurement result are defined in Annex B.

The measurement-interval of measurement-object may be set to common or different values per group of the
measurement result.
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Itis allowed that the measurement is activated and deactivated at any time. When different parameter measurements
have intervals with a common factor, the O-RU shall synchronize the boundary of these measurements aligned with this
factor, irrespective of when the different measurements are activated, asillustrated in Figure 10.2-1. And al of start
points of the measur ement-intervals shall be synchronized to zero o’ clock mid-night by using an equation { full
seconds (hour, minute and second) modulo ‘ measur ement-interval’ = 0}, in order to ensure the same start and end of
the measur ement-inter vals between O-RUs. For more details see the following illustration.

start and end-time of the measurement -objectih

IEterealBl: star-tire ® activated time, end time = T
Irtervalid: start-time =T, end time = T42
ImtervalB3: start-time = Ted, end time = T+d
IEtereaind: spart-time = Ted, e girme = Deactivated time
Q00000 T Tel Tad Fal Tad

measurement-objectia of O-RU&2

nEeryalal b Intervale} MR VA GIE T IE

A &

F 1 F
mpdureren]-intere of
activaed PRt RE-COHEULA deactivaied
time time

measurement-object#B of O-RU#1

- - - +* = *

mgaurement-inberval of
Mty emeni-Obiec AL

measurement-objectiB of O-RLU&2

Figure 10.2-1: synchronization of measurement-interval.

The modification of the configurable parameters (except active) for the measurement and removal of measurement
objects (e.g., transceiver -measur ement-obj ects, rx-window-measur ement-obj ects, etc.) shall be allowed only while
active for the corresponding measur ement-obj ect has value FALSE.

O-RU shall support those measurements described as mandatory in clause 9.1 of the O-RAN CUS plane specification
[2].

Thereport-info, e.g., count, shall be started from O at the boundary of every measurement-interval. No accumulation
is applied between the measur ement-intervals.

10.3  Collection and reporting of measurement result

10.3.0 Introduction

This clause provides the description of scenarios used to collect measurement results. There are three options.

1) NETCONF process: Create-subscription from NETCONF client and NETCONF notification from NETCONF
server are used.

2)  File Management process:. File upload mechanism is used to transfer the measurement file from O-RU to
configured file server(s) that O-RU can reach to.

3) Configured subscription process. Create configured subscription from O-RU as Event-Producer to Event-
Collector.

Methods 1 and 2 are mandatory for the O-RU. Method 3 shall be supported by those O-RUs that support the optional
NON-PERSISTENT-MPLANE feature. The method(s) to be used is the matter of NETCONF client.

In case of multiple NETCONF clients and/or Event-Collectors, the O-RU shall report the same notification-based
measurement results to all subscribed NETCONF clients/Event-Collectors, and the O-RU shall upload file-based results
to all configured fileservers.
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10.3.1 NETCONF process for dynamic subscriptions
This process needs the NETCONF capability: urn:ietf:params:netconf:capability:notification: 1.0

1) NETCONF client subscribesto one or more measurement group(s) and/or measur ement-object(s) to collect
the measurement result by sending NETCONF <cr eate-subscription> to NETCONF server in the O-RU. In
this message, startTime and stopTime for the notification may be configurable. NETCONF client can
configure the notification-interval in the performance-measurement Y ANG module.

2) NETCONF server sends NETCONF notification messages periodically to the client as configured by the
notification-interval. The NETCONF notification message contains subscribed measurement group(s) and/or
measur ement-object(s). The notification-interval doesn’t need to be same as the measurement-interval.
The notification timing different from the measur ement-interval is a matter to O-RU implementation.

This procedure is described in Figure 10.3.1-1.

METCONF NETCONF
server/[O-RLU) Client

client subscribes to receive measurement-result-stats events b]

loo ! [notification loop]

Bvery !
notification-interval |

' [1] =notification>

=
NETCONF NETCONF
Server/{(0-RU) Client

Figure 10.3.1-1: NETCONF process of Measurement Result Collection

NOTE 1: A NETCONF client may use the create-subscription for the single event-stream "measur ement-result-
stats’, or aternatively subscribe the default event-stream using additional filter criteriato identify those
mesaurements of interest to the client. In order to subscribe multiple notifications, the appropriate cr eate-
subscription message is required. Please refer to clause 11.3 for the appropriate example of create-
subscription of multiple notifications.

In order to terminate the subscription, the NETCONF client shall send <close-session> operation from the subscription
session or configuring the <stopTime> parameter when the subscription was created. If NETCONF session is
terminated by <kill-session>, the subscribed notification is terminated as well.

This procedure is described in Figure 10.3.1-2.
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NETCONF NETCONF
Server/{0-RU) Client

I

I

[ <rpc>

1 .

| =close-session>

' [1] =stream> measurement-result-stats-notification</stream:
i <fclose-session=
]

[}

I

1

]

I

|

<frpec=
<rpc-reply=
[2] </rpe-reply = >
notification is terminated. b]
METCZOMF METCONF
server/[O-RUY Client

Figure 10.3.1-2: NETCONF process of Measurement Result Collection to end

When notification-interval islarger than measurement-interval, O-RUs implementing v07.00 or later of this
document may use a single notification that contains multiple stats included in the list such as multiple-transceiver -
measur ement-result, multiple-rx-window-measurement-r esult, multiple-tx-measurement-result, multiple-epe-
measur ement-result or multiple-symbol-r ssi-measur ement-result which have consecutive periods indicating start-
time and end-time for the measurement.

NOTE 2: When multiple measurements stats corresponding to the same measurement-group are availablein an O-
RU that implements an earlier version of this document, the O-RU is only able to include asingle statistic
in the notification. In such circumstances, the O-RU should report the latest available statistic in the
notification.

NOTE 3: An O-RU Controller that implements an earlier version of this document can ensure that the configuration
of notification-interval and measur ement-interval resultsin only a single measurement statistic
corresponding to a specific measurement-group being reported by the O-RU in any one natification. In
other cases, the O-RU Controller can use the rules defined in clause 4.3 to ignore the newly introduced
schema-nodes for reporting multiple measurements.

When notification-interval is smaller than measur ement-interval, one notification may not contain the stats which
start-time and end-time are not applicable to the period for the notification.

For example, when notification-interval = 60min, measur ement-interval for measur ement-object#A= 30min and
measur ement-interval for measur ement-object#B = 15min, one notification contains 2 measurement results for
measur ement-obj ect#A with consecutive start-time and end-time, and 4 measurement results for measur ement-
obj ect#B with consecutive start-time and end-time.

For the other example, when notification-interval = 15min, measurement-interval for measur ement-object#A=
30min and measur ement-interval for measurement-object#B = 15min, one notification contains one measurement
results for measur ement-object#B but not for measur ement-obj ect#A. next notification contains both measurements
result for measur ement-obj ect#A and #B.

10.3.2 File management process

NETCONF client needs to configure a parameter of performance measurement Y ANG module ‘enable-file-upload’ to
enable or disable the periodic file upload mechanism via NETCONF <edit-config>. Its default is FALSE.

In addition, the performance measurement Y ANG module defines file-upload-interval, remote-file-upload-path,
credentials information of the file server and enable-random-file-upload as configurable parameters.

Following types of authentications shall be supported for performance file upload:
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a) Password for RU authentication and list of public keys (see clause 5.4 in the present document) for sSFTP
server authentication

Following types of authentications may be supported for perfor mance file upload:
b)  X.509 Certificate for FTPES client (O-RU) and FTPES server
c¢) Certificate for both O-RU and sFTP server authentication

When the parameter enable-file-upload is set to TRUE, O-RU shall store the performance measurement filesin the
generic folder in O-RU, i.e., O-RAN/PM/ or o-ran/pnV. Every file-upload-interval, O-RU pushesthe latest file to
upload to the remote-file-upload-path of the configured SFTP/FTPES serversif enable-file-upload is set to TRUE.
Otherwise, the performance measurement file is not created and uploaded. The O-RU shall use the URI scheme of the
remote-file-path leaf to determine whether to use sFTP or FTPES for the file upload. The number of maximum
performance files to be stored in O-RU simultaneoudly is a matter for O-RU implementation. The O-RU shall manage
its own storage space by deleting the older files autonomously. An O-RU Controller shall only trigger file upload using
FTPESIf it isusing NETCONF/TLS to configure the O-RU

The O-RU shall ensure that the start-time and the end-time within the name of the performance measurement file are
synchronized with the same manner as measur ement-interval by using file-upload-interval.

If the parameter enable-random-file-upload is set to TRUE, the O-RU shall randomize the timing to upload SFTP or
FTPESfile after the performance measurement file is ready to upload. The randomized timing is an O-RU
implementation matter and shall not be later than next file-upload-interval.

The file name of the performance measurement is:
C<dtart-time>_<end-time>_<name>.csv
- Starting with a capital letter "C".
- Format of <start-time> and <end-time> can be local time or UTC.

Loca timeformatisYYYYMMDDHHMM+HHMM, indicating, year, month, day, hour, minute,
timezone "+" or "-" , hour and minute for the time zone.

UTCformatisYYYYMMDDHHMMZ, indicating, year, month, day, hour, minute and with a special
UTC designator ("Z")

Time zone offset is provided by timezone-utc-offset in o-ran-operation.yang.
- <name> in ietf-hardware is used
- " " underscoreislocated between <start-time>, <end-time> and <name>
- File extension is"csv" as csv format file.
Example of measurement fileis:
- C201805181300+0900_201805181330+0900_ABC0123456.csv.

The file format of the performance measurement has following rule:

1) Eachline starts with the measur ement-obj ect identifier, which measurement can be switched to TRUE or
FALSE by active parameter. The identifier of each measur ement-object is defined in Annex B.

2)  After the measurement-object identifier, the name of measur ement-object, start-time, end-time are
followed.

3) Sincethereport-info results of any measurement-object are measured per object-unit, object-unit-id and
set of report-info are repeated in one line.

4)  When multiple report-info parameters exist per object-unit, al of the report-info are consecutively listed
until the next obj ect-unit-id. The order of parameters, such as object-unit-id, report-info and additional
information for the report-info, shall be same as the order of those listed in NETCONF notification defined in
o-ran-performance-management Y ANG module.
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Example of measurement result in onelineis:

1, RX_ON_TIME, 2018-05-18T13:00: 00+09: 00, 2018-05-18T13: 30: 00+09: 00, 0, 123, AAAA 1, 123, BBBB, 2
123, CCCC, 3, 123, DDDD

- M easurement-object-identifier: 1

- Name of measurement-object: RX_ON_TIME

- start-time: 2018-05-18T13:00:00+09:00 as measurement start-time.
- end-time: 2018-05-18T 13:30:00+09:00 as measurement end-time

- EAXC._ID:0

- Count for EAXC_ID#0: 123

- name of transport-flow information: AAAA

- EAXC_ID: 3
- Count for EAXC_ID#3: 123
- name of transport-flow information: DDDD

When file-upload-interval is larger than measur ement-interval, one performance measurement file may contain
multiple lines for the stats which have consecutive periods indicating start-time and end-time for the measurement.

When file-upload-interval is smaller than measur ement-interval, one performance measurement file may not contain
the line for the stats which start-time and end-time are not applicable to the period for the performance measurement
file.

For example, when file-upload-interval = 60min, measurement-interval for measur ement-obj ect#A= 30min and
measur ement-interval for measur ement-object#B = 15min, one performance measurement file contains 2
measurement result lines for measur ement-object#A with consecutive start-time and end-time, and 4 measurement
result lines for measur ement-obj ect#B with consecutive start-time and end-time as followings:

1, RX_POAER, 2018-05-18T13: 00: 00+09: 00, 2018-05-18T13: 15: 00+09: 00, 0, 123

1, RX_ POAER, 2018-05-18T13:15: 00+09: 00, 2018-05-18T13: 30: 00+09: 00, 0, 123

RX_ON_TI ME, 2018-05-18T13: 00: 00+09: 00, 2018-05-18T13: 30: 00+09: 00, 0, 123, AAAA 1, 123, BBBB, 2
23, CCCC, 3, 123, DDDD

RX_POWER, 2018-05-18T13: 30: 00+09: 00, 2018-05-18T13: 45: 00+09: 00, 0, 123

RX_POWER, 2018-05-18T13: 45: 00+09: 00, 2018-05-18T14:00: 00+09: 00, 0, 123

RX_ON_TI ME, 2018-05-18T13: 30: 00+09: 00, 2018-05-18T14: 00: 00+09: 00, 0, 123, AAAA 1, 123, BBBB, 2
23, CCCC, 3, 123, DDDD

PRRPRRRPR

For the other example, when file-upload-interval = 15min, measurement-interval for measur ement-object#A=
30min and measur ement-interval for measur ement-object#B = 15min, one performance measurement file contains
one measurement result line for measur ement-object#B but not for measur ement-obj ect#A. next performance
measurement file contains both measurements result for measur ement-obj ect#A and #B as follows.

C2018051813002+0900_201805181315+0900_ABC0123456. csv.

1, RX_POAER, 2018-05-18T13:00: 00+09: 00, 2018-05-18T13: 15: 00+09: 00, 0, 123
C2018051813157+0900_201805181330+0900_ABC0123456. csv.

1, RX_POAER, 2018-05-18T13:15: 00+09: 00, 2018-05-18T13: 30: 00+09: 00, 0, 123

1, RX_ON_TIME, 2018-05-18T13:00: 00+09: 00, 2018-05-18T13:30: 00+09: 00, 0, 123, AAAA 1, 123, BBBB, 2
123, CCCC, 3, 123, DDDD

The performance measurement files stored in O-RAN/PM or o-ran/pm/ can be uploaded on-demand. For the file upload
mechanism by on-demand way, retrieve-file-list and file-upload operations are used. For more detail, please refer to
clause 12.

10.3.3 Configured subscription process
This optional process requires the O-RU to support configured subscriptions, as described in clause 18. The structure of

the process follows the NETCONF process described in clause 10.3.1. However, instead of sending a NETCONF
<create-subscription > to the NETCONF server in the O-RU to subscribe to the measur ement-result-stats
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notifications, the NETCONF client installs the subscription via configuration of the O-RU’ s datastore. Based on
configured subscriptions, the O-RU sends asynchronous Y ANG notifications over HTTPS to the configured Event-
Collector.

In order to terminate the subscription, the NETCONF client shall delete the corresponding configuration in the O-RU.
Immediately after the subscription is successfully deleted, the O-RU shall send to a subscription state change
notification indicating that the subscription has ended to the Event-Collector.

NOTE: Unlike the NETCONF process described in clause 10.3.1, the subscription to the subscribed notifications
is not terminated when the NET CONF session used to establish the subscription is terminated.

11 Fault management

11.1 Introduction

Fault management is responsible for sending alarm notifications to the configured subscriber, which will typically be
the NETCONF Client unless the O-RU supports the configured subscription capability, as described in clause 18, when
the configured subscriber may be an Event-Collector. FM contains Fault Management Managed Element and viathis
Managed Element alarm notifications can be disabled or enabled.

The NETCONF Server isresponsible for managing the active-alar m-list. Alarms with fault-severity set to WARNING
are excluded from thislist. When an alarm is detected it is added to the list; when the alarm reason disappears then the
alarmiscleared - removed from the active-alar m-list. Furthermore, when the element that was the fault-sour ce of an
alarm is deleted then all related alarms are removed from the active-alar m-list.

Optionally, the NETCONF Server is aso responsible for managing the historical-alar m-list. Alarmswith fault-severity
set to WARNING are excluded from thislist. When an alarmiscleared, it isadded to thislist withis-cleared set to "true".

The NETCONF Client can read " active-alarm-list" by get RPC operation, asillustrated in Figure 11.1-1.

NETCONF NETCONF
Server/(0-RU) Client

I
METCOMNF session established b] |

€ [1] <rpe=t<get=\active-alarm-list<get=\<rpc=

; [2] =rpe-reply=\<data=active-alarm-list<data=</rpc-reply> }.

NETCONF NETCONF
Server/{(0-RU) Client

Figure 11.1-1: Read Active Alarms

11.2  Alarm notification

The O-RU isresponsible to send <alarm-notif> to a configured subscriber when the NETCONF Client has established a
subscription to alarm notification and:

- anew alarmis detected (this can be the same alarm as an already existing one, but reported against a
different “fault-source” than the existing alarm)

- an alarm is removed from the list
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Removal of aarms from the list due to deletion of "fault-source" element is considered as clearing and cause sending of
<alarm-notif> to the configured subscriber. This applies to alarms which were explicitly related to the deleted "fault-
source" element. The rationale for such isto avoid misalignment between NETCONF Clients when one NETCONF
Client deletes an element.

The O-RU reports in <alarm-notif> only for new active or cancelled alarms, not all active alarms, asillustrated in
Figure 11.2-1.

O-RL
(NETCOMNF Server) Configured
(Event-Producer - optional) Subscriber

O-RU detects a change of state in one of the
alarms in the active-alarm-list corresponding
to the filter settings established in the
subscription

[ =notification=
i [1] =alarm-notif>. </alarm-natif=
! =/notification=

-

O-REU/ Configured

(NETCONF Server) subscriber
(Event-Producer - optional)

Figure 11.2-1: Alarm Notification

11.3 Manage alarms request to NETCONF clients

The NETCONF Client can "subscribe" to Fault Management Element by sending cr eate-subscription, as specified in
clause 2.1 of RFC5277 [21], to NETCONF Server.

RFC5277 allows <create-subscription> below:

<net conf:rpc netconf: message-id="101"
xm ns: net conf ="urn:ietf:paranms: xm : ns: net conf : base: 1. 0" >
<creat e-subscription
xm ns="urn:ietf:paranms: xm : ns: netconf:notification:1. 0">
<filter netconf:type="subtree">
<event xm ns="http://exanpl e.com event/1.0">
<event C ass>f aul t </ event O ass>
<severity>critical </severity>
</ event >
<event xm ns="http://exanpl e.com event/1.0">
<event C ass>f aul t </ event O ass>
<severity>mgj or </ severity>
</ event >
<event xm ns="http://exanpl e.com event/1.0">
<event C ass>f aul t </ event O ass>
<severity>m nor</severity>
</ event >
</filter>
</ create-subscripti on>
</ net conf : rpc>

NOTE: The NETCONF Client can disable/enable alarm sending only for all the alarms with same severity, not
for single alarms.

The appropriate example for O-RAN Y ANG modules for create-subscription isasfollows:
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Case 1) NETCONF client subscribes alar m-notif filtering fault-severity: CRITICAL, MAJOR and MINOR and
measur ement-r esult-stats filtering transceiver -stats and rx-window-stats which measur ement-object is
RX_ON_TIME only:

<rpc xm ns: netconf="urn:ietf:params: xm : ns: net conf: base: 1. 0" nmessage-i d="101">
<creat e-subscription
xm ns="urn:ietf:paranms: xm : ns: netconf: notification:1.0">
<filter netconf:type="subtree">

<alarmnotif xm ns="urn:o-ran:fm1.0">
<fault-severity>CRI Tl CAL</fault-severity>

</al armnoti f>

<alarmnotif xmns="urn:o-ran:fm1.0">
<fault-severity>MAJOR</faul t-severity>

</al armnoti f>

<alarmnotif xm ns="urn:o-ran:fm1.0">
<fault-severity>M NOR</faul t-severity>

</al armnoti f>

<measurenent-result-stats xm ns="urn: o-ran: perfornance- nanagenent: 1. 0" >
<transcei ver-stats/>

</ measur enment -resul t - st at s>

<measur enent -resul t-stats xm ns="urn: o-ran: perf or mance- managenent : 1. 0" >
<r x-w ndow- st at s>

<measur enent - obj ect >RX_ON_TI ME</ measur errent - obj ect >
</rx-w ndow st at s>
</ measur enment -resul t - st at s>

</filter>
</ creat e-subscripti on>
</rpc>

Case 2) NETCONF client subscribes default event stream NETCONF to receive all notifications defined in O-RAN
YANG modules:

<rpc xm ns: netconf="urn:ietf:params: xm : ns: net conf: base: 1. 0" nmessage-i d="101">
<creat e-subscription xm ns="urn:ietf:params: xm :ns: netconf:notification:1.0">
<st r ean>PNETCONF</ st r ean®
</ create-subscripti on>
</rpc>

A high-level view of a NETCONF Client subscribing is shown in Figure 11.3-1. After the NETCONF Client requests a
subscription, the server sends an alarm-notif notification to the client when there is any change in the active darms
matching the filter specified in the subscription request.

NETCONF NETCONF
Server/{0-RU) Client

=rpc>=create-subscription=
<alarm-notif/>

[1] =filter netconf.type=subtree=
<falarm-notifs=
<fcreate-subscription=</rpc

21 <rpe-reply =
[2] <rpe-reply >
Retrieves active alarms
corresponding to the
filter settings
METCOMF METCOMF
server/{O-RU) Client

Figure 11.3-1: Manage Alarms Subscription Request
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To terminate the subscription, the NETCONF client shall send a <close-session> operation from the subscription’s
session, asillustrated in Figure 11.3-2.

NETCONF NETCONF
Server/(0-RU) Client

| |
1 1
| q:|'p|:"_;:- |
1 . 1
| <close-session= |
' [1] subscribed alarm-notif to be closed |
i <fclose-session= I
1 1
X =/rpc= X
] ]
1 1
1 1
1 1
L 1
] ]

1

1

]

]

2] <rpc-reply=
<frpc-reply= >
notification is terminated. D]
METCOMNF NETCONF
Server/[{0-RU) Client

Figure 11.3-2: Terminating an Alarm Subscription

11.4 Fault sources

Alarm notifications reported by NETCONF Server contain element "fault-source" which indicates the origin of an
alarm. In general values of "fault-source” are derived from names defined as Y ANG leafs:

- Source (Examples: fan, module, PA, port)
indicates that origin of the alarm within the O-RU. Vaue of "fault-source" is derived from element name.
- Source (other than when an element is within the O-RU)

Value of fault-source may identify the O-RU external resource; for example, antennaline.

Alarms with different "fault-id", "fault-source" or "fault-severity" are independent:
- Multiple alarms with same "fault-id" may be reported with different “fault-source”.
- Multiple alarms with same "fault-source" may be reported with different "fault-id".

- When an alarm with a"fault-id" and a "fault-source” is reported with a "fault-severity" and its severity of
alarm condition is upgraded or degraded, NETCONF server reports a new alarm with the same "fault-id"
and the same "fault-source" with the upgraded or degraded "fault-severity" with "is-cleared"::FALSE and
clears the previous aarm with the report of the "fault-id", "fault-source" and "fault-severity" with "is-
cleared":: TRUE.

The range of "fault-id" is separated to common and vendor specific. The common fault-ids are defined in Annex A and
more numbers may be used in future. The vendor specific range for the fault-id shall be [1000 .. 65535].

Alarm notifications reported by the NETCONF Server contain names of the "affected-objects’ which indicate el ements
affected by the fault. In case the origin of the alarm is within the O-RU, other elements than "fault-source” which do not
function correctly due to the alarm are reported via " affected-objects’. In case the origin of the fault is outside of the O-
RU, the O-RU elements which do not function correctly due to the fault are reported via " affected-objects’.
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11.5 Manage alarms request to event-collector

This optional capability requires the O-RU to support configured subscriptions, as described in Clause 18. The structure
of the process follows the process described in clause 11.3. However, instead of sending a NETCONF <create-
subscription> to the NETCONF server in the O-RU to subscribe to the alar m-notif notifications, the NETCONF client
installs the subscription via configuration of the O-RU’ s datastore. Based on configured subscriptions, the O-RU sends
asynchronous Y ANG notifications over HTTPS to the configured Event-Collector.

In order to terminate the subscription, the NETCONF client shall delete the corresponding configuration in the O-RU.
Immediately after the subscription is successfully deleted, the O-RU shall send to a subscription state change
notification indicating that the subscription has ended to the Event-Collector.

11.6 Historical Alarms List

The O-RU may optionally support the historical-alar m-list container, enabling alarm events with is-cleared statusis
"true" to be captured. The procedures for aging out entriesin the historical-alar mslist based on time and/or memory is
left to vendor specific implementation of the O-RU.

NOTE: The persistence of historical-alarmslist entries on O-RU upon reset is |eft to vendor specific
implementation

The NETCONF Client can read historical-alarm-list by get RPC operation, asillustrated in Figure 11.6-1.

NETCONF NETCONF
Server/(0-RU) Client

I
METCOMNF session established b] |

€ [1] <rpc=<get=histarical-alarm-list<get></rpc>

; [2] =rpe-reply=<data=histarical-alarm-list<data=</rpc-reply > }.

NETCONF NETCONF
Server/{(0-RU) Client

Figure 11.6-1: Read Historical Alarms

In case of multiple NETCONF clients and/or Event-Collectors, the O-RU shall report the same notification to all
subscribed NETCONF clients/Event-Collectors.

12 File management

12.1 Introduction

This clause specifies File Management for the O-RU. Following operations are supported as a File Management.
- upload (see clause 12.3)
File upload from O-RU to file server triggered by O-RU Controller.
- retrieve filelist (see clause 12.4)

O-RU Controller retrievesthe filelist in O-RU.
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- download (see clause 12.5)
File download from file server to O-RU triggered by O-RU Controller

NOTE 1: file-download has different purpose with software-download specified in clause 8.5. For example,
file-download can be used for Beamforming configuration in clause 15.4.

File transfers are done with sFTP or FTPES. Following types of authentications shall be supported for file
management:

a) Password for RU authentication and list of public keys (see clause 5.4 in the present document) for SFTP
server authentication

b)  X.509 Certificate for TLS between O-RU and FTPES file server. In addition to the X.509 certificate, the O-
RU shall use any configured application password, appl-password, to authenticate to the FTPES server for the
associated username defined in the remote-file-path.

NOTE 2: The appl-password is optional for FTPES server authentication to support scenarios where the username
embedded in the remote-file-path corresponds to an anonymous account as defined in RFC 1635 [i.5].

Following types of authentications may be supported for file management:
c) Certificate for both O-RU and sFTP server authentication
Following other clauses are related with File Management.

- clause 10.3.2: File Management process (can be used for on demand file upload purpose, since clause
10.3.2 covers periodic file upload)

- clause 14.2: Log Management
- clause 14.3: Trace
- clause 15.4.3: Beamforming configuration update

NOTE 3: The file management functionsinvolve the O-RU controller subscribing to receive particular YANG
notifications from the O-RU. All O-RUs support the NETCONF Create-Subscription method, enabling
those notifications to be transported using NETCONF notifications. In addition, those O-RUs that support
the optional NON-PERSISTENT-MPLANE feature, the O-RU Controller can create a configured
subscription from the O-RU, enabling those notifications to be transported over HTTPS to an Event-
Collector as described in clause 18.

12.2  File system structure

Thefile System structure of the O-RU isrepresented as alogical structure that is used by the file management procedures
defined in the rest of this clause. If the O-RU’ s physical file structure differs from the logical file structure defined below,
the O-RU isresponsible for performing the mapping between the two structures.

The O-RU shall support the standardized logical folders. Prior to version 10.0, the following standardized folders were
defined:

- O-RAN/log/
- O-RAN/PM/
- O-RAN/transceiver/

And for those O-RU’ s supporting beamforming
- O-RAN/beamforming/

The folderslisted above are inconsistent with the folders used in figures elsewhere in the present document. Because of
such inconsistencies, the use of the folders listed above is not preferred. These folders may be subject to removal in a
future version of the present document.
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To avoid interoperability i ssues between case-sensitive and non-case sensitive file systems, the following additional
standardized folders are defined and are preferred in the present version of this document:

- o-ran/log/

- o-ran/pm/

- o-ran/transceiver/
And for those O-RUs supporting beamforming

- o-ran/beamforming/

The O-RU may additionally support vendor defined folders which are out of scope of the present document.

12.3  File management operation: upload

This clause describes file upload method from O-RU to the fileserver. sSFTP or FTPES is used for File management, and
one file can be uploaded by one upload operation. The O-RU Controller triggers file upload operation to O-RU.

Simultaneous multiple file upload operations can be supported under the same FTP connection between O-RU to the
fileserver. If the O-RU has alimitation with regard to the ability to upload files simultaneously, it is allowed that O-RU
reports failure notification for the simultaneous upload request which exceeds its capability. The behaviour of O-RU
Controller is out of scope when O-RU Controller receives failure notification from the O-RU.

Following rpc is used for upload operation.
. rpc: file-upload
- input
L] local-logical-file-path: the logical path of file to be uploaded (no wildcard is allowed)
] remote-file-path: URI of file on the fileserver
- output
L] status. whether O-RU accepted or regjected the upload request

" reject-reason: the human readabl e reason why O-RU rejects the request (only applicable if statusis
rejected)

In the rpc-reply, status whether the O-RU receives the upload request or rejects due to some reason (e.g., the number of
limitation to upload simultaneously) isreplied. If rejected, the human readable reject reason is also replied.

In notification, the result of the upload process (successfully uploaded or failed upload) is replied in addition to local-
logical-file-path and remote-file-path. If failure, the human readable reason is also replied. Figure 12.3-1 shows the file
upload sequence diagram.
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NETCONF Server/ NETCONF Client/
Notification producer/ Notification Subscriber/
(O-RU) (O-RU Controller)
=rpc=

<file-upload=>

[1] <input=. <finput=
</file-upload=>
</rpc>

<rpc> i
=file-upload=

[2] <output>..</output>
=/file-upload=>
=/rpc=>

.
>

Waits for the notification from O-RU
about the completion of the upload

0O-RU Completes upload operation %

I

! =notification=>

i [3] =upload-notification>..</upload-notification>
: < /notification>

.~
>

NETCONF Server/ NETCONF Client/
Notification producer/ Notification Subscriber/
(O-RU) (O-RU Controller)

Figure 12.3-1: File Upload Sequence

12.4  File management operation: retrieve file list

Thisclause describesfileretrieve method which the O-RU Controller retrievesthefilelist from the O-RU. One or multiple
files' information can be retrieved by one retrieve file list operation (use of wildcard is alowed). The O-RU Controller
triggersthe retrievefile list operation from the O-RU.

The following rpc is used for retrievefile list operation.

rpc: retrieve-file-list

- input
- logical path: the logical path of filesto beretrieved (* is alowed as wild-card)
- file-name-filter: the files which has the "file name filter" in the file name (* is alowed as wild-card)

- output

- status: whether O-RU accepted or regjected the retrieve file list request
- reject-reason: the human readabl e reason why O-RU rejects the request (only applicable if statusis rejected)
- filelist

In rpc-reply, status whether the O-RU accepts the retrieve-file-list request or rejects due to some reason is replied. If
rejected, the human readabl e reject reason is also replied.

Figure 12.4-1 shows the retrieve file list sequence diagram.
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NETCONF Server/ NETCONF Client/
(O-RU) (O-RU Controller)

<rpc>
<retrieve-file-list>

[1] <input=__=finput=
</retrieve-file-list=
</rpc>

A

<rpcs )
<retrieve-file-list=

[2] <output>..=<foutput>
</retrieve-file-list=
</rpc>

-
v

NETCONF Server/ NETCONF Client/
(O-RU) (O-RU Controller)

Figure 12.4-1: Retrieve FileList Sequence

12.5 File management operation: download

This clause describes the file download method from O-RU Controller to O-RU. sFTP or FTPES isused for File
management, and one file can be downloaded by one download operation. O-RU Controller triggers the file download
operation to O-RU.

Simultaneous multiple file download operations can be supported under the same FTP connection between the O-RU
and O-DU/SMO. If the O-RU has the number of limitation to download simultaneously as a capability, it is allowed that
the O-RU reports afailure notification for the download request which is larger than the capability. The behaviour of
the O-RU Controller is out of scope when O-DU/SMO receives failure notification from O-RU.

The following rpc is used for download operation.
rpc: file-download
- input
L] local-logical-file-path: the logical path of file to be downloaded (no wildcard is allowed)
] remote-file-path: URI of file on the fileserver
- output
L] status. whether O-RU accepted or rejected the download request

" reject-reason: the human readabl e reason why O-RU rejects the request (only applicable if statusis
rejected)

In rpc-reply, status whether the O-RU receives the download request or rejects due to some reason (e.g., the number of
limitation to download simultaneously) isreplied. If rejected, the human readable reject reason is also replied.

In notification, the result of the download process (successfully downloaded or download isfailure) isreplied in
addition to the local-logical-file-path and remote-file-path. If failure, the human readable reason is also replied. Figure
12.5-1 below shows the file download sequence diagram.
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NETCONF Server/ NETCONF Client/
Notification Producer/ Notification Subscriber/
(O-RU) (O-RU Controller)
=rpc=

1
=file-download= !
[1] <input>..<finput> |
=/file-download= ;
<[rpc> i
|

]

]

<rpc-reply>
<file-download=>

[2] <output=. </output>
</file-download>
</rpc-reply=>

-
.

. Waits for the notification from O-RU j

about the completion of the download

0-RU Completes download operation H

</notification>

]
' l
! =notification= :
i [3]1 =download-notification>..</download-notification> |

.
v

NETCONF Server/ NETCONF Client/
Notification Producer/ Notification Subscriber/
(O-RU) (O-RU Controller)

Figure 12.5-1: File Download Sequence

13 Synchronization aspects

13.1 Introduction

This clause describes the Y ANG model (o-ran-sync.yang) containers that are used for the Management Plane’s
interactions with various aspects of the time synchronization of the O-RU. In general, the O-RU is responsible for
managing its synchronization status, to select one or more synchronization input source(s) (based on vendor specific
implementation) and assure that the resulting accuracy meets that required by the Radio Access Technology being
implemented. Additional information regarding the i nteractions between M-Plane and S-Plane are described in the
current specification’s clause 15.3.3 and in the CUS-Plane specification [2], clause 11.4.

The o-ran-sync.yang YANG model defines configuration, status and notification containers which are used to enable
O-RU controller to recover the state of the O-RU’s S-Plane. Before going into the details of each of these an overview
of these objectsis provided here.

The YANG model defines several configuration containers. These containers comprise read/write parameters that can
be read or set by the O-RU controller. The O-RU controller can read them (to determine O-RU configuration) or set
them (to change the O-RU’ s configuration). These are:

. PTP Configuration — ptp-config: O-RU controller can set or read PTP parameters like PTP Full/Partial timing
support profiles, accepted clock classes, and set network address among other parameters

. PLFS/SyncE Configuration — synce-config: This container provides SynckE information such as the acceptable
list of SSMs.

. GNSS (Global Network Satellite System) Configuration - gnss-config: This container comprises leaves which
define whether GNNS can be used, and if so which satellite constellation to use.

e  Sync Capability — sync-capability: Thisisaread-only container indicates to the O-RU controller the time
accuracy of the T-TSC or T-BC that isintegrated into the O-RU.

The O-RU should store the above synchronization configuration in reset persistent memory.
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During the start -up installation process (see clause 6.1 in this document) the O-RU's startup configuration settings may
allow the O-RU’ s S-Plane to become operational without any configuration by the O-RU controller. The O-RU usesits
configuration settings to execute the PTP and/or PLFS/SyncE protocols, or GNSS settings to compl ete the
synchronization process. During the start-up installation flow the startup settings may be changed. This may be
necessary if the default synchronization settings are incompatible with the network implementation. If the startup
configuration requires changes, the O-RU controller first retrieves the synchronization configuration and status from O-
RU, and then the O-RU controller modifies the configuration. The O-RU then executes the synchronization process
using the updated settings. Having these settings stored in reset persistent memory typically simplifies subsequent
startup flows by enabling O-RU to start up without reconfiguration.

Once the O-RU is operational, the O-RU controller can subscribe to several synchronization notifications which report
to the O-RU controller the status of the O-RU. The following notifications are defined in the Y ANG model.

. synchronization-state-change — conveys the Sync Status (sync-state) container information
. ptp-state-change — conveys the PTP Status (ptp-status) container

. synce-state-change — If SyncE or another PLFSis used, this conveys the PLFS/SyncE (synce-status)
container

. gnss-state-change — If a O-RU supports GNSS capability, this conveys the GNSS Status (gnss-status)
container.

The above notifications when triggered send their respective status container to the subscribed O-DU/O-RU controller.
e  Sync Status—sync-state: Overall synchronization status of O-RU.
. PTP Status — ptp-status: Status of PTP synchronization process
. PLFS/SyncE Status — synce-status: Status of PLFS/SyncE frequency synchronization process
. GNSS Status — gnss-status: Synchronization status of the GNSS clock.

During normal operation, the O-DU should monitor the operational state of the O-RU’s S-Plane. Thisis accomplished
by subscribing to receive the synchronization-state-change notification. 1f the O-DU is notified that the O-RU’s state
has changed to UNLOCKED, the O-DU shall stop sending data to the O-RU and shall ignore any data from that O-RU.
Sub-clause 15.3.3 describes in more detail the interactions between S-Plane and M-Plane when synchronization is lost
and when synchronization is recovered.

NOTE: Except for possible configuration during the start-up installation process, the synchronization start-up and
reference clock selection are accomplished via S-Plane protocol s independent of M-Plane.

The remainder of this clause describes in more detail the main objects within the configuration, status, and notification
containers. However, this clause does not describe all of the leafs/objects within the containers. Some items for
exampletime-error, frequency-error, supported-r eference-type are not mentioned in this clause, but are defined and
described in o-ran-sync.yang.

13.2  Sync status object

This sync-state container provides synchronization state of the module. If the O-RU Controller isinterested in receiving
Synchonization status state information, it may configure a subscription to the synchronization-state-change
notification from the O-RU. Event notifications will be sent whenever the state of the O-RU synchronization changes.

For an O-DU that is communicating with an O-RU, the synchronization-state-change notification is the primary
mechanism by which the O-DU knows whether the O-RU is synchronized and is ready to transmit/receive when fully
configured. This notification is the primary mechanism to transfer status information required to implement the flows
described in section 12.3.3.

The state diagram of O-RU synchronization is shown in Figure 13.2-1, and is indicated by the following allowed
values:

- LOCKED: O-RU isin thelocked mode, as defined in ITU-T G.810.

- HOLDOVER: O-RU clock isin holdover mode.
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- FREERUN: O-RU clock isn't locked to an input reference and is not in the holdover mode.

Figure 13.2-1 illustrated the state transitions.

The sync-state container allows the O-RU to list viaan array of the synchronization sources, called supported-
reference-types, which it can support. The allowed values are:

- GNSS
- PTP
- SYNCE
startup
r'synE_FF%EERUNj
.-ﬂff----_
-~
I(// ternal lost
_ i external sync los
ftemal sync estabilished ; (without HOLDOVER mods)

L

sync LOCKEDW '
)(’ L /haldover mode expired

\ /

=

lexternal sync lost  external sync restored

e

e ._}(sync_H.OLDOVERW .f

\ J

NOTE: HOLDOVER modeis optional and depends on internal O-RU design.

Figure 13.2-1: Allowed sync state transitions

13.3  Sync capability object

The modul€e’ s synchronization capability is provided via the sync-t-tsc object. This object indicates the accuracy of the
O-RU’ s derived Telecom Subordinate Clock (T-TSC). For details on the actual capability levels, see clause 11.3 of the
O-RAN WG4 CUS plane specification [2]. There are two enumerations possible:

- CLASS B: Regular accuracy (previously referred to class B) for synchronization is supported by the
device as per IEEE802.1CM clause 6.4.1, Case 1.1.

- ENHANCED: Enhanced accuracy for synchronization is supported by the device as per IEEE802.1CM
clause 6.4.1, Case 1.2.

Another leaf in this container is a Boolean called boundary-clock-supported, which indicates whether the O-RU
supports T-BC profiles defined in ITU-T 8275.1[22].

ETSI



99 ETSI TS 104 023 V12.01 (2024-05)

13.4  PTP configuration

13.4.1 Introduction

The ptp-config container contains information about the O-RU’s configuration of Precision Time Protocol. The below
describes the definitions of the items contained within ptp-config.

domain-number: This parameter indicates the Domain Number for PTP announce messages. Allowed values: 0 ~ 255.

- ITU-T G.8275.1 [22] uses domain numbers in the range 24...43, but the entire range is allowed to ensure
flexibility of the M-Plane specification. For ITU-T G.8275.2 domain numbers from range 44...63 shall
be used.

default: 24.
accepted-clock-classes: Containsthe list of PTP acceptable Clock Classes, sorted in the descending order.

- The sender shall generate the list of acceptable clock classes. Thelist shall be sorted in descending order.
Each accepted Clock Class value shall appear only once in the list. Depending on implementation, the
receiver may interpret the list in either of two ways:

d) useonly thefirst (i.e., the maximum) item in thelist, interpreting it as a threshold value for acceptable clock
classes, whileignoring all other itemsin the list;

€e) usethewholelist, interpreting it as an explicit list of acceptable clock classes.
default: 7, 6
clock-classes: The PTP Clock Class accepted by the O-RU. Allowed values: 0 ~ 255.

- Not all values are compliant to [22], but the entire range is allowed in M-plane specification to ensure
flexibility. The values can be validated/filtered on the receiver side, if necessary.

ptp-profile: Defines which PTP profile will be used.
Allowed values:
- G_8275 1 (multicast over Ethernet will be used, see: ITU-T G.8275.1)
- G_8275 2 (unicast over IPwill be used, see: ITU-T G.8275.2)
default: G_8275 1.

delay-asymmetry: Definesthe static phase error in the recovered PTP timing signal to be compensated at the O-RU. The
error is defined in units of nanoseconds in the range +10 000 ns. Thisis asingle global value that is common for all the
O-RU'sports. Asspecified in ITU-T G.810[23] and IEEE1588 [24] and [50], the sign of the parameter shall be interpreted
asfollows:

- If the phase error to be compensated is negative, then the recovered timing signal shall be advanced by
the time interval equal to the configured value to compensate the error.

- If the phase error to be compensated is positive, then the recovered timing signal shall be delayed by the
timeinterval equa to the configured value to compensate the error.

default: 0
Modification of this parameter may have impact on RF transmission but shall occur without unit restart.

This parameter is optional for support. If the O-RU does not support this value, the O-RU uses the default
value. If the O-RU does not support manual compensation, it ignores the parameter setting.

Granularity of the applied value depends on the architecture and implementation of the system clock, and
therefore, may vary across vendors.
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13.4.2 (G.8275.1 specific parameters

This container within ptp-config, called g-8275-1-config, is used when ptp-profileis set to G_8275_1. When enabled
it instantiates multicast-mac -address. The parameter defines the destination MAC address, used by the O-RU in the
egress PTP messages. Thisisacommon configuration parameter for all G.8275.1 compliant ports of the O-RU.

Allowed values:
- FORWARDABLE (meansthat PTP shall use 01-1B-19-00-00-00 destination MAC address)
- NONFORWARDABLE (means that PTP shall use 01-80-C2-00-00-0E destination MAC address)
default: FORWARDABLE.

13.4.3 (G.8275.2 specific parameters

This container, g-8275-2-config, within ptp-config contains G.8275.2 specific parameters. It is used with ptp-profileis
set to G_8275_2. Thefull list of fields within this container and their meaning are listed directly in the Y ANG model.

local-ip-port: The parameter defineslocal 1P address which will be used as a port for receiving ptp signal
master -ip-configuration: The parameter defineslist of IP configuration of devices acting as PTP signal source.
local-priority: The parameter defineslocal priority or underlying master 1P address.
ip-address: This parameter defines master |P address.
log-inter-sync-period: The parameter defines number of sync message during 1 second
Allowed values: 0 ~ -7 (this represents the value from 1 message per second to 128 messages per second)
log-inter-announce-period: The parameter defines number of announce message during 1 second

Allowed values: 0 ~ -3 (this represents the val ue from 1 message per second to 8 messages per second)

13.5 PTP status

The PTP Status container is used to collect operational status information of the PTP clock, controlled by the O-RU.
The object may be used to display operational information, which facilitates troubleshooting, to the operator. The
information in the object shall not be used by the O-DU to autonomously alter its operation. If the O-RU Controller is
interested in PTP status, it may configure a subscription to the ptp-state-change notification in the O-RU. Notifications
will only indicate changes to the lock-state. Before requesting or subscribing to PTP status information, the O-RU
Controller shall ensure that PTP is supported by the O-RU by requesting the supported-timing-r efer ence-types, as
defined in clause 13.2. The following list includes the related parameters of this container.

reporting-period: This parameter defines minimum period in seconds between reports, sent by the O-RU, for parameters
in this container.

default: 10

lock-state: This parameter indicates whether the integrated clock is synchronizing to the reference, recovered from PTP
flow. The exact definition when to indicate locked or unlocked is up to specific implementation.

- LOCKED: Theintegrated clock is synchronizing to the reference, recovered from PTP flow.
- UNLOCKED: Theintegrated clock is not synchronizing to the reference, recovered from PTP flow.
clock-class: This parameter contains the clock class of the clock, controlled by the O-RU.

sour ces. This parameter contains several parameters describing the characteristics of PTP sources of the clock, controlled
by the O-RU. Descriptions for these can be found in o-ran-sync.yang.

state: This parameter indicates status of the PTP port:
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- PARENT: Indicates that the PTP signal from this source is currently used as a synchronization
reference.

- OK: Indicates that the PTP signal from this source can be potentially used as a synchronization
reference, i.e., Announce messages, received from this source, contain acceptable content (domain-
number, clock-class, flags, etc).

- NOK:: Indicates that the PTP signal from this source cannot be used as a synchronization reference, i.e.,
Announce messages, received from this source, contain unacceptable content (domain number,
clockclass, flags, etc).

- DISABLED: Indicates that PTP connection is not available from this PTP source.

See the related o-ran-sync Y ANG Model for additional information on the contents of the ptp-status container.

13.6  PLFS/SyncE configuration

The CUS-Plane Specification allows for different methods of PLFS (Physical Layer Frequency Synchronization),
however only the use of SyncE is defined in the present document. The synce-config container defines the
configuration of SyncE. The following list includes the related parameters of this container.

acceptance-list-of-ssm: The parameter contains the list of SyncE acceptable Synchronization Status M essages (SSM).

NOTE: Theextended SSM TLV in not supported in the present document, and Y ANG definitions.
Allowed values:

- PRC (Primary Reference Clock)

- PRS (Primary Reference Source-Stratum 1)

- SSU_A (Synchronisation Supply Unit A)

- SSU_B (Synchronisation Supply Unit B)

- ST2 (Stratum 2)

- ST3 (Stratum 3)

- ST3E(Stratum 3E)

- EEC1 (Ethernet Equipment Clock 1)

- EEC2 (Ethernet Equipment Clock 2)

- DNU (Do Not Use)

- NONE

ssm-timeout: The parameter contains the value of maximum duration in seconds for which the actual SSM value may
be different than configured values.

13.7 PLFS/SyncE status

The synce-status container is used to collect operational statusinformation of Synck reference on a node, controlled by
O-RU. If the O-RU Controller isinterested in SyncE status, it may configure a subscription to the synce-state-change
notification in the O-RU. Notifications will only indicate changes to the lock-state. Before requesting or subscribing to
SyncE status information, the O-RU Controller shall ensure that SyncE is supported at the O-RU by requesting the
supported timing reference types, as defined earlier in clause 13.2. The following list summarizes the related
parameters of this container.

reporting-period: This parameter defines minimum period in seconds between reports, sent by the O-RU, for parameters
in this container.
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default: 10

lock-state: This parameter indicates whether the integrated ordinary clock is synchronizing to the reference, recovered
from the Synck signal. The exact definition when to indicate locked or unlocked is up to specific implementation.

- LOCKED: Theintegrated ordinary clock is synchronizing to the reference, recovered from the Sync
signal.

- UNLOCKED: The integrated ordinary clock is not synchronizing to the reference, recovered from the
SyncE signal.

sources. This parameter contains characteristics of SyncE sources of the clock, controlled by the NETCONF Server
state: This parameter indicates status of the SyncE source:

- PARENT: Indicates that the SyncE signal from this source is currently used as a synchronization
reference.

- OK: Indicates that the SyncE signal from this source can be potentially used as a synchronization
reference, i.e., SSM messages, received from this source, contain acceptable clock quality level.

- NOK: Indicates that the SyncE signal from this source cannot be used as a synchronization reference,
i.e., SSM messages, received from this source, contain unacceptable clock quality level.

- DISABLED: Indicatesthat SSMs are not received from this SyncE source.

quality-level: This parameter contains value of the SSM clock quality level, received in SSM messages from the SyncE
source.

See therelated o-ran-sync.yang YANG Model for the full details.

13.8  GNSS configuration

The gnss-config container defines the configuration of Global Navigation Satellite System (GNSS). The following list
summarizes the related parameters of this container.

enable: This parameter definesif GNSS receiver shall be enabled or not. Allowed values: true/false;
default: false.
satellite-constellation-list: This parameter defineslist of constellations to be used to acquire synchronization.
Allowed values:
- GPS
- GLONASS
GALILEO

- BEIDOU

polarity: This parameter defines pulse polarity

Allowed values:

- POSITIVE
- NEGATIVE
default: POSITIVE.

cable-delay: This parameter is used to compensate cable delay. Allowed values: 0 ~ 1000
default: 5

NOTE: Thisvalueisgivenin ns(nanoseconds) it is recommended to compensate 5ns per each meter of the cable.
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anti-jam-enable {if feature GNSS-ANTI-JAM}: This parameter is used to enable or disable anti-jamming. Allowed
values: true/false

default: false.

13.9 GNSS status

An O-RU supporting GNSS capability uses the gnss-status container to report the state of its GNSS receiver. If the O-
RU Controller isinterested in GNSS status, it may configure a subscription to the gnss-state-change notification in the
O-RU before requesting or subscribing the GNSS status information. Notifications will only provide changes to the
gnss-status. The O-RU Controller shall ensure that GNSS is supported by the O-RU by requesting supported timing
reference types, as defined in clause 13.2. The following list summarizes the related parameters of this container.

gnss-status. This parameter indicates the status of the GNSS receiver:
- SYNCHRONIZED: Indicates that the GNSS receiver is synchronized.

- ACQUIRING-SYNC: Indicates the GNSS receiver is functioning correctly, but has not acquired
synchronization

- ANTENNA-DISCONNECTED: Indicates the GNSS receiver is reporting that its antennais
disconnected.

- INITIALIZING: Indicates that the GNSS receiver isinitializing.

- ANTENNA-SHORT-CIRCUIT: Indicates that the GNSS receiver is reporting that its antennais short
circuited.

Additionally, when the GNSS receiver is synchronized, the O-RU can report the following additional information:
satellites-tracked: The number of satellites being tracked by the O-RU receiver

altitude, latitude and longitude: The geospatial location reported by the GNSS receiver

14 Operations use cases

14.1  Supervision failure handling and supervision termination
handling

14.1.1  Supervision failure handling
This clause clarifies Supervision Failure Handling and Supervision Termination Handling.

When Supervision Failure is detected by O-RU, the O-RU immediately disables operation of the watchdog timers for
the corresponding NETCONF session. O-RU assumes NETCONF session related to failed supervision is no longer
valid. O-RU terminates thisinvalid NETCONF session by closing underlying SSH or TLS connection. Then O-RU
starts performing the call home procedure towards the NETCONF client, using the re-call-home-no-ssh-timer to repeat
the call home attempts. This activity is repeated by the O-RU until, either:

- New NETCONF session is established by the original NETCONF client, or

- The original NETCONF client is no longer a"call home O-RU Controller" as defined in clause 6.3, e.g.,
when reperforming DHCP configuration, the O-RU Controller identity corresponding to the NETCONF
client isno longer signalled by the DHCP server, and/or the NETCONF client was previously configured
using the configur ed-client-info container and this configuration has been del eted.

Case#1: After entering Supervision Failure handling, the O-RU is still having at least one running and valid
NETCONF session with a NETCONF client that has subscribed to receive the super vision-notification
and where the per-odu-monitoring container is not present in the O-RU’ s configuration.
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The O-RU remains operational and performs periodical Call Home towards call home O-RU
controllers as described in clause 6.3.

Case #2: After entering Supervision Failure handling, the O-RU does not have running NETCONF session with
any NETCONF client that has subscribed to receive the supervision-notification.
The O-RU ceases all radio transmission and performs autonomous reset.

When an O-RU indicates it supports the SHARED-ORU-M UL T1-ODU feature, an O-RU Controller can enable
supervision operation on a per O-DU identity basis by configuring one or more odu-id parameters in the per-odu-
monitoring container in o-ran-supervision Y ANG model. When an odu-id has been configured in the per-odu-
monitoring container, the O-RU shall enable operation of watchdog supervision timers (supervision timer and
notification timer) on aper odu-id basis. When enabled, an O-RU controller that has subscribed to the supervision-
notification is expected to configure one of the odu-id values in the super vision-watchdog-r eset rpc. Operation of
watchdog supervision timers on a per o-du basis does not obviate the O-RU from performing autonomous reset
according to the scenario described in case #2 above.

NOTE: Theformat of the odu-id string is not defined and not interpreted by the shared O-RU.

Case#3: If the supervision timer associated with an odu-id expires, the O-RU shall set the state leaf of the
following array carriersto DISABLED and the active leaf of the same carriersto INACTIVE:

=  Anytx-array-carrierslist entry including alist of odu-ids containing only expired odu-id.
L] Any rx-array-carrierslist entry including alist of odu-ids containing only expired odu-id.

O-RU shall raise an alarm. The specific darm #35 "Lost O-DU ID based Supervision " is described in
Annex A. The O-RU sends tx-array-carrier s-state-change and rx-array-carrier s-state-change
notifications to any notification subscribers. O-RU shall not perform an autonomous reset unless the
requirements described in case #2 are met.

14.1.2 Supervision termination handling

If NETCONF session used for the supervision subscription is terminated by NETCONF client, the O-RU disables
operation of the watchdog timers for terminated NETCONF session and starts performing Call Home procedure
towards call home O-RU Controllers, following specification in clause 6.3.

Before terminating its NETCONF session, a NETCONF client that has subscribed to receive supervision notification,
should at |east de-activate all carriers previously configured by this NETCONF client. Optionally, such aNETCONF
client can also remove (full or partial) configuration applied by this NETCONF client to the O-RU.

If the per-odu-monitoring container is not present in the O-RU’ s configuration, in case when entering Supervision
Termination handling, if the O-RU does not have running NETCONF session with any NETCONF client that has
subscribed to receive the supervision-notification, the O-RU ceases all radio transmission.

If the per-odu-monitoring container is present in the O-RU’s configuration, in case when entering Supervision
Termination handling, the O-RU deactivates the array carriers associated with the odu-id value in its supervision-
watchdog-reset rpc as specified in clause 14.1.1.

14.2 Log management

14.2.1 Introduction

There are two type of log managements, troubleshooting log and trace log. They are independent each other.

Troubleshooting log file contains the logs continuously collected before <start-troubleshooting-logs> rpc. Any logs
collected after <start-troubleshooting-logs> rpc are not contained.

Trace log file contains the logs continuoudly collected after <start-trace-logs> rpc. Any logs collected before <start-
trace-logs> rpc are not contained.
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14.2.2 Troubleshooting log management

By requesting trouble shooting log files an O-RU controller is able to obtain collected log data files that can be used for
troubleshooting purposes.

The O-RU can provide all possible troubleshooting log files. The contents and log formats are dependent on O-RU
implementation.

The number and size of files provided by O-RU is not restricted but the O-RU may keep the number and size of files
reasonably small to allow completion of the whole "Troubleshooting data upload” scenario (all files) within 15 minutes
(with target to complete within 3 minutes) - assuming no additional upload restrictions from connectivity bandwidth or
file server implementation. It is also recommended to provide more useful filesfirst.

NOTE: Thedetailed O-RU controller behaviour is not specified. An O-RU controller can continue the scenario
till completion past the allowed time or skip requesting further files

The files should be compressed with compression method indicated by file name extension:
- .0z (DEFLATE),
- 1z4 (LZ4),

XZ (LZMAZ2 - xz utils),
- .zip (DEFLATE - zlib library).

O-RU collectslog information. The RPC <start-troubl eshooting-logs> triggers the O-RU to start generating
troubleshooting log files containing troubleshooting logs, asillustrated in Figure 14.2.2-1. Completed generation of files
isindicated by NETCONF server to NETCONF client in form of anotification.

The notification <troubleshooting-log-generated> is signalled to the notification subscriber after the O-RU has finished
generation of all troubleshooting log files, indicating to the subscriber that the troubleshooting log files are ready to be
upl oaded.

NETCOMNF METCOMF
Server/[O-RLU) Client

O-RELU collects log IT

information

:{ [1] <rpc=<starnt-troubleshooting-logs/=</rpc>

I
Start generation of B‘ |
|

troubleshooting log files

|

! <rpc-reply=-<star-troubleshooting-logs=
I [2] =status=SUCCESS</status=

: <fstart-troubleshooting-logs=</rpc-reply =
|

.
NETCONF NETCONF
Server/{0-RU) Client

Figure 14.2.2-1: Start Generation of Troubleshooting Log Files

The O-RU shall include file names for troubleshooting log files in the <troubleshooting-log-generated> notification,
with illustrative notification contents shown in Figure 14.2.2-2.
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After sending the notification, the O-RU shall stop generating further troubleshooting log files unless a new RPC <start-
troubleshooting-logs> istriggered. The file transfer for the generated troubleshooting log files shall be handled by the
file management defined in Clause 12.

METCOMF Server/ Motification
(O-RU) Subscrber

The troubleshooting log
files are generated.
I

alt [Prior to present document version 10 - option 1, not preferred]

<notification>
<event-time=2021-12-01T18:08:00.00Z</avent-tima=
[1] <troubleshooting-log-generateds
<log-file-name=0-RAN/log/log0001. zip</log-file-name=
<ftroubleshooting-log-generated=</notification=

=notification>

<event-time=2021-12-01T18:08:00.00Z</avent-tima=
[2] <troubleshooting-log-generateds

<log-file-name=logl001 . zip</log-file-name>

]
|
|
]
]
|
|
]
:
[Prior to predlent document version 10 - option 2, not preferred]
]
|
|
]
|
|
i <ftroubleshooting-log-generated=</notification=

[Present duci.lment, preferred]

| <notifications

' <event-time>2021-12-01T18:08:00.00Z</event-time >
i [3] <troubleshooting-log-generated=

. <log-file-name=o-ranflog/log0001. zip</log-file-name=
I <ftroubleshooting-log-generated=</notification=

METCOMF Server/ Matification
(O-RU) Subscrber

Figure 14.2.2-2: Notification Troubleshooting Log Generated

NOTE: Prior to version 10 of the present document, this document contained inconsistent definition of the log-
file-name string between Figure 14.2.2-2 and associated Y ANG models. In present document previously
permitted content of node log-file-name is considered as not preferred. Not preferred file formats may be
subject to removal in afuture version of the present document.

NETCONTF client cancels generation of troubleshooting logs files using RPC <stop-troubleshooting-logs>. The
NETCONF client is no longer interested in troubleshooting log files and O-RU does not need to send <troubleshooting-
log-generated> notification, asillustrated in Figure 14.2.2-3.
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NETCONF NETCONF
Server/(0-RU) Client

e [1] <rpc=<stop-troubleshooting-logs=</rpc> |

Generation of
troubleshooting log files
is stopped.

|

! <rpe-reply=<stop-troubleshooting-logs=

I [2] =status=SUCCESS</status>

: </stop-troubleshooting-logs=</rpc-reply= >

NETCONF NETCONF
Server/(0-RU) Client

Figure 14.2.2-3: Stop Generation of Troubleshooting Logs

The overall troubleshooting log behaviour isillustrated in Figure 14.2.2-4. 1t contains 2 cases, successful notification case
with illustrative notification contents and no notification as abnormal case.
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O-RUI
(NETCONF Server)

:, [1] <rpe> <start-troubleshooting-logs></rpc>

0-RU collects
log infarmation
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NETCONF Clientf
Matification Subscriber

Start generation of
troubleshooting log files

<rpc-reply=<star-troubleshocting-logs >
[2] =status=SUCCESS</status=
</start-troubleshooting-logs=</rpc-reply=

-
v

alt [successful notification case ]
|

The troubleshaoting
log files are generated

[
alt [P

<notification=

<troubleshooting-log-generated:=

rior to present document version 10 - option 1, not preferred]

<event-time=2021-12-01718:08:00.00Z</event-time =

[3] <log-file-name=0-RAN/og/log0001. zip</log-file-name=
<log-file-name=0-RAN/og/log0002. zip</log-file-name:
<log-file-name>0-RAN/og/log0003. zip</log-file-name>
</troubleshooting-log-generated></natification>

L
2

[Prior to present document version 10 - option 2, not preferred]

<notification=

<event-time=2021-12-01718:08:00.00Z</event-time =

<troubleshooting-log-generated>

[4] <log-file-name=log0001 . zip</log-file-name=
<log-file-name=logl002. zip</log-file-name:
<log-file-name=logl003. zip</log-file-name:=
<ftroubleshooting-log-generated=</notification>

Y

[Present document, preferred]

<notification=

<gvent-time>2021-12-01718:08:00.00Z</event-time =

<troubleshooting-log-generated=

[5] <log-file-name=o-ran/log/log0001 . zip</log-file-name=
<log-file-name>o-ran/log/log0002. zip</log-file-name>
<log-file-name=o-ran/log/log0003. zip</log-file-name>
</troubleshooting-log-generated></natification>

Iy

Generated troubleshooting

log files contain

troubleshooting logs

collected hefore triggering

of <start-troubleshocting-logs= rpc

]
]
]
]
]
)
[no netification sent]
]

[6] <rpe <stop-troubleshooting-logs=</rpc=

-
£

Generation of troubleshooting
log files is stopped.

<ipc-reply=<stop-troubleshooting-logs=
[7] <status>SUCCESS</status>
</stop-troubleshooting-logs=</rpc-reply >

-
>

O-RU/
(NETCONF Server)

NETCONF Client/
Motification Subscriber

Figure 14.2.2-4: Overall Troubleshooting Log behaviour
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NOTE: Prior to version 10 of the present document, this document contained inconsistent definition of the log-
file-name string between Figure 14.2.2-4 and associated Y ANG models. In present document previously
permitted content of node log-file-nameis considered as not preferred. Not preferred file formats may be
subject to removal in a future version of the present document.

14.3 Trace

By requesting trace log files an O-RU controller is able to get them. Those trace log files contain collected log data files
that can be used for trace purposes.

The O-RU can provide all possible trace log files. The contents and log formats are dependent on O-RU
implementation.

The files should be compressed with compression method indicated by file name extension.

O-RU shall start collecting the trace logs at the moment of receiving <start-trace-logs> rpc. Notification <trace-log-
generated> shall be periodically sent to O-RU controller whenever generated trace log filesis(are) ready. File names of
newly created log file(s) shall beincluded in notification. The number and size of files provided by O-RU in asingle
<trace-log-generated> notification is not restricted but the O-RU may keep the number and size of files reasonably
small to allow completion of the whole "Trace data upload” scenario (all files from notification) within 15 minutes
(with target to complete within 3 minutes) - assuming no additional upload restrictions from connectivity bandwidth or
file server implementation.

NOTE: Timing of creating new group of tracelog filesis up to O-RU implementation.

After <stop-trace-logs> rpc received from O-RU controller, O-RU is mandated to stop collecting trace logs and start
generating trace log files which contain log data already collected after previous <trace-log-generated> notification.

The overall procedure is shown in Figure 14.3-1, with illustrative notification contents. The figure shows the O-RU last
<trace-log-generated> notification with the is-notification-last::‘true’ and file names of trace log files being signalled to
the notification subscriber.

The file transfer mechanism for the created trace log files shall be handled by the file management described in clause
12 File Management.
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O-RU/

NETCONF Client/
Natification Subscriber

(NETCONF Server)

e [1] <rpc=<start-trace-logs=</rpc> |

Caollection of trace log is started Iﬁ

<[start-trace-logs=</rpc-reply >

E <rpc-reply><start-trace-logs> E
i [2] <status>SUCCESS</status> i

loo flog files are generated] |
Trace log files |
are generated !
1 ]
alt [Prior to present document version 10 - option 1, not preferred] |
! <notification> !
i <event-time=2021-12-01718:08:00.00Z</event-time> i
| [3] <trace-log-generated> i
- <log-file-name=0-RAN/ogltrace[part#]. zip</log-file-name > |
| <ftrace-log-generated></notification= \_:
[Prior to preslbnt document version 10- option 2, not preferred] :
! <notification> !
| <event-time>2021-12-01T18:08:00.00Z</event-time> |
| [4] <trace-log-generated> X
' <log-file-name>trace[part#]. zip</log-file-name> !
I <ftrace-log-generated></notification> o
[Present docyment, preferred] |
| <notification= X
! <event-time>2021-12-01T18:08:00.00Z</event-time= !
i [8] <trace-log-generateds> i
\ <log-file-name>o-ranflagftrace[part#]. zip</log-file-name: X
i <ftrace-log-generated=></notification> o
:| Generated trace log files contain trace logs collected H
l
i [B] <rpc><stop-trace-logs></rpc>
Collection of
trace log is stopped
! <rpc-reply><stop-trace-logs>
| [7] <status>SUCCESS</status>
| <Istop-reply-logs=</rpc-reply= -

Generation of last part of IT

trace log files is completed

(NETCONF Server)

alt [Prior to present version - option 1, not preferred]
i <notification>
 <event-time>2021-12-01718:10:00.00Z</event-time>
i (8] <trace-log-generateds=
| 1 <log-file-name>0-RAN/logftrace[last-part#]. zip</log-file-name>
! <is-notification-last=true</is-natification-last>
| </trace-log-generated></notification -
[Prior to pres#m version - option 2, not preferred]
' <notification>
! <event-time>2021-12-01T18:10:00.00Z</event-time>
'[9] <trace-log-generateds=
| 77 <log-file-name>trace(last-part#]. zip</log-file-name=>
! <is-notification-last>true</is-notification-last>
| <ftrace-log-generated></notification -
[Present uers‘lion and onwards, preferred]
! <notification>
| <event-time>2021-12-01T18:10:00.00Z</event-time>
i [10] <trace-log-generated=>
! <log-file-name=o-ran/log/trace(last-part#]. zip</log-file-name>
I <is-netification-last>true</fis-notification-last>
: </trace-log-generated></notification -
I I
O-RU/ NETCONF Client/

Motification Subscriber

Figure 14.3-1: Overall Trace Log behaviour
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NOTE: Prior to version 10 of the present document, this document contained inconsistent definition of the log-
file-name string between Figure 14.4-1 and associated Y ANG models. In present document previously
permitted content of node log-file-nameis considered as not preferred. Not preferred file formats may be
subject to removal in a future version of the present document.

14.4  Operational aspects of antenna line devices

14.4.1 Introduction

An O-RU can connect to one or more external equipment such asa RET, MuUltiRET, MHA, RAE and etc.

For the communication with the external equipment, Al1SG 2.0 protocol [26] as Layer 7 application and HDLC protocol
as Layer 2 datalink are used.

- HDLC protocol as specified in ISO/IEC 13239 [65]. Detailed information can also be found in TS
37.462 [27].

- AISG 2.0 protocol is standardized by " Control interface for antenna line devices Standard No. AISG
v2.0" [26] which is an adaptation of [uant interface application layer defined in TS 37.466 [28].

An O-RU may provide one or more ALD ports supporting connection with Antenna Line Devices. Each ALD port shall
be able to support more than one ALD (i.e., achained ALD configuration).

This clause describes the communication mechanisms based on AlISG 2.0 protocol as specified in AISG 2.0 [26]. For
communication with external equipment, AISG 2.0 uses Application Part protocols (RETAP, TMAAP etc.) at Layer 7
and HDLC asalLayer 2 datalink protocol.

14.4.2 HDLC interworking

HDLC protocol is standardized by I1SO/IEC 13239 [65]. Detailed information can also be found in TS 37.462 [27]. The
AISG 2.0 protocol is standardized by "Control interface for antenna line devices Standard No. AISG v2.0" which isan
adaptation of luant interface application layer as specified in TS 37.466 [28].

NOTE: The assumed HDLC communication speed is 9600 bits per second.

In order to handle collision detection in the HDL C branch, an O-RU supporting the ALD functionality shall support the
following running counters reported using the corresponding Y ANG model:

- Frames with wrong FCS
- Frames without stop flag
- Number of received octets

For running counters served by the O-RU, both the O-RU and NETCONF Client shall handle wrap-over mechanism in
away, that wrap over zero is not considered as erroneous situation.

A NETCONF client can recover these counters. From the changes observed in above counters, a NETCONF Client can
deduce the presence of a collision on the HDLC bus. Additional diagnostic information may be derived from how these
counters are incrementing.

Additionally, the O-RU implements "RPC Status" to indicate status of last "ald-communication" RPC to requestor.
- Status - flow control indicator of last requested operation (Status of RPC).

Prior to any communication with ALD(s), the O-RU shall provide ALDs with DC power. The way of how DC power is
managed is out of scope of thisinterface specification.

In order to support collision detection and flow control, the Figure 14.4.2-1 defines the reference architecture with
functional split is defined:
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Theresult of the above architecture is that below mentioned parts of HDL C message are processed by entities as
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AISG (l-frame, U-frame), RETAP, TMAAP

Modem

RU
RPC FCs Byte Start/ stop 9
Status :\% calculatlon ):\% addition ):\% stuffing fiag addition | n =)
FCs FCs Byte Start/ stop Start/ stop Octet
Netconf / removal control un-stuffing flag removal flag detection forming
Netconf / Yang Yang ‘ ‘ ‘ ‘ ‘ ‘
] handler
== =~ =~
Frames with Frames Number of
wrong FCS without stop received
9 flag octets
Flow control

Figure 14.4.2-1: ALD Reference Architecture

illustrated in the Figure 14.4.2-2.

AISG message
Flag ADDR Control INFO FCS Flag
1 octet 1 octet 1 octet N octets 2 octets 1 octet
Secondary Control
Ox7E station bi Variable length CRC Ox7E
its
address
HDLC frame
RU Netconf Client RU

Figure 14.4.2-2: Component's responsibility split.

14.4.3 ALD operations

Figure 14.4.3-1 illustrates the ALD transfer procedure. The NETCONF Client sends RPC <ald-communication> to the
O-RU. The RPC has following input parameters:

leaf: ald-port-id (uint8) - contains the identity of the ALD port. The O-RU shall output the data to
(corresponds to O-RU resources provided to NETCONF Client as inventory information)

HDLC

Antenna
Line
Device

note:
can be chain

of ALDs

leaf: ald-req-msg (up to 1200 bytes) - may contain HDLC address, control bits and payload (see: TS

37.462 for details)

The O-RU performs HDLC communication with the ALD as follows. immediately after the requested payload is sent to
the ALD over the desired ALD port, the O-RU switches the ALD port into reception mode.

NOTE 1: For details of HDLC transmission and reception algorithm, please see TS 37.462, clause 4.5 "Message
timing". Bits received within reception window are formed to octets and inserted as payload into ald-resp-

msg.

The O-RU responds to the NETCONF Client using the <rpc-reply> message containing following parameters:

leaf: ald-port-id (uint8)

leaf: status

leaf: ald-resp-msg (up to 1200 bytes)
leaf: frames-with-wrong-crc (4 bytes)

leaf: frames-without-stop-flag (4 bytes)
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- leaf: number -of-r eceived-octets (4 bytes)

NOTE 2: In case thereis no response from the ALD received within the reception window, the record "ald-r esp-
msg" in <rpc-reply> sent by the O-RU shall be empty.

After reception, the O-RU shall wait an additional 3ms before the next transmission towards HDLC busisinitiated. See
TS 37.462, clause 4.5 "Message timing" for details.

METCOMFE METCOMFE
ALD Server/(0-RU) Client

Metconf session established. L\]

Fresence and list of supported ALD ports are reported by O-RU L\]

<rpc=
<ald-communication>

[1] <ald-port-id= </ald-port-id=
<ald-reg-message=. </ald-reg-message>
</rpc=

HOLC messaging between O-RU and ALD B'

I
<rpo-reply=
<ald-communication=
<status=. </status=
<ald-port-id=.. <fald-port-id=

[2] <ald-resp-msg=.. </ald-resp-msg>
<frames-with-wrong-crc=. . <fframes-with-wrong-cro =
<frames-without-stop-flag=.. </frames-without-stop-flag=
<number-of-received-octets=>. </numberof-received-octets=

Irpe-repl
<frpc-reply= >
ALD METCONF METCONF
Server/[O-RLU) Client

Figure 14.4.3-1: ALD Message Transfer

General scenario
Precondition:

M-Plane connectivity between NETCONF Client and NETCONF Server is successfully established. NETCONF Server
reports presence of the supported HDL C Primary Devices.

1) NETCONF Client triggers DC voltage on desired ALD ports using NETCONF <edit-config> RPC. After DC
isturned on - NETCONF Client waits 3s.

2) NETCONF Client performs HDLC link speed alignment to assure that all ALDs connected to a particular port
have switched themselves to the correct baud rate used by this port.

3) NETCONF Client performs HDL C bus scan using desired HDL C Primary Device offered by O-RU.
4) NETCONF Client determines presence of HDLC Secondary Devices.
5) NETCONF Client assigns HDLC addresses to desired HDL C Secondary Devices.
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6) NETCONF Client initiates HDLC layer for secondary devices by sending SNRM command.
7)  NETCONF Client starts polling procedure for every HDL C-addressed Secondary Device.
Postcondition:

Detected and addressed HDL C Secondary Devices are available for configuration.

14.5  Operational aspects of external IO

14.5.1 Introduction

An O-RU can connect to one or more input and output ports for external device supervision and control.
The External 10 has the following functions

- INPUT: Supervising external devices

- OUTPUT: Controlling external devices

Also, external 10 function includes signalling to get the O-RU and O-RU controller in sync, enables port monitoring on
the O-RU and provides notification from the O-RU to an O-RU controller, and provides control from an O-RU
controller to the O-RU and enables output port controlling on the O-RU.

The O-RU only implements external 10 yang module if the O-RU supports External 10 aspect.

A changein condition of the external 10 shall not affect other O-RU services such as RF transmission / reception
behaviour.

14.5.2 External input

This clause explains single external input line case. For multiple external inputs case, same behaviour for each input
shall be processed individually.

For input, the O-RU and O-RU controller shall support two scenarios, asillustrated in Figure 14.5.2-1.
1) Toretrieve input state from O-RU controller and respond the input state from the O-RU to O-RU controller.
2)  Tosend notification from the O-RU to O-RU controller when input state is changed.
The value shall be
- TRUE: Circuit is open.
- FALSE: Circuit is closed
When nothing is connected to the line the value shall be TRUE.
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O-RUf METCONF Client/
(METCONF Server) Matification Subscriber

<rpoe
<qget=

=filter type="subtree">
<top xml...=
<external-io=
<pont-in=0</part-in>
<fexternal-io=

<ftop=

<ffilter=

</get=

<frpc=

O-RU retrieve external input #0 I}]

<rpc-reply .=
<data>

<top xml...=
<external-io=
<port-in=0</port-in=
<ling-in=true</line-in=
<fexternal-io=

<ftop=
<fdata>
, =/rpc-reply= -
loop ./ [notification] |
0-RU detects that |
external input has changed state |
» external-input-change
O-RUf NETCONF Client/

(METCONF Server) Matification Subscriber

Figure 14.5.2-1: Retrieve external line-in

14.5.3 External output

This clause explains single external output line case. For multiple external outputs case, same behaviour for each output
shall be processed individually.

For output, the O-RU and O-RU controller shall support two scenarios, asillustrated in Figure 14.5.3-1 and Figure
14.5.3-2.

1) Toretrieve output state from O-RU controller and respond the output state from the O-RU to O-RU controller.
2) Tosend edit-config from the O-RU to O-RU controller when output state change is required.
The value shall be
- TRUE: Circuit is open.
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- FALSE: Circuitisclosed
The default values shall be TRUE.

NETCONF NETCONF
Server (O-RU) Client
<rpoE

|

\ <get-config>

' <source><running/></source>
i <filter type="subtree"=
\ <top xml..=

' <external-io>

1 <port-out=0</port-out>
i <lexternal-io=

' </top>

o <filter=

\ </get-config=

i <frpoe

s

O-RU retrieve external output #0 I}]

<rpc-reply .=

<data=

<top xml...=
<external-io=
<port-out=0</port-out=
<line-out=true</line-out=>
<fexternal-io>

<ftop=
</data=
<frpc-reply=
rpc-reply >
METCONF METCONF
server (O-RU) Client

Figure 14.5.3-1: Retrieve external line-out
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NETCONF NETCONF
Server (O-RU) Client
<rpoE

|
<edit-config= :
<target><running/></target= !
<config= |
<top xml...> |
<external-io= !
<port-out=0</port-out= |
<line-out>false</lineout> |
<fexternal-io= !
</top= |
</config |
</edit-config= [
</rpc= |

<

CO-RU set closed external output #0 I}]

<rpc-reply ..=<ok/=</rpc-reply= >

NETCONF NETCONF
Server (O-RU) Client

Figure 14.5.3-2: Control external line-out

14.6 O-RU connectors

14.6.1 Introduction to O-RU connectors

The O-RU may indicate presence and label of its physical connectors of specific type. The O-RU connectors can be
exposed through o-ran-hardware.yang module as objects of class"O-RU-CONNECTOR". In the present document,
coaxial antenna connectors serving for antenna feeders and beamforming-calibration lines are introduced.

14.6.2 Connectors related to antennas and antenna arrays

14.6.2.1 Antenna connectors

This clause describes usage of antenna connectors related to feeders (used to carry air interface signals between O-RU
and external antennas or external antenna arrays) and beamforming calibration lines (used by O-RU i.e., to handle
supplementary signals needed for external antenna arrays calibration).

Exposed O-RU Connectors of class"O-RU-ANTENNA-CONNECTOR" are based on class " O-RU-CONNECTOR"
and are used in o-ran-uplane-conf.yang module to show how feeders and beamforming calibration lines are related to
antenna arrays and their array elements. This allows to align configuration with physical cabling that technicians need
to connect between O-RU and external physical antenna array.

14.6.2.2 Distinguishable types of antenna connectors

14.6.2.2.1 Feeder

Exposed O-RU connectors of class"O-RU-FEEDER" are based on class "O-RU-ANTENNA-CONNECTOR". Objects
of this class are intended to represent physical connectors for coaxial feeders between O-RU and external antennas or
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antenna arrays. The feeder connector can be referenced by single array element of specific array, however in case the
array element is shared between tx-array and rx-array or by multiband arrays, such O-RU connector is expected to be
referenced by each of arrays containing array element fed with RF signals through such connector.

For this class of O-RU connectors, name shown in the model shall be identical as the label of physical connector visible
on the O-RU's enclosure.

14.6.2.2.2 Beamforming calibration

Exposed O-RU connectors of class"O-RU-BF-CAL" are based on class "O-RU-ANTENNA-CONNECTOR". Objects
of this class are intended to represent physical connectors for supplementary coaxia cables used in antenna calibration
process for external antenna arrays. The beamforming calibration connector is to be referenced by group of array
elements belonging to single array. Thisis also possible, that there will be references to few groups of array elements
belonging to different antenna arrays (e.g., related tx-array and rx-array or arrays for different bands that share array
elements).

For this class of O-RU connectors, name shown in the model shall be identical as the label of physical connector visible
on the O-RU's enclosure.

15 Details of O-RU operations

15.1 Retrieval of O-RU information

This clause provides handling for O-RU controller(s) to retrieve O-RU information from O-RU. The further actions such
as SW Management, U-plane configuration and Performance Management use these retrieved O-RU information.

The following information, for example, can be retrieved from the O-RU:
hw/hardware/component
- retrieve mfg-name — the name of the O-RU manufacturer
- retrieve serial-num — the serial number of the O-RU
- retrieve softwar e-rev —the version of the O-RU software build
o-ran-hardware/hardware/component/
- retrieve product-code — the O-RAN defined product code
0-ran-operations/operational -info/decl arations
- retrieve supported-mplane-version — the version of the O-RAN M-Plane interface
- retrieve supported-cusplane-ver sion — the version of the O-RAN CUS-Plane interface
- retrieve supported-header -mechanism — the type of C/U plane headers supported by the O-RU
0-ran-operations/operational -state
- retrieve restart-cause — the reason for the last restart
o-ran-sync/sync
- retrieve sync-state — the synchronization state of the O-RU

The detail of O-RU information, please see corresponding Y ANG modulesin Annex D.
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15.2  User plane message routing

15.2.1 Introduction

The purpose of U-Plane configuration is to define the relationship between U-Plane application endpointsin the O-DU
and those in the O-RU. After such relationships are defined, the application endpoints are able to exchange | Q data
using the U-Plane application protocol defined in clause 5.4 of [2].

Precondition:
- M-Plane connectivity is established between NETCONF Client and NETCONF Server

15.2.2 Configurable format for eAxC_ID

The eAxC_ID isused by C/U-plane application to manage eCPRI communication between desired C/U-Plane
application componentsin O-DU and O-RU.

Asdefined in clause 5.1.3.2.7 of [2], the eAXC_ID consists of four parameters. DU_Port_ID, RU_Port_ID, CC_ID and
BandSector_ID. Order of parametersin eAxC_ID shall follow definitionsin CUS-Plane spec. In this version of the O-
RAN WG4 specification, the length of eAXC _ID is constant and equal to 16 hits. To enable optimal sharing of the 16
bits between these four parameters, the assignment of eAXC_ID bitsto parametersis not fixed. As a consequence, there
isaneed for NETCONF client to configure the bit assignment to parameters mappings using the M-Plane interface.

NOTE 1: [2] refersto the eAXC ID parametersas DU_Port 1D, RU_Port_ID, CC_ID and BandSector_ID and this
document and associated Y ANG models refer to the eaxc-id parameters as du-ports, ru-ports, cc-ids and
band-sectors.

To handle flexible bit assignment, configurable bitmasks are defined for each parameter.
NOTE 2: Flexible configuration means, that bits of eAxC_ID can be assigned to parametersin runtime.
Rules to be followed by NETCONF Client when configuring bit assignments:
- notation used for parameters forming eAxXC_ID isfrom the LSB.
- each parameter uses consecutive bits
- each parameter can occupy 0-16 bits
- single bit of eAxC_ID cannot be assigned to more than one parameter
RPC edit-config shall be used to configure bit assignmentsto O-RU.

Bit assignment change for parameters related to an existing carrier is not allowed. (Impacted carriers need to be
deactivated and deleted prior to any change in eAXC_ID configuration, and then be subsequently created and activated.)

An example of bit assignment usage where 3 bits are assigned to the BAND-SECTOR-ID, 3 hitsfor CC-ID, 7 bit for
DU-PORT-ID and 3 hits for RU-PORT-ID is shown below:

<du-port-bitmask>1111111000000000</du-port-bitmask>
<band-sector -bitmask>0000000111000000</band-sector -bitmask>
<ccid-bitmask>0000000000111000</ccid-bitmask>

<ru-por t-bitmask>0000000000000111</r u-port-bitmask>
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15.2.3 U-Plane endpoint addressing

Parameter "eaxc-id" for low-level-tx-endpoint and low-level-rx-endpoint, defined using an unsigned 16-bit integer, shall
follow the eaxc-id addressing schema defined in clause 15.2.2. Please refer to the eaxc-id parameter description in CUS
plane specification clause 5.1.3.2.7 of [2].

The NETCONF Client is responsible for assigning unique valuesto the "eaxc_id" addressesto all low-level-rx-endpoint
elements and low-level-tx-endpoint elements, within the O-RU when operating in the same direction (Tx or Rx), even
when these operate across different named interfaces of the O-RU.

More precisely, the same eaxc-id cannot be simultaneously assigned to multiple -low-level-rx-endpoints or to multiple
and low-level-tx-endpoints. Clarifying eaxc-id assignment by example, and unless otherwise specified, within the same
O-RU (considering a2 x 2 MIMO):

Case 1: Allowed eaxc-id assignment (same antenna ports used for Tx and Rx)
- low-level-rx-endpoint (name 1) — eaxc-id=1
- low-level-tx-endpoint (name 1) — eaxc-id=1
- low-level-rx-endpoint (name 2) — eaxc-id=2
- low-level-tx-endpoint (name 2) — eaxc-id=2
Case 2: Allowed eaxc-id assignment (separate antenna ports used for Tx and Rx)
- low-level-rx-endpoint (name 1) — eaxc-id=1
- low-level-tx-endpoint (name 1) — eaxc-id=2
- low-level-rx-endpoint (name 2) — eaxc-id=3
- low-level-tx-endpoint (name 2) — eaxc-id=4
Case 3: Prohibited eaxc-id assignment (separate antenna ports used for Tx and Rx)
- low-level-rx-endpoint (name 1) — eaxc-id=1
- low-level-tx-endpoint (name 1) — eaxc-id=2
- low-level-rx-endpoint (name 2) — eaxc-id=1
- low-level-tx-endpoint (name 2) — eaxc-id=2

The O-RU shall reject any configuration that corresponds to a prohibited eaxc-id assignment.

15.2.4 General configuration scenario

Below is described the general scenario to be followed by a NETCONF Client in order to properly configure
communication between C/U-Plane endpointsin the O-DU and O-RU.

All operations can be performed in any order (including combining some of them in one request) provided assumed
result (overall configuration) of each request sent by NETCONF Client isvalid.

NOTE 1. Selected highlighted rules below:

- eaxc-id is unique for all endpoints within the O-RU in the same direction (Tx or Rx) and linked with any
low-level-rx-link or low-level-tx-link element

- at the moment of creation, every low-level-rx-link shall be linked to an existing rx-array-carrier element
and existing processing-element element or existing transport-qualified-processing-element element
when the processing element is configured by the list ‘additional -transport-session-type-elements. In this
latter case, the O-RU shall use the /user-plane-configuration/low-level -rx-links/transport-qualified-
processing-element schema nodes instead of the /user-plane-configuration/low-level -rx-links/processing-
element schema node, an O-RU Controller shall still configure the processing-element schema nodein
the low-level-rx-links list with aleafref to valid ru-element, but this shall not be used by the O-RU.
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- at the moment of creation, every low-level-tx-link shall be linked to an existing tx-array-carrier element
and existing processing-element element (or existing transport-qualified-processing-element element
when the processing element is configured by the list ‘additional -transport-session-type-elements. In this
latter case, the O-RU shall use the /user-plane-configuration/| ow-level-tx-links/transport-qualified-
processing-element schema nodes instead of the /user-plane-configuration/low-level -tx-links/processing-
element schema node, an O-RU Controller shall still configure the processing-element schema nodein
the low-level-tx-links list with aleafref to valid ru-element, but this shall not be used by the O-RU.

NETCONTF Client determines the presence of following elements offered by NETCONF Server:
- tx-arrays - by fetching the list of tx-arraysin o-ran-uplane-conf.yang
- rx-arrays - by fetching thelist of rx-arraysin o-ran-uplane-conf.yang

- static_low-level-tx-endpoint elements - by fetching the list static-low-level-tx-endpointsin o-ran-
uplane-conf.yang

- static_low-level-rx-endpoint elements - by fetching the list static-low-level-rx-endpointsin o-ran-
uplane-conf.yang

- interface elements - by fetching list of interfaces in o-ran-interfaces.yang
- O-RU's connectors - by fetching list of related-o-ru-connector s (if exist) in o-ran-uplane-conf.yang

NETCONF Client determines capabilities exposed by static-low-level-tx-endpoints and static-low-level-rx-
endpoints. Additionally. NETCONF Client determines capabilities exposed by "endpoint-types’ and
"endpoint-capacity-sharing-groups"’ and specific parameters proprietary to [tr]x-array(s). Obtained information
shall be respected when NETCONF Client configures low-1evel-[tr]x-endpoints referenced to static-low-
level[tr]x-endpoints by parameter "name”.

For elements determined in step 1) NETCONF Client examines relationship between

- static-low-level -tx-endpoint elements and tx-array elementsin o-ran-uplane-conf.yang

- static-low-level -rx-endpoint elements and rx-array elements in o-ran-uplane-conf.yang

- static-low-level -tx-endpoint el ements and interface elements

- static-low-level -rx-endpoint elements and interface elements

- tx-arrays, rx-arrays and their elementsin o-ran-uplane-conf.yang

- o-ru-connectors and [tr]x-array elements in o-ran-uplane-conf.yang (if available)

- interfaces and port elements in ietf-interfaces.yang (with o-ran port-reference augmentation)

NOTE 2: NETCONF Client retrieves the content of o-ran-beamforming.yang module to obtain knowledge

4)

5)

regarding beamforming-related parameters that apply for particular Netconf Server. This step is optional,
as o-ran-beamforming.yang module exists only in case Netconf Server supports beamforming. Obtained
parameters are needed by Netconf Client to perform beamforming control.

For every static-low-level -rx-endpoint NETCONF Client determines endpoint's ability to support non-time
managed and/or time managed traffic. Information about delayed traffic type supported by endpointsis
exposed through parameter managed-delay-support (enumeration) under endpoint-types and it indicates
whether the endpoint can support time managed traffic (MANAGED), non-time managed traffic
(NON_MANAGED), or both (BOTH). It isrequired that the desired type of supported traffic to be configured
to the endpoint. Configuration is assumed to be static for run-time. Configuration is applicable with "non-
time-managed-delay-enabled” (Boolean) parameter of low-level-rx-endpoint related by "name" to static-low-
level-rx-endpoint exposing endpoints ability to support non-time managed traffic. Default value of this
parameter is FAL SE, meaning endpoint supports time managed traffic by default. For details see: Note 2.

NETCONF Client determines accessible static_|ow-level-rx-endpoint elements and static_low-level-tx-
endpoint elements, including optional interface restrictions, that are suitable for the desired cell configuration
(i.e. are linked with specific antenna arrays and are able to support desired type of traffic).
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NETCONF Client performs C/U-Plane transport configuration between O-DU and O-RU. NETCONF Client
configuresinterfaces and creates processing-elements related to the inter faces offering access to desired
endpoints (suitable in terms of capabilities and able to process signals related with desired [tr]x-array) and
ports (suitable in terms of capabilities and able to transfer signals from/to a desired interface). Details of
configuring interfaces and processing-elements are described in clause 7.

Once transport layer is configured, O-DU may perform initial verification of C/U Plane Transport
Connectivity as described in clause 7.6 — with respect to content of list "restricted-interfaces' every desired
endpoint is reachable through.

NETCONF Client creates low-level-tx-endpoints and low-level -rx-endpoints related to static-low-level-tx-
endpoints and static-low-level-rx-endpoints determined in step 5) as suitable for desired configuration.
NETCONF Client assigns unique eaxc-id(s) valuesto every created low-level-[tr]x-endpoint.

NOTE 3: Uniqueness of eaxc-id is mandatory within the O-RU in the same direction (Tx or Rx) even across

interface elements having relationship to low-level-rx-endpoint elements or low-level-tx-endpoint
elements.

NOTE 4: In case NETCONF Client wants particular value of eAxC_ID to be used for non-time managed traffic,

9)

NETCONF Client shall assign thiseAxC_ID to parameter "eaxc-id" belonging to low-level-rx-endpoint,
that is capable to support non-time managed traffic (as per reference to capabilities exposed by
corresponding static-low-level-rx-endpoint corresponding to low-level-rx-endpoint by name). When
assigning eAxC_1D to convenient low-level-rx-endpoint, NETCONF Client shall also configure the low-
level-rx-endpoint to work in non-time-managed mode (when applicable - see: 4). Change between types
of traffic configured to low-level-rx-endpoint shall not be requested by NETCONF Client in case thereis
traffic served by endpoint that is a subject of reconfiguration.

NETCONF Client creates tx-array-carrier(s) and rx-array-carrier(s). The tx-array-carriersand rx-array-
carrierscan be configured with type set to LTE, NR or DSS-L TE-NR. The configuration of array carrier
with type DSS-L TE-NR isonly allowed when the O-RU supports Dynamic Spectrum Sharing (DSS) feature
asindicated by feature DSS L TE_NR in o-ran-module-cap.yang. If the O-RU indicates it supports the feature
DSS LTE_NR but does not support Section Extension 9, then instead of configuring acarrier as DSS-L TE-
NR, the O-DU shall configure DSS by using different eAxC ids (i.e., different endpoints) as described in CUS
plane specification clause 7.3.6 of [2].

Table 15.2.4-1: Centre Bandwidth Calculation

Type

N Centre of channel bandwidth (same as Frer as defined in clause 5.4.2.1 of 3GPP
R8 TS38.104 Section 5.4.2.1 [66])

LTE or
DSS

Nrsmod2=1 Between (k-1) RE and k RE of ners RB
Nrsmod2=0 Between the highest RE of (nere-1) RB and k RE of ners RB

NR

Nrsmod2=1
NRBmOdZZO

Centre of k" RE of npre RB

The parameters k, nprg and Ngrg referenced here are specified in Table 5.4.2.2-1 of 3GPP TS 38.104.

10)

NETCONF Client creates low-level-[tr]x-link(s) to make relationship between low-level-[tr]x-endpoint(s),
[tr]x-array-carriers and processing elements belonging to transport. Respective TX path and RX path linkage
shall be followed. Thisisillustrated in Figure 15.2.4-1.

NOTE 5: C/U-Plane traffic can be prioritized by reference "user-plane-uplink-marking" indicated by low-level-

rx-link in o-ran-uplane-conf.yang. The reference is to o-ran-processing-element.yang, whereiit is linked to
"up-marking-name". Further the up-marking-name points to o-ran-interfaces.yang, where it ends up
pointing to priority depending on actually used u-plane transport (either PCP for Ethernet or DSCP for
IP). For details regarding priorities see: ref [2], clause 5.3.
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u-plane configuration (o-ran-uplane-conf.yang)

i Lo E—

— 1 T 1
transport configuration / Yon
1 1.

low-level-telink
iana-port | low-level-te-endpoint I 1 | static-lnw—\evel-b(—endpoint[ processing-element
(ist-hardware) teamay-carier
TG
A
1
1A~
I processing-element or 1 0.
transpor-qualified-processing-element low-level-n-link
iet-interface ;
) _ transportsession-type processing-element
(with 0-ran augmentations) k- elementname i e atray-earier
0..n | intedface-name | . array / .
portreference h lowlevel-reendpoint
aliasmac-flow /
eth-flow 1. /

udpip-flow v
/ | 1
1 / 1
“n
r-aray r-array-carrier

Figure 15.2.4-1: Diagram showing relations between CU-Plane and Carrier configuration elements

For detailed content of objects shown in "u-plane configuration™ box on above diagram, please examine o-ran-uplane-
conf.yang module.

After steps above carrier configuration scenario can be started. Thisis described in clause 15.3.

15.3  Carrier configuration

15.3.1 Carrier creation

This clause provides basic scenario for carrier creation procedure. Precondition for below steps is to fulfil steps from
clause 15.2.4

1) NETCONF Client createsthe tx-array-carriersin relation to the desired tx-arrays.

NOTE 1. Generaly the number of tx-array-carriersisthe same as multiple of the desired number of tx-arrays
and the number of component carriers.

2) NETCONF Client createstherx-array-carriersinrelation to the desired rx-arrays.

NOTE 2: Generally the number of rx-array-carriersisthe same as multiple of the desired number of rx-arrays
and the number of component carriers.

3) NETCONF Client creates the processing-elements related to interfaces offering access to endpoints.

4) NETCONF Client creates low-level-tx-endpoints and |ow-level-rx-endpoints related to desired static-low-
level-tx endpoints and static-low-level-rx-endpoints respectively.

5)  NETCONF Client creates the low-level-tx-links containing relationship to the existing tx-array-carriers,
low-level-tx-endpoints and existing processing-elements.

6) NETCONF Client creates the low-level-rx-links containing the relationship to existing rx-array-carriers,
low-level-rx-endpoints and existing processing-elements.

With the above steps successfully performed, the relationship between C/U-Plane application endpoints at O-DU and
O-RU is configured.
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15.3.2 Activation, deactivation and sleep

The NETCONF Client performs activation of atx/rx-array-carrier by setting the value of the parameter "active" at tx-
array-carrier element / rx-array-carrier element to "ACTIVE".

The NETCONF Client performs deactivation of a tx/rx-array-carrier by setting the value of the parameter "active" at tx-
array-carrier element / rx-array-carrier element to "INACTIVE"

Communication between related U-Plane endpointsis enabled under condition, that for corresponding tx-array-carrier
or rx-array-carrier value of parameter "active" is"ACTIVE" and value of parameter "state” is"READY". Otherwise,
communication is disabled.

The NETCONF Client can put the tx-array-carrier / rx-array-carrier to sleep by setting value of parameter "active' in
the corresponding tx-array-carrier element / rx-array-carrier element to "SLEEP".

A particular tx-array-carrier / rx-array-carrier isin sleep mode when value of its parameter "active" is"SLEEP" and
value of its parameter "state” is"READY".

O-RU shall not autonomously change [tr]x-array-carrier::activeto “ACTIVE”.

For detailed description of tx-array-carriers and rx-array-carriers please refer to description substatement in YANG
models.

Figure 15.3.2-1 shows possible transitions and values combination to be followed by "active”" and "state”". Combination
or transitions outside of below diagram is not allowed.

( carrier_state::DISABLED w

(carrier_active: ; INACTIVEW

e 0-DU controlled ;
i carrier activation \
/' (active->ACTIVE) \
£ X
/ ( / carrier_state;:BUSY ] Y

2
} @ cantdies rcarrier_actNe::ACTIVE] rcarrier_active:fINACTIVE] \ B comliad
\carrier activation \ carrier deactivation

\ (active->ACTIVE)] 8y € g, | (active->INACTIVE)
., - ,
\ - \

FAULTY CASE

A\ | -DU controlled I'.I
N / \ carrier deactivation \
\ / \ (active->INACTIVE) |

f CalfE] StEtE REAOY
\ 4 ~ carrier going to sleep
(carrier_active::ACTIVE (active->SLEEF) Icarrier_active::SLEEFq
L Y. 0-DU controlled )
B carrier activation

- (active->ACTIVE) =

Figure 15.3.2-1: Diagram showing all possible transitions and combination of "active" and "state"
parameters

NOTE: BUSY stateisonly available during transition and existence of this state depends on internal O-RU
design.
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15.3.3 Carrier state’s relationship to synchronisation state

15.3.3.1 Synchronisation state and carrier state transitions

The O-RU’stx-array-carrier and rx-array-carrier states depend upon the O-RU’s sync-state. The flow chart shown
in Figure 15.3.3.1-1 illustrate the possible transitions and associated parameters values for the two array-carrier in the
possible synchronisation state. When the O-RU implements HOLDOVER, tx-array-carrier and rx-array-carrier
possible states and transitions are the same for sync LOCKED and HOLDOVER mode. When O-RU transitions to the
FREERUN state the only possible tx-array-carrier and rx-array-carrier state is DISABLE/INACTIVE. Figure 15.3.3.1-1
shows possible transitions and according to parameters value combination.

sync::LOCKED

carrier_state::DISABLED W FAULTY CASE
(other than sync)

O-RU autonomous
recover action

(" carrier_active:INACTIVE

0-DU controlled
carrier activation  \_ X

0-bu (active->ACTIVE)
controlled ?
carrier ( K}a’ﬂr_state..BUSY /
activation|
(active- ( carrier_active::ACTIVE \ ( carrier_active:INACTIVE \ 0O-DU controlled
SACTIVE carrier deactivation
) k [ ) k A ) (active->INACTIVE)
0O-DU controlled carrier deactivation
(active->INACTIVE)
( \ / carrier_state::READY
X 2 0O-DU controlled carrier going

( carrier_active::ACTIVE \ to sleep (active->SLEEP) ‘( carrier_active::SLEEP \
K ) O-DU controlled carrier 'K )
w (active->ACTIVE)

. J
. external sync lost
external time ( sync:FREERUN \ (without
source - = HOLDOVER
restored ( carrier_state:DISABLED ) o)
external external
time time source ( carrier_active::INACTIVE \
source lost k J
restored Holdovertime
elapsed
( sync::HOLDOVER A
carrier_state::DISABLED \ FAULTY CASE

(other than sync)
O-RU autonomous
recover action

(" carrier_active:INACTIVE
0-DU controlled | {_

carrier activation  \_ X
0-DU (active->ACTIVE) }
controlled
i tate::BUSY
carrier ( K/oa'r{er_s ate::BUS /
activation|
(active- ( carrier_active::ACTIVE w ( carrier_active::INACTIVE w 0O-DU controlled
SACTIVE k ) k ) carrier deactivation
) | A (active->INACTIVE)
0O-DU controlled carrier deactivation
(active->INACTIVE)
( \ / carrier_state::READY
X 2 0O-DU controlled carrier going

( carrier_active::ACTIVE \ to sleep (active->SLEEP) ‘( carrier_active::SLEEP \

k ) 0-DU controlled carrier )
w (active->ACTIVE)
G J

Figure 15.3.3.1-1: Combination of tx-array-carrier/rx-array-carrier transitions and allowed states
compared to sync state
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When an O-RU changes its synchronisation state, in addition to changing tx-array-carrier and rx-array-carrier, the O-
RU can and normally would report these changes via notifications. The O-RU communicates this sync state
information to all NETCONF clients subscribed to this O-RU’ s synchronization-state-change notification. This enables
O-DU(s) which are subscribed to an O-RU to maintain carrier state for that O-RU and react to changesin the O-RU’s
carrier state.

The following two sections describe the tx-array-carrier/rx-array-carrier behaviour and O-RU/O-DU communication
when synchronisation islost, and when synchronisation is restored.

15.3.3.2 Synchronization lost and HOLDOVER mode expired

Figure 15.3.3.2-1 showsthe tx-array-carrier and rx-array-carrier behaviour and illustrates the communication
between the O-RU and O-DU when O-RU loose synchronisation and enters to FREERUN mode. The process can be
divided into 5 steps as shown in the figure and briefly described below.

1) If the O-RU implements the optional HOLDOVER state, once the O-RU detects that it has lost connection to
itstiming source and its sync-state moves to HOLDOVER, the O-RU will send a synchronization-state-
change natification to one (or more) subscribed O-DU(s) indicating that the O-RU isin HOLDOVER. If the
O-RU does not implement HOLDOVER, then this step is skipped.

2)  After the O-RU HOLDOVER timer expires, or if the O-RU does not implement HOLDOVER, the O-RU
moves the sync-state to FREERUN and setstherx-array-carrier and tx-array-carrier to the
active=INACTIVE/state=DISABLED states. Moving to this state shall cause the O-RU to stop sending traffic
to O-DU.

3) The O-RU generates a synchronization-state-change notification to all subscribed O-DUs indicating that the
O-RU isin FREERUN.

4) TheO-RU aso sendsrx-array-carriers-state-change, and tx-array-carrier s-state-change notifications to
al subscribed O-DUs indicating that both array carriers are INACTIVE/DISABLED.

5)  After having received the notifications from the O-RU, the O-DU setsits copy of therx-array-carrier and tx-
array-carrier parametersto INACTIVE/DISABLED. The O-DU then shall stop sending traffic to the O-RU
and ignore any residual traffic from the O-RU.
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"Synchronization lost"

|
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>
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<state>DISABLED</state>
Stop RF transmission and <[rx-array-carriers=
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<state>DISABLED</state>
</tx-array-carriers=
|
<notification
) ; <synchronization-state-change>
Nonﬂcan_on s_:bout [3] <syncy-state>FREERUN<fsync-gtate>
synchanization lost </synchronization-state-change >
</notification> >
<notification>
<rx-array-carriers-state-change=
<rx-array-carriers=
<name>..</name=>
<state>DISABLED</state>
MNotification about <[rx-array-carriers>
rx-array-carriers and 4] </rx-array-carriers-state-change >
tx-array-carriers <tx-array-carriers-state-change=>
deactivation <tx-array-carrierss
<name>..</name>
<state>DISABLED</state>
</tx-array-carriers=
</tx-array-carmiers-state-change>
</notification= >
<rx-array-carriers=
<active>INACTIVE</active>
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5] <f|‘x—a|'|'ay-ca|'!'iers>
<tx-array-carriers>
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<Jtx-array-carriers>
O-RU O-DU

Figure 15.3.3.2-1: Synchronization lost scenario

15.3.3.3

External timing source restored

Internal change of

"state” and "active”
parameters for carriers

to align with O-RU states.

Figure 15.3.3.3-1 shows how tx-array-carrier and rx-array-carrier can be reactivated when external timing sourceis
restored, and it illustrates the communication between O-RU and O-DU to restore operation between O-RU and O-DU.
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The restoration process can be divided into 4 steps as shown in Figure 15.3.3.2-1 and described below.

1)

2)

3)

4)

Once the O-RU detects that synchronisation has been restored, it changes the sync-state to LOCKED, and then
sends a synchronization-state-change notification to all subscribed O-DUs.

The O-RU then waits for the O-DU to send back a notification indicating that tx-array-carrier and rx-array-
carrier’sactive parameter isinthe ACTIVE state.

Once the O-RU hasreceived the ACTIVE indication, it then brings tx-array-carrier and rx-array-carrier
stateto READY.

After the array carriers are in the state=READY state, the O-RU sends rx-array-carrier-state-change and tx-
array-carrier-state-change notifications to the O-DU(s) to inform the O-DU that it is ready to resume
operation.
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3]
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<[rx-array-carriers>
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Figure 15.3.3.3-1: Synchronization restored and carrier reactivation scenario
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15.4 Beamforming

15.4.1 Beamforming configuration

The beamforming functionality allows the O-RU to influence the angle of the main lobe of the signal which isradiated
from/received by the O-RU. Beamforming support is optional, and an O-RU shall indicate that it supports such
functionality by indicating that it supports the "urn:o-ran:beamforming:x.y" namespace.

A multi-band capable O-RU shall be able to support independent beamforming configuration on each of its supported
tx-arrays and/or rx-arrays depends on O-RU antenna configuration.

An O-RU indicates the support of a beamforming mode of operation per endpoint. Endpoints capable of either BF or
non-BF operation are distinguished by the capabilities exposed by endpoint-types in endpoint-beam-capacity grouping.

Arrays capable of BF operation are distinguished by the relation to the endpoints and the reference from o-ran-
beamforming yang module.

15.4.2 Pre-defined beamforming configuration

In case the O-RU supports beamforming, the o-ran-beamforming.yang and o-ran-uplane-conf.yang modules are used to
report the pre-defined relationship between supported beams to a NETCONF client. A band-number and/or
capabilities-group is used to uniquely identify separate tx-arrays and/or rx-arrays supported by an O-RU with the
beamforming configuration referencing the set of tx-arraysand rx-arraysthat are associated with this band and/or
capabilities-group.

A default service area of the O-RU is determined as the grid of pre-defined beams. When O-RU updates beamforming
configuration as described in 12.4.2, the grid of pre-defined beams can be newly defined. In this case, the default
service areais changed accordingly.

O-RU may support new service area by applying tilt-offset to the given default service areain elevation and/or azimuth
domains as described in 12.4.3.

15.4.3 Beamforming configuration update

This clause provides the method to modify and to apply the beamforming configuration (weights, attributes and/or beam
properties). The modification of the beamforming information is allowed only if O-RU supports the feature "MODIFY -
BF-CONFIG" used for defining the modification of beamforming configuration.

The beamforming configuration is stored in the O-RU and comes from the O-RU'’ s software, treated in clause 8. The O-
RU shall locate the beamforming configuration file in the generic folder, i.e., O-RAN/beamforming/ or o-
ran/beamforming/.

To modify the beamforming configuration, the following steps are applied.
1) NETCONF client can retrieve thefilelist of the O-RU’s folder: O-RAN/beamforming/ or o-ran/beamforming/.
2) NETCONF client can trigger the upload of the beamforming configuration file from the O-RU’ s folder.
3) Operator can recover the uploaded file and edit the beamforming configuration file offline.
4) NETCONEF client can download thefile to the original folder.

The modified beamforming configuration file shall not have the same name as any other file in the folder. Its file name
is the matter of implementation.

The beam propertiesin o-ran-beamforming Y ANG module contain coar se-fine, coar se-fine-beam-relation and
neighbor-beam for each beam-id. Thisinformation is received from the O-RU as O-RU's capability at O-RU start-up
and typically are used by the scheduler in O-DU. A NETCONF client (O-RU Controller) can modify the beamforming
information via file described in this clause. When the beamforming configuration (weight, attribute and beam
properties) is modified viafile, the configuration of the beam properties list in the o-ran-beamforming Y ANG module
should be modified together viathe same file if affected by the modified weight and/or attribute.
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An O-RU supporting the modification of beamforming configuration shall support the storage of at least two
beamforming files per simultaneous band-number and/or capabilities-group supported. For each band within a multi-
band O-RU or each capabilities-group, one file corresponds to the pre-defined (factory, read-only) beamforming
configuration and at least one file corresponds to a modified (read-write) beamforming file. The O-RU hasthe
responsibility to remove existing file and prepares space for new file when the NETCONF client file-download rpcis
issued. When the O-RU only supports the storage of a single modified (read-write) beamforming file per band of
operation, i.e., number -of-writable-beamfor ming-files = 1 the file-download operation for the modified beamforming
configuration needs to be done while neither tx-array-carriersnor rx-array-carriers are configured in the O-RU to
avoid the removal of the modified beamforming configuration file for the current active software.

If the O-RU supports the capability to store two or more modified beamforming configuration files per band of
operation in the O-RU, i.e., number -of -wr itable-beamfor ming-files > 1, the NETCONF file-download operation can
be performed without any timing limitation. That's because the modified beamforming configuration file for the current
beamforming configuration can be kept during the file-download operation. To apply the new modified beamforming
configuration, the following steps are applied:

1) The NETCONF client can download the file to the beamforming folder if the O-RU supports the capability
number -of-writable-beamfor ming-files > 1.

2) The NETCONF client shall deactivate tx-array-carriersand rx-array-carriersin the U-Plane configuration
by setting "INACTIVE" for the active parametersif they are ACTIVE.

3) Optionaly, the NETCONF client shall delete tx-array-carriersand rx-array-carriers, if O-RU doesn't
support the capability update-bf-non-delete.

4)  Alternatively, the NETCONF client can trigger the download of the modified beamforming configuration file
to the folder if the O-RU's capability is number -of-writable-beamfor ming-files =1.

5) The NETCONF client shall activate the modified beamforming configuration by using:

- activate-beamfor ming-config rpc and selecting the modified beamforming configuration file and the
band-number for which this modified configuration applies,

- activate-beamfor ming-config-by-capability-group rpc and selecting the modified beamforming
configuration file and the capabilities-group for which this modified configuration applies.

6) If aNETCONF client subscribes to the notification beamfor ming-infor mation-update and/or capability-
group-beamfor ming-infor mation-update in advance, the O-RU sends such notification to the notification
subscriber. Then the NETCONF client can subseguently retrieve beam properties in o-ran-beamforming
Y ANG module via NETCONF <get> operation.

7)  Optionaly, the NETCONF client shall create tx-array-carriersand rx-array-carriersagain, if the O-RU
doesn't support the capability update-bf-non-delete.

8) The NETCONF Client shall activate tx-array-carriersand rx-array-carriersin the U-Plane configuration by
setting "ACTIVE" for active parameters.

Then the new edited beamforming information is applied to the new tx-array-carriersand rx-array-carriersin the U-
Plane configuration.

[Abnormal handling] If the O-RU fails to activate the edited beamforming configuration file correctly, i.e., rpc error for
rpc activate-beamfor ming-config or activate-beamfor ming-config-by-capability-group, the O-RU shall revert back
to the pre-defined/factory beamforming configuration file and report thisto the NETCONF client.

At the reset rpc, the beamforming configuration information is switched to the pre-defined beamforming configuration.
Even though the reset operation isissued, the O-RU may store the modified beamforming configuration filein the
folder, which is not used, if O-RU supports the capability persistent-bf-files to store them in the reset-persistent
memory.

The file format of the beamforming configuration is O-RU implementation specific.

Figure 15.4.3-1 and Figure 15.4.3-2 show two methods to modify the file of beamforming configuration information
plus the method how to apply the modified file for beamforming configuration conformation to use.
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Figure 15.4.3-1: Method to Modify the File of Beamforming Configuration Information
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Figure 15.4.3-2: Method to Apply the modified file for Beamforming Configuration Information
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15.4.4 Tilting pre-defined beams

This clause describes the optional capability by which the O-RU’ s pre-defined beams may be tilted by using the
"BEAM-TILT" feature defined in the o-ran-beamforming Y ANG model. This capability is an O-RU specific
functionality, enabling adaptation of the service area associated with an O-RU without the need for operation of
additional ALDs described in clause 14, or modifying the beamforming configuration using the "M ODIFY -BF-
CONFIG" feature described in clause 15.4.3.

NOTE 1: The operation of the feature "BEAM-TILT" isindependent to the operation of the "M ODIFY -BF-
CONFIG". When the "M ODIFY-BF-CONFIG" feature is used to define a new default service area, the
"BEAM-TILT" feature can be used to apply tilt-offsets to the newly defined service area.

O-RU can change the service area by applying atilt-offset to the elevation and/or azimuth pointing angles for the pre-
defined beams. This feature alows to shift beam characteristic of al predefined-beamsin elevation and/or azimuth
direction (i.e., changing the service area or sector coverage) while preserving the beam adjacency among the beams
within grid of beams.

NOTE 2: offset-elevation-tilt-angle values smaller than O represents an up-shift of the default service areatowards
the zenith (i.e., corresponding to a decrease in zenith angle) and values larger than O represent a down-
shift of the default service area away from the zenith (i.e., corresponding to an increase in zenith angle).

Figure 15.4.4-1 shows the sequence diagram for predefined-beam-tilt-offset-information. To shift service area of the O-
RU in adifferent direction, O-RU controller shall check whether the O-RU supports feature BEAM-TILT feature
during capabilities negotiation of the NETCONF session. In the case that O-RU supportsthe BEAM-TILT feature, the
O-RU shall ensure that at least one of the elevation-tilt-offset-granularity and azimuth-tilt-offset-granularity is
greater than zero value from O-RU. Tilting is a per band operation and hence the parameters are defined per band. If O-
RU supports BEAM-TILT feature, O-RU controller can configure the values of offset-elevation-tilt-angle and/or
offset-azimuth-tilt-angle and the configuration values should meet the ranges and granularity information retrieved
from predefined-beam-tilt-offset-infor mation.

NETCONF NETCONF
Server/{0-RU) Client/(0-DU)

Fredefined-beam-tilt-offset capakility Request I}]

<rpe>
<get>
[1] <predefined-heam-tilt-offset-information= .. </predefined-beam-tilt-offset-information=
</get=
<rpe=

) )
< :

Predefined-beam-tilt-offset capahility Response Il|

: <rpc-reply=

! <data>

i [2] <predefined-beam-tilt-offset-information=. .. </predefined-heam-tilt-offset-information=
| </data=

! </rpc>

-

Figure 15.4.4-1: Sequence diagram for predefined-beam-tilt-offset-information

Depending on O-RU’ simplementation, the O-RU may need some time to complete the change of service area
according to the updated offset-elevation-tilt-angle and/or offset-azimuth-tilt-angle for a particular band-number.
The O-RU shall report its capability via the parameter, run-time-tilt-offset-supported. For O-RU with run-time-tilt-
offset-supported = FALSE, changing the values in offset-elevation-tilt-angle and/or offset-azimuth-tilt-angle for a
specific band shall be allowed only if all tx-array-carriers/rx-array-carriers corresponding to the band is INACTIVE.
When the service area change is completed in O-RU, the O-RU delivers the natification predefined-beam-tilt-offset-
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complete to inform the O-RU Controller which then may request to activate tx-array-carriersrx-array-carriersin O-
RU. For O-RU with run-time-tilt-offset-supported = TRUE, neither changing the state of tx-array-carriers/rx-
array-carriersnor delivering notification predefined-beam-tilt-offset-complete is required.
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Figure 15.4.4-2: Procedure for the predefined-beam-tilt-offset

15.4.5 Dynamic beamforming control option

As option, O-RU may support dynamic beamforming control mode. Support for this type of beamforming control can
be recognized—in the case of weights-based dynamic beamforming—from value of parameter rt-bf-wei ghts-update-
support (TRUE), and—in the case of attributes-based dynamic beamforming—from the value of parameter
beamforming-trough-attributes-supported (TRUE), in o-ran-beamforming.yang module

In dynamic beamforming control mode DU updates content of lookup table in O-RU using eCPRI C-Plane messages.
For details of eCPRI messaging please see ORAN-WG4.CUS specification, clause " Scheduling and Beamforming
Commands'.

Dynamically updated content of lookup table is further addressed by DU in the same way asit is done for static
beamforming - by requesting particular Beam ID to be applied.

In case dynamic beamforming control is supported, O-RU indicates following supplementary information using parent
leaf " static-properties’ in o-ran-beamforming.yang module.

- beamforming type (frequency domain, time domain, hybrid)

- beamforming weight compression format (optional)

- available range of Beam IDs, that can be dynamically updated by DU.

- supported time and frequency granularity for time domain and hybrid beamforming control.

NOTE: Neighbourhood relations between beams produced by beam I1Ds controlled by DU are unknown to O-RU,
hence are not exposed.

In the case of weights-based dynamic beamforming, to properly cal culate beamforming weights DU needs to know
antenna array geometry. Thisinformation DU obtains by reading the content of o-ran-uplane-conf.yang (list of tx-arrays
and rx-arrays with their child parameters). Details of beamforming weight cal culations are not a subject for M-Plane
activity and as such are intentionally not covered in the present document.

15.5 Antenna calibration

15.5.1 Background

Some antennas need to be calibrated to ensure their intended performance. Antenna calibration operation is an optional
capability whose operation is dependent on O-RU design, i.e., different O-RUs may support different types of
calibration — periodic vs on-demand, different calibration duration — short/medium/long, etc. In this clause, a common
framework is defined which can accommodate various types of antenna calibration implementations.

In this framework, the NETCONF client (O-DU) retrieves resource requirements for antenna calibration operation, e.g.,
timing and number of iterations/steps, from O-RU by getting the antenna-calibration-capabilities container defined in
the o-ran-antenna-calibration Y ANG model. The O-DU can subscribe to antenna-calibration-requir ed notifications to
receive indications from the O-RU that calibration is required. When the O-RU indicates antenna calibration is required,
or when the NETCONF Client decides to calibrate the O-RU, the NETCONF Client allocates time resources for
antenna calibration and configures them in the O-RU using the start-antenna-calibration RPC request. The
NETCONF client shall alocate the time resources for the calibration operation ensuring that these meet the minimum
time necessary as reported by the O-RU using the antenna-calibration-capabilities. When available, the NETCONF
client (O-DU) shall ensure that the frequency resources indicated in the dl-calibr ation-frequency-chunk and ul-
calibration-frequency-chunk listsin the antenna-calibration-required notification are reserved for calibration
operation, otherwise the NETCONF client shall consider that the full bandwidth of the carrier is being reserved for
calibration operation.

The O-RU shall perform antenna calibration operation using the time resources allocated in the antenna-calibr ation-
start RPC and frequency resources declared in antenna-calibration-required notification and shall notify the
completion of the antenna calibration operation to the notification subscriber. The O-DU should be configured to not
schedule user data using the time frequency resources identified for antenna calibration operation. The O-DU may
schedule data during calibration operation using time frequency resources not identified for calibration operation. When
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the O-DU is scheduling user data during calibration process using resources not used for calibration, it shall only
schedule DL user datain DL calibration symbols and UL user datain UL calibration symbols.

15.5.2 Overall operation

155.2.1 General

During the O-RU "start-up" procedure, the NETCONF client (O-DU) retrieves the O-RU’ s antenna calibration
capability information including antenna calibration capability related parameters defined in o-ran-antenna-
calibration.yang model. These parameters describe the O-RU’ s time resource requirements for calibration and the O-
RU’ s capability of performing "self-calibration”. The O-RU time resource requirements are described using the
parameters number -of-calibr ation-symbols-per -block-dl and number -of-calibr ation-symbols-per -block-ul. One
symbol block corresponds to a set of consecutive symbolsin time required for the calibration operation, and it isthe
basic time unit of calibration. Sets of symbol blocks are grouped into one calibration step and the O-RU shall indicate
how many symbol blocks constitute one calibration step using the number -of-calibr ation-blocks-per -step-dl and
number -of -calibr ation-blocks-per-step-ul parameters. The O-RU indicates these parameters separately for downlink
and uplink calibration. The O-RU shall also indicate the minimum time gap required between consecutive symbol block
allocations (interval-between-calibration-block), number of calibration steps needed (number -of-calibr ation-steps)
and the minimum required time gap between consecutive calibration step allocations (inter val-between-calibr ation-
step). Based on these parameters, the O-DU shall be able to alocate the time resources required for antenna calibration
operation meeting the necessary time resources indicated by the O-RU. If the O-RU supports mixed numerology, the
highest possible numerology supported by the O-RU shall be used as the common reference per component carrier
according to the CUS plane definition for slot indexing with mixed numerologies.

155.2.2 Initiation

Either the O-RU or O-DU may initiate calibration operation. The trigger condition for the O-DU and/or O-RU to initiate
calibration is out of scope of the present document. The NETCONF client is assumed to have subscribed to the
notifications defined in the o-ran-antenna-calibration Y ANG model. When an O-RU determines that it needs to perform
antenna calibration operation, it notifies the notification subscriber using the notification antenna-calibr ation-
required, including alist of frequency ranges corresponding to the minimum frequency resources required for
calibration, or, when the O-RU supports the optional O-RU-COORDINATED-ANT-CAL feature, by using the
antenna-calibration-coor dinated notification.

Upon reception of the antenna-calibration-required notification, the O-DU can allocate time frequency resources for
calibration and can send the start-antenna-calibration RPC request, including the time resource allocation information
for the antenna calibration. This operation is referred as * O-RU initiated antenna calibration’ operation.

When coor dinated-calibration-support is set to true, this indicates that the O-RU is able to determine a priori the
time-frequency resources required for antenna self-calibration and the O-RU uses antenna-calibr ation-coor dinated
notification to indicate these to the O-DU instead of antenna-calibration-required notification. When the coordinated-
calibration is supported and permitted, i.e., coor dinated-calibration-support is true and coor dinated-calibration-
allowed istrue, the O-RU may perform a coordinated self-calibration procedure. An O-RU may also report the optional
capability of configured-preparation-timer-supported which indicates that it supports configuration of the preparedness
timer that controls how far in advance of the coordinated self-calibration procedure the O-RU isrequired to send the
notification of impacted resources. If configured by the NETCONF Client, the O-RU shall send the antenna-
calibration-coor dinated notification at least coor dinated-ant-calib-prep-timer seconds before the operation of the
coordinated antenna calibration procedure. If such an optional capability is not supported, the O-RU shall indicate that
time-frequency resources are sent to a subscribed O-DU at least 60 seconds before the operation of the coordinated
antenna calibration procedure. SFN wrap around will occur multiple times during these 60 seconds, thisis handled
according to statementsin clause 15.5.2.4.

The O-DU shall not send a start-antenna-calibr ation RPC request when a coordinated antenna calibration period isin
progress. The O-RU is allowed to reject such arequest if it is received during a coordinated antenna calibration period.
An O-DU receiving an antenna-calibr ation-coor dinated notification can beneficially use the indicated time-frequency
resources to adapt its operation during the antenna calibration operation, e.g., consider the time-frequency resources as
reserved for calibration. If no UL and/or DL frequency-chunk lists are provided in the notification, the O-DU may
consider the full bandwidth of all configured UL and/or DL carriers reserved for calibration operation. If such U-Plane
resources are scheduled by the O-DU, the operation of the O-RU may be degraded, including performance of the
calibration procedure and handling of DL and UL U-plane traffic and any associated performance counters.
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The O-DU may also autonomously initiate calibration operation, using the same start-antenna-calibration RPC
request, i.e., without receiving the antenna-calibration-requir ed notification message from O-RU. This operation is
referred as‘ O-DU initiated antenna calibration’ operation. If the O-RU has indicated the need for the calibration
through sending the antenna-calibration-required notification”, the O-DU shall consider that the use of frequency
resources indicated using frequency range list within the notification as being affected during the calibration operation
and if no frequency list is available, consider the full bandwidth of all configured carriers reserved is affected during
calibration.

After receiving "start-antenna-calibration RPC request” (antenna calibration start command), the O-RU shall send an
RPC reply (antenna calibration start response) including ACCEPTED status to the NETCONF client, if the O-RU is
able to start the calibration operation according to the time resources allocation information in the RPC request.
Otherwise, the O-RU shall include a REJECTED status in the RPC reply, with a suitable error reason such as "resource
mask mismatch with O-RU antenna calibration capability”, "overlapped DL and UL masks", "insufficient memory",
"O-RU internal reason” (if no other error reason matches the error condition) etc. If the O-RU does not receive a start-
antenna-calibration RPC request within 60 seconds after triggering the sending of the first antenna-calibr ation-
required notification, the O-RU shall raise amajor alarm "Triggering failure of antenna calibration" (see Annex A for
fault details). After the alarm israised, the O-RU may resend the antenna-calibration-required notification multiple
times. The O-RU shall not re-send the antenna-calibr ation-requir ed notification in periods shorter than 60 seconds.

15.5.2.3 Self-calibration operation

When the alarm "triggering failure of antenna calibration” alarm remains uncancelled, if self-calibration is supported
and permitted, i.e., self-calibration-support istrue and self-calibration-allowed istrue, the O-RU may perform a self-
calibration procedure. The O-RU shall wait a minimum 60 seconds after raising a major alarm and receiving no start-
antenna-calibration RPC request from the NETCONF client before initiating its self-calibrate procedure. When self-
calibration is not supported or not permitted, i.e., self-calibration-support isfase or self-calibration-allowed isfase,
the O-RU may upgrade the severity of the alarm to critical according to the clause 11.4.

During the self-calibration, i.e., when O-RU exposes self-calibr ation-support with value TRUE and when O-DU sets
self-calibration-allowed with value TRUE to O-RU, there could be no coordination of time-frequency resources
between the O-RU and O-DU. The O-DU can continue to schedule user data during calibration process using the
resources identified in antenna-calibr ation-required notification without impacting the operation of the calibration
procedure. Scheduled user data will be affected by ongoing calibration procedure.

15.5.2.4 Calibration completion

The O-RU shall indicate completion of all types of calibration procedures (i.e., rpc triggered, self-calibration and co-
ordinated self-calibration) using the antenna-calibr ation-result notification (Calibration results) to the notification
subscriber. If a self-calibration or co-ordinated self-calibration procedure completes but with status set to FAILURE,
the O-RU may upgrade the severity of the alarm to critical.

In some situations, SFN wrap around may happen causing O-DU and O-RU to interpret the ‘ start-SFN’ parameter to
point to different GPS seconds elapsed since GPS epoch. To avoid this situation, the O-DU to may decide not to
schedule any user-plane data on the calibration time-frequency resourcesin all SFN cycles until the O-DU receives an
antenna-calibration-result notification message from the O-RU. Once the calibration is complete, the O-DU schedules
user data and sends C/U-Plane message as in normal operation state.

15.5.2.5 Antenna calibration procedure

Figure 15.5.2.5-1 shows the overall operation for antenna calibration.
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Figure 15.5.2.5-1: Overall of antenna calibration operation

ETSI



140 ETSI TS 104 023 V12.01 (2024-05)

15.5.3 O-RU antenna calibration capability parameter configuration

The antenna calibration framework is a generic framework designed to support various vendor specific implementations
of O-RU calibration. Therefore, the framework does not describe the details of how the O-RU calibrates its antenna,
rather it defines a generic framework with necessary message flows and parameters for ensuring that the time and
frequency resources required for calibration are coordinated between the O-DU and O-RU. The following parameters
describe the O-RU’ s time resource needed for calibration.

- self-calibration-support: Boolean value indicates whether O-RU is capable of supporting self-
calibration.

- number -of-calibr ation-symbols-per -block-dl: indicates how many consecutive symbols are required
for DL antenna calibration operation, i.e., the size of DL Symbol-block.

- number -of -calibr ation-symbols-per -block-ul: indicates how many consecutive symbols are required
for UL antenna calibration operation, i.e., the size of UL Symbol-block.

- interval-between-calibration-blocks: if atimeinterval isrequired between consecutive antenna
calibration operation, this indicates the required time value as unit of symbols. A common valueis used
here for the intervals between DL-DL blocks, UL-UL blocks, DL-UL blocks and UL-DL blocks, which
isthe largest minimum interval required between any two adjacent calibration blocks. It shall be any
value that O-RU implementation requires within this parameter range.

- number -of-calibration-blocks-per-step-dl: indicates how many blocks are required for one step of DL
antenna calibration operation.

- number -of-calibration-blocks-per-step-ul: indicates how many blocks are required for one step of UL
antenna calibration operation.

- interval-between-calibration-steps: if atimeinterval is required between consecutive steps of antenna
calibration operation, define indicates the required time value as unit of radio frames. It can be any value
that the O-RU implementation requires within the defined parameter range.

- number -of -calibr ation-steps: shows how many stepsisrequired for whole DL/UL antenna calibration
operation.

Figure 15.5.3-1 shows the relationship between the various antenna calibration capabilities parameters described above.

Calibration Step #1 Calibration Step #n

Symbol Block
#1

Start of First Symbol block
Start-SEN | within the first calibration slot
(need not be slot#o) within the

Symbol Block Interval H SV"‘h:'ZE"“"

Symbol Block interval ‘ ‘ Symbel Block

Symbol Block interval

Symb Blk
time b/n

Calib st

e symbol block within
same across all the calibration slots the cal step

Figure 15.5.3-1: Relationship among Antenna Calibration Capability parameters

15.5.4 antenna-calibration-required notification parameters

If the O-RU initiates the calibration operation, the O-RU notifies the notification subscriber (O-DU) using the antenna-
calibration-required notification message, including the O-RU’ s frequency resource requirements. The O-RU is able
to indicate non-contiguous frequency "chunks' necessary for calibration using the dl-calibration-frequency-chunk and
ul-calibration-frequency-chunk lists. These lists use the parameters below to describe the frequency resources
required for calibration:

- start-calibration-frequency-dl: indicates the lowest frequency value in Hz of the frequency rangeis
required for DL antenna calibration operation.

- end-calibration-frequency-dl: indicates the highest frequency value in Hz of the frequency range is
required for DL antenna calibration operation.

- start-calibration-frequency-ul: indicates the lowest frequency value in Hz of the frequency rangeis
required for UL antenna calibration operation.
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- end-calibration-frequency-ul: indicates the highest frequency value in Hz of the frequency range is
required for UL antenna calibration operation.

15.5.5 Start-antenna-calibration RPC request parameters

The NETCONF Client sends the "start-antenna-calibration RPC request" including the time resource alocation
parameters. These parameters indicate the exact symbols, slots, and frames that can be used for calibration.

NOTE 1. Because the NETCONF Client (O-DU) is responsible for allocating the time resources for calibration
with the knowledge of UL and DL configuration, dynamic TDD operation isimplicitly supported.

The resource alocation information about symbol, slot, and frame are indicated using bitmasks for downlink and uplink
calibration separately. The start SFN of the first calibration step is sent to the O-RU to synchronize the calibration
starting point at both O-DU and O-RU. When indicated, the O-RU shall use the frequency resources indicated using the
frequency rangesin the "NETCONF antenna-calibration-required notification" message for calibration.

Table 15.5.5-1 lists the parameters configured in the O-RU using the "start-antenna-calibration RPC request”

Table 15.5.5-1: Antenna Calibration Parameters

Parameters

Type / Range

Descriptions

symbol-bitmask-dI

string

Bitmask indicating DL calibration symbol within a calibration slot. First
character in the string indicates first symbol, next character in the string
indicates second symbol and so on. Value 1 indicates that the symbol is
allocated for calibration and 0 means the symbol shall not be used for
calibration.

Symbol-bitmask-ul

string

Bitmask indicating UL calibration symbol within a calibration slot. First
character in the string indicates first symbol, next character in the string
indicates second symbol and so on. Value 1 indicates that the symbol is
allocated for calibration and 0 means the symbol shall not be used for
calibration.

Slot-bitmask-dI

string

Bitmask indicating DL calibration slot within a calibration frame. First
character in the string indicates first slot, next character in the string
indicates second slot and so on. Value 1 indicates that the slot is
allocated for calibration and 0 means the slot shall not be used for
calibration.

Slot-bitmask-ul

string

Bitmask indicating UL calibration slot within a calibration frame. First
character in the string indicates first slot, next character in the string
indicates second slot and so on. Value 1 indicates that the slot is
allocated for calibration and 0 means the slot shall not be used for
calibration.

Frame-bitmask-dI

string

Bitmask indicating DL calibration frame within a calibration step. First
character in the string indicates first radio frame equal to the start-SFN,
next character in the string indicates the next frame and so on. Value 1
indicates that the frame is allocated for calibration and 0 means the frame
shall not be used for calibration.

Frame-bitmask-ul

string

Bitmask indicating UL calibration frame within a calibration step. First
character in the string indicates first radio frame equal to the start-SFN,
next character in the string indicates the next frame and so on. Value 1
indicates that the frame is allocated for calibration and 0 means the frame
shall not be used for calibration.

Calibration-step-size

uint8

Number of frames within a calibration step

calibration-step-number

uint8

Number of calibration steps

start-SFN

untl6

SFEN number of the first calibration step

15.5.6 Example antenna calibration operation

This clause illustrates an example of antenna calibration operation. For simplicity, the O-RU isthe initiator in this
example, but either O-RU or O-DU could initiate antenna calibration operation. In this example, the TDD configuration
is assumed as shown in Figure 15.5.6-1.
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one radio frame: 10ms (20 slots)

TDD configuration example iDL bL[oL] F JuL|oL|oL]oL] F [uL|poL]oL]oL] F JuL]oL|oLoL] F UL

DL = Downlink slot

Figure 15.5.6-1: Example of TDD configuration UL = Unlink dot
This example illustrates calibration operation where an O-RU requires DL and UL antenna calibration operation in o-
ran-antenna-calibration.yang with 2 calibration steps; within each step, 64 DL calibration blocks with 4 continuous
DL symbolsin each calibration block and 32 UL calibration blocks with 1 continuous UL symbol in each calibration
block are required. Between each calibration block, alength of minimum 3 symbolsinterval isrequired, and alength of
minimum 5 frames interval is required between consecutive calibration steps.

Once antenna calibration operation is required by the O-RU, an antenna-calibration-required notification is sent to
the notification subscriber (O-DU), including the O-RU’ s frequency resources requirement in alist of frequency ranges
in Hz, which in this example uses a single chunk of frequencies from 1.8GHz to 1.82GHz. The O-DU considers that the
frequency range indicated in the antenna-calibr ation-required notification will be subsequently used during antenna
calibration. The O-DU allocates time resources for antenna calibration based on the TDD configuration together with
the O-RU DL and UL antenna calibration capability, then configure the antenna calibration using the start-antenna-
calibration RPC request. In thisexample, 64 DL calibration blocksin each calibration step are allocated in 4 frames,
within each frame, 8 DL slots are allocated and within each DL slot, 2 calibration blocks are allocated for DL
calibration. In parallel, 32 UL calibration blocksin each calibration step are allocated in 4 frames, within each frame, 4
UL slots are allocated and within each UL slot, 2 calibration blocks are alocated for UL calibration. To guarantee the
interval between 2 calibration steps, the size of each calibration step is set to 10 frames. At least 3 symbolsinterval
between each calibration block is also guaranteed in symbol bitmasks. The O-DU may allocate larger intervals than O-
RU requires as shown in this example where a9 symbolsinterval is allocated instead of the minimum of 3 symbols
after second UL symbol block in all UL calibration dlots.
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O-RU o-ou

|
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' (on O-DU's request)
i (number-of-calibration-symbols-per-block-dl = 4
i number-ofcalibration-symbaols-per-block-ul = 1
| intervakhetween-calibration-hlocks = 3

' number-of-calibration-blocks-per-step-dl = 64
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-
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Figure 15.5.6-2: Example of message exchange
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Figure 15.5.6-3: Time domain bitmask information from O-DU

15.5.7 Calibration with multiple timing resource sets

The O-RU may indicate its ability to support multiple time resource configuration sets for antenna calibration by
support of the feature O-RU-COORDINATED-ANT-CAL-MULTIPLE-TIME-RESOURCE in o-ran-antenna-
calibration.yang module. The feature is intended to extend the antenna calibration framework to support multiple time
resources instead of single time resource supported. This capability can be used by the O-RU to specify unique
calibration time resources for different calibration types. O-RU which supports this capability, exposes alist of time
resources (antenna-calibration-multiple-time-resource-list). O-RU indicates desired set of time resourcesin ‘antenna-
calibration-multiple-time-resource’ notification using specific value of ‘antenna-calibration-time-resource-index’
parameter.

This feature appliesto O-RU initiated calibration where O-RU supporting this feature can use new notification
‘antenna-calibration-multiple-time-resource’ containing the parameter ‘ antenna-calibration-time-resource-index’,
defined in Sec 12.5.7. Based on the index value in the notification respective antenna calibration time resource values
should apply whileinitiating "start-antenna-calibration RPC request”. O-RU can use this calibration feature only in
case O-DU configured parameter ‘ coordinated-calibration-multiple-time-resources-allowed’ is set to TRUE.

NOTE: At any point intime only one calibration timing resources should be indicated the O-RU.

15.5.8 antenna-calibration-multiple-time-resource-params notification
parameters

If the O-RU supports O-RU-COORDINATED-ANT-CAL-MUL-TIMING-RES-CONFIG, to initiate the calibration

operation, the O-RU notifies the notification subscriber (O-DU) using the antenna-calibr ation-multiple-time-

resour ce-par ams notification message. Remaining parameter list of this notification includes the frequency resources
required for calibration same as ‘ antenna-calibration-required’ described in clause 15.5.3:

- antenna-calibr ation-time-r esour ce-index: key value to index the list ‘ antenna-calibration-variable-
time-resource-list’ based on the calibration duration required by the O-RU.
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15.6  Static configuration for PRACH and SRS

15.6.1 Background

PRACH and raw SRS are periodic. Their location in time and frequency resources is constant for al periods. This
makes it feasible to configure PRACH and raw SRS with M-Plane in a sense that handling PRACH and / or raw SRS
processing by assigned low-level-rx-endpoints does not require real-time control through C-Plane messages.

Static configuration of PRACH and SRS with M-Plane needs to cover following aspects.
- Configuration of frequency resources assigned to PRACH / SRS
- Configuration of time resources assigned to PRACH / SRS (including PRACH / SRS periodicity)
- Configuration of compression, iFFT and SCS
- Assignment of HW resources (low-level-rx-endpoints) for processing of PRACH / SRS

Static configurations shall be provided to the O-RU as part of carrier configuration - before the configured carrier is
activated. Static PRACH / SRS configuration provided for already active carrier shall be rejected by the O-RU.

NOTE 1: In case a static-low-level-rx-endpoint exposes parameter static-config-supported with value NONE —
such endpoint does not offer support for static configuration of PRACH nor SRS reception.

NOTE 2: In case the configuration provided to O-RU contains records for TDD pattern(s), PRACH patterns and/or
SRS patterns, the O-RU validates consistency between patterns. Configuration where there is collision
between patterns detected, shall be rejected by the O-RU.

15.6.2 Static configuration for PRACH processing

The O-RU exposesits ability to support static PRACH configuration by support of the feature PRACH-STATIC-
CONFIGURATION-SUPPORTED in o-ran-modul e-cap.yang module. Presence of this feature means, that at |east
one of static-low-level-rx-endpoints offered by the O-RU supports static configuration for PRACH. From the model
perspective, static PRACH configuration is supported by static-low-level-rx-endpoints having the parameter static-
config-supported exposed as PRACH. Such static-low-level-rx-endpoint can be referenced by low-level-rx-endpoint
designated for reception of PRACH. Specific PRACH configuration may be utilised by the low-level-rx-endpoint
according to the optional parameter static-prach-configuration.

NOTE A single low-level-rx-endpoint can only reference to single instance of static-prach-configuration.
However, a single static-prach-configuration may be referenced by many low-level-rx-endpoints.

If parametersrelated to static PRACH configuration are set by NETCONF Client — real-time C-Plane control for
PRACH opportunities shall not be provided to the O-RU, allowing for static configuration to be utilised.

15.6.3 Frequency domain configuration
The meaning of frequency-related parametersisillustrated using Figure 15.6.3-1.

NOTE: Parameter offset-to-absol ute-frequency-center belongs to low-level-rx-endpoint.
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Figure 15.6.3-1: Relation between frequency-related parameters of the PRACH occasion

Relations between parameters allow to calculate startPrbc and numPrbc. For details of startPrbc and numPrbc please
see: O-RAN Fronthaul Working Group; Control, User and Synchronization Plane Specification [2], clause 7.5.3.2.

15.6.4 Time domain configuration
Meaning of parametersisillustrated using Figure 15.6.4-1.
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Figure 15.6.4-1: Timing-related parameters of single PRACH occasion

Figure 15.6.4-1 shows a single PRACH occasion containing 2 PRACH Symbols.
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Figure 15.6.4-2: Timing-related parameters of one PRACH pattern

Figure 15.6.4-2 shows a single PRACH pattern containing two occasions of 2 PRACH Symbols (reuse of occasion
shown on figure for single PRACH occasion for simplified view).

The corresponding parameters for above diagram are: (" number-of-prach-occasions' = 2, "number-of-repetitions' = 2)

NOTE 1: time-offset isdefined with reference to parameters frame-number and sub-frame-id under static-
prach-configuration. This parameter applies for the first occasion of a PRACH pattern. For subsequent
occasions of the same PRACH pattern, the O-RU utilizes the parameters cp-length, gp-length and beam-
id to determine the time boundaries. The parameters are taken from the list occasion-par ameter s such
that, the first occasion uses the first set of elements from the list. Subsequent occasions use consecutive
sets of parameters. The number of sets of parametersin thislist is equal to value of the parameter
number -of-occasions.
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One static-prach-configuration instance allows to configure a set of PRACH patterns. For asingle PRACH
configuration, all corresponding PRACH patterns repeat over the period defined by the patter n-period parameter for
such PRACH configuration. The PRACH patterns of single PRACH configuration shall not overlap in terms of time
and frequency.

At most one PRACH pattern shall start in a subframe (subframes in different frames are distinguished).
PRACH pattern shall not cross boundary between subframes except PRACH pattern for long PRACH format with one
occasion that spans boundary between subframes.

An O-RU shall rgject any configuration where the number of patternsin single static PRACH configuration exceeds the
number exposed by capability parameter max-prach-patter nsin o-ran-uplane-conf.yang module.
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Figure 15.6.4-3: Example PRACH configuration formed of two PRACH patterns having different
number of PRACH Symbols

NOTE 2: PRACH occasions are expanded for visual clarity.

NOTE 3: The Figure 15.6.4-3 shows atheoretical configuration — not necessarily standardized by 3GPP. Thisisto
demonstrate the flexibility of the solution of static PRACH configuration offered by M-Plane
configuration.

The above configuration uses 2 prach-patterns;
- Pattern #1 is having: number-of-repetitions = 4, number-of-occasions = 3
- Pattern #2 is having: number-of-repetitions = 6, number-of-occasions = 2

For the PRACH configuration shown on in the figure, the parameter patter n-period = 10 asthisis the number of
frames after which PRACH pattern repeats.

NOTE 4: Such a static PRACH configuration can be supported by static-low-level-rx-endpoints having parameter
max-prach-patterns> 2 as this configuration consists of 2 patterns.

15.6.5 Operation

Static PRACH configuration shall be set and rx-endpoints shall be linked to it before rx-array-carrier activation. On
carrier activation, the O-RU starts receiving RF signals corresponding to the configured prach-patternslist.
Specificaly, the O-RU receives RF signal's corresponding to the prach-pattern p when
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mod( ny, pattern-period ) = frame-numberp and
ngs = sub-frame-id, and
t = time-offset,

where
ng isthe system frame number,
mod( X, y ) is remainder of division of x by y,
ngs isthe subframe number within system frame ny,
tisthe time since start of subframe n,
frame-number, sub-frame-id, and time-offset, are parameters of prach-pattern p,
pattern-period is a parameter of PRACH configuration.

Offset to the start of pattern periods can be configured either in low-level-rx-endpoint or in static-prach-configuration
with sfn-number parameter. If the value is provided in static-prach-configuration, then it takes the precedence over the
value configured in low-level-rx-endpoint.

Once the RF signal corresponding to the PRACH Symbol n,. in PRACH occasion n,, is received and processed, the O-
RU sends the corresponding 1Q values in a U-plane message or messages with header fields set as follows:

frameld = mod( floor( n; / pattern-period ) « pattern-period + frame-numberp, 256 )

NOTE: Thiscorrespondsto n; value captured when prach-pattern p started)

subframeld = sub-frame,,

slotld = zero-based PRACH occasion number within PRACH pattern,

symbolld = zero-based PRACH Symbol number within PRACH occasion,

sectionld = 4095,

startPrbu = floor( ( re-offset, + guard-tone-low-re) / 12),

numPrbu = cell( (re-offset, + guard-tone-low-re + num-prach-re) / 12 ) - startPrbu.
where

ng isthe system frame number,

mod( X, y ) isremainder of division of x by y,

floor( x ) islargest integer smaller than or equal to X,

ceil( x) issmallest integer greater than or equal to x,

frame-numberp, sub-frame-number, and re-offset, are parameters of prach-pattern p.

pattern-period, guard-tone-low-re and num-prach-re are parameters of PRACH configuration.

If data section is subdivided due to application level fragmentation, resulting val ues of startPrbu and numPrbu shall be
calculated as per genera rules. If multiple PRACH Symbols are scheduled at the same time at different re-offset
frequencies, the O-RU shall send corresponding data sections in one U-Plane message following message size
restrictions.

15.6.6 Static configuration for raw SRS processing

The O-RU exposesits ability to support static raw SRS configuration by support of the feature SRS-STATIC-
CONFIGURATION-SUPPORTED in o-ran-modul e-cap.yang module. Presence of this feature means, that at |east
one of static-low-level-rx-endpoints offered by the O-RU supports static configuration for raw SRS reception. From the
model perspective, static SRS configuration is supported by static-low-level-rx-endpoints having the parameter static-
config-supported exposed as SRS. Such static-low-level-rx-endpoint can be referenced by alow-level-rx-endpoint
designated for reception of SRS. Specific SRS configuration may be utilised by the low-level-rx-endpoint according to
the optional parameter static-srs-configuration.

NOTE: A single low-level-rx-endpoint can only reference to single instance of static-srs-configuration. However,
asingle static-srs-configuration can be referenced by many low-level-rx-endpoints.

If parametersrelated to static SRS configuration are set by NETCONF Client — real-time C-Plane control for SRS shall
not be provided to the O-RU, allowing for static configuration to be utilised.
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Static SRS configuration is used to configure NDM (Non-Delay Managed) raw SRS (Sounding Reference Signal)
patterns in a static manner, such that raw SRS U-Plane traffic can be processed by the O-RU without receiving C-Plane
messages conveying real-time raw SRS configuration. Raw SRS may capture non-beamformed (beam-id = 0) or
beamformed (beam-id != 0) signals and uses non-delay managed U-Plane messages.

One static-sr s-configur ation instance allows to configure a set of SRS patterns. For a single SRS configuration, al
SRS patterns repeat over the period defined by patter n-period parameter for such SRS configuration. SRS patterns
corresponding to a single SRS configuration shall not overlap in terms of time and frequency.

An O-RU shall rgject any configuration where the number of patternsin single static SRS configuration exceeds the
number exposed by capability parameter max-srs-patter nsin o-ran-uplane-conf.yang module.

15.6.7 Operation

Static SRS configuration shall be set and rx-endpoints shall be linked to it before rx-array-carrier activation. On carrier
activation, the O-RU starts receiving RF signals corresponding to the configured srs-patternslist. Specifically, the O-
RU receives RF signal and sends corresponding U-plane messages as if, for each configured srs-pattern p, each rx-
endpoint linked with the SRS configuration received C-plane messages with fields:

dataDirection = 0 (RX),
payloadVersion = 0,
filterindex = 0,
frameld = mod( n, 256 ),
subframeld = sub-frame-id,,
slotld = dlot-idp,
startSymbolld = start-symbol-idp,
numberOf Sections = 1,
sectionld = 4095,
rb =0,
syminc =0,
startPrbc = start-prbc,
numPrbc = num-prbc,
reMask = OxFFF,
numSymbol = num-symbol,
ef=0,
beamld = beam-idj,

where
ny isthe system frame number,
mod( X, y ) is remainder of division of x by y,
sub-frame-id, slot-id,, start-symbol-id,, beam-idp, start-prbc, and num-prbc, are parameters of srs-pattern p,

15.7  TDD pattern configuration

The O-RU exposes its ability to support TDD pattern configuration by support of the feature CONFIGURABLE-TDD-
PATTERN-SUPPORTED in o-ran-module-cap.yang module. Presence of this feature means, that at |east one of
static-low-level -[tr]x-endpoints offered by the O-RU supports configuration for TDD pattern, so that these static-low-
level-[tr]x-endpoints can be used (through low-level-[tr]x-endpoints) by [tr]x-array-carriers having configurable TDD
pattern assigned.

Configured TDD pattern shall not be violated by C-Plane and U-Plane messages. In case configuration provided to O-
RU contains records for TDD pattern(s), PRACH patterns and/or SRS patterns, O-RU validates consistency between
patterns. Configuration where there is collision between patterns detected, shall be rejected by O-RU.

From the model perspective, configuration for TDD pattern is supported by static-low-level-[tr]x-endpoints having
parameter configur able-tdd-pattern exposed as TRUE. Such static-low-level-[tr]x-endpoint can be respectively
referenced by low-level-[tr]x-endpoint designated to serve for [tr]x-array-carrier having preconfigured TDD pattern
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assigned. Specific configuration of the TDD pattern may be utilised by [tr]x-array-carrier according to the optional
parameter configur able-tdd-pattern.

Absence of leaf configurable-tdd-pattern at [tr]x-array-carrier means, that such [tr]x-array-carrier has no
configurable-tdd-pattern assigned.

A configurable TDD pattern can be assigned to a [tr]x-array-carrier under the condition, that all static-low-level-[tr]x-
endpoints serving such an [tr]x-array-carrier expose value of capability configurable-tdd-pattern-supported as
TRUE.

A single [tr]x-array-carrier can only reference to single instance of configurable-tdd-pattern. Whereas asingle
configurable-tdd-pattern shall be referenced by all cooperating [tr]x-array-carriers serving for a specific [tr]x-array.
Linkage between tx-array-carriers and rx-array-carriers configured to use the same configurabl e-tdd-pattern shall be
assured by the entity responsible for configuration provisioning to O-RU. For example, ensuring that all cooperating
[tr]x-array-carriers use static-low-level-[tr]x-endpoints (through low-level-[tr]x-endpoints) having the same value of
tdd-group. The practical implication of thisisthat static-low-level-[tr]x-endpoints exposing the same value of
parameter tdd-group shall be used by low-level-[tr]x-endpoints serving for [tr]x-array-carriers having the same TDD
switching points and the same directions to the air interface granted by TDD patterns they are configured to use.

NOTE 3: M-Plane model allows an O-RU to be configured with more than one TDD patterns. This is capability can
be used by O-RUs having more than one [tr]x-array.

A single TDD pattern configuration consists of list of records. Each single record contains details for frame-offset and
direction of signal that shall be applied at the moment a specific frame-offset occurs at air interface. Supported
directionsare UL (uplink), DL (downlink) and GP (neither uplink nor downlink).

NOTE 4: Assignment of configurable-tdd-pattern to a[tr]x-array-carrier is only possible in case al following
conditionals are met:

- O-RU supports feature CONFIGURABLE-TDD-PATTERN-SUPPORTED.

- all static-low-level-[tr]x-endpoint configured to serve for a specific [tr]x-array-carrier have capability
configurable-tdd-pattern set to TRUE

15.8 C-Plane message limits

The O-RU exposesits ability to support C-Plane message limits by including support of the feature CPL ANE-

M ESSAGE-PROCESSING-LIMITS in o-ran-wg4-features.yang module. Refer to clause 7.8.2.2 of CUS-Plane
specification to understand details of this feature. The presence of this feature means, that in addition to an O-RU's
"per-endpoint processing limits' e.g., endpoint-section-capacity, endpoint-beam-capacity, endpoint-prb-capacity, an O-
RU may also have "per-cplane message limits®. To support this feature on a per endpoint basis, anew flag ‘cplane-
message-processing-limits-required’ is added to ‘endpoint-types to indicate an endpoint’ s requirement to support C-
Plane message processing limits. The flag shall be set to true for the endpoints to which C-Plane message processing
limits apply. An additional configuration flag ' cplane-message-pr ocessing-limits-enabled' is added to low-level-[tr]x-
endpoints (applicable only for endpoints to which C-Plane limit requirement is exposed by O-RU) to enable the O-DU
to use this feature on a per endpoint basis.

1) If the O-DU supports C-Plane message processing limits, it can choose to indicate it adheres to the limits by
configuring schema node ‘cplane-message-processing-limits-enabled= true'. In such case, the O-DU shall
follow limits specified by the parameters, e.g., 'max-beams-per-d ot-with-cplane-limits' and 'max-highest-
priority-sections-per-gl ot-with-cplane-limits' when forming C-Plane messages.

2) If O-DU does not support C-Plane message processing limits by configuring schema node 'cplane-message-
processing-limits-enabled= false' OR O-RU does not indicate it supports the CPLANE-M ESSAGE-
PROCESSING-LIMITS YANG feature, no C-Plane message limits shall apply and O-RU continues to use
endpoint capacity limits specified in existing endpoint by per-endpoint limits e.g., endpoint-section-capacity,
endpoint-beam-capacity, endpoint-prb-capacity.

15.9 Advanced endpoint capability report

Both endpoint-types and endpoint-capacity-sharing-groups provide an optional method for advanced endpoint
capability and capacity reporting by using supported-configur ation-combinations. The report is provided through
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suppor ted-configur ation-combinations which alows the O-RU to convey its supported configurations of endpoint
UL/DL signal transmission/reception and processing as a function of different combinations. In short, the O-RU may
report adifferent processing capacity dependent on a specified set of configurations. This clause describes the data
structure of supported-configuration-combinations and provides examples of its usage.

Figure 15.9-1 depicts the data structure in a condensed format. As shown supported-configur ation-conbinationsis a
three-level list consisting of the levels: supported-configuration-combinations, set, config. The parameter
supported-configur ation-combinations will henceforth be referred to as combination for the sake of brevity.

An entry of config provides a specific configuration with several parametersto represent the processing capacity of one
or more internal components of the O-RU when these are configured to a certain state via endpoint mapping. The
parameters carrier-types and center -from-fregoffset may be omitted to indicate that their value does not affect the O-
RU’ s resource usage, i.e., awildcard entry.

An entry of set provides alist of one or more config entries. The value of max-over lapping-instances indicates the
number of config entries which may be activated simultaneously in time, including multiple activations of the same
config entry within a set. When max-overlapping-instancesis 1 the O-DU can only utilize one config entry from the
set. Simultaneously overlapping is defined by the DL or UL signals overlapping in time when transmitted or received
by the O-RU at the antenna connector. The config entries are indirectly activated when the O-RU receives C-plane
messages which can be processed by the capabilities reported in those entries.

NOTE: When Section Type 3 C-plane messages are received the O-RU may rely on fields such as filterlndex,
timeOffset, frameStructure and freqOffset to map to internal processing resources.

An entry of combination provides alist of one or more sets from which one or more config entries (dependent on the
value of max-overlapping-instances of the specific set) may be activated at an overlapping moment in time. At any
overlapping moment in time only a single combination entry shall be applied to the O-RU. I.e., config entries from
different combination entries shall not be activated simultaneously. The combination entry which the O-DU intents to
utilize shall be conveyed to the O-RU via combination-configuration as part of the general carrier configuration
procedure. Optionally the O-DU may convey its intent to utilize a subset of sets and configs of the selected
combination via the same parameter. If the list of configurationsis not populated by the O-DU, the O-RU shall assume
that the combination entry will be utilized to the greatest extent possible.

In al casesthe activation of aparticular configuration is performed indirectly by a combination of M-plane
configuration and received C-plane messages as they are mapped to the internal processing resources of the O-RU. In
cases where conflicts arise between the capabilities of the endpoint conveyed via supported-configur ation-
combinations and other endpoint level capabilitiesit isthe most restrictive capacity restriction option that shall apply.
In other words, al applicable restrictions shall be met.

Once the supported combinations are advertised by the O-RU, the O-DU is expected to comply with a given
combination capability advertised by the O-RU. However, if the O-DU for any reason violates the O-RU advertised
capabilities, the O-RU shall send an alarm notification, e.g., ‘fault-id = 31" to subscribers following the procedures
defined in clause 11 and Table A.1-1.
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combination(]

set[]

| max-overlapping-instances

config[]

SCs
carrier-types
filter-pass-bandwidth
max-prb-range
center-from-freqoffset
supported-filter-indices

Figure 15.9-1: Supported configuration combinations group list overview

The config listed parameter center -from-freqoffset indicates whether deriving a new carrier center from a C-plane
section type 3 message (as defined in [2] clause 15.4.1) is expected to be enabled for the activate configuration. It shall
be enabled viathe endpoint level parameter center -from-freqoffset-enabled. If an endpoint supports this capability, it
shall report so by setting center -from-freqoffset-supported to TRUE.

The config listed parameter filter-pass-bandwidth conveys the maximum size of the passband filter relative to the host
carrier center, as defined by center -of-channel-bandwidth, and therefore defines the frequency range from which
PRBs can be extracted with the endpoint. In turn, the O-DU configures the expected occupied bandwidth to the O-RU
via occupied-bandwidth, e.g., refer to [2] clause 15.4.1, 15.4.2 and 15.4.3. A list of supported filter pass bandwidthsis
provided in supported-filter-pass-bandwidths.

The config leaf-list parameter supported-filter -indices conveys the filter indices supported or intended by the config.
As an example, the O-RU may use the parameter to restrict an endpoint to only support NB-10T or a specific NB-10T
channel such as NPUSCH.

A staticRX endpoint intended to support a NB-10T carrier with an NPUSCH and two NPRACH channels may be
conveyed in asingle combination entry, asillustrated in Figure 15.9-2.
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combination[0]
set[0
[ ] ‘ max-..overlap..=1 One set-config is an endpoint
instance of configuration/
- capacity
Conflg[O] Multiple instances may be
supported with max-
scs=15 ‘ max-prb-range=1 filter-..bandwidth overlapping-instances
carrier-types=Ite center-from-freqoffset=TRUE
set[1] Maximum available
‘ max-..overlap..=2 configuration:
set[0]config[0] +
config[0] set[1]config[0]x2
scs=3.75 ‘ max-prb-range=4 filter-..bandwidth
carrier-types=Ite center-from-freqoffset=TRUE

Figure 15.9-2: Example a static RX endpoint indirectly indicating support for a single NB-10T carrier support
with one NPUSCH and two NPRACH channels

A static RX endpoint may additionally support an LTE carrier and PRACH, however, not at the same time as an NB-
loT carrier. In which case, an additional combination entry may be listed to convey support for either NB-10T or an
LTE carrier asshown in Figure 15.9-3.
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combination[0]
set[0]
config[0]
‘ scs=15 ‘ max-prb-range=1 filter-..bandwidth ‘
carrier-types=Ite center-from-freqoffset=TRUE '/
set[1]
config[0]
‘ scs=3.75 ‘ max-prb-range=4 filter-..bandwidth
carrier-types=Ite center-from-freqoffset=TRUE

Maximum available
configuration:
set[0]config[0] +
set[1]config[0]x2
Or the alternative
combination:
comb|[1]set[0][config[0]+
comb[1]set[1][config[0/1]

combination[1]

set[0]

max-..overlap..=1

config[0]

scs=15 ‘ max-prb-range=100 filter-..bandwidth

carrier-types=Ite center-from-freqoffset=F ALSE

set[1]
config[0]
‘ scs=1.25 ‘ max-prb-range=72 filter-..bandwidth
! carrier-types=Ite center-from-freqoffset=F ALSE
config[1]
scs=7.5 ‘ max-prb-range=14 filter-..bandwidth
carrier-types=Ite ! center-from-freqoffset=F ALSE

Figure 15.9-3: Example A staticRX endpoint indirectly indicating support for either a NB-loT and LTE carrier,
however, not both at the same time

Finally, an endpoint capability report may be structured to indicate a large degree of flexibility in terms of active
configsasillustrated in combination-1 of Figure 15.9-4 which shows any three combinations of the listed configs may
be utilized. Whereas combination-0 can only support a single instance of a 15 kHz channel.

combination[0]
set[0]
config[0]
‘ scs=15 ‘ max-prb-range=1 filter-..bandwidth
! carrier-types=Ite center-from-freqoffset=TRUE
set[1]
config[0]
‘ scs=3.75 ‘ max-prb-range=4 filter-..bandwidth
| carrier-types=Ite center-from-freqoffset=TRUE

combination[1]

set[0]

config[0]

scs=15 ‘ max-prb-range=1 filter-..bandwidth

carrier-types=Ite center-from-freqoffset=TRUE

config[1]

‘ scs=3.75 ‘

max-prb-range=4 filter-..bandwidth

carrier-types=Ite center-from-freqoffset=F ALSE

Figure 15.9-4: Example A static RX endpoint indirectly indicating support for a NB-10T carrier with more
flexibility in the right-hand side combination
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15.10 U-Plane message limits

O-RU may indicate that its endpoints have U-Plane message processing limits as specified in clause 8.5.1 of CUS-Plane
specification [2], by including feature UPL ANE-M ESSAGE-PROCESSING-LIMITS in o-ran-wg4-features.yang.
The presence of this feature means, an O-RU may expose data node uplane-message-pr ocessing-limits-

required per static-low-level-tx-endpoint via endpoint-types. uplane-message-processing-limits-required indicates
whether an endpoint has U-Plane message processing limits or not.

1) If O-DU supports feature UPLANE-M ESSAGE-PROCESSING-LIMITS and supports the leaf max-
section-header s-per-uplane-message, it should set uplane-message-section-header -limit-enabled to
‘true’ and should comply with O-RU limit specified by the parameters max-section-header s-per-uplane-
message when forming U-Plane messages.

2)  When the O-DU does not configure the leaf uplane-message-section-header-limit-enabled to ‘true’, O-RU
shall process the U-Plane messages that exceed the limits even though the O-RU may operate with degraded
performance or capacity, (refer to [2] clause 8.5.1 for more details).

3)  When U-Plane message exceeds the limit reported by O-RU, O-RU may raise alarm to indicate the degraded
performance or capacity. For details about alarm notification 'fault-id = 31', refer to Table A.1-1.

16 Licensed assisted access

16.1 Introduction:

Licensed-assisted access (LAA) leverages the carrier-aggregation (CA) functionality. With LAA, CA is performed
between licensed and unlicensed component carriers (CCs). This enablesthe LAA system to opportunistically benefit
from using unlicensed spectrum (e.g., UNII bandsin the 5 GHz spectrum) to enhance the aggregated capacity of the O-
RU with the objective of enhancing the downlink throughput.

Several modificationsin the RAN are needed to enable LAA in the O-DU and O-RU such aslisten-before-talk (LBT),
discontinuous transmission, carrier-selection, discovery reference signal (DRS) transmission, etc. This clause is focused
on the LAA-related messages and procedures needed in the M-plane. The C-plane related messages are defined in
clause 7.2.5.2 of the CUS-plane spec [2].

This version of the M-plane spec supports only LAA based on Rel. 13 of the 3GPP specs, where transmission on the
unlicensed spectrum can be done only in the downlink direction. The support of eLAA Rel. 14 (i.e., enabling UL
transmission on the unlicensed spectrum) may be included in alater version of the M-plane spec.

The modifications at M-plane to Support LAA can be summarized as follows:
1) LAA-initiation process. O-DU learns about O-RU capabilities and configuresit.

- O-RU LAA Support: The O-RU indicates it supports LAA by including support for the "urn:o-
ran:laacx.y" and "urn:o-ran:laa-operations:x.y" namespacesin itsietf-yang-library model as specified in
RFC 8525 [59].

- O-RU LAA Capability Information: When the LAA featureis enabled, leafs corresponding to LAA-
related O-RU capabilities, such asthe number of supported LAA SCarriers, maximum LAA buffer size,
etc, are conveyed viathe M-plane to the O-DU as part of the o-ran-module-cap.yang module.

- O-RU LAA Configuration: The NETCONF client configures the unlicensed LAA component carrier
with the LAA-related parameters such as the energy-detection threshold, DRS measurement timing
configuration (DM TC) period, etc. as part of the o-ran-uplane-config.yang module. The configuration of
the number of LAA SCarriers, multi-carrier type, etc. is performed using the o-ran-laa.yang Module.

- For explanation of the LAA-initiation process, please refer to Figure 6.1.1 in clause 6, where the O-RU
LAA capability info is conveyed within the "Retrieval of O-RU information™ step, while the O-RU LAA
configurations are conveyed in " Configuring the O-RU operational parameters’ step in Figure 6.1.1.
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2) Carrier-selection: Selecting the best channel in the unlicensed band, both initially and dynamically over time,
asillustrated in Figure 16.1-1.

O-RU 0-DuU
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<
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b -
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1 ]
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<measurement-result><hband-result> <measurement-success>TRUE</measurement-success>...
</band-result=</measurement-result></notification= o

Call}

J-DU may or may not reconfigure
the cell with a new frequency.

<active=INACTIVE</active= for "LAA tx-array-carrier(s)”
<fedit-config=</rpc=

-
-

<rpc-reply= OK <frpc-reply=

! <rpc><edit-config>

<rpc=<edit-config>
 delete "LAA tx-array-carrier(s)” </edit-config></rpc>

-

<rpe-reply> OK </rpe-reply>

<rpc=<edit-config=
_ create "LAA tx-array-carrier(s)” </edit-config></rpc>

.

| <rpc-reply= OK <frpc-reply=

Y

<rpc=<edit-config>
<active>ACTIVE</active> for "LAA tx-array-carrier(s)"
<fedit-config=</rpc>

-
-

<rpc-reply= OK <frpc-reply=

Y

alt [Failure Case]

| <notification>
| <measurement-result><band-result> <measurement-success>FALSE</measurement-success>
I <failure-message=... </failure-message=

i </band-result></measurement-result></notification=
]

1

1

1

|

J

L
-

O0-DU will perform measurements later ﬁ

[Failure case]

<rpc-reply= <stat-mesurements> <hand-config=<status=REJECTED </status=

Y

| </hand-config></stat-measurements> </rpc-reply>
T

O-RU 0-Du

Figure 16.1-1: Carrier-Selection Call-flow

16.2  LAA-initiation process

16.2.1 LAA module capabilities

During LAA-initiation, the O-RU reportsits LAA capabilitiesto the NETCONF client. These capabilities are sent at the
start up as part of the o-ran-module-cap.yang module. The attributes included are;
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1) sub-band-frequency-ranges: The unlicensed sub-bands (e.g., 46A, 46B, etc.) that are supported at the O-RU
and their frequency ranges

2)  number-of-laa-scarriers (uint8): Number of LAA SCarriers that the O-RU can support.

3) maximum-laa-buffer-size (uint16): Maximum O-RU buffer sizein Kilobytes (KB) per CC. This parameter is
needed at the O-DU to know how much data can be sent in advance and stored at the O-RU to address the
LBT uncertainty.

4)  maximum-processing-time (uint16): Maximum O-RU Processing time in microseconds at the O-RU to
handl e the received/transmitted packets from/to the O-DU. This parameter is needed at the O-DU to determine
the time where it needs to send the data to the O-RU.

5)  sdf-configure (Boolean): Capability to manage the contention window at the O-RU. Based on the CUS-spec,
there are two modes of operation for LAA, 1) when the contention window is managed by the O-DU, and 2)
when the contention window is managed by the O-RU. Thisfield is set to Trueif the O-RU can manage the
contention window locally.

16.2.2 LAA O-RU parameter configuration

The second stage of the LAA-initiation process is the configuration message (using RPC edit-config). In this message,
the O-DU configures the O-RU with the required parameters in the downlink direction. LAA parameters can be
configured by Netconf Client after capability exchange is finished. It can aso be sent as needed, to reconfigure the O-
RU with new parameters (e.g., ed-threshold-pdsch, etc.). The attributes of this message (o-ran-laa.yang Module)
include:

1) number-of-laa-scarriers (uint8): Number of LAA SCarriersto be used at the O-RU. This number should be
less than or equal the number reported by the O-RU in its modul e capabilities.

2) multi-carrier-type (Enumeration): Thisvalueindicatesthe list of multi carrier types (A1, A2, B1, B2) as
specified in clause 15.1.5 of 3GPP TS 36.213 [32].

3) multi-carrier-tx (Boolean): This value indicates whether self-deferral is activated or not. "True" indicates
transmission on channel access win (i.e., no self-deferral). "False" indicates mutual transmission on multiple
carriers.

4)  multi-carrier-freeze (Boolean): Thisvalue indicatesif the absence of other technology in the unlicensed band
can be guaranteed. This attribute can only be used when the multi-carrier-type is Al. "False" indicates that
absence of other technology is not guaranteed.

5) laa-ending-dwpts-supported (Boolean): This value indicates whether LAA ending in Downlink Pilot Time
Slot (DWPTY) is supported.

6) laa-starting-in-second-slot-supported (Boolean): Thisvaue indicates LAA starting in second slot is
supported.

LAA carrier configurations (o-ran-uplane-conf.yang Module) include:

1) ed-threshold-pdsch (int8): This value indicates the energy detection (ED) threshold for LBT for PDSCH and
for measurementsin dBm.

2) ed-threshold-drs(int8): This value indicates the ED threshold for LBT for DRS in dBm.
3) tx-antenna-ports (uint8): Thisvalue indicates the Tx antenna ports for DRS.

4) transmission-power-for-drs(int8): This value indicates the offset of CRS power to reference signal power
(dB).

5) dmtc-period (enumeration): Thisvalue indicates DMTC period in milliseconds.
6) dmtc-offset (uint8): Thisvaueindicates DMTC offset in Subframes.

7) Ibt-timer (uint16): Thisvalue indicates LBT Timer in milliseconds.

ETSI



158 ETSI TS 104 023 V12.01 (2024-05)

If Self Configure capability is set to "true", the following parameters are also needed to be configured. For every traffic
priority class, the O-DU needs to configure maximum CW usage counter. This value indicates the maximum value of
counter which shows how many max congestion window value is used for back off number of each priority class traffic.
Thisvalue, as specified in clause 15.1.3 of 3GPP TS 36.213 [32], is represented as K. Based on the 3GPP specification,
this value is selected by O-RU from the set of values{1, 2, ..., 8}

16.3 Carrier selection

16.3.1 LAA measurements

The function of the message "rpc start-measurements' isto order the O-RU to start measurements. This message can
be used for carrier selection initialy or dynamically over time. O-RU sends RPC response where status==ACCEPTED
(positive case) or REJECTED (negative case). O-RU performs measurement and delivers result with respect to max
response time. If result is not ready on time - O-RU sends notification with "measurement-success' == FALSE and with
appropriate failure reason. For every configured band, the O-RU informs the NETCONF client whether the
measurement was successful or not. For bands with successful measurements, the O-RU reports the occupancy ratio and
average RSSI for each channel. For bands with failure measurements, the O-RU includes the reason (e.g., TIMEOUT
when the O-RU is not able to finish the measurement for this specific band).

The occupancy ratio of a given channel is defined as the percentage of the busy duration (i.e., measured signal power is
larger than the energy-detection threshold) to the total measurement duration of this specific channel. The energy-
detection threshold is specified in the o-ran-uplane-conf.yang module using the ed-thr eshold-pdsch leaf. Note that this
threshold is the same as the energy-detection threshold used for LBT for PDSCH transmission. The total measurement
duration per channel is specified in o-ran-laa-operation module using the duration-per-channel leaf. The range of the
occupancy ratio is from 0% (no signal is detected over the total measurement duration per channel) to 100% (i.e.,
channel was always occupied during measurement).

The average RSSI of the measured channel is the measured power of this specific channel averaged over the total
measurement duration per channel. This parameter is reported to the NETCONF client in dBm and takes a value from
the range 0 dBm to -128 dBm.

16.3.2 LAA carrier frequency configuration

After receiving the measurements, the NETCONF client configures the O-RU with the new channel(s), if needed. To
start radio transmission and reception with a new centre frequency, for every component carrier (CC) that needs to be
re-configured with a new centre frequency, the O-DU shall first deactivate the TX carrier, delete it, then create a new
TX carrier (using the new centre carrier frequency as well as any other new configurations), and then activate the TX
carrier again to start OTA operation. The procedure for deactivating/del eting/creating/activating the carrier is explained
in clause 15.3: Carrier Configuration, in the M-plane specification and elaborated in Figure 15.2.4.1.

NOTE 1: The creation of LAA carriersisidentical to the creation of regular carriers but in the unlicensed bands. O-
RU responds to the configuration request with success or failure.

NOTE 2: The carrier-selection algorithm at the O-DU (i.e., selecting the "best" channel based on the reported
measurements from the O-RU) is an implementation issue and is out of the scope of this document.

17 Shared cell

17.1 Introduction

This cluse specifies the support of the "Shared Cell" O-RU use case. The features of C/U-Plane aspects are described in
clause 13 of [2]. The M-Plane aspects necessary to support Shared Cell are described in this clause 17.
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17.2  Architecture

The NETCONF client (O-RU Controller) establishes M-Plane connection individually to each O-RU, where the O-RUs
are operating in either cascade mode or FHM mode, asillustrated in Figure 17.2-1.

In Figure 17.2-1, solid lines indicate C/U-plane interface and dotted lines indicate M-plane interface. Therefore, from
the M-Plane point of view, the same architecture model can be applied as specified in clause 5.1.2. New functionality
which is regquired to be added, together with existing functionality which is required to be enhanced are specified in
clauses 17.3 to 17.6. There are no changes to the functionality described in the following clauses and their associated
YANG models:

- Clause 8 : Software Management
- Clause 11 : Fault Management
- Clause 12 : File Management

A NETCONF client with suitable privilegesis able to trigger areset procedure for each O-RU. It is strongly
recommended that when triggering the reset procedures for multiple O-RUs, a NETCONF client should order the
procedures such that areset of an individual O-RU does not affect the operation of other O-RUs operating in either
cascade or FHM mode. This can be achieved by correct ordering of the triggering of the reset procedure between the
different O-RUs. For example, when triggering areset involving multiple O-RUs operating in cascade mode, the
ordering of the reset trigger sent by the NETCONF client should be done beginning with the last (most-southern) O-RU
to the first (most northern) O-RU in chain. In configuration where FHM is used - when FHM reset is needed, O-RUs
connected through this FHM should be reset first, then FHM reset can be performed. It is strongly recommended to
disable carriers affected by such areset procedure prior to the triggering of the reset to minimize the impact on C/U-
plane traffic as much as possible. In case an O-RU connected through FHM requires to be reset - the reset does not
impact to other O-RUs.

NOTE: Thereisno difference between Hierarchical M-plane architecture and Hybrid M-plane architecture from
the point of reset ordering in either cascade mode (chain topology), or FHM maode (star topology).

Using this approach, a NETCONF client can performs software management on multiple O-RUs. Since this procedure
may require the reset of the O-RU to update the appropriate software file(s) for the O-RUs, the NETCONF client is
recommended to order the software management procedures such that the reset procedure issued against one O-RU
shall not impact the other O-RUs or FHM.
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Figure 17.2-1: M-Plane Connection

Start-up and Installation

This clause provides the consideration regarding the shared cell specific additional mechanism for the overall start-up
mechanism for "O-RUs with Copy and Combine function” and for " O-RUs without Copy and Combine function”.

Each O-RU establishes M-Plane connection individually to the NETCONF client in the O-RU Controller. The
procedures through Transport Layer initialization (DHCP process and VLAN scanning) and supervision of NETCONF
connection are the same as Figure 6.1.1 on clause 6 for both "O-RUs with Copy and Combine function" and "O-RUs
without Copy and Combine function".

For the transport layer initialization, the following assumptions are made:

The order of each O-RU’s M-plane establishment is not restricted because of the network transparency at
O-RU (FHM and Cascade).

For simplification, the network should be configured using a common management plane vlan-id or

untagged interface for all O-RUs within one shared cell network managed by same NETCONF client. As
aresult, the ssme vlan-id islearned by VLAN scanning by all O-RUs within the shared cell network.
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Figure 17.3-1: NETCONF establishment of the start-up

In the step "retrieval of O-RU information", the NETCONF client retrieves the O-RUs' capability from the NETCONF
servers by using individual M-plane connection in parallel. The Copy and Combine related capability is defined in

clause 17.6.1.

After the retrieval of O-RU information, the NETCONF client performs the topology discovery procedure in order to
discover the topology of NETCONF servers within one shared cell network. (See clause 17.6.3)
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(O-RU with Copy and Combine)
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Figure 17.3-2: RU information retrieval and topology detection at the start-up

The NETCONF client performs software management per O-RU as described in clause 8.

Asdescribed in clause 17.2, as the reset procedure is required during the software management procedure, it is
recommended that the NETCONF client resets the O-RU while taking account of the topology of O-RUs and whether a
reset of one O-RU will affect other O-RUs in the chain or star topology.

NETCONF Server NETCONF Server
(O-RU with Copy and Combine) || | NETCONF Client | | (O-RU without Capy and Combing)

| Software Management I}]
Software Management D’] |
NETCONF Server NETCONF Client NETCONF Server
(O-RU with Copy and Combine) (O-RU without Copy and Combing)

Figure 17.3-3: Software management per O-RU

After the software management steps are completed for all NETCONF servers, the NETCONF client performs shared
cell configuration. (See clause 17.6.3)

The NETCONF client performs transport configuration, connectivity check configuration, C/U-plane transport
connectivity check procedure, Retrieval of the O-RU Delay Profile and U-plane configuration procedures for al O-
RUs.

In this version of the specification, the only processing element definition used for supporting shared cell isthe
Ethernet-type-flow which is a combination of VLAN identity and MAC address. The vlan-id(s) used for C/U-plane
transport-flows is/are common to all O-RUs operating within one shared cell network.

The Ethernet bridging functionality in an O-RU with Copy and Combine function is able to bridge the Ethernet
Loopback messages between the O-DU and other O-RUs configured as part of the shared cell operation. For more
details, see clause 17.6.2.

The u-plane configuration in o-ran-uplane-conf module shall have identical configuration except config-false instances
names and low-level-tx(rx)-endpoints’ names for all O-RUs operating within the one shared cell network. The value of
gain in tx-array-carriers can be independently configured per O-RU (, i.e.,, acommon value is not mandatory).

The u-plane configuration in o-ran-uplane-conf module is no longer required for O-RU (FHM). Instead, shar ed-cell-
copy-uplane-config and shar ed-cell-combine-uplane-config in o-ran-shared-cell.yang module are used. (See clause
17.6.4)

NOTE: Inthisversion of the specification, only eCPRI headers are supported for the C/U-Plane protocaol (| i.e.,
support of the IEEE 1914.3 header is not defined)
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Figure 17.3-4: shared cell configuration and u-plane configuration

The NETCONF client performs further steps for the regular start-up procedure as described in clause 6.
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Figure 17.3-5: further steps for start-up procedure

17.4  Performance management

This clause provides description of the specific part of Performance Management for shared cell.
transceiver -stats:

O-RU (Cascade/ FHM) has multiple connections to O-DU and O-RU (Cascade/Normal). The baseline O-RU
models permit O-RUs to be defined with multiple ports and multiple transceiver modules. Transceiver moduleis
defined by o-ran-transceiver which refers the port-number for these interfaces. Please refer to clause 17.6.1 O-RU
Information for Shared Cell. In this case, the O-RU (Cascade / FHM) shall be able to report transceiver -stats per
port-number.

Rx-window-stats:

O-RU (Cascade/ FHM) shall monitor rx-window-stats per eaxc-id, per transport or per hardware component (O-
RU) because it receives data flow from the north-node.

NOTE 1: Thisversion of the specification does support rx-window-stats to monitor the downlink reception
window and doesn’t support monitoring by an O-RU of the uplink traffic from south-node.

Tx-stats:

O-RU (Cascade / FHM) shall monitor tx-stats per eaxc-id, per transport or per hardware component (O-RU)
because it transmits data flow to the north-node.

NOTE 2: Thisversion of the specification does support tx-stats to monitor uplink traffic and doesn’'t support
monitoring by an O-RU of the downlink traffic to south-node.

Epe-stats:
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O-RU (Cascade / FHM) shall monitor epe-stats per hardware component.
Symbol-rssi-stats:
O-RU may monitor symbol-r ssi-stats per rx-array-carrier.

NOTE 3: O-RU without radio transmission/reception capability (FHM) does not support monitoring of symbol-
rssi-stats

Table 17.4-1: Measurement-group of O-RU (Cascade / FHM)

Measurement-group measurement-units
transceiver-stats port-number (multiple)
rx-window-stats eaxc-id, transport or hardware component (O-RU)

tx-stats eaxc-id, transport or hardware component (O-RU)
epe-stats hardware component
symbol-rssi-stats- rx-array-carrier
object

For more detail, please refer to Table B.2-1 Counters definition in Annex B.

17.5 Delay management

In the shared cell environment, the use of O-RU Adaptive Delay capability is not permitted. The O-DU and each O-RU
have their own delay parameters and supported transmission window and reception window. Also, the topology of the
O-RU configuration can be detected by the topology discovery procedure.

The O-DU can determine the delay budget between itself and the O-RUs considering the O-RUS' topology and delay
parameters and its own transmission window and reception window. During this discovery, the required processing time
of the O-RU is also considered. The O-RU processing time includes the copy operation for downlink operation, and the
combine operation for uplink operation, and the delay periods for the copy and combine operations are defined as t-
copy and t-combine in o-ran-shared-cell.yang module;

- t-copy: Corresponding to the maximum FHM or cascade O-RU processing delay between receiving an
IQ sample over the fronthaul interface from the north-node, coping it and transmitting it over the
fronthaul interface to the south-node.

- t-combine: Corresponding to the maximum FHM or cascade O-RU processing delay between receiving
an 1Q sample over the fronthaul interface from the south-node(s), combing them and transmitting it over
the fronthaul interface to the north-node.

Therefore, based on the above information, the O-DU can determine how many O-RUs are configured to operatein a
shared cell instance.

After the delay budget between the O-DU and the furthest (southern-most) O-RU in the chain is determined, multiple
O-RUs can be configured to operate in between the O-DU and the furthest O-RU. The time budget between the O-DU
and the furthest O-RU is constant and is shared for all O-RUs operating in cascade mode.

For combine function operation, the O-RU shall await the successful reception of the eCPRI frame(s) from the south-
node(s). Once the FHM receives the eCPRI frame from al of the south-nodes, the O-RU (FHM) can perform the
combine operation. Once the cascade O-RU receives the eCPRI frame from the south-node, the O-RU can perform the
combine operation using the eCPRI frame and received radio information. The maximum time an O-RU is permitted to
wait for the required eCPRI framesis set by the ta3-prime-max configured by NETCONF client. If the O-RU cannot
commence the combination procedure until atime after the configured ta3-prime-max minus t-combine, e.g., dueto
the delayed reception of eCPRI frame(s), the O-RU shall discard the delayed eCPRI frames if received and combine
other received frames (for FHM mode) or radio information (for Cascade mode). The configurable ta3-prime-max
shall be equal to or less than ta3-prime-max-upper -limit which is the capability of O-RU, related to the internal
memory for combine operation. The detail for C/U-plane aspectsis described in clause 13.4.3 of [2].
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The ta3-prime-max schema node is relevant to the timing on each symbol. The scs schema node indicates each symbol
timing. The capability of supported SCSes is reported by leaf-list scs-supported. Among them the intended SCSes
should be informed to FHM/Cascade O-RU as scs schema node, associating with eaxc-id. SCSin an eaxc-id can be
different from that of another eaxc-id. SCSin an eaxc-id can be a so plural. FHM/Cascade O-RU reports the capability
of supporting multiple SCS in asingle eaxc-id as the feature MUL TIPLE-SCS-IN-EAXC, and O-DU should check
before configuring multiple SCSin a single eaxc-id.

- ta3-prime-max: The latest time that FHM or cascade O-RU is allowed to send UL U-plane message to
north-node relative to reception timing at O-RU antenna.

- ta3-prime-max-upper-limit: The upper limit for the configurable ta3-prime-max value. Thisisthe
capability information of O-RU that comes from the O-RU internal memory for the combine operation.

Clause 13.5.3 of the CUS specification [2] introduces new parameters for controlling combine operations:
- t-combine-net: isthe read-only processing delay as the reported by the FHM/Cascade O-RU

- tx-duration: isa configurable parameter by O-DU or a calculated parameter by FHM/Cascade O-RU,
corresponding to the message transmission duration

where

the sum of t-combine-net processing delay and the maximum tx-duration transmission duration corresponds
to the t-combine duration.

NOTE: CUS Plane [2] refersto these parametersas T_Combine_net, Tx_Duration and T_Comb.

An FHM/Cascade O-RU can signal to an O-RU Controller that it supports these parameters by indicating it supports the
ENHANCED-T-COMBINE YANG feature. The O-DU configures such an FHM/Cascade O-RU to use the new
parameters by setting the enhanced-t-combine-enabled to ‘true’. In this case, the FHM/Cascade O-RU shall uset-
combine-net and tx-duration to calculate the T_waiting (Refer to 13.5.3 of [2]) instead of t-combine. If enhanced-t-
combine-enabled is set to ‘true’ and if no value of tx-duration is configured by the O-DU, the FHM/Cascade O-RU
shall calculate tx-duration from shar ed-cell-combine-entities, ensuring that the maximum amount of calculation
doesn’'t exceed the symbol duration without cyclic prefix designated by ta3-prime-max.

17.6  Details of O-RU operations for shared cell

17.6.1 O-RU information for shared cell

This clause provides the function detail of O-RU operations for a shared cell.

Interfaces to south-node of O-RU with Copy and Combine function

Cascade O-RU has one additional transport interface to south-node and FHM has more than one additional transport
interfaces to south-nodes, illustrated in Figure 17.6.1-1.
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transport interfaces in O-RU
[vlan of interface to north-node] [vlan of interface to south-node]
iett-interface iett-interface
(type=I2vlan) (type=I2vlan)
mac-address mac-address
(=mac-address in port of (=mac-address in port of
the interface to notth-node) the interface to south-node)
wlan wlan
h h
north-node [port of interface to north-nodg] [port of interface to south-node] south-node
ietkinterface ietkinterface
interface (with o-ran-interface augmentation) {with o-ran-interface augmentation) interface
(type=ethernetCsmacd) (type=ethernetCsmacd)
mac-address mac-address
port-number port-number

Figure 17.6.1-1: Transport Interfaces of both side of O-RU

Both the interface to north-node and the interface to south-node can be defined by ietf-interface Y ANG model with
type = ethernetCsmacd, augmented by o-ran-interface for mac-address and port-number. Transceiver moduleis
defined by o-ran-transceiver which refers the port-number for these interfaces. The maximum number of the interfaces
isjust the number of physical interfaces within the O-RU.

NOTE: The present document defines the use of IEEE 802.1X port based access control, as described in clause
7.12. In order to use |EEE 802.1X, a supplicant PAE in an O-RU needs to signal with an authenticator
PAE. The present document does not define operation of an authenticator PAE in an O-RU, instead only
defining operation of the supplicant PAE functionality. Operators wanting to benefit from |EEE 802.1X
when operating a shared cell configuration need to consider which network element(s) is/are responsible
for supporting the authenticator PAE function.

Therole of interfaces shall be detected by topology discovery procedure described in clause 17.6.2.

If the O-RU has any interfaces to south-node and if they are utilized for shared cell scenario, the NETCONF client shall
configure the higher layer ietf-interface (type =I2vlan) including configuring the corresponding mac-addr ess and C/U-
plane vlan-id configuration for each ietf-interface (type = ethernetCsmacd) to south-node, in addition to the higher

layer ietf-interface (type = 12vlan) configured for the ietf-interface (type =ethernetCsmacd) to north-node in clause 7.3.

If an interface to a south-node is not used for shared cell scenario, the NETCONF client doesn’t need to configure the
higher layer ietf-interface (type = 12vlan) for it.

Capability of O-RU with Copy and Combine function

The configuration for Copy and Combine function is defined in the o-ran-shared-cell.yang module. The presence of this
yang module signalled in O-RU’s Y ANG library indicates that O-RU can support the copy and combine function. The
shared-cell-module-cap container includes the information for the internal maximum processing delay for both the
copy function and the combine function required for delay management operations. The shar ed-cell-module-cap
container a so includes the information defining the maximum numbers of copy and combine functions supported. This
information is used by the NETCONF client to determine how many south-nodes can be supported and how many eaxc-
ids can be used for copy and combine procedures. It also contains the information defining the compression capability
supported by the FHM. It contains scs-supported capability of FHM in the present document.

For the cascade mode, the cascade O-RU shall support normal O-RU operations, i.e., radio transmission and reception.
For the FHM mode, the FHM doesn't have the capability for radio transmission and reception. The o-ran-shared-
cell.yang modul e defines the feature FHM to indicate that O-RU acts as FHM and doesn’t have the capability of radio
transmission and reception.

Y ang modules for FHM mode
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Especially for the FHM mode, some of the yang modules are not necessary because the FHM doesn’t have the
capability for radio transmission and reception. The following yang modules are not applicable for O-RU (FHM). For
more detail, please see Annex C.1.

- o-ran-ald module and o-ran-ald-port: Antenna Line device is directly connected to O-RU.

- o-ran-laa-operations and o-ran-laa: out-scope for LAA and radio transmission related only.
- o-ran-module-cap: radio transmission related parameters only

- o-ran-beamforming: radio transmission (beamforming) specific parameters only

- o-ran-uplane-conf: radio transmission (uplane configuration) specific parameters only.

17.6.2 Topology discovery procedure

The O-DU shall determine the topology (adjacency relationships) of O-RUs for the shared cell. In this version of the
specification, only Ethernet based transport of C/U sessions for shared cellsis supported. The shared cell topology
discovery procedure operates at the Ethernet layer, using the LBM/LBR connectivity checking procedure defined in
clause 7.6 to fill the Ethernet Forwarding Information Base (FIB), and is based on the O-DU recovering the FIB. The
transparent bridge functionality is used in the shared cell capable O-RUs operating in FHM and/or cascade mode.

In atypical operation, an O-DU performs a two-stage procedure for determining the topology:

1) Inafirst stage, the O-DU performs Ethernet connectivity monitoring on all discovered O-RU MAC addresses,
using the procedures defined in clause 7.6.1. The sending of the Ethernet Loopback responses from the
discovered MAC addresses ensures that the transparent bridges in the O-RUs operating in FHM and cascade
mode automatically learns the MAC addresses switched through these devices.

NOTE: Inaddition to Ethernet connectivity monitoring, DHCP discovery, call home and M-plane connection
establishment can also be used to populate information in the FIB and so may be sufficient when an O-
RU only has asingle port configured for interfacing to its north-node.

2) Inasecond stage, the O-DU uses the o-ran-ethernet-forwarding.yang module to discover which MAC
addresses have been learnt by the Ethernet bridge functionality. The O-DU usesthe individual Ethernet
forwarding table entries to determine the adjacency relationships.

If the topology of the cascade architecture does not ensure that Ethernet frames sent between a south-node and a north-
node are bridged by an O-RU, the O-DU needs information in addition to the O-RU FIB to perform topology discovery.
How an O-DU becomes aware that additional information is required, together with the definition of such information,
is outside the scope of the present document.

Figure 17.6.2-1 illustrates an example of the MAC address configuration for a set of O-RUs configured in cascade
mode and FHM mode of operations, together with the associated Transparent Bridge FIB tables.
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c/asc’ade Mode

O-RU#1
shared-cell-capable)

if:mac-address/ru#1-1

Bridge FIB Table

port rug#l-1: dug#
port ru#1-2; rug2-1
port ru#1-2: rugs-1

[T

if:mac-address/ru#1-2

0-RU#2

(shared-cell-capable)

itmac-address/ru#2-1

Bridge FIB Table

port ru#2-1: dug#
port ru#2-2; rugs-1

if:mac-address/ru#2-2

[ |

0-RU#3

(shared-cell-capable)

itmac-address/ru#3-1

Bridge FIB Table

port ru#3-1: dug#l
port rug3-2: <null=

it mac-address/ru#3-2

iy

O-DU
mac-address/dug1 mac-address/du#2
FHM Mode
0-RU#FHM
(shared-cell-capable)

Bridge FIB Table

" part FHMO: du#2

l it mac-address/ru#FHMO part FHMa' ru#a

port FHMb: ru#

port FHMC: rus#c
0-RU#A
(legacy)

[

i mac-addressiru#a |

1 it mac-address/ru#FHMa

0-RU#B
(legacy)

l it mac-address/ru#b [

“ it mac-address/ru#FHMb l

0-RU#C
(legacy)

l if:mac-address/ru#c I

T if:mac-address/ru#FHMc l

Figure 17.6.2-1: Bridge FIB table entries learned from LBM/LMR connectivity check procedures

17.6.3 Shared cell configuration

Shared cell configuration consists of shared cell copy entities and shared cell combine entities. For the shared cell
configuration, the choice-case statement shar ed-cell-copy-combine-model is used for future enhancement.

Both shared cell copy entities and shared cell combine entities define the transport-flows for the processing elements
of the interface to north-node and the interface to south-node. The combine entities contain the ta3-prime-max to be
used in delay management as described in clause 17.5.

As per conventional o-ran-processing-element.yang, the transport-flow (eth-flow) of the processing element isa
combination of o-du-mac-address, ru-mac-address and vlan-id for legacy eth-flow.

The O-RU management plane introduces 2 eth-flow options for shared cell scenario:
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- The transport-flow definition for the interface to north-node: north-eth-flow is a combination of north-
node-mac-addr ess, ru-mac-addr ess and vlan-id.

- The transport-flow definition for the interface to south-node: south-eth-flow is a combination of south-
node-mac-addr ess, ru-mac-addr ess and vlan-id.

Either legacy eth-flow or north-eth-flow can be used for last (southern) O-RUs in star or chain topology.

The leaf o-du-mac-addr ess, north-node-mac-addr ess, south-node-mac-addr ess and r u-mac-addr ess are configured
asfollows:

FHM mode;
- north-eth-flow for the interface to north-node:
L] north-node-mac-address. MAC address of the north-node (O-DU)
" ru-mac-address: MAC address of the interface to north-node in O-RU(FHM)
" vlan-id
- south-eth-flow for the interface to south-node:
" south-node-mac-addr ess; MAC address of the south-node (O-RU)
L] ru-mac-address. MAC address of the interface to south-node in O-RU(FHM)
" vlan-id
NOTE 1. Samevlan-id is configured on both sets of processing elements.
Cascade mode;
- north-eth-flow for the interface to north-node:

L] north-node-mac-address. MAC address of the north-node (O-DU or O-RU interface to south-
node)

" ru-mac-address: MAC address of the interface to north-node in O-RU(cascade)
" vlan-id
- south-eth-flow for the interface to south-node:
" south-node-mac-address: MAC address of the south-node (O-RU interface to north-node)
L] ru-mac-address. MAC address of the interface to south-node in O-RU(cascade)
" vlan-id
NOTE 2: Same vlan-id is configured on both sets of processing elements.
Southern O-RU for FHM or Cascade mode:
- north-eth-flow for the interface to north-node: (Shared cell capable O-RU case)
L] north-node-mac-address. MAC address of the north-node (O-RU(FHM) interface to south-node)
" ru-mac-address: MAC address of the interface to north-node in O-RU
" vlan-id
or
- eth-flow for the interface to north-node: (Non shared cell capable O-RU case)
L] o-du-mac-address: MAC address of the north-node (O-RU(FHM) interface to south-node)

] ru-mac-address: MAC address of the interface to north-node in O-RU
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Copy and Combine functions are disabled if not configured, meaning the functions are disabled by default.

Figure 17.6.3-1 illustrates the shared cell configuration and transport configuration.

shared cell configuration

shared-cell-copy-entities

shared-cell-combine-entties

processing-element for north-node

processing-elements for south-nodes

processing-element for north-node
processing-elements for south-nodes

T
4l 4
"

T
4 4l
|

1] tran
¥

processing-element
(nornth-node)

interface-name
{north- eth-flow)

O north-node-mac-address
(naorth-node)

O ru-mac-address
{interface to north-node)

[
sypﬁ:}ﬁ@ﬂuraﬂ op n1|r

processing-element
(south-node)

interface-name
(south-eth-flow)

O south-node-mac-address
(south-node)

O ru-mac-address
{interface to south-node)

(with o-ran-interface augmentation)
(type=ethernetCsmacd)

O wlan-id O wlan-id
T T
!
1l 1
¥ Y
[vlan of interface to north-node] [vlan of interface to south-node]
ietinterface ietf-interface
(type=I12vlan) (type=12vlan)
| (]
] "
) )
north-node - - south-node
[port of interface to north-node] [port of interface to south-node]
interface ietf-interface ietkinterface interface

(with o-ran-interface augmentation)
(type=ethernetCsmacd)

Figure 17.6.3-1: Relation of Shared Cell Copy and Combine Entities and Transport Configuration

For the cascade mode, the processing element for north-node shall be connected to the low-level-tx(rx)-linksin u-plane
configuration asin the Figure 15.2.4-1 in clause 15.2.4. In the O-RU (FHM), there is no radio transmission. Figure
17.6.3-2 illustrates the exampl e of topology diagram and shared cell copy/combine entities. Each thick blue line

indicates the transport-flow in the processing element.
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O-RU#2a
(south-node)

O-DU

(north-node)
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" g 2
‘ ‘ - |&
north-hode-mac-address L' ~ 3
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(cascade) (south-node)
o-RU#0 |®
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| combine &

\. J \ u-plane-conf

Figure 17.6.3-2: Example of Topology and Shared cell Copy/Combine entities

The following is the information for this example of topology configuration.

FHM mode)

- One transport-flow for north-node corresponds to the two transport-flows for south-nodes: O-RU#2a
and 2b respectively. O-RU#2a and #2b have same u-plane configuration.

- Two transport-flows for north-node correspond to the two times two transport-flows for south-nodes:
O-RU#2x and #2y respectively. O-RU#2x and #2y have same u-plane configuration.

Cascade mode)

- Two transport-flows for north-node correspond to two transport-flows for south-node and own u-
plane-configuration. O-RU#1 and O-RU#2 have same u-plane configuration.

NOTE 3: "two transport-flows" aboveisjust the example scenario that two optical physical lines are used for
fronthaul connection, which has been supported in the present document.

The total capacity of the interfaces to north-node for FHM is assumed that required traffic can be transported for
multiple shared cells. O-RU Controller shall ensure that the capacity of any link shall not be exceeded due to copy and
combine configuration.

Information _only for the C/U-plane behaviour as the background at COMMON/SELECTIVE-BEAM-
ID/SELECTIVE shared cell copy and combine mode.
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For the traffic from the north-node to O-RU (FHM / cascade), there are DL C-plane and U-plane traffic and UL C-plane
traffic in the transport interface. When operating with COMM ON shared cell copy and combine mode, al C/U-plane
traffic received from north-node is copied and forwarded to the south-node(s). For the traffic from south-node, there is
UL U-plane traffic only in each transport interface to south-node. When operating with COM M ON shared cell copy and
combine mode, al U-plane traffic received from the south-node(s) is combined and forwarded to the north-node. It is
assumed that common compression mechanism for uplink is configured by M-plane for al O-RUs in one shared cell
network.

When operating with SELECTIVE or SELCTIVE-BEAM-ID shared cell copy and combine mode, some sel ected C/U-
plane traffic received from the north-node are copied and forwarded to the south-node and some sel ected U-plane traffic
received from south-node are combined and forwarded to the north-node. This version of the specification supports
SELECTIVE-BEAM-ID. SELECTIVE will be supported in afuture version.

17.6.4 U-plane configuration for FHM mode

For the FHM mode, O-RU (FHM) doesn’t need to have u-plane configuration defined in o-ran-uplane-conf.yang
module. Instead, O-RU (FHM) needs to have shared-cell specific u-plane configuration. The shar ed-cell-copy-uplane-
config isthe eaxc-id list used by DL C-plane, DL U-plane and UL C-plane traffic. The shared-cell-combine-uplane-
config includes the compression method of the UL U-plane traffic applied to O-RUs within the shared cell network in
shared cell combine function. The compression method is configurable per eaxc-id. It also contains downlink-radio-
frame-offset, downlink-sfn-offset and n-ta-offset to define the uplink timing of t=0 for the configured ta3-prime-
max. In addition, number-of-prb is also contained for the cases that all PRBsin numPrbc are controlled by C-plane
message or tx-duration is calculated by FHM.

FHM may have multiple sets of shared cell networks as described in Figure 17.6.3-2 E.g., O-RU#2a and O-RU#2b are
one shared cell network. O-RU#2x and O-RU#2y are another shared cell network. These two shared cell networks are
separated transport layer level definitions using separate processi ng-el ement/transport-flows. Nevertheless, the O-RU
Controller shall ensure that the eaxc-id allocation for the shared cell networks shall be unique per link (downlink or
uplink) in one O-RU (FHM). NETCONF client (O-RU Controller) shall ensure to alocate unique eaxc-id for O-RU(S)
per link within the shared cell network(s) in one O-RU (FHM).

NOTE 1: shared-cell-copy-uplane-config and shar ed-cell-combine-uplane-config are not applicable to the
cascade mode. Instead, o-ran-uplane-conf.yang module is applied.

NOTE 2: If the FHM supports the C/U-plane monitoring timer described in clause 7.10, then depending on how
long the O-DU takesto initiate sending of C/U plane data flows, it may be advisable for the NETCONF
client to initially disable the operation of the timer for the FHM before carrier activation to O-RUs that
are south-nodes for the FHM. Such an approach avoids the FHM sending spurious alarm notifications
triggered by O-DU delaysin initializing the sending of C/U plane data that exceed the default timer value.
Once C/U plane data flows have commenced, the NETCONF client can re-configure the timer with the
desired value and hence activate monitoring of the C/U plane connectivity by the FHM.

17.6.5 Support of selective transmission and reception function

This clause describes M-Plane support for selective transmission and reception function which is specified in clause
13.3 of [2]. There are two things to be introduced for supporting the function from M-Plane perspective;

- Feature which indicates FHM support for selective transmission and reception function

- Configuration parameters which indicate the mapping information between global beamld, O-RU(s) and
O-RU loca beamid.

If FHM indicates the feature "SELECTIVE-BEAM-ID" to O-DU, O-DU can configure the mapping information
between global beamid, O-RU(s) and O-RU local beamld to the FHM to use selective transmission and reception
function. For configuring the information, mapping-table-for -selective-beam-id is used.
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17.7 Cascade-FHM mode

17.7.1 Background

Theintroduction of Cascade-FHM mode is described in clause 13.7 of [2]. This clause describes mainly shared cell
configuration on cascaded FHMs. For other common parts, like start-up procedures, topology discovery procedure etc.,
please refer to relevant partsin clause 17. In this version of the specification, the maximum level of cascaded FHMsis
limited to 2. Thefirst cascade FHM nearest to O-DU is named FHM#1, the second FHM is named FHM#2.

17.7.2 Shared cell configuration on cascaded FHMs

The NETCONTF client needs to configure shared cell copy entities and shared cell combine entities on FHM#1 and
FHM#2 respectively.

In the Figure 17.7.2-1 there are two types of FHM to FHM traffic: 1) Type 1: the cell of traffic is on O-RUs of both
FHM#1 and FHM#2. For example, the Cell#1 of Same cell scenario; 2) Type 2: the cell of traffic is only on O-RUs of
FHM#2. For example, the Cell#2 of Two cells Scenario. In this scenario asingle SCS per FHM is assumed. When
multiple SCS are used in FHM, shared-cell-combine-entities are increased accordingly.

Same cell scenario Two cells scenario

Figure 17.7.2-1: Typical cell scenarios in Cascade-FHM mode

For Type 1, taking Cell#1 of Same cell scenario as example, the shared cell configuration on FHM#1 and FHM#2 are as
follows:

FHM#1:

- In DL direction, it needs one element of shar ed-cell-copy-entities with one of south nodes connecting to
FHM#2 and other south nodes connecting to the O-RUs serving FHM#1, and with north node connecting
to O-DU. NETCONF Client selects eaxc-ids carried by the CU-Plane messages who will go to FHM#2
and fills them to eaxc-id list of shared-cell-copy-uplane-config.

- In UL direction, it needs one element of shar ed-cell-combine-entities with one of south nodes
connecting to FHM#2 and other south nodes connecting to the O-RUs serving FHM#1, and with north
node connecting to O-DU. NETCONF Client selects eaxc-ids carried by the U-Plane messages who are
from FHM#2 and fills them to eaxc-id list of shared-cell-combine-uplane-config.

FHM#2:

- In DL direction, it needs one element of shar ed-cell-copy-entities with north node connecting to
FHM#1 and south nodes connecting to the O-RUs serving FHM#2. NETCONF Client selects eaxc-ids
carried by the CU-Plane messages who are from FHM#1 and fills them to eaxc-id list of shared-cell-
copy-uplane-config.

- In UL direction, it needs one element of shar ed-cell-combine-entities with north node connecting to
FHM#1 and south nodes connecting to the O-RUs serving FHM#2. NETCONF Client selects eaxc-ids
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carried by the U-Plane messages who will go to FHM#1 and fills them to eaxc-id list of shared-cell-
combine-uplane-config.

For Type 2, taking Cell#2 of Two cells scenario as example, the shared cell configuration on FHM#1 and FHM#2 are as
follows:

FHM#1:

- In DL or UL direction, existing only one south node which connectsto FHM#2 and other steps are no
difference with FHM#1 of Type 1;

NOTE: InTwo cells scenario, there will be two elements of shared-cell-copy-entitiesin DL direction in FHM#1,
oneisfor Cell#1 and another isfor Cell#2. Similarly, there will be two elements of shared-cell-combine-
entitiesin UL direction in FHM#1, oneisfor Cell#1 and another isfor Cell#2.

FHM#2:
- Thereis no difference with FHM#2 of Type 1.

Both FHM#1 and FHM#2 don’t need to have u-plane configuration defined in o-ran-uplane-conf.yang module since no
radio transmission on the two FHMs.

18 Configured subscriptions

18.1 Introduction

The support by an O-RU of configured subscriptionsis an optional capability, advertised by the O-RU indicating it
supports the ietf-subscribed-notifications Y ANG model as specified in RFC 8639 [37] inits YANG library together
with the configur ed feature. This capability enables an O-RU Controller to install a subscription via configuration of
the O-RU’ s datastore. Importantly, the lifetime of such a configured subscription is not limited to the lifetime of the
NETCONF session used to establish it, enabling a configured subscription to persist even when an O-RU has been
temporarily disconnected from the network. An O-RU may store configured subscription information in its reset-
persistent memory.

Theietf-subscribed-notifications Y ANG model defines a transport agnostic mechanism for subscribing to and
receiving content from an event stream in an O-RU. An O-RU that supports configured subscriptions shall also support
the encode-j son feature together with the augmentation of the ietf-subscribed-notifications Y ANG model by the o-
ran-ves-subscribed-notifications Y ANG model.

18.2  Description

An O-RU controller can discover the event-streams supported by an O-RU. The O-RU Controller may then establish a
configured subscription to a particular event-stream. The same NACM privileges defined in clause 6.5 shall be used by
the O-RU in determining whether an O-RU controller has privileges to establish a configured subscription to a
particular event-stream.

Based on configured subscriptions, the O-RU sends asynchronous notifications over HTTPS to the configured Event-
Collector. This capability can be used with any existing Y ANG notification, e.g., defined in Y ANG models published
by the O-RAN Alliance or imported from other organizations.

18.3 Procedure

The overall procedureisillustrated in Figure 18.3-1.
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Figure 18.3-1:Message sequence exchange for provisioning a configured notification

Pre-condition: A NETCONF sessions is established between the O-RU and an O-RU Controller.

1)
2)

3)

4)

5)

6)

The O-RU controller gets the streams container and discovers the event-streams supported by an O-RU

The O-RU controller uses the "edit-config" RPC to configure a subscription to an event-stream. The RPC
includes the receiver container augmented with the notification-r ecipient schema node that encodes the URI
of the Event-Collector.

If the O-RU controller has the correct privileges, the O-RU accepts the configured subscription

Asthe lifetime of the configured subscription is not limited by the lifetime of the NETCONF session, the O-
RU controller may terminate the NETCONF session without causing the subscription to be suspended.

After asubscription is successfully established, the O-RU immediately sends a " subscription-started"
notification to the Event-Collector, as specified in clause 2.5 of RFC8639 [37].

Upon an event that triggers a Y ANG notification, the O-RU sends a notification over HTTPS, according to
clause 2.5 of RFC8639.

Post-condition: The Event-Collector is able to update its operational -state datastore with the information received in the
notification.

18.4

Notification encoding

The O-RU shall support JSON encoding as specified in RFC 7951 [38]. An example notification object generated using
the o-ran-file-management.yang model and encoded following RFC 7951 isillustrated in Figure 18.4-1.
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{ "ietf-restconf:notification": {
"event Time": "2020-11-11T20: 20: 002",
"o-ran-file-managenent:file-upload-notification": {
"local -1ogical-file-path": "o-ran/pm
/ C201805181300+0900_201805181330+0900_ABC0123456. csv",
"renote-file-path": "sftp://nns-user@O0. 10. 10. 10/ horre/ pnl
C201805181300+0900_201805181330+0900_ABC0123456. csv",
"status": "SUCCESS'
}
}

Figure 18.4-1:Example of a JSON encoded YANG Notification

18.5 Notification transport

Asdescribed in RFC8639 clause 2.5.7, an O-RU supporting configured subscriptions shall provide a Y ANG data model

capturing the necessary transport-specific configuration parameters. O-RAN compliant Event-Producers shall support
the o-ran-ves-subscribed-notifications Y ANG model.

For transport, the notification JSON objects encoded according to clause 18.4 are further encapsulated in VES events.
In order to enable the notifications sent to the Event-Collector to retain their native notification format/schema as
defined in O-RAN, IETF and other Y ANG models, the ONAP/VES header is used to enable the decoupling of the
notification payload from the overall VES event format, asillustrated in Figure 18.4-1.

The VES common header shall include the following fields:

- The value of the eventName field shall be set to " ORU-Y ANG/<mode! -identifier>:<notification-
identifier>"

- The value of the eventl D field shall be set to "stndDefined-ORU-Y ANG-nnnnnnnnn", where nnnnnnnnn
represents the integer key for the event

- The value of the sourceName and reportingEntityName fields shall both be set to the value of the ru-
instance-id leaf defined in the o-ran-operations Y ANG model.

Figure 18.5-1 illustrates an example of a JSON encoded VES Event Carrying a Y ANG Notification.
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{ "event": {
"comonEvent Header": {

"version": "4.1",

"vesEvent Li st ener Versi ons": "7.2",

"domai n": "stndDefined",

"event Narme": "ORU- YANJ o-ran-fil e-managenent:fil e-upl oad-notification",

"event| D': "stndDefi ned- ORU- YANG 000000249",

"sequence": O,

"priority": "Nornal",

"sourceNane": "vendor A_ORUAA100_FR1918010111",
"reportingEntityName": "vendor A_ORUAA100_FR1918010111",
"st ndDef i nedNanmespace": "urn:o-ran:file-managenent: 1. 0"
"start EpochM crosec": 1605126000000000,

"l ast EpochM crosec": 1605126000000000

H
"stndDef i nedFi el ds": {
"schemaRef erence": "https://gerrit.o-ran-
sc.org/r/gi tweb?p=scp/ oanf nodel i ng. gi t; a=bl ob; f =dat a- nodel / yang/ publ i shed/ o-ran/ru-fh/o-ran-
fil e-managenent . yang",
"data": {
"ietf-restconf:notification": {
"event Time": "2020-11-11T20: 20: 002",
"o-ran-file-managenent:file-upload-notification": {
"local -logical-file-path": "o-ran/pm
/ C201805181300+0900_201805181330+0900_ABC0123456. csv",
"renote-file-path": "sftp://nns-user@O0. 10. 10. 10/ horre/ pnl
C201805181300+0900_201805181330+0900_ABC0123456. csv",
"status": " SUCCESS"
}
}

},
"st ndDef i nedFi el dsVersion": "1.0"
}

1

Figure 18.5-1:Example of a JSON encoded VES Event Carrying a YANG Notification

The VES events carrying the notifications are sent to the Event-Collector over HTTPS with a POST operation following
the VES specification [i.2]. The complete protocol stack isillustrated in Figure 18.5-2.

YAMG Motification

WES
HTTP

LS

TCRAP

Figure 18.5-2: Protocol stack for O-RAN VES transport of YANG notifications

18.6  Monitoring the communications channel between O-RU and
Event-Collector

18.6.1 Background

An O-RU controller can use the NETCONF monitoring capability described in clause 6.7 to trigger the repeated
sending of asupervision-notification by the O-RU to a subscribed O-RU Controller to ensure the channel is
operational and able to transport asynchronous notifications using NETCONF. An equivalent capability is required to
be supported by those O-RUs that support configured subscriptions transported using JSON/HTTPS, to enable the
monitoring of the communications channel from the O-RU to the Event-Collector. The format of the heartbeat
notificationsisidentical to the Event-Collector Notification Format determined for the operation of pnfRegistration as
described in clause 6.2.7, i.e., in this version of the specification, this capability adopts the ONAP defined guidelines for
Heartbeat, as defined in [i.2].
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18.6.2 Heartbeat encoding

The VES common header shall include the following fields:
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- The value of the sourceName and reportingEntityName fields shall both be set to the value of the ru-

instance-id leaf defined in the o-ran-operations Y ANG model.

An example heartbeat encoding isillustrated in Figure 18.6.2-1.

{ "event": {

"comonEvent Header ": {
"version": "4.1",
"vesEvent Li st ener Versi ons": "7.2",
"domai n": "heartbeat",
"event| D': "heartbeat-00000001",
"event Name": "heartbeat-oru",
"sequence": O,
"priority": "Nornal",
"sour ceNane": "vendor A ORUAAL100_FR1918010111",
"reportingEntityNanme": "vendor A ORUAA100_FR1918010111",
"start EpochM crosec": 1605126000000000,
"l ast EpochM crosec": 1605126000000000

"heartbeat Fiel ds": {
"heart beat Fi el dsVersion": "3.0",
"heartbeatInterval ": "60"
}
I8

Figure 18.6.2-1:Example of a JSON encoded VES Event Carrying a Heartbeat Notification

18.6.3 Heartbeat control

Control of the heartbeat does not use the configured subscriptions capability. An O-RU controller configures heartbeat
operation using the o-ran-supervision Y ANG model. An O-RU Controller shall configure the heartbeat-recipient-id to
the address(es) of the Heartbeat Event-Collector and optionally configure the heartbeat-interval leaf to a non-default
heartbesat interval. In order to terminate operation of the monitoring the communications channel between O-RU and the
Event-Collector, the O-RU Controller shall delete the configuration in the event-collector-monitoring container.

18.6.4 Heartbeat procedure

Figure 18.6.4-1 illustrates the message sequence exchange for heartbeat operation.
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O-RU
(NETCONF Server) O-RU Contraller
(Event-Praducer) (NETCONF client) | | Event-Collectar

configure heatheat

<rpc=

<edit-config=

<target=<running/><ftarget>

<config=

<supernvision>

<event-collector-monitoring>

<heartheat-recipient-id=collector. operator.com</heartheat-recipient-id=
<fevent-collector-monitoring=

<[supenvision=

-

</config>
</edit-config>
. <lrpe>
<rpc-reply=
2.
</rpe-reply = -
| 3 Terminate NETCONF Session X
— —
Heatheat timer is !
started using I
default or |
heartbeatMtfPeriod :
1 1
loop /1 [heartbeat loop] | \
Heartbeat timer | |
expires | X
1 1 ]
| 4 <<HTTP/TLS>> Heartheat-Natification ! :
X | Event-Collector knows O-RU's
! : management system is
| | operational and communication
X | channel betwen O-RU and
! ! Event-Collector is active
1 I 1
O-RU O-RU Cantraller Ewent-Collector
(NETCOMNF Server) (NETCOMF client)
(Event-Praducer)

Figure 18.6.4-1:Message sequence exchange for heartbeat operation

In contrast to the monitoring of NETCONF connectivity described in clause 6.7 which define O-RU procedures when
monitoring of NETCONF connectivity fails, there is no equivalent O-RU functionality defined if an O-RU determines
that monitoring of the communications channel between O-RU and event-collector fails, e.g., if the O-RU isunable to
establish a TLS connection to the event-collector.

Operation of the SMO when it determines that the monitoring of the communications channel between an O-RU and
event-collector failsis out of scope of the present document.
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19 Multi-Operator O-RU Operation

19.1 Introduction

The support by an O-RU of Multi-Operator O-RU operation is an optional capability, advertised by the O-RU
indicating it supports the SHARED-ORU-M UL TI-OPERATOR feature in its o-ran-wg4-features YANG model. All
O-RUs that support the SHARED-ORU-M UL TI-OPERAT OR feature shall aso support the SHARED-ORU-
MULTI-ODU feature. These capabilities enable an O-RU to connect to multiple O-DUs that belong to different Shared
Resource Operators.

The Multi-Operator O-RU architecture enables a Shared Resource Operator to configure an agreed subset of shared O-
RU resources independently from configuration and operating strategies of the other Shared Resource Operators. More
specifically, a Shared O-RU Host makes available its shared O-RUs to enable connectivity to the O-DUs of one or more
Shared Resource Operators allowing these Shared Resource Operators to configure and control such Shared O-RU.

NOTE: How a Shared O-RU Host defines the partitioning of shared O-RU resources and communicates that
information to a Shared Resource Operator is outside the scope of the present document.

19.2  High level shared O-RU architecture

When an O-RU is being configured by an independent Shared Resource Operator, a separate O-RU Controller
associated with the Shared O-RU Host is required to configure the common aspects of the shared O-RU. Such a
deployment isillustrated in Figure 19.2-1. When the Shared O-RU Host also operates an O-DU, the shared O-RU host
may operate the M-Plane in either hybrid or hierarchical approach, asillustrated in figures 19.2-2 and 19.2-3
respectively. In either case, the Shared O-RU Host uses a NETCONF client with "sudo" privileges, as defined in clause
6.5, to configure the shared O-RU. Each Shared Resource Operator uses NETCONF clients with " carrier” privileges
that have parallel M-Plane connections with the shared O-RU.
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Shared Resource Shared Resource
Operator #1 Operator#2
Shared Resource Shared Resource
Operator#1 SMO Operator#2 SMO
o-0u o-Du
Management Management
A A
|out of scope |out of scope
Y A 4
Shared Resource Shared Resource
Operator#1 0-DU Shared 0-RU Operator #2 0-DU
Host
O-RU Shared O-RU 0O-RU
Management Host SMO Management
METCONF MNETCONF MNETCONF
Client Client Client
w\\ 7

\ carrier sudo carrier
\{iuilege privilege privilege

ﬂarei 0-RU
=

|
METCOMNF
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Figure 19.2-1 — Shared O-RU M-Plane Architecture where Shared O-RU Host is independent of Shared
Resource Operator(s).
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Shared Resource
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i
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Figure 19.2-2 — Shared O-RU M-Plane Architecture where the Shared O-RU Host is additionally a
Shared Resource Operator managing Shared O-RU using hybrid approach
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Shared Resource
Operator #1 Shared O-RU Host - additionally acting as Shared Resource Operator
using hierarchical management of shared O-RU
Shared Resource
Shared O-RU Host
Operator#1 SMO SMO
o-DuU O-DU
Management Management
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.*- |
lout of scope _-"Dut of scope
4 4
Shared Resource Shared O-RU Host
Operator#1 O-DU 0-DU
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= X
|
|
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\ i
|
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|
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carrier [ sudo
rivilege [privilege
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ﬂarec\l‘ 0-RU
¥

NETCOMF
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Figure 19.2-3 — Shared O-RU M-Plane Architecture where the Shared O-RU Host is additionally a
Shared Resource Operator managing Shared O-RU using hierarchical approach

Asillustrated in Figure 19.2-1, 19.2-2 and 19.2-3, from an Open Fronthaul perspective, the Shared O-RU is ableto be
deployed in variety of architectures.

Clause 5.1.2 requires al O-RUs to support multiple NETCONF sessions, with the number of simultaneous sessions
exposed using the maximum-simultaneous-netconf-sessions schema node in o-ran-operations Y ANG model. A Multi-
Operator O-RU that is able to support (n) simultaneous NETCONF sessions, shall be able to support (m) Shared
Resource Operators, where the cumulative NETCONF sessions operated by the (m) Shared Resource Operatorsisless

than (n).
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19.3  Shared O-RU "start up" procedure

19.3.1 NETCONF server user account provisioning for shared resource
operators

The Shared O-RU Host shall use the procedures defined in clause 6.4 and the o-ran-usermgmt Y ANG model to
configure separate user accounts on the shared O-RU’s NETCONF server for each Shared Resource Operator. The user
account for a Shared Resource Operator that is not aso a Shared O-RU Host should only be configured with "carrier”
access control group, as defined in clause 6.5. A user account isidentified as being associated with a Shared Resource
Operator by having one or more configured sro-ids. The sro-id is alocated by the Shared O-RU Host to the Shared
Resource Operator(s) and is used in partitioning shared O-RU resources.

NOTE 1: How a Shared O-RU Host communicates NETCONF user account information, including sro-id
information, to a Shared Resource Operator is outside the scope of the present document.

NOTE 2: Theformat of the sro-id string is not defined and not interpreted by the shared O-RU. In one example, the
operators can agree to use a PLMN-Id corresponding to the Shared Resource Operator asthe sro-id.

19.3.2 NETCONF call home to shared resource operator O-DUs

The procedures defined in clauses 6.2.5 and 6.3 are used by the Shared O-RU Host to trigger the establishment of the
NETCONF session with a NETCONF client of the Shared O-RU Host. The Shared O-RU Host can subsequently use
the o-ran-mplane-int Y ANG model and the configur ed-client-info container to configure the Multi-Operator O-RU
with NETCONF client information corresponding to the individual Shared Resource Operator(s) of the shared O-RU.

NOTE: How the Shared O-RU Host becomes aware of information to identify the Shared Resource Operator’s
NETCONF clientsto be used with a specific shared O-RU is out of scope of the present document.

Following procedures defined in clause 6.3, this will trigger the Multi-Operator O-RU to perform additional call home
procedures to any configured clients, which in this scenario will be the NETCONF clients corresponding to individual
Shared Resource Operators.

19.3.3 Enhanced sro-id based NETCONF access control

The resource configuration framework defines particular named list entriesin the shared O-RU’ s configuration that can
be allocated to an sro-id. The enhanced NACM privileges defined in this clause enable the Shared Resource Operator to
configure the shared O-RU’ s list entries that have been previously configured by the Shared O-RU Host with the shared
resource operator’s sro-id.

The O-RU NETCONF access control techniques defined in clause 6.5 are enhanced for operation with NETCONF
clients corresponding to Shared Resource Operators of a shared O-RU, i.e., those where the user account of the
NETCONTF client has been configured with an sro-id. Specifically, the NETCONF access control read permissions for
group name "carrier" are further refined for the following YANG models:

- urn:o-ran:processing-elements:x.y

- urn:o-ran:uplane-conf:x.y

- urn:o-ran:performance-management:x.y
- urn:o-ran:messageb:X.y

- urn:o-ran:shared-cell:x.y

For the above models, the read privileges for specific node-instance-identifiers defined in Table 19.3.3-1 through Table
19.3.3-5 arerefined based on the sro-id(s) associated with the user account of the NETCONF client. Normal NACM
rules shall apply to any node-instance identifier not listed in the table.
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Table 19.3.3-1: Refined NETCONF Access Control Read Privileges for the "carrier” group with YANG
module o-ran:processing-elements:x.y

Restricted node-
instance-identifier

Refined privileges for "carrier" group for NETCONF clients with user name user-
list entry containing a configured sro-id

o-ran-
elements:processing-
elements/o-ran-

elements:ru-elements

A NETCONF client with user name user-list entry containing a configured sro-id shall
only have read privileges for those list entries where the o-ran-elements:processing-

elements/o-ran-elements:ru-elements/o-ran-elements:sro-id leaf matches the sro-
id of the NETCONF client.

Table 19.3.3-2: Refined NETCONF Access Control Read Privileges for the "carrier” group with YANG

module o-ran:uplane-conf:x.y

Restricted node-
instance-identifier

Refined privileges for "carrier" group for NETCONF clients with user name user-
list entry containing a configured sro-id

o-ran-uplane-conf:user-
plane-configuration/o-
ran-uplane-conf:low-
level-tx-links

A NETCONF client with user name user-list entry containing a configured sro-id shall

only have read privileges for those list entries where the o-ran-uplane-conf:user-
plane-configuration/o-ran-uplane-conf:low-level-tx-links/o-ran-uplane-conf:sro-id
leaf-list includes the sro-id of the NETCONF client.

o-ran-uplane-conf:user-
plane-configuration/o-
ran-uplane-conf:low-
level-rx-links

A NETCONF client with user name user-list entry containing a configured sro-id shall

only have read privileges for those list entries where the o-ran-uplane-conf:user-
plane-configuration/o-ran-uplane-conf:low-level-rx-links/o-ran-uplane-conf:sro-id
leaf-list includes the sro-id of the NETCONF client.

o-ran-uplane-conf:user-
plane-configuration/o-
ran-uplane-conf:low-
level-tx-endpoints

A NETCONF client with user name user-list entry containing a configured sro-id shall

only have read privileges for those list entries where the o-ran-uplane-conf:user-
plane-configuration/o-ran-uplane-conf:low-level-tx-endpoints/o-ran-uplane-
conf:sro-id leaf-list includes the sro-id of the NETCONF client.

o-ran-uplane-conf:user-
plane-configuration/o-
ran-uplane-conf:low-
level-rx-endpoints

A NETCONF client with user name user-list entry containing a configured sro-id shall
only have read privileges for those list entries where the o-ran-uplane-conf:user-
plane-configuration/o-ran-uplane-conf:low-level-rx-endpoints/o-ran-uplane-
conf:sro-id leaf-list includes the sro-id of the NETCONF client.

o-ran-uplane-conf:user-
plane-configuration/o-
ran-uplane-conf:tx-array-
carriers

A NETCONF client with user name user-list entry containing a configured sro-id shall
only have read privileges for those list entries where the o-ran-uplane-conf:user-
plane-configuration/o-ran-uplane-conf:tx-array-carriers/o-ran-uplane-conf:sro-id
leaf-list includes the sro-id of the NETCONF client.

o-ran-uplane-conf:user-
plane-configuration/o-
ran-uplane-conf:rx-array-
carriers

A NETCONF client with user name user-list entry containing a configured sro-id shall
only have read privileges for those list entries where the o-ran-uplane-conf:user-
plane-configuration/o-ran-uplane-conf:rx-array-carriers/o-ran-uplane-conf:sro-id
leaf-list includes the sro-id of the NETCONF client.

Table 19.3.3-3: Refined NETCONF Access Control Read Privileges for the "carrier" group with YANG

module o-ran:performance-management:x.y

ETSI



187 ETSI TS 104 023 V12.01 (2024-05)

Restricted node- Refined privileges for "carrier" group for NETCONF clients with user name user-

instance-identifier list entry containing a configured sro-id
o-ran-pm:performance- A NETCONF client with user name user-list entry containing a configured sro-id shall
measurement-objects/o- | only have read privileges for those list entries where the o-ran-pm:performance-
ran-pm:rx-window- measurement-objects/o-ran-pm:rx-window-measurement-objects/o-ran-pm:tr-
measurement-objects measured-result/o-ran-pm:name

leaf refers to an o-ran-elements:processing-elements/o-ran-elements:ru-elements
list entry where the o-ran-elements:processing-elements/o-ran-elements:ru-
elements/o-ran-elements:sro-id leaf represents the sro-id of the NETCONF client or
where the o-ran-pm:performance-measurement-objects/o-ran-pm:rx-window-
measurement-objects/o-ran-pm:eaxc-measured-result/o-ran-pm:eaxc-id leaf
matches a value of eaxcid in the container o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-conf:low-level-rx-endpoints/o-ran-uplane-conf:e-axcid
where the sro-id in o-ran-uplane-conf:user-plane-configuration/o-ran-uplane-
conf:low-level-rx-endpoints/o-ran-uplane-conf:sro-id matches the sro-id of the
NETCONF client or where the o-ran-pm:performance-measurement-objects/o-ran-
pm:rx-window-measurement-objects/o-ran-pm:eaxc-measured-result/o-ran-
pm:eaxc-id leaf matches a value of eaxcid in the container o-ran-uplane-conf:user-
plane-configuration/o-ran-uplane-conf:low-level-tx-endpoints/o-ran-uplane-
conf:e-axcid where the sro-id in o-ran-uplane-conf:user-plane-configuration/o-ran-
uplane-conf:low-level-tx-endpoints/o-ran-uplane-conf:sro-id matches the sro-id of
the NETCONF client.

o-ran-pm:performance- A NETCONF client with user name user-list entry containing a configured sro-id shall
measurement-objects/o- | only have read privileges for those list entries where the o-ran-pm:performance-
ran-pm:tx-measurement- | measurement-objects/o-ran-pm:tx-measurement-objects/o-ran-pm:tr-measured-
objects result/o-ran-pm:name

leaf refers to an o-ran-elements:processing-elements/o-ran-elements:ru-elements
list entry where the o-ran-elements:processing-elements/o-ran-elements:ru-
elements/o-ran-elements:sro-id leaf represents the sro-id of the NETCONF client or
where the o-ran-pm:performance-measurement-objects/o-ran-pm:tx-
measurement-objects/o-ran-pm:eaxc-measured-result/o-ran-pm:eaxc-id leaf
matches a value of eaxcid in the container o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-conf:low-level-rx-endpoints/o-ran-uplane-conf:e-axcid
where the sro-id in o-ran-uplane-conf:user-plane-configuration/o-ran-uplane-
conf:low-level-rx-endpoints/o-ran-uplane-conf:sro-id matches the sro-id of the
NETCONF client or where the o-ran-pm:performance-measurement-objects/o-ran-
pm:tx-measurement-objects/o-ran-pm:eaxc-measured-result/o-ran-pm:eaxc-id leaf
matches a value of eaxcid in the container o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-conf:low-level-tx-endpoints/o-ran-uplane-conf:e-axcid
where the sro-id in o-ran-uplane-conf:user-plane-configuration/o-ran-uplane-
conf:low-level-tx-endpoints/o-ran-uplane-conf:sro-id matches the sro-id of the
NETCONF client.

NOTE: The enhanced sro-id based NACM privilegesin Table 19.3.3-3 do not limit the privileges of a
NETCONF client associated with an sro-id to read Rx and Tx performance management results when the
object-unit-id is configured as RU. A Shared O-RU Host can exclude such value of object-unit-id from
the configuration of the o-ran-performance-management Y ANG model to avoid enabling a first Shared
Resource Operator from recovering aggregate O-RU level performance data that may include
performance data related to the resources of a second Shared Resource Operator.
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Table 19.3.3-4: Refined NETCONF Access Control Read Privileges for the "carrier” group with YANG

module o-ran:message5:x.y

Restricted node-
instance-identifier

Refined privileges for "carrier" group for NETCONF clients with user name user-
list entry containing a configured sro-id

o-ran-msg5:ecpri-delay-
message/o-ran-
msg5:messagebs-
sessions/o-ran-
msg5:session-
parameters

A NETCONF client with user name user-list entry containing a configured sro-id shall
only have read privileges those list entries where the o-ran-msg5:ecpri-delay-
message/o-ran-msg5:message5-sessions/o-ran-msg5:session-parameter/o-ran-
msg5:processing-element-name

leaf refers to an o-ran-elements:processing-elements/o-ran-elements:ru-elements
list entry where the o-ran-elements:processing-elements/o-ran-elements:ru-
elements/o-ran-elements:sro-id leaf represents the sro-id of the NETCONF client.

Table 19.3.3-5: Refined NETCONF Access Control Read Privileges for the "carrier” group with YANG

module o-ran:shared-cell:x.y

Restricted node-
instance-identifier

Refined privileges for "carrier" group for NETCONF clients with user name user-
list entry containing a configured sro-id

o-ran-sc:shared-cell/o-
ran-sc:shared-cell-
config/o-ran-sc:shared-
cell-copy-entities

A NETCONF client with user name user-list entry containing a configured sro-id shall
only have read privileges for those list entries where the o-ran-sc:shared-cell/o-ran-
sc:shared-cell-config/o-ran-sc:shared-cell-copy-entities/o-ran-sc:sro-id leaf-list
includes the sro-id of the NETCONF client.

o-ran-sc:shared-cell/o-
ran-sc:shared-cell-
config/o-ran-sc:shared-
cell-combine-entities

A NETCONF client with user name user-list entry containing a configured sro-id shall
only have read privileges for those list entries where the o-ran-sc:shared-cell/o-ran-
sc:shared-cell-config/o-ran-sc:shared-cell-combine-entities/o-ran-sc:sro-id leaf-list
includes the sro-id of the NETCONF client.

o-ran-sc:shared-cell/o-
ran-sc:shared-cell-
config/o-ran-sc:shared-
cell-copy-entities-
selective-beam-id

A NETCONF client with user name user-list entry containing a configured sro-id shall
only have read privileges for those list entries where the o-ran-sc:shared-cell/o-ran-
sc:shared-cell-config/o-ran-sc:shared-cell-copy-entities-selective-beam-id /o-ran-
sc:sro-id leaf-list includes the sro-id of the NETCONF client.

o-ran-sc:shared-cell/o-
ran-sc:shared-cell-
config/o-ran-sc:shared-
cell-combine-entities-for-
selective-beam-id

A NETCONF client with user name user-list entry containing a configured sro-id shall
only have read privileges for those list entries where the o-ran-sc:shared-cell/o-ran-
sc:shared-cell-config/o-ran-sc:shared-cell-combine-entities-for-selective-beam-id
/o-ran-sc:sro-id leaf-list includes the sro-id of the NETCONF client.

For example, if the Shared O-RU has been configured to operate with two Shared Resource Operators, sro-id "23415"
and sro-id "23410", then when a NETCONF client of the first Shared Resource Operator attemptsto read the
processing element configuration of the shared O-RU it can receive areply as shown Figure 19.3.3-1, where the O-DU
of the first Shared Resource Operator has an Ethernet MAC-address of 11:95:20:af:5f:b9 and VLAN 100 is being used
for the control and user-plane traffic between the shared O-RU and the O-DU of the first Shared Resource Operator.

<rpc-reply message-i d="101" xm ns="urn:ietf:params: xm : ns: net conf: base: 1. 0" >

<dat a>

<processi ng-el ements xm ns="urn: o-ran: processi ng-el ement: 1. 0" >

<ru- el enent s>

<nane>el enent 1</ name>
<sro-i d>23415</sro-id>

<transport-fl ow

<i nterface-nane>10Get h0. 100</i nt er f ace- nane>

<et h-fl ow>

<r u- mac- addr ess>00: e0: f e: 00: 23: 30</r u- mac- addr ess>
<vl an-i d>100</ vl an-i d>
<0- du- mac- addr ess>11: 95: a0: af : 5f : b9</ 0- du- mac- addr ess>

</ et h-fl ow>

</transport-fl ow

<r u- el enent s>

<processi ng- el enent s>

</ dat a>
</rpc-reply>

Figure 19.3.3-1: example rpc-reply to afirst sro-id "23415"

Conversdly, if the NETCONF client of the second Shared Resource Operator attempts to read the processing element
configuration it can receive areply as shown in Figure 19.3.3-2, where the O-DU of the second Shared Resource
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Operator has an Ethernet MAC-address of 5a:2a:a7:61:98:f0 and VLAN 200 is being used for the control and user-
plane traffic between the Shared O-RU and the O-DU of the second Shared Resource Operator.

<rpc-reply nmessage-i d="101" xm ns="urn:ietf:paranms: xm : ns: net conf : base: 1. 0" >
<dat a>
<processi ng-el ements xm ns="urn: o-ran: processi ng-el ement: 1. 0" >
<ru- el ement s>
<nane>el ement 2</ nanme>
<sro-i d>23410</sro-i d>
<transport-fl ow>
<i nterface-name>10Get h0. 200</i nt er f ace- nanme>
<et h-fl ow>
<ru- mac- addr ess>00: e0: f e: 00: 23: 30</ r u- mac- addr ess>
<vl an-i d>200</ vl an-i d>
<0- du- mac- addr ess>5a: 2a: a7: 61: 98: f 0</ 0- du- mac- addr ess>
</ eth-fl ow>
</transport-fl ow>
<ru- el ement s>
<pr ocessi ng- el ement s>
</ dat a>
</rpc-reply>
Figure 19.3.3-2: example rpc-reply to a second sro-id "23410"

In addition to the enhanced read access privileges, the NETCONF server of the shared O-RU shall implement additional
write access privileges for the following Y ANG mode!:

- urn:o-ran:uplane-conf:x.y

For the above model, the write privileges for specific node-instance-identifiers are refined based on the sro-id
associated with the user account of the NETCONF client, as described in the table 19.3.3-6.
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Table 19.3.3-6: Refined NETCONF Access Control Write Privileges for the "carrier" group with YANG

module o-ran:uplane-conf:x.y

Restricted node-instance-
identifier

Refined privileges for "carrier" group for NETCONF clients with user name
user-list entry containing a configured sro-id

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:low-level-tx-links/o-ran-
uplane-conf:name

The NETCONF client shall be prohibited from writing to this schema node for alll
list entries.

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:low-level-tx-links/o-ran-
uplane-conf:sro-id

The NETCONF client shall be prohibited from writing to this schema node for all
list entries.

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:low-level-tx-links

A NETCONF client with user name user-list entry containing a configured sro-id
shall be prohibited from creating list entries. A NETCONF client with user name
user-list entry containing a configured sro-id shall only have write privileges to
enable updating of those list entries where the o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-conf:low-level-tx-links/o-ran-uplane-conf:sro-id
leaf-list includes the sro-id of the NETCONF client.

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:low-level-rx-links/o-ran-
uplane-conf:name

The NETCONF client shall be prohibited from writing to this schema node for alll
list entries.

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:low-level-rx-links/o-ran-
uplane-conf:sro-id

The NETCONF client shall be prohibited from writing to this schema node for all
list entries.

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:low-level-rx-links

A NETCONF client with user name user-list entry containing a configured sro-id
shall be prohibited from creating list entries. A NETCONF client with user name
user-list entry containing a configured sro-id id shall only have write privileges to
enable updating of those list entries where the o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-conf:low-level-rx-links/o-ran-uplane-conf:sro-id
leaf-list includes the sro-id of the NETCONF client.

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:low-level-tx-endpoints/o-
ran-uplane-conf:sro-id

The NETCONF client shall be prohibited from writing to this schema node for alll
list entries.

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:low-level-tx-endpoints

A NETCONF client with user name user-list entry containing a configured sro-id
shall be prohibited from creating list entries. A NETCONF client with user name
user-list entry containing a configured sro-id id shall only have write privileges to
enable updating of those list entries where the o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-conf:low-level-tx-endpoints/o-ran-uplane-
conf:sro-id leaf-list includes the sro-id of the NETCONF client.

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:low-level-rx-endpoints/o-
ran-uplane-conf:sro-id

The NETCONF client shall be prohibited from writing to this schema node for alll
list entries.

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:low-level-rx-endpoints

A NETCONF client with user name user-list entry containing a configured sro-id
shall be prohibited from creating list entries. A NETCONF client with user name
user-list entry containing a configured sro-id id shall only have write privileges to
enable updating of those list entries where the o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-conf:low-level-rx-endpoints/o-ran-uplane-
conf:sro-id leaf-list includes the sro-id of the NETCONF client.
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Table 19.3.3-7: Refined NETCONF Access Control Write Privileges for the "carrier" group with YANG

module o-ran:uplane-conf:x.y (continued)

Restricted node-instance-
identifier

Refined privileges for "carrier" group for NETCONF clients with user name
user-list entry containing a configured sro-id

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:tx-array-carriers/o-ran-
uplane-conf:sro-id

The NETCONF client shall be prohibited from writing to this schema node for alll
list entries.

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:tx-array-carriers

A NETCONF client with user name user-list entry containing a configured sro-id
shall be prohibited from creating list entries. A NETCONF client with user name
user-list entry containing a configured sro-id id shall only have write privileges to
enable updating of those list entries where the o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-conf:tx-array-carriers/o-ran-uplane-conf:sro-id
leaf-list includes the sro-id of the NETCONF client.

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:rx-array-carriers/o-ran-
uplane-conf:sro-id

The NETCONF client shall be prohibited from writing to this schema node for all
list entries.

o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-
conf:rx-array-carriers

A NETCONF client with user name user-list entry containing a configured sro-id
shall be prohibited from creating list entries. A NETCONF client with user name
user-list entry containing a configured sro-id id shall only have write privileges to
enable updating of those list entries where the o-ran-uplane-conf:user-plane-
configuration/o-ran-uplane-conf:rx-array-carriers/o-ran-uplane-conf:sro-id
leaf-list includes the sro-id of the NETCONF client.

19.3.4 Supervision monitoring between shared O-RU and shared resource
operator O-DUs

An O-RU Controller associated with a Shared Resource Operator shall use the per O-DU monitoring capability
specified in clause 14.1.1. The Shared O-RU Host shall configure the per-odu-monitoring container in o-ran-
supervision YANG model with the sro-id and odu-id values agreed to be used by the Shared Resource Operator.

19.4

Shared O-RU interface management

19.4.1 VLAN and IP address management

The procedures defined in clauses 7.3 and 7.4 are used by the Shared O-RU Host to manage the VLAN and | P address

configuration of the shared O-RU.

19.4.2 Processing element configuration

The procedures defined in clause 7.5 are used by the Shared O-RU Host to configure the processing elementsin the
shared O-RU. The optional sro-id leaf shall be used by the Shared O-RU Host to configure a particular ru-element list
entry as being uniquely associated with a particular Shared Resource Operator.

NOTE 1: How the Shared O-RU Host becomes aware of information to identify the remote CU-Plane endpoints
corresponding to the address(es) used by individual Shared Resource Operator O-DUs for control and
user-plane traffic and included in the configuration of an ru-element list entry is out of scope of the

present document.

The Shared Resource Operator O-DU needs to become aware of the local endpoint(s) in the O-RU configured for usein
processing element(s) used by a particular Shared Resource Operator. One approach for the Shared Resource Operator
O-DU to become aware of such information is for the NETCONF client of the Shared Resource Operator O-DU to
subscribe to receive notifications due to updates of the O-RU’ s configuration datastore, using the techniques described
in clause 6.4.

NOTE 2: Any other approaches by with the operator of a Shared Resource Operator O-DU becomes aware of
information related to the configured processing elementsis out of scope of the present document.
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19.4.3 Shared resource operator O-DU verification of C/U-Plane transport

connectivity
The procedures defined in clause 7.6 are used by the Shared O-RU Host to configure the operation of C/U plane
transport connectivity checks. These checks are able to be simultaneously performed between the individual Shared
Resource Operator O-DUs and the shared O-RU. A Shared Resource Operator O-DU is able to recover details of the

configured Maintenance End Point (MEP) and other necessary information on the Shared O-RU by reading the
configuration associated with the o-ran-lbm Y ANG model.

19.5 Shared O-RU C/U-Plane delay management

19.5.1 Adaptive delay operation with shared O-RU

Clause 14.2 of [2] specifiesthat the Shared O-RU Host is responsible for configuring shared O-RU aspects related to
delay management. When a shared O-RU indicates that it supports the optional ADAPTIVE-RU-PROFILE fegature,
the Shared O-RU Host can decide not to employ such a feature. If the Shared O-RU Host decides to use the
ADAPTIVE-RU-PROFILE feature, the Shared O-RU Host shall be responsible for configuring the adaptive-delay-
configuration container.

NOTE 1: How the Shared O-RU Host determines the parameters to use in the o-du-delay-pr ofile container and/or
the transport-delay container is out of scope of the present document.

NOTE 2: Operation of the optional O-RU adaptive delay capability defined in clause 7.8 requires carriers to be
disabled prior to the O-RU adapting its delay profile. If used by the Shared O-RU Host, how the shared
O-RU host co-ordinates disablement of carriers amongst the Shared Resource Operatorsis out of scope of
the present document.

19.5.2 Measuring transport delay parameters with Shared O-RU

Asdefined in clause 7.9, an O-RU that supports the optional eCPRI based delay measurement capability shall be able to
support simultaneous operation of delay measurements over any configured processing element. Where these
processing elements correspond to remote endpoints from different Shared Resource Operator O-DUS, the operation of
eCPRI delay measurements will allow each Shared Resource Operator O-DU to recover the necessary timing
compensation information from the O-RU.

19.6  Shared O-RU configuration management

19.6.1 Carrier configuration of the shared O-RU

The"carrier NACM privileges defined in clause 6.5 and clause 19.3.3 prevent aNETCONF client with "carrier"
privileges, and whose user account is configured with an sro-id, from creating particular named list entries for the
following lists:

- o-ran-uplane-conf:user-plane-configurati on/o-ran-uplane-conf:low-level -tx-links

- o-ran-uplane-conf:user-plane-configuration/o-ran-uplane-conf:low-level -rx-links

- o-ran-uplane-conf:user-plane-configuration/o-ran-uplane-conf:low-level -tx-endpoints
- o-ran-uplane-conf:user-plane-configuration/o-ran-uplane-conf :low-level -rx-endpoints
- o-ran-uplane-conf:user-plane-configuration/o-ran-uplane-conf:tx-array-carriers

- o-ran-uplane-conf:user-plane-configuration/o-ran-uplane-conf:rx-array-carriers

A NETCONF client with "carrier" privileges and whose user account is configured with an sro-id shall only be
permitted to update list entries after the list entry has been created and configured with a sro-id associated with the
Shared Resource Operator.
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19.6.2 Notification of configuration updates to shared resource operators

All Multi-Operator O-RUs shall support the Notification of Updates to its Configuration Datastore functionality, as
described in clause 9.4. Hence, any Shared Resource Operator may configure subscriptions to receive notifications of
modifications to a shared O-RU’s datastore, according to the defined NET CONF access control privileges for
NETCONTF client of the Shared Resource Operator. In particular, such an approach can be used by a Shared Resource
Operator to determine when the shared O-RU host has configured o-ran-uplane-conf list entries which include the
Shared Resource Operator’s sro-id.

19.7  Shared O-RU performance management

The NETCONF client of a Shared Resource Operator isidentified by using auser list entry in o-ran-usermgmt YANG
model that contains a configured sro-id. Such a NETCONF client shall have restricted access privilegesto the o-ran-
perfor mance-management YANG model as described in sub-section 19.3.3.

An O-RU supporting the SHARED-ORU-M UL TI-OPERATOR feature should support the GRANULARITY -
TRANSPORT-MEASUREMENT and/or the GRANULARITY-EAXC-ID-M EASUREMENT features. These
alow the O-RU to report rx-window-measur ement-obj ects on a per ru-element and/or eaxcid basis, meaning window
measurements pertain to the transport flows and/or eaxcids associated with a particular Shared Resource Operator.

A Shared O-RU Host can configure multiple remote-file-uploads list entries corresponding to the individual file
servers of different Shared Resource Operators. However, there is currently no role-based access control applied to file
management based performance management reporting, as specified in clause 10.3.2. If access to configured
measurement results needs to be controlled on a per Shared Resource Operator basis, file management based
performance management should not be used.

19.8 Shared O-RU fault management

Thereis no role-based access control applied to O-RU fault management. Any NETCONF client, including those
corresponding to Shared Resource Operator NETCONF client, are able to recover the active-alar m-list from the shared
O-RU and are able to subscribe to receive notifications of future alarms as described in clause 11.

19.9  Synchronization aspects of shared O-RU

Clause 14.3 of [2] specifies the synchronization aspects of shared O-RU. Each individual Shared Resource Operator
should subscribe to receive the notifications defined in the o-ran-sync Y ANG model.

19.10 Co-ordinating service impacting procedures

19.10.1 Reset operation

The various procedures required to be performed by Shared O-RU Host may necessitate performing reset of the shared
O-RU. The Shared O-RU Host is responsible for co-ordinating such procedures with the individual Shared Resource
Operators.

NOTE: How the Shared O-RU Host performs such co-ordination is out of scope of the present document.

19.10.2 Locked administrative state

The Shared O-RU Host is responsible for configuring the admin-state of the shared O-RU which permits the Shared O-
RU Host to set the admin-state to locked. The Shared O-RU Host is responsible for co-ordinating any changesto the
admin-state of the shared O-RU with the individual Shared Resource Operators.

NOTE: How the Shared O-RU Host performs such co-ordination is out of scope of the present document.
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19.10.3 Antenna calibration

When the shared O-RU supports antenna calibration, the Shared O-RU Host shall be responsible for co-ordinating the
operation of the antenna calibration procedure with individual Shared Resource Operators.

NOTE: How the Shared O-RU Host performs such co-ordination is out of scope of the present document.

19.11 Partitioning of shared O-RU carrier resources

19.11.1 Partitioning of Shared O-RU advertised resources

O-RU capabilities as a whole shall be advertised by the O-RU (e.g. parameters defined in o-ran-module-cap.yang, o-
ran-beamforming.yang) at start-up to each SRO and Shared O-RU Host. Hence, each SRO sharing the O-RU shall be
aware of complete O-RU resources. These O-RU resources shall be partitioned between multiple SROs based on pre-
defined agreement (outside the scope of WG4). Each SRO is expected to configure and use it’s partitioned O-RU
resources so that the maximum O-RU capacity is not exceeded. To clarify this with an example, value of parameters
‘max-gain’ and ‘min-gain’ in o-ran-uplane-conf Y ANG model, shall not be exceeded when multiple SROs use the same
tx-array for the carriers configured by each of them.

19.11.2 Partitioning of eAxC identities

The eAxC-1Ds are required to be unique within the shared O-RU in the same direction (Tx or Rx) even across different
processing elements that may correspond to connection to different Shared Resource Operators. The Shared O-RU Host
isresponsible for partitioning the eAxC-I1Ds between different Shared Resource Operators.

NOTE: How the Shared O-RU Host decides on the eAXC-ID partitioning policy and how the partition policy
information is signalled to the respective Shared Resource Operators is out of scope of this document.

The procedures described in clause 19.6.2 can be used by the Shared O-RU Host to confirm whether a Shared Resource
Operator is adhering to the eAXC-ID partitioning policy.

19.11.3 Partitioning of links, endpoints and array carriers

The Shared O-RU Host is responsible for creating the list entries for low-level-tx-links, low-level-rx-links, low-level-
tx-endpoints, low-level-rx-endpoints, tx-array-carriersand rx-array-carriers, including unique configured name
and one or more configured sro-id. The sro-id is used to partition links and array carriers between separate Shared
Resource Operators.

19.11.4 Partitioning of static endpoints

The Shared O-RU Host is responsible for allocating static-low-level-rx-endpoints and static-low-level-tx-endpointsto
individual Shared Resource Operators. This allocation may take into account Shared Resource Operator requirements
related to static configuration for PRACH and SRS as well as TDD pattern configuration. To allocate a static-low-
level-tx-endpoint to a Shared Resource Operator, the Shared O-RU Host shall configure the low-level-tx-endpoints list
entry with the name of the static-low-level-tx-endpoint and the sro-id of the Shared Resource Operator. To allocate a
static-low-level-rx-endpoint to a Shared Resource Operator, the Shared O-RU Host shall configure alow-level-rx-
endpointslist entry with the name of the static-low-level-rx-endpoint and the sro-id of the Shared Resource Operator.

The procedures described in clause 19.6.2 can be used by the Shared O-RU Host to confirm whether a Shared Resource
Operator is adhering to the static endpoint partitioning policy.
19.11.5 Shared O-RU beamforming configuration

When the shared O-RU supports the o-ran-beamforming Y ANG model, the allocation of array carrier resources and
band configuration to individual Shared Resource Operators will refer to any corresponding static beamforming
configuration of the shared O-RU.

In this version of the specification, the operation of a shared O-RU with rt-bf-weights-update-support set to true is not
defined.
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19.11.6 Shared O-RU with antenna line devices

When the shared O-RU is connected to one or more antenna line devices as described in clause 14.4, the shared O-RU
host shall be responsible for the operation of the antennaline devices.

NOTE 1: How the details of the configuration of the one or more antenna line devices are shared with the
respective Shared Resource Operatorsis out of scope of the present document.

The Shared O-RU Host may be required to co-ordinate antenna line operations with the different Shared Resource
Operators, e.g., remote electrical tilt.

NOTE 2: How the Shared O-RU Host coordinates such operationsis out of scope of the present document.

19.12 Example shared O-RU carrier configuration and operation
procedure

An example procedure for configuring a shared O-RU is as follows:

1) The Shared O-RU Host isassigned "sudo" privileges. The Shared O-RU Host allocates an sro-id to the Shared
Resource Operator and creates account(s) for the Shared Resource Operator’s NETCONF client(s) on the O-
RU’s NETCONF server which includes the sro-id. The Shared O-RU Host communicates the account
information to the Shared Resource Operator. Optionally, the Shared O-RU Host can subscribe to be notified
of updates to the O-RU’ s configuration datastore, using the techniques specified in clause 9.4

2)  The Shared O-RU Host configures the list of ru-elements for the Shared Resource Operator based on agreed
O-DU transport identifiers. Each such element has the corresponding sro-id parameter set to the value
allocated to the Shared Resource Operator.

NOTE 1: How the Shared O-RU Host becomes aware of information to identify the remote CU-Plane endpoints
corresponding to the address(es) used by individual Shared Resource Operator O-DUs for control and
user-plane traffic and included in the configuration of an ru-element list entry is out of scope of the
present document.

3) The Shared O-RU Host creates the tx-array-carriersand rx-array-carrierslist entriesin relation to the
agreed tx-arrays and rx-arrays for use by the Shared Resource Operator. Each of the list entries will have the
corresponding sro-id allocated to the Shared Resource Operator configured in the list of sro-ids associated
with the array carriers.

NOTE 2: Configuring thetx-array-carriersand rx-array carrierslist entries includes mandatory leaves which
are specific to the Shared Resource Operator’s configuration. The Shared O-RU Host can agree with the
Shared Resource Operator how it will configure any mandatory parametersinitsinitial list configuration.

4)  The Shared O-RU Host creates low-level-tx-endpoints and low-level-r x-endpoints related to agreed
partitioned static-low-level-tx endpoints and static-low-level-rx-endpoints respectively. Each of the list
entries will have the corresponding sro-id allocated to the Shared Resource Operator configured in the list of
sro-ids associated with the endpoints.

NOTE 3: Configuring the low-level-tx-endpoints and low-level-rx-endpoints list entries includes mandatory
leaves which are specific to the Shared Resource Operator’s configuration. The Shared O-RU Host can
agree with the Shared Resource Operator how it will configure any mandatory parametersinitsinitial
configuration.

NOTE 4: The Shared O-RU Host and the Shared Resource Operator can agree how information describing the list
entries created in steps 2, 3 and 4 are to be shared. In one example, information is shared out of band
between the two operators. In a second example, the operators can agree that the Shared Resource
Operator will use a GET RPC to read the list entries configured by the Shared O-RU Host. Using this
second approach, the NACM privileges ensure that the Shared Resource Operator only has permissionsto
read list entries that have been configured with its sro-id.

5)  The Shared Resource Operator enters the pre-configured list entry information into its management systems
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The Shared O-RU Host configures the configur ed-client-info container with I P address(es) of the NETCONF
client(s) used by the Shared Resource Operator. This triggers the shared O-RU to call home to the configured
client. The Shared Resource Operator uses the shared account information to establish a NETCONF session to
the shared O-RU.

The Shared Resource Operator uses the NETCONF session to complete the configuration of the relevant o-
ran-uplane-conf defined list entries for tx-array-carriers, rx-array-carriers, low-level-tx-endpoints and
low-level-rx-endpoints. Asthelist entries are al configured with the sro-id of the Shared Resource Operator,
then the NACM privileges described in clause 19.3.3 permit the Shared Resource Operator to over-write the
initial mandatory parameters configured by the Shared O-RU Host with its required operational values. If the
Shared O-RU Host subscribed to be notified of modifications to the O-RU’ s configuration storein step 1, then
the Shared O-RU Host will be automatically notified of the committed changes to the shared O-RU’s
configuration by the Shared Resource Operator.

The Shared O-RU Host can read the modified configuration of the shared O-RU and the information used to
determine whether the configuration by the Shared Resource Operator adheres to pre-agreed sharing policies.

NOTE 5: How to determine whether the configuration adheres to a pre-agreed policy as well as any response

triggered by determining that a configuration does not adhere to a pre-agreed policy are not defined in the
present document.

With the above steps successfully performed, the relationship between C/U-Plane application endpoints at Shared
Resource Operator’s O-DU and shared O-RU is configured.

9)
10)

The Shared O-RU Host and Shared Resource Operator can subscribe to receive notifications of O-RU alarms.

The Shared O-RU Host is responsible for configuring the performance measurements performed by the shared
O-RU.

NOTE 6: The Shared O-RU Host and the Shared Resource Operator can agree how information describing the

11)

12)

13)

configured performance measurements are to be shared. In one example, information is shared out of
band between the two operators. In a second example, the operators can agree that the Shared Resource
Operator will use a GET RPC to read the performance management configuration. Using this second
approach, the NACM privileges ensure that the Shared Resource Operator only has permissions to read
performance management configuration associated with the ru-elements list entries and/or exacid values
associated with the Shared Resource Operator’s sro-id.

The Shared Resource Operator can subscribe to receive notifications related to the shared O-RU’ s performance
management counters. The NACM privileges defined in clause 19.3.3 restricts the Shared Resource Operator
to only be able to recover measurements associated with the ru-elements|list entries and/or exacid values
associated with the Shared Resource Operator’s sro-id.

The Shared Resource Operator performs carrier activation by setting the value of the parameter "active" at tx-
array-carrier element / rx-array-carrier element to "ACTIVE" for those list entries configured with the sro-id
of the Shared Resource Operator.

The Shared Resource Operator performs shared resource operator supervision as specified in clause 19.3.4. If
an O-RU enters shared resource supervision failure, then as described in clause 19.3.4, the shared O-RU will
deactivate any carriers uniquely associated with the sro-id of the Shared Resource Operator and raise an alarm
notification indicating that it has lost SRO based supervision.

19.13 Shared O-RU and LAA operation

Operation of M-Plane procedures as specified in clause 16 by a Shared Resource Operator using a NETCONF account
with "carrier" privilegesis not defined in the present document.

NOTE: Thisdoes not prevent the Shared O-RU Host from configuring LAA operation to operate in combination

with its own component carriers.
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19.14 Shared O-RU operation in combination with shared cell

Operation of M-plane procedures as specified in clause 17 by a Shared Resource Operator using a NETCONF account
with "carrier" privilegesis restricted based on the sro-id configured in the user-list entry for the NETCONF account. A
shared O-RU that indicates it supports the o-ran-shared-cell model inits Y ANG library shall support the partitioning of
copy and combine entities on an sro-id basis and limit read access to those list-entries where the configured sro-id
matches that of the NETCONF account, as specified in clause 19.3.3.

The present document further restricts all write access to the shared-cell Y ANG model from NETCONF accounts with
user name user-list entry containing a configured sro-id and "carrier” privileges. As a consequence, the Shared O-RU

Host shall be responsible for configuring shared cell copy and combine parameters on behalf of each Shared Resource
Operator.

NOTE: How the Shared O-RU Host co-ordinates the configuration of copy and combine parameters between one
or more Shared Resource Operators is outside the scope of the present document.

20 Network energy saving

20.1 Introduction

This section describes the requirements and scope of Energy Savings Techniques relevant to Fronthaul M-Plane
interface.

20.2  Carrier deactivation for energy saving

20.2.1 High level principle of carrier deactivation for energy saving

This clause provides basic description of how an O-RU's carrier can be deactivated to achieve the energy savings within
an O-RU.

In order to achieve the energy saving, NETCONF Client uses the existing parameter [tr]x-array-carrier::activeto
activate or de-activate [tr]x-array-carriers. NETCONF Client configures the parameter to INACTIVE to deactivate
specific carrier. This causes the parameter [tr]x-array-carrier::state transition to DISABLED (can go through BUSY). In
aresult, power consumption of O-RU is reduced because O-RU does not need to process C-Plane and U-plane traffic.

Additionally, when [tr]x-array-carriers are inactive and when ener gy-saving-enabled is set to true, the O-RU may turn
off circuitry associated with carrier processing to further reduce power consumption.

NOTE 1. The actual reduced value of power consumption depends on the O-RU’ s implementation.

NOTE 2: The operation of an O-RU when active is set to SLEEP is not currently defined in the present document.

NOTE 3: For details about how parameters energy-saving-enabled and [tr]x-array-carrier::active interact - please
see clause 9.1.3 "Modify state".

20.2.2 Synchronization aspects for carrier deactivation for energy saving

When power -state of o-ran-hardware is SLEEPING, C/U/S functions on O-RU may be stopped to reduce energy
consumption. If O-RU stops S-plane function, a certain period which depends on the O-RU implementation will be
required to make carrier activation again. NETCONF client should set ener gy-saving-enabled to FAL SE to ensure O-
RU isready to immediately activate a carrier.
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Annex A (normative):
Common alarm definition

A.l Introduction

This clause contains common alarms which may be supported.

Obviously, alarmsthat are not applicable in given HW design or SW configuration shall not be reported. For example,
alarms related to fan monitoring are applicable to HW variants with fans.

In many cases alarm detection method is HW specific. It is assumed that alarm detection method is reliable to avoid
undetected alarms and false alarms. It is also expected that the NETCONF Server is applying mechanismsto avoid
unreasonably fast toggling of alarms’ state.

The common alarms table has following columns:

NOTE 1: The table columns do not represent the entire set of alarm fields defined in the o-ran-fm.yang model.
Fault id — Numerical identifier of alarm. This D shall be used in <alarm-notif> message (fault-id parameter).
Name — Name of the alarm.

M eaning — Description of alarm, describes high level meaning of the alarm.

Start condition — Defines conditions which when fulfilled generates alarm. If filtering time is needed, then it shall be
defined in this column.

Cancel condition — Defines conditions which when fulfilled cancels alarm. If filtering time is needed, then it shall be
defined in this column.

NETCONF Server actions on detection — Defines actions of the NETCONF Server after alarm has been detected.
NETCONF Server actions on cancel — Defines actions of NETCONF Server after alarm has been cancelled.

System recovery actions — Describes gNB level recovery actions of the NETCONF Client after alarm has been
indicated by NETCONF Server. Thisfield isinformative only; actions taken by the NETCONF Client are not
restricted nor defined in this document. System recovery action "Reset” refersto NETCONF Client forcing reset of
O-RU.

Source — Defines possible sources of the alarm (alarm is within O-RU). Alarm sources may directly reference a
defined component or may use a predefined textual description. The following list provides mapping between alarm
sources and XML encodings describing the names of components that may be alarm sources:

- Module: < hardware xmins= "urn:o-ran:hardware:1.0"><component><o-ran-
name/></component></hardware>

- Fan supervision: <fan-tray xmins= "urn;o-ran:fan;1.0"><fan-state><name/></fan-state></fan-tray>
- GNSS: <sync xmlns= "urn:o-ran:sync:1.0"><gnss-status><name/></gnss-status></sync>
- External input: <externa-io xmlns= "urn:o-ran:externalio: 1.0” ><input><name/></input></external-io>

- External output: <external-io xmlns="urn:o-
ran:externalio:1.0” ><output><name/></output></external -io>

- ALD port: <ald-ports-io xmlns= "urn:o-ran:ald-port:1.0” ><al d-port><name/></ald-port></ald-ports-io>

- Port transceiver: <port-transceivers xmlns= "urn:o-ran:transceiver:1.0” ><port-transceiver-
data><name/></ port-transcei ver-data ></port-transcei vers>

- Ethernet interface: <interfaces xmlns="urn:ietf:params.xml:ns.yang:ietf-
interfaces’ ><interface><name/></interface></interfaces>
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Processing element: <processing-elements xmins= "urn:o-ran:processing-element.1.0" ><ru-
elements><name/></ru-elements></processing-elements>

Low level tx link: <o-ran-uplane-conf xmlns= "urn:o-ran;uplane-conf.1.0” ><low-level-tx-
links><name/></low-level-tx-links></ o-ran-uplane-conf>

Low level rx link: <o-ran-uplane-conf xmlns="urn:o-ran:uplane-conf.1.0" ><low-level -rx-
links><name/></low-level-rx-links></o-ran-uplane-conf>

Tx array: <o-ran-uplane-conf xmlns= "urn:o-ran:uplane-conf.1.0” ><tx-arrays><name/></tx-
arrays></o-ran-uplane-conf>

Rx array: <o-ran-uplane-conf xmlns= "urn:o-ran:uplane-conf.1.0” ><rx-arrays><name/></rx-
arrays></o-ran-uplane-conf>

O-DU supervision: <o-ran-supervision xmlns="urn:o-ran:supervision:1.0"><per-odu-
monitoring><odu-id/></per-odu-monitoring></o-ran-supervision>

The following list provides mapping between alarm sources and predefined textual descriptions used to define the alarm

sources:

Antennaline: array’ s name:array element, where array’ s name follows either Tx array or Rx array
name as defined above and array element is an ordinal number defining element within an array (seekin
clause 12.5.3 Identification and Ordering of Array Elementsin [2]).

EXAMPLE 1. "tx-array-1:0" (alarm on the array element k=0 on the tx-array named "tx-array-1")

EXAMPLE 2: "rx-array-2:15" (alarm on the array element k=15 on the rx-array named "rx-array-2")

If an alarm is caused by an external device (fault isout of the O-RU, e.g., caused by an Antenna Line Device), then
fault source may not fit to any of the fault sources described above and additional text in an alarm notification is needed
to clearly describe what may be a possible fault source.

NOTE 2: Alarms, especialy those defined in vendor specific range, may use other alarm sources, which are not

described above.

Severity — Defines severity of the alarm as specified in ITU X.733 [30].

Critical — sub-unit for which alarm has been generated is not working and cannot be used.

Major — sub-unit for which alarm has been generated is degraded, it can be used but performance might
be degraded.

Minor — sub-unit for which alarm has been generated is still working.

Alarm Type - Indicates the type of alarm, as specified in 3GPP 28.5.3.2 [60], table 12.2.1.4.4.6-1.

Thetable of alarmsin Annex A includes alarm-type values for the common alarms.
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allowed ambient
temperature range.

HW specific ambient
temperature range.

the allowed HW
specific ambient
temperature range

Fault id Name Meaning Start condition Cancel condition NETCONF NETCONF | System Source Severity | Alarm Type
Server actions Server recovery
on detection | actions on | actions
cancel

1 Unit Unit temperature is  |Unit temperature Unit temperature is |[SW None. None. Module Minor ENVIRONME
temperature is |higher than expected. |exceeded HW below HW implementation NTAL-ALARM
high implementation implementation specific.

specific value for specific value for
reasonably long reasonably long
filtering time (e.g. 1  (filtering time (e.g. 1
minute). minute).

2 Unit Unit temperature is  |Unit temperature Unit temperature is |Unit deactivates|None. None. Module Critical |ENVIRONME
dangerously |dangerously high. exceeded HW below HW all carriers to NTAL-ALARM
overheating implementation implementation prevent HW

specific value for specific value for |damage.
reasonably long reasonably long
filtering time (e.g. 1  (filtering time (e.g. 1
minute). minute).
AND
Ambient
temperature is
below predefined
HW
implementation
specific value

3 Ambient Calculated ambient |Calculated ambient |Calculated ambient|SW None. None. Module Minor ENVIRONME
temperature  |temperature value temperature goes temperature not  [implementation NTAL-ALARM
violation goes outside the outside the allowed |any more outside |specific.
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Fault id[Name Meaning Start condition Cancel condition |NETCONF NETCONF |System |Source Severity |Alarm Type

Server actions |Server recovery
on detection |actions on |actions
cancel

4 Temperature |During start-up: The |Unit temperature is  |Unit temperature is |HW HW None. Module Critical |ENVIRONME
too low temperature inside below HW x Celsius above implementation |implementati during NTAL-ALARM

the unit is too low. implementation HW specific (e.g., |on specific start-up
Heating of unit is specific value. implementation enable heating).|(e.g., disable
ongoing. Wait until specific value. (NOTE 3) the heating). Minor
the alarm is Additionally: (NOTE 4) during
cancelled. cancellation of runtime
During runtime: The critical alarm
temperature inside (reported during
the module is too low. start-up) is

mandatory within x

minutes.

5 Cooling fan Fan(s) do not run. HW implementation |HW None. None. None. Fan Critical (if | EQUIPMENT-

broken specific. implementation supervision cooling is |[ALARM
specific. severely
degraded
)
Major
(otherwis
e)

6 No fan Unit cannot identify  |HW implementation |HW SW None. None. Fan Minor EQUIPMENT-
detected the used fan type or |specific. implementation implementation supervision ALARM

the fan is not installed specific. specific.
at all.

7 Tuning failure |A filter has not been |HW implementation [HW None. None. None. Antenna line |Critical |EQUIPMENT-
able to tune on an specific. implementation ALARM
appropriate sub-band specific.
properly.

8 Filter unit Major failure has HW implementation |HW None. None. None. Antenna line |Critical |EQUIPMENT-

faulty been detected by the |specific. implementation ALARM
filter. specific.

9 Transmission |The TX signal quality |HW and SW HW and SW None. None. None. Antenna line  |Major QUALITY-OF-
quality may be out of implementation implementation SERVICE-
deteriorated  |specification limits. specific. specific. ALARM

10 RF Module Module's overvoltage |HW implementation |None. None. None. None. Module Minor EQUIPMENT-
overvoltage protection is broken. |specific. ALARM
protection
faulty

11 Configuring Configuration failed |SW or HW fault None. None. None. Reset. Module Critical |PROCESSING
failed because of a HW or |detected during -ERROR-

SW fault. configuration. ALARM
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Fault id[Name Meaning Start condition Cancel condition |NETCONF NETCONF |System |Source Severity |Alarm Type
Server actions |Server recovery
on detection |actions on |actions
cancel
12 Critical file not |Critical configuration |Critical configuration |None. None. None. Reset. Module Critical |PROCESSING
found file is missing. file is detected -ERROR-
missing. ALARM
13 File not found |Non-critical Non-critical None. None. None. None. Module Major PROCESSING
configuration file is configuration file is -ERROR-
missing. detected missing. ALARM
14 Configuration |conflicting or conflicting or Unit detects that  |None. None. None. Module or Major PROCESSING
file corrupted |corrupted corrupted previously missing antenna line -ERROR-
configuration data. configuration data file is present. ALARM
detected.
15 Unit out of The Unit is out of HW and SW HW and SW None. None. Reset. Module Critical |EQUIPMENT-
order order because of a implementation implementation ALARM
software or hardware |specific. specific.
fault.
16 Unit The permanent Not able to read data |None. None. None. None. Module Major PROCESSING
unidentified memory in the from information -ERROR-
module is corrupted |storage or data is ALARM
and the module such that module
product code or serial |identity or serial
number is missing, or [number is missing or
the module product |module identity is
code is unknown. unknown.
17 No external The Unit lost lock to  |HW implementation  |HW None. None. Reset or |Module Major EQUIPMENT-
sync source |all incoming clocks. |specific. implementation none. ALARM
specific.
18 Synchronizatio |Unit is out of HW implementation |HW Unit shuts down |[None. Reset or |Module Critical |[EQUIPMENT-
n Error synchronization. specific. implementation all RF emission none. ALARM
specific. to prevent
environment
distortion and
deactivates all
carriers.
19 TX out of order|TX path is not usable. |[HW implementation |HW None. None. Reset or |Antennaline |(Critical |EQUIPMENT-
specific. implementation none. ALARM
specific.
20 RX out of RX path is not usable.|HW implementation |None. None. None. Reset or |Antennaline |(Critical |EQUIPMENT-
order specific. none. ALARM
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Fault id[Name Meaning Start condition Cancel condition |NETCONF NETCONF |System |Source Severity |Alarm Type
Server actions |Server recovery
on detection |actions on |actions
cancel
21 Increased Increased bit error HW implementation |HW Module Agent |Module None. Module Major QUALITY-OF-
BER detected |rate has been specific (the detected |implementation starts HW Agent stops SERVICE-
on the optical |detected on the BER on optical link is |specific (the implementation |HW ALARM
connection optical link which degrading RF detected BER on |specific implementati
results in sporadic operation). optical link is not  |recovery to on specific
errors in downlink degrading RF keep the RF recovery
baseband processing. operation). operation actions.
ongoing.
22 Post-test failed |Power-on self-test HW and SW None. Unit reset x None. None. Module Critical |PROCESSING
failed at start-up. implementation times for -ERROR-
specific. recovery. ALARM
23 FPGA SW The FPGA software |FPGA SW checksum |None. None. None. None. Module Major PROCESSING
update failed |update has failed. is not correct match -ERROR-
after FPGA SW ALARM
update is detected.
24 Unit blocked |Unit is blocked. Parameter admin- Parameter admin- |Blocked unit None. None. Module Critical |EQUIPMENT-
(NOTE state of the Module |state of the shuts down all ALARM
5) element is set to Module Element is |RF emission
"locked". set to "unlocked" |and turns off
or "shutting-down" |power on
antenna lines
and ALD ports
25 Reset Unit detected a HW implementation |None. None. None. Reset. Module Critical |[EQUIPMENT-
Requested transient problem specific ALARM
which significantly
affects operation that
requires a reset as a
recovery.
26 Power Supply |Input power to HW implementation |None None None Reset or |Module Critical, |[EQUIPMENT-
Faulty module has fault, specific None Major or |ALARM
unstable or broken. Minor
27 Power One of power HW implementation |None None None Reset or |Tx-array Major EQUIPMENT-
Amplifier faulty [amplifiers in module |specific None and/or ALARM
has fault, unstable or antenna line

broken
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Fault id[Name Meaning Start condition Cancel condition |NETCONF NETCONF |System |Source Severity |Alarm Type

Server actions |Server recovery
on detection |actions on |actions
cancel

28 C/U-plane One of logical C/U-  |One of C/U-plane Deactivation or None None Deactivat |low-level-tx-  |Major, COMMUNICA
logical plane connection has |processing elements [removal of carrier ion or link-and/or Minor or |TIONS-
Connection fault, unstable or detects the error of related to all low- removal |low-level-rx- warning |ALARM
faulty broken. C/U-plane connection |level-tx-links being of carrier |link

faulty, (when the O- |mentioned as related to
RU’s CU plane alarm source. all low-
monitoring timer level-tx-
expires). links
being
mentione
das
alarm
source.

29 Transceiver Unit has detecteda |HW and SW None. None None. None. Module Critical |[EQUIPMENT-
Fault transceiver fault implementation ALARM

specific.

30 Interface Fault |Unit has detecteda |[HW and SW None. Unit reset x None. None. Module Major or |EQUIPMENT-
fault with one of its implementation times for Critical |ALARM
interfaces specific. recovery.

31 Unexpected |C/U-plane message |C/U-plane detects Carrier that uses  |SW None None Specific to Major, COMMUNICA
C/U-plane content was faulty for [unexpected message |the fault source is |implementation low-level-[tr]x- [Minor or |TIONS-
message undetermined reason. |content. disabled/removed |specific endpoint warning |ALARM
content fault in the C/U-

Plane
message

32 Triggering O-RU has previously |Major - O-RU has not |Arrival of RPC Major-None, Major-None, |Major - |[Module Major/ PROCESSING
failure of sent a notification received an RPC antenna calibration |Critical-Reset or|Critical-None |Send Critical |-ERROR-
antenna antenna-calibration- |trigger for start start/Success of O-|None RPC ALARM
calibration required and has not |antenna calibration |RU self-calibration antenna

received an antenna- |within 60 seconds calibratio
calibration-start RPC |after triggering the n
sending of the start/self-
antenna-calibration- calibratio
required notification n
Critical — After O-RU Critical-
specific number of Reset

repetitions based on
O-RU
implementation/
Failure of O-RU self-
calibration
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Fault id[Name Meaning Start condition Cancel condition |NETCONF NETCONF |System |Source Severity |Alarm Type
Server actions |Server recovery
on detection |actions on |actions
cancel
33 Dying Gasp O-RU is suffering Critical - O-RU is Re-starting of the |HW None None Module Critical |[EQUIPMENT-
from an experiencing a dying |O-RU, e.g., after |implementation ALARM
unrecoverable gasp event power has been |specific
condition such as restored
power failure
34 Clock source |Clock source has O-RU detects clock [HW set the system |None None Module Critical |[EQUIPMENT-
failure failed source failure implementation clock to the ALARM
specific. current time
recovered from
available
external
sources
35 Lost O-DU ID |An O-RU has lost Major — carriers Re-establishment |Disable None None odu-id Major COMMUNICA
based supervision from one |associated with the |of NETCONF operation of TIONS-
Supervision O-DU O-DU are disabled supervision by O- |carrier ALARM
DU resources
NOTE: this alarm is associated with
only supported by O- 0O-DU
RUs that implement
the SHARED-ORU-
MULTI-ODU feature

NOTE 3 : Actions taken shall not interfere with normal unit operation if such is commanded by NETCONF Client
NOTE 4: Actions taken shall not interfere with normal unit operation if such is commanded by NETCONF Client.
NOTE 5: The admin-state is conditioned on the optional hardware-state feature. The O-RU can support fault id #24 (Unit blocked) only if it supports optional feature
hardware-state.
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Annex B (normative):

Counters
B.1 Counter definition
Table B.1-1: Counters definition
measurement- measurement-object report-info object-unit Note
group

transceiver-stats

RX_POWER

RX_POWER_LANE 2

RX_POWER_LANE_3

RX_POWER_LANE_4

TX_POWER

TX_POWER_LANE_2

TX_POWER_LANE_3

TX_POWER_LANE_4

TX_BIAS_COUNT

TX_BIAS_COUNT_LANE
2

TX_BIAS_COUNT_LANE
3

TX_BIAS_COUNT_LANE
4

max and time
min and time
first and time
latest and time
frequency-bin-
table

PORT_NUMBER

Type decimal64 including 4
fraction-digits for max, min,
first and latest. A parameter
date-and-time is reported for
each additionally.
Configurable parameters:
function, bin-count, lower-
bound, upper-bound are
defined. For more detail see
B.1.1 and B.1.2. Type uint32
is used for frequency-bin-
table.

VOLTAGE
TEMPARATURE
rx-window-stats | RX_ON_TIME count RU, Type yang: counter64 is
RX_EARLY TRANSPORT, or used for the count.
RX LATE EAXC_ID When object-unit is
RX CORRUPT EAXC_ID, TRANSPORT is
RX DUPL reported as additional
RX TOTAL parameter for EAXC_ID.
RX ON _TIME_C
RX_EARLY_C
RX _LATE C
RX _SEQID _ERR
RX _SEQID ERR_C
RX_ERR_DROP
tx- TX TOTAL count RU, Type yang: counter64 is
measurement- TX_TOTAL_C TRANSPORT, or | used for the count.
objects EAXC_ID When object-unit is

EAXC_ID, TRANSPORT is
reported as additional
parameter for EAXC_ID.
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Counters definition (continued)

measurement-
group

measurement-object

report-info

object-unit

Note

epe-stats

POWER

TEMPERATURE

VOLTAGE

CURRENT

max
min
average

Hardware
component type,
€.g.,
O-RAN-RADIO,
O-RU-POWER-
AMPLIFIER, O-
RU-FPGA, power-
supply, fan, cpu

Type decimal64 including 4
fraction-digits for max, min,
average.

Power measured using
method specified in clause
5.1.1.19 of 3GPP TS 28.552
[57]

Unit of power: watts (W)
Temperature measured
using method specified in
clause 5.1.1.19 of 3GPP TS
28.552 [57]

Unit of temperature: Celsius
Voltage measured using
method as specified in
clause 5.1.1.19 of 3GPP TS
28.552 [57]

Unit of voltage: Volts
Current measured using
method specified in clause
5.1.1.19 of 3GPP TS
28.552 [57]

Unit of current: Amperes

symbol-rssi-
stats-object

ALL-UL-SYMBOLS

CONFIGURED-
SYMBOLS

max

min

avg
frequency-bin-
table

rx-array-carrier

Type decimal64 including 1
fraction-digit is used for max,
min and avg.

Type uint32 is used for
frequency-bin-table.

A parameter: measur ement-interval is defined per group of measur ement-objects.

A parameter: active is defined per measur ement-object.

The object-unit for the measur ement-object of rx-window-measurement can be selected per RU, per TRANSPORT,
or EAXC_ID. RU isassumed to support one of the object-units for the rx-window-measurement.

TRANSPORT indicates the name of transport-flow in o-ran-processing-element Y ANG.

The type Uintl6 is used for EAXC_ID. Measurement result shall contain additional information name for its

transport-flow when EAXC_ID is selected for the obj ect-unit.

A feature "GRANULARITY-EAXC-ID-MEASUREMENT" and afeature "GRANULARITY-TRANSPORT-
MEASUREMENT" are defined as optional definition in O-RU.

B.2

B.2.1

Transceiver statistics

Transceiver measurements

The transceiver-measurement includes the performance measurement of transceivers as shown in the following table.
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Table B.2.1-1: Transceiver Measurements

measurement-object Description
RX_POWER Measured Rx input power in mW for SFP or lane 1 of QSFP
RX_POWER_LANE_2 Measured Rx input power in mW for lane 2 of QSFP
RX POWER LANE 3 Measured Rx input power in mW for lane 3 of QSFP
RX POWER LANE 4 Measured Rx input power in mW for lane 4 of QSFP
TX_POWER Measured Tx input power in mW for SFP or lane 1 of QSFP.
TX_POWER_LANE_2 Measured Tx input power in mW for lane 2 of QSFP
TX_POWER_LANE_3 Measured Tx input power in mW for lane 3 of QSFP
TX POWER LANE 4 Measured Tx input power in mW for lane 4 of QSFP
TX_BIAS_COUNT Internally measured Tx Bias Current in mA for SFP or lane 1 of

QSFP

TX_BIAS_COUNT_LANE_2 Internally measured Tx Bias Current in mA for lane 2 of QSFP
TX_BIAS_COUNT_LANE_3 Internally measured Tx Bias Current in mA for lane 3 of QSFP
TX BIAS COUNT LANE 4 Internally measured Tx Bias Current in mA for lane 4 of QSFP
VOLTAGE Internally measured transceiver supply voltage in mV
TEMPARATURE Internally measured optional laser temperature in degrees Celsius.

B.2.2 Statistics calculation

When configured by the NETCONF client, the O-RU captures value of monitored parameters. Then the O-RU
calculates x = f(s), where f(s) is a function selected for specific statistics instance. The function f(s) can be one of the
following:

f(s=s
f(S) = LOGlo(S),

where LOG:(s) islogarithm with base 10. To avoid issues with infinity, the O-RU assumes that for s < 10?8 value of
LOGo(s) is-128.

The value of x =f(s) isapplied to first, latest, min and max values; related timestamps are also updated; frequency
tableis updated as described in clause B.2.3.

When local measurement interval, which is not same as tr ansceiver -measur ement-interval of the measur ement-

obj ect, passes the O-RU captures value of a monitored parameter (s). Then the O-RU calculates x = f(s), wheref isa
function selected for specific parameter. The local measurement interval is up to the O-RU implementation matter and
typically around 10 sec — 60 sec at earliest.

The value of x = f(s) is applied to latest value; related timestamp is updated.

The O-RU updates statistics:
- If x < min value then x is applied to min value and related timestamp is updated.
- If x > max value then x is applied to max value and related timestamp is updated.
- Value of x is used to update frequency table as described in clause B.2.3 below.

After updates O-RU waits another interval to elapse.

B.2.3  Frequency table generation

Let n = bin-count, a=lower-bound, b = upper-bound, x = f(s) where sis value of monitored parameter and f isa
function selected for statistics via parameter function.

- If n=0 then frequency table is empty and is not updated.
- If n> 0there are n bins: hy where k = 0...n-1. Initial value of each biniszero (hy =0 for k = 0...n-1).
- If x <athen bin hg isincremented.

- If b <x and n> 1 then bin hn.1 isincremented.
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If a<x and x < b and n> 2 then bin hx isincremented for k such that

s k1< (n2)* (x-a) / (b-a) <k.

where the value of a bin should saturate at maximum without overflowing (the value is not incremented above
2%2-1).

Equivaently:

Example;

For k = 0, hx isanumber of values x such that x < a.
For k=1 ... n-2, hx isanumber of values x such that
a+(b-a* (k-1)/ (n-2) <x<a+ (b-a)* (k) / (n-2).

For k = n-1, hx isanumber of values x such that b < x.

function = LOGxo, bin-count = 14, lower -bound = -12, upper-bound = 0

B.3

B.3.1

parameter value s=0, x = f(0) =-128, -128 < -12 = a > hp isincremented

parameter value s= 1e'?, x = f(1e?) = -12, (14-2)*(-12-(-12))/(0-(-12)) = 12*0/12< 1 > h;is
incremented

parameter value s = 9.99e12, x = f(9.99e¢1?) = -11.0004, (14-2)* (-11.0004-(-12))/(0-(-12)) =
12%0.9996/12 < 1 = hy isincremented

parameter value s = 1e?, x = f(1el) = -1, (14-2)*(-1-(-12))/(0-(-12)) = 12*11/12< 12 = hyzis
incremented

parameter values=1,x=f(1) =0,0>0=b - hizisincremented

Rx window statistics

Rx window measurement

The rx-window-measurement includes the performance measurement for the reception window as following table.
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Table B.3-1: Rx Window Measurement

measurement-object

Description

RX_ON_TIME The number of data packet received on time (applies to user data
reception window) within the rx-window-measurement-interval

RX_EARLY The number of data packet received too early (applies to user data
reception window) within the rx-window-measurement-interval

RX_LATE The number of data packet received too late (applies to user data
reception window) within the rx-window-measurement-interval

RX_CORRUPT The number of data packet, which is corrupt or whose header is
incorrect, received within the rx-window-measurement-interval

RX_DUPL This counter is deprecated

RX_TOTAL The total number of received packet (data and control), within the

rx-window-measurement-interval

RX_ON_TIME_C

The number of control packets, received on time within the rx-
window-measurement-interval

RX_EARLY_C The number of control packets, received before the start of
reception window within the rx-window-measurement-interval
RX_LATE_C The number of control packets, received after the end of reception

window within the rx-window-measurement-interval

RX_SEQID_ERR

The number of data packets, received with an erroneous sequence
ID within the rx-window-measurement-interval

RX_SEQID_ERR_C

The number of control packets, received with an erroneous
sequence ID within the rx-window-measurement-interval

RX_ERR_DROP

The total number of inbound messages which are discarded by the
receiving O-RAN entity for any reason within the rx-window-
measurement-interval

Tx statistics

The tx-measurements include the measurement according to the following table.

B.5

The epe-stats include the performance measurement for energy, power and environmental parameters as shown in the

Table B.4-1: Tx Measurement

measurement-object

Description

TX_TOTAL The number of outbound packets (data and control), transmitted
within the tx-measurement-interval
TX_TOTAL_C the number of outbound control packets, transmitted within the tx-

measurement-interval (This counter is required only if RU
supports LAA/LBT capabilities)

Energy, power and environmental statistics

following table. An O-RU shall report its supported measurement objects per hardware component class.

B.6

B.6.1

Table B.5-1: Energy, Power and Environmental Measurements

measurement-object

Description

POWER

Value of measured power consumed by identified hardware
component

TEMPERATURE Value of measured temperature of identified hardware component
VOLTAGE Value of measured voltage of identified hardware component
CURRENT Value of measured current of identified hardware component

Symbol RSSI statistics

Statistics calculation

The symbol-rssi-stats is the time domain RSSI per symbol, the reference point for the TD-RSSI shall be the antenna
connector of the O-RU. The value of Received Signal Strength Indicator(RSSI) per rx-array-carrier per configured
OFDM symbol is measured. The RSS| shall be calculated as the linear average of the total received power observed in
the configured OFDM symbol in the measurement bandwidth from all sources including co-channel serving and non-
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If analogue or hybrid beamforming is enabled, the beamld used for RSSI measurement is:

- When thereis alocation of a beamld in this symbol, O-RU use that beamld for RSSI measurement;

- When there is no alocation of abeamld in this symbal, it is up to O-RU implementation, for example,

the O-RU can choose to use a common beamld or use a previous allocated beamid;

Table B.6.1-1: Symbol RSSI Measurements

measurement-object

Description

ALL-UL-SYMBOLS

Measure and report symbol-rssi separately for all UL symbols in
every configured number of slots (as defined by 'period’ in ‘'symbol-
rssi-measurement-objects'. And the UL symbols are decided by
‘configurable-tdd-pattern’, 'static-srs-configuration’, 'static-prach-
configuration’, and 'dataDirection’ in the C-plane messages.

This option is recommended for static TDD case. If this option is
used in dynamic TDD case, then O-RU measures only the
allocates UL symbols because O-RU may not know ‘candidate UL
symbols' which are not allocated.

CONFIGURED-
SYMBOLS

Measure and report symbol-rssi separately for all configured
symbols as defined by the leaf-list 'symbol-index'.

This can be used for non-dynamic TDD as well as dynamic TDD
cases, the O-RU should measure all configured symbols,
irrespective of whether the UL symbol is allocated or not.

If a c-plane message indicates a symbol within the 'symbol-index’
list to be a DL symbol, O-RU shall not measure rssi on this
symbol.

B.6.2 Frequency Table Generation

SameasB.2.2.

Annex C (informative):
Optional multi-vendor functionality

C.1 Optional multi-vendor namespace

Some of the YANG models are optional for the O-RU to support. In this version of the management plane specification,
the following Y ANG models are optional to support. If an O-RU/NETCONF server does not return the namespace
associated with an optional Y ANG model, the NETCONF client can infer that the O-RU does not support the optional

capability associated with the model.

NOTE: TableC.1-1, C.1-2 do not apply for factory default software.
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Table C.1-1: Optional O-RAN Namespace

No Optional Functionality Reference Namespace
1 Antenna Line Device Clause 14.4 "urn:o-ran:ald-port:x.y"
"urn:o-ran:ald: x.y "
2 External 10 Port Clause 14.5 "urn:o-ran:external-io:x.y "
3 eCPRI delay measurement Clause 7.7 "urn:o-ran:messages:x.y "
4 UDP Echo functionality for IP Clause 7.6 "urn:o-ran:udpecho:x.y "
based transport verification
5 Beamforming Clause 15.4 "urn:o-ran:beamforming:x.y "
6 FAN - "urn:o-ran:fan:x.y"
7 LAA Clause 16 "urn:o-ran:laa:x.y "
"urn:o-ran:laa-operations:x.y "
8 Antenna calibration Clause 5.5 "urn:o-ran:antcal: x.y "
9 Shared cell (common to FHM and Clause 17 "urn:o-ran:shared-cell:x.y"
Cascade modes) "urn:o-ran:ethernet-fwd:x.y"
10 Configured subscription Clause 18 "urn:o-ran:ves-sn:1.0"
transported using VES common
header
11 Certificates to name mapping Clause 6.4.3.2 “urn:o-ran:certificates:1.0”
Table C.1-2: Optional Non-O-RAN Namespace
No Optional Functionality Reference Namespace
1 Notification of Updates to Clause 9.4 "urn:ietf:params:xml:ns:yang:ietf-
Configuration Datastore netconf-notifications "
2 (Transport agnostic) subscriptions | Clause 18 "urn:ietf:params:xml:ns:yang:ietf-
to YANG notifications subscribed-notifications"
3 Certificates to name mapping Clause 6.4.3.2 “urn:ietf:params:xml:ns:yang:ietf-
x509-cert-to-name”
4 IEEE 802.1X Port based Access Clause 7.12 “urn:ieee:std:802.1X:yang:ieee802-
Control dotlx”
“urn:ieee:std:802.1Q:yang:ieee802-
types”
“urn:ietf:params:xml:ns:yang:iana-
crypt-hash”
“urn:ietf:params:xml:ns:yang:ietf-
system”
“urn:ieee:std:802.1X:yang:ieee802-
dotlx-types”
5 Trust store Clause 6.2 "urn:ietf:params:xml:ns:yang:ietf-
truststore"
6 Continuity Check Message Clause 7.6 "urn:ieee:std:802.1Q:yang:ieee802-
dotlg-cfm"

Whereas the above two tables describe those optional Y ANG modul es associated with optional features, there are also
scenarios where support of an optional feature means that previously defined mandatory Y ANG models become
optional. Table C.1.3 describes those optional features that when supported result in Y ANG models becoming optional.

Table C.1-3: Not mandatory O-RAN Namespace for FHM.

No

Optional Functionality

Reference

Namespace

FHM in shared cell

Clause 17.5.1

"urn:o-ran:module-cap:x.y "
"urn:o-ran:uplane-conf:x.y "

C.2

Optional YANG features

Some of the O-RAN defined Y ANG models define optional feature support using the ability to tag a portion of the
model with a feature name. Theses portions of the model are only valid on O-RUs that indicate they support the specific
YANG feature in their YANG library. The definition of the portion of the model tagged with a feature name can include
definitions which allow an O-RU Controller to control when a particular O-RU capability associated with a feature tag
is activated and/or deactivated. The optional capabilitiesidentified using Y ANG feature tag names defined in the O-
RAN defined Y ANG models are shown in table C.2-1 below.

ETSI



213

ETSI TS 104 023 V12.01 (2024-05)

Table C.2-1: Optional O-RAN WG4 defined feature support

Namespace YANG Feature Name Description Optional Feature Control
Tag
1 "urn:o-ran:ald- OVERCURRENT- ALD overcurrent Subscription to over-current
port:x.y " SUPPORTED reporting notifications
2 "urn:o- O-RU-COORDINATED- | O-RU needs user traffic | /antenna-calibration/self-
ran:antcal:1.0" ANT-CAL to be co-ordinated from | calibration-policy/coordinated-
O-DU for antenna calibration-allowed
calibration
3 O-RU-COORDINATED- | Calibration with multiple | /antenna-calibration/self-
ANT-CAL-MULTIPLE- timing resource sets calibration-policy/coordinated-
TIME-RESOURCE calibration-multiple-time-
resources-allowed
4 "urn:o- MODIFY-BF-CONFIG Dynamic Beamforming | activate-beamforming-config
ran:beamforming:x.y Configuration and/or activate-beamforming-
" config-by-capability-group
remote procedure calls
5 BEAM-TILT Tilting pre-defined modify-predefined-beam-tilt-
beams offset remote procedure call
6 "urn:o- CONFIGURABLE-FS- Configurable FS offset /user-plane-configuration /low-
ran:compression- OFFSET level-tx-endpoints
factors:x.y " /compression/fs-offset and/or
luser-plane-configuration /low-
level-tx-endpoints
/compression/dynamic-
compression-configuration/fs-
offset and/or
/user-plane-configuration /low-
level-rx-endpoints
/compression/fs-offset and/or
/user-plane-configuration /low-
level-rx-endpoints
/compression/dynamic-
compression-configuration/fs-
offset
7 "urn:o-ran:delay:x.y | ADAPTIVE-RU- Adaptive O-RU delay /delay-management/adaptive-
" PROFILE profile delay-configuration
8 " urn:o-ran:fm:1.0" HISTORICAL-ALARM- Historical Alarms List M-Plane activation not
LIST applicable
9 "urn:o- ENERGYSAVING O-RU Energy saving /hardware/component/energy-
ran:hardware:x.y " saving-enabled
10 "urn:o- ALIASMAC-BASED-CU- | Alias MAC address /processing-elements/ru-
ran:interfaces:x.y " PLANE based C/U transport elements/transport-
flow/aliasmac
11 UDPIP-BASED-CU- UDP/IP based C/U /processing-elements/ru-
PLANE Transport elements/transport-flow/udpip-
flow
12 "urn:o-ran:module- CONFIGURABLE-TDD- | Configurable TDD luser-plane-configuration/tx-
cap:x.y " PATTERN- pattern array-carriers/configurable-tdd-
SUPPORTED pattern and/or /user-plane-
configuration/rx-array-
carriers/configurable-tdd-
pattern
13 DSS LTE_NR Dynamic Spectrum luser-plane-configuration/tx-
Sharing array-carriers/type and/or /user-
plane-configuration/rx-array-
carriers/type
14 EAXC-ID-GROUP- EAXC-ID Grouping /user-plane-configuration/eaxc-
SUPPORTED id-group-configuration
15 LAA LAA Support /user-plane-configuration/tx-
array-carriers/laa-carrier-
configuration
16 TRANSPORT- Transport M-Plane activation not
FRAGMENTATION Fragmentation applicable

ETSI




214

ETSI TS 104 023 V12.01 (2024-05)

17 PRACH-STATIC- Static configuration of /user-plane-configuration/static-
CONFIGURATION- PRACH pattern prach-configurations
SUPPORTED
18 SRS-STATIC- Static configuration of /user-plane-configuration/static-
CONFIGURATION- SRS pattern srs-configurations
SUPPORTED
19 "urn:o- GRANULARITY-EAXC- | EAXC_ID in rx-window- | /performance-measurement-
ran:performance- ID-MEASUREMENT measurement objects/rx-window-
management:x.y " measurement-objects/object-
unit
20 GRANULARITY- TRANSPORT in rx- /performance-measurement-
TRANSPORT- window-measurement objects/rx-window-
MEASUREMENT measurement-objects/object-
unit
21 "urn:o- SHARED_CELL Shared cell support [ru-elements/transport-
ran:processing- flow/north-eth-flow and/or /ru-
element:x.y" elements/transport-flow/south-
eth-flow
22 "urn:o-ran:shared- FHM FHM support, no /shared-cell/shared-cell-
cell:x.y" capability of radio config/shared-cell-copy-
transmission and combine-mode/shared-cell-
reception copy-entities/shared-cell-copy-
uplane-config and /shared-
cell/shared-cell-config/shared-
cell-copy-combine-
mode/shared-cell-copy-
entities/shared-cell-combine-
uplane-config
23 SELECTIVE-BEAM-ID FHM supports the /shared-cell/shared-cell-
selective combining config/shared-cell-copy-entities-
function by using selective-beam-id and /shared-
beamid cell/shared-cell-config/shared-
cell-combine-entities-for-
selective-beam-id
24 "urn:o-ran:sync:x.y " | ANTI-JAM GNSS Anti Jamming /sync/gnss-config/anti-jam-
enable
25 GNSS GNSS Support Not applicable
26 "urn:o-ran:uplane- EAXC-GAIN- eAxC specific gain /user-plane-configuration /low-
conf:x.y " CORRECTION correction level-rx-endpoints/eaxc-gain-
correction
27 TX-REFERENCE- TX gain reference level | /user-plane-configuration/tx-
LEVEL control array-carriers/reference-level
28 "urn:o- BEAM-UPDATE- O-RU requirements for | /user-plane-configuration /low-
ran:wg4feat:1.0" CONTENTION- beam weight update for | level-tx-endpoints/eaxc-gain-
CONTROL a given beamid, to correction/beam-update-
avoid beam update contention-control-enabled and
contentions. /user-plane-configuration /low-
level-rx-endpoints/eaxc-gain-
correction/beam-update-
contention-control-enabled
29 CHANNEL- Compression for /user-plane-configuration /low-
INFORMATION- channel information in level-tx-endpoints/channel-
COMPRESSION Section Type 6 information-compressions
(indicate at least static
compression is
supported)
30 CHANNEL- Receiving and l/user-plane-configuration /low-
INFORMATION-PRB- processing channel level-tx-endpoints/channel-
GROUP information with PRB information-prb-group-
group size greater than | configuration
one
31 CPLANE-MESSAGE- C-Plane Message luser-plane-configuration/low-

PROCESSING-LIMITS

Limits

level-tx-endpoints/cplane-
message-processing-limits-
enabled and /user-plane-
configuration /low-level-rx-
endpoints/cplane-message-
processing-limits-enabled
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32

UPLANE-ONLY-DL-
MODE

O-RU supports U-
Plane-only DL mode.

luser-plane-
configuration/general-
config/uplane-only-dl-mode-
enable

33

DYNAMIC-
TRANSMISSION-
WINDOW-CONTROL

U-plane transmission
window control
configuration over C-
plane

l/user-plane-configuration /low-
level-rx-endpoints/transmission-
window-control

34

EXT-ANT-DELAY-
CONTROL

O-RU supports external
antenna delay control

luser-plane-configuration/tx-
array-carriers/t-da-offset and/or
luser-plane-configuration/rx-
array-carriers/t-au-offset

35

EXTENDED-PRACH-
CONFIGURATION

O-RU is able to support
extended number of
PRACH patterns and
occasions provided by
means of static
PRACH.

/user-plane-configuration/static-
low-level-rx-
endpoints/extended-max-prach-
patterns
luser-plane-configuration/static-
prach-configurations/prach-
patterns/prach-pattern-id
/user-plane-configuration/static-
prach-configurations/prach-
patterns/number-of-occasions
/user-plane-configuration/static-
prach-configurations/prach-
patterns/occasion-
parameters/occasion-id

36

37

ENHANCED-T- O-RU can support t- /shared-cell/shared-cell-

COMBINE combine-net and tx- config/enhanced-t-combine-
duration enabled

INDEPENDENT- Independent U-plane M-Plane activation not

TRANSMISSION-
WINDOW-CONTROL

transmission window
per endpoint

applicable

38

INTEGRITY-CHECK-
AT-SW-DOWNLOAD

O-RU can perform
integrity check at file
download

[/software-inventory/integrity-
check-at-download-enabled

39

MULTIPLE-SCS-IN-
EAXC

FHM supports
combining for multiple
SCS

or multiple c-plane-
types/frameStructure in
a single eAxC-id

/shared-cell/shared-cell-
config/multiple-scs-in-eaxc-
used

40

MULTIPLE-
TRANSPORT-
SESSION-TYPE

Multiple transport-
session-type

/processing-
elements/additional-transport-
session-type-elements

41

NON-PERSISTENT-
MPLANE

Optimizations for non-
persistent M-Plane

O-RU is configured with an
event-collector identity (e.g.,
using DHCP)

42

NON-SCHEDULED-
UEID

O-RU endpoint is able
to support non-
scheduled -ueid

/user-plane-configuration / low-
level-tx-endpoints/ non-
scheduled-ueid-enabled and/or
/user-plane-configuration / low-
level-rx-endpoints/ non-
scheduled-ueid-enabled

43

ORDERED-
TRANSMISSION

Ordered transmission

luser-plane-configuration /low-
level-rx-endpoints/ordered-
transmission

44

SE11-WITH-
CONTINUITY-BIT-
SUPPORT

O-RU is able to support
handling 'continuity" bit
information in Section
Extension 11

luser-plane-configuration/low-
level-tx-endpoints/se-11-
continuity-flag-enabled

45

SHARED-ORU-MULTI-
OoDU

O-RU is able to support
supervision on a per O-
DU basis

/supervision/per-odu-monitoring

SHARED-ORU-MULTI-
OPERATOR

O-RU is able to support
operation with multiple
shared resource
operator O-DUs

/users/user/sro-id
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46 STATIC- U-plane transmission luser-plane-configuration /low-
TRANSMISSION- window control level-rx-endpoints/transmission-
WINDOW-CONTROL configuration over M- window-control
plane
a7 SUPERVISION-WITH- O-RU uses the Not applicable
SESSION-ID NETCONF session-id in
supervision-naotification
48 UNIFORMLY- Transmission of UL U- luser-plane-configuration /low-
DISTRIBUTED- plane messages level-rx-endpoints/transmission-
TRANSMISSION distributed uniformly type
over transmission
window
49 UPLANE-MESSAGE- U-Plane message limits | /user-plane-
PROCESSING-LIMITS configuration/general-config/
uplane-message-section-
header-limit-enabled

Some of the O-RAN defined Y ANG models augment existing Y ANG models which have optional features defined.
The optional features defined in these "common™ models are shown in the table below.

Table C.2-2: Optional feature support in common models

No Optional Feature Namespace Feature name
1 RFC 6933: Entity MIB "urn:ietf:params:xml:ns:yang:ietf- entity-mib
hardware"”
2 RFC 4268: Entity State MIB "urn:ietf:params:xml:ns:yang:ietf- hardware-state
hardware"

3 RFC 3433: Entity Sensor "urn:ietf:params:xml:ns:yang:ietf- hardware-sensor
Management Information Base hardware"

4 O-RU allows user-controlled "urn:ietf:params:xml:ns:yang:ietf- arbitrary-names
interfaces to be named arbitrarily | interfaces"

5 O-RU supports pre-provisioning of | "urn:ietf:params:xml:ns:yang:ietf- pre-provisioning
interface configuration, i.e., itis interfaces"
possible to configure an interface
whose physical interface
hardware is not present on the
device

6 RFC 2863: The Interfaces Group | "urn:ietf:params:xml:ns:yang:ietf- if-mib
MIB interfaces"

7 O-RU supports configuring non- "urn:ietf:params:xml:ns:yang:ietf- ipv4-non-contiguous-netmasks
contiguous subnet masks ip"

8 O-RU supports privacy extensions | "urn:ietf:params:xml:ns:yang:ietf- | ipv6-privacy-autoconf
for stateless address ip"
autoconfiguration in IPv6

9 O-RU supports configured YANG | "urn:ietf:params:xml:ns:yang:ietf- configured
Notifications subscribed-notifications"

10 O-RU supports JSON encoding of | "urn:ietf:params:xml:ns:yang:ietf- | encode-json
subscriptions to YANG subscribed-notifications"
notifications

C.3

Optional features exposed using O-RAN YANG models

In addition to optional namespaces and optional Y ANG feature tags specified in O-RU supported namespaces, certain
O-RAN defined Y ANG modelsinclude read-only Y ANG leaf nodes used to be able to indicate support by an O-RU of
for certain optional capabilities by the O-RU.

Table C.3-1: Optional features where support is indicated by read-only YANG leaf nodes defined in O-
RAN defined YANG models

Namespace Optional Feature Read-only YANG leaf Optional Feature
indicating feature Control
support
1 | "urn:o-ran:ald- | Control of ALD’s DC power /ald-ports-io/ald-port/dc- /ald-ports-io/ald-port/dc-
port:x.y " supply control-support enabled-status
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Namespace Optional Feature Read-only YANG leaf Optional Feature
indicating feature Control
support
2 "urn:o- O-RU is able to perform /antenna- /antenna-
ran:antcal:x.y" self calibration calibration/antenna- calibration/self-
calibration-capabilities/self- calibration-policy/self-
calibration-support calibration-allowed
3 "urn:o- O-RU supports /antenna- Clause 15.5 defines use
ran:antcal:x.y” configuration of the calibration/antenna- when supported.
preparedness timer calibration-
that controls how far capabilities/configured-
in advance of the co- preparation-timer-
ordinated self calibration supported
procedure the O-RU is
required to send the
notification of impacted
resources
4 "urn:o- O-RU supports the /beamforming- activate-beamforming-
ran:beamformi capability to apply the config/operational- config RPC or
ng:x.y " modified beamforming properties/update-bf-non- activate-beamforming-
configuration by using rpc delete config-by-capability-
activate-beamforming- group RPC
config without deletion of
tx-array-carriers and rx-
array-carriers
5 "urn:o- O-RU supports the /beamforming- M-Plane activation not
ran:beamformi capability to store the config/operational- applicable
ng:x.y " modified beamforming properties/persistent-bf-
configuration file in the files
reset persistent memory
6 "urn:o- O-RU supports dynamic /beamforming-config/static- | M-Plane activation not
ran:beamformi | beamforming control mode properties/rt-bf-weights- applicable. CUS-Plane
ng:x.y" update-support [2] clause 7.7.1.2
defines use when
supported.
7 "urn:o- O-RU supports attributes beamforming- M-Plane activation not
ran:beamformi based dynamic config/beamforming- applicable. CUS-Plane
ng:x.y" beamforming control mode | trough-attributes-supported [2] clause 7.7.2.1
defines use when
supported.
8 "urn:o- O-RU supports beamforming-config M-Plane activation not
ran:beamformi | beamforming based on UE /beamforming-trough-ue- applicable. CUS-Plane
ng:x.y" channel information channel-info-supported [2] clause 7.2.7 defines
use when supported.
9 "urn:o- O-RU supports dynamic /beamforming-config/ue- M-Plane activation not
ran:beamformi channel information specific- applicable CUS-Plane
ng:x.y" compression beamforming/dynamic- [2] clause 7.5.2.15
channel-information- defines use when
compression-supported supported.
10 "urn:o- O-RU supports eCPRI /ecpri-delay-message/one- M-Plane activation not
ran:messageb message 5 one-step step-t34-supported applicable CUS-Plane
Xy procedure for T34 [2] clause 4.4.4.4
measurements. defines use when
supported.
11 "urn:o- O-RU supports eCPRI /ecpri-delay-message/two- M-Plane activation not
ran:messageb message 5 two-step step-t34-supported applicable CUS-Plane
Xy procedure for T34 [2] clause 4.4.4.4
measurements. defines use when
supported.
12 "urn:o- O-RU supports the dying /hardware/component/dyin M-Plane activation not
ran:hardware: gasp alarm g-gasp-supported applicable
X.y"
13 "urn:o- O-RU's rate able to be linterfaces/interface- M-Plane activation not
ran:interfaces: supported by an interface grouping applicable
x.y" is less than nominal

bit rate indicated by its
transceiver model
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Namespace Optional Feature Read-only YANG leaf Optional Feature
indicating feature Control
support
14 "urn:o- O-RU supports Category B /module-capability/ru- M-Plane activation not
ran:module- operation — precoding in capabilities/ru-supported- applicable. CUS-Plane
cap:x.y" the O-RU category [2] clause 7.2.4 defines
use when supported.
15 "urn:o- O-RU supports dynamic /module-capability/ru- M-Plane activation not
ran:module- compression method capabilities/format-of-ig- applicable. CUS-
cap:x.y" samples/dynamic- Plane[2] clause 7.5.2.10
compression-supported defines use when
supported.
16 "urn:o- O-RU supports real-time /module-capability/ru- M-Plane activation not
ran:module- variable bit with capabilities/format-of-ig- applicable. CUS-
cap:x.y" samples/realtime-variable- | Plane[2] clause 7.5.2.10
bit-width-supported defines use when
supported.
17 "urn:o- O-RU supports block O-RU sets a list entry M-Plane activation not
ran:module- scaling compression /module-capability/ru- applicable. CUS-
cap:x.y" capabilities/format-of-ig- Plane[2] clause 8.3.3.13
samples/compression- defines use when
method-supported with supported.
compression-method set to
"BLOCK_SCALING"
18 "urn:o- O-RU supports u-law O-RU sets a list entry M-Plane activation not
ran:module- compression /module-capability/ru- applicable. CUS-
cap:x.y" capabilities/format-of-ig- Plane[2] clause 8.3.3.13
samples/compression- defines use when
method-supported with supported.
compression-method set to
"U_LAW"
19 "urn:o- O-RU supports beamspace O-RU sets a list entry M-Plane activation not
ran:module- compression /module-capability/ru- applicable. CUS-
cap:x.y" capabilities/format-of-ig- Plane[2] clause 8.3.3.13
samples/compression- defines use when
method-supported with supported.
compression-method set to
"BEAMSPACE"
20 "urn:o- O-RU supports modulation O-RU sets a list entry M-Plane activation not
ran:module- compression /module-capability/ru- applicable. CUS-
cap:x.y" capabilities/format-of-ig- Plane[2] clause 8.3.3.13
samples/compression- defines use when
method-supported with supported.
compression-method set to
"MODULATION"
21 "urn:o- O-RU supports block O-RU sets a list entry M-Plane activation not
ran:module- floating-point with selective /module-capability/ru- applicable. CUS-
cap:x.y" re sending compression capabilities/format-of-ig- Plane[2] clause 8.3.3.13
samples/compression- defines use when
method-supported with supported.
compression-method set to
"BLOCK-FLOATING-
POINT-SELECTIVE-RE-
SENDING"
22 "urn:o- O-RU supports modulation O-RU sets a list entry M-Plane activation not
ran:module- compression with selective /module-capability/ru- applicable. CUS-
cap:x.y" re sending capabilities/format-of-ig- Plane[2] clause 8.3.3.13
compression samples/compression- defines use when
method-supported with supported.
compression-method set to
"MODULATION-
COMPRESSION-
SELECTIVE-RE-
SENDING"
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23 "urn:o- O-RU supports variable bit /module-capability/ru- M-Plane activation not
ran:module- width per channel capabilities/format-of-ig- applicable. CUS-
cap:x.y" samples/variable-bit-width- | Plane[2] clause 7.5.2.10
per-channel-supported defines use when
supported.
24 "urn:o- O-RU supports symbol /module-capability/ru- M-Plane activation not
ran:module- number increment capabilities/format-of-ig- applicable.
cap:x.y" command in a C-Plane samples/syminc-supported
25 "urn:o- O-RU supports /module-capability/ru- /user-plane-
ran:module- regularizationFactor in capabilities/format-of-ig- configuration/general-
cap:x.y" section type 5 samples/regularization- config/regularization-
factor-se-supported factor-se-configured
26 "urn:o- O-RU supports little endian /module-capability/ru- /user-plane-
ran:module- capabilities/format-of-ig- configuration/general-
cap:x.y" samples/little-endian- config/little-endian-
supported byte-order
27 "urn:o- O-RU requires 4-byte /module-capability/ru- M-Plane activation not
ran:module- aligned Section Type 6 capabilities/st6-4byte- applicable. CUS-
cap:x.y" alignment-required Plane[2] clause 7.3.1
defines use when
supported.
28 "urn:o- O-RU supports energy /module-capability/ru- M-Plane activation not
ran:module- saving by transmission capabilities/energy-saving- applicable. CUS-
cap:x.y" blanking by-transmission-blanks Plane[2] clause 8.4.2.3
defines use when
supported.
29 "urn:o- O-RU supports dynamic /module-capability/ru- M-Plane activation not
ran:module- transport delay capabilities/dynamic- applicable. CUS-
cap:x.y" management through transport-delay- Plane[2] clause 4.4.4.4
eCPRI Msg 5 management-supported defines use when
supported.
30 "urn:o- O-RU expects unique /module-capability/ru- M-Plane activation not
ran:module- eCPRI sequence id for capabilities/support-only- applicable. CUS-
cap:x.y" eAxC_IDs serving unique-ecpri-seqid-per- Plane[2] defines use
for UL and DL for the eaxc when supported.
same Component Carrier
31 "urn:o- O-RU supports coupling of /module- M-Plane activation not
ran:module- C and U-plane messages capability/coupling- applicable. CUS-
cap:x.y" by frequency and time methods/coupling-via- Plane[2] clause 8.4.1
frequency-and-time defines use when
supported.
32 "urn:o- O-RU supports coupling of /module- M-Plane activation not
ran:module- C and U-plane messages capability/coupling- applicable. CUS-
cap:x.y" by frequency and time with methods/coupling-via- Plane[2] clause 7.9.7
priorities frequency-and-time-with- defines use when
priorities supported.
33 "urn:o- O-RU supports coupling of /module- M-Plane activation not
ran:module- C and U-plane messages capability/coupling- applicable. CUS-
cap:x.y" by frequency and time with methods/coupling-via- Plane[2] clause 7.9.8
priorities optimized frequency-and-time-with- defines use when
priorities-optimized supported.
34 "urn:o- O-RU supports optional /module-capability/ud- M-Plane activation not
ran:module- field udCompLen in U- comp-len-supported applicable. CUS-
cap:x.y" Plane messages Plane[2] clause 8.3.3.19
defines use when
supported.
35 "urn:o- O-RU supports /module-capability/ext-ant- M-Plane activation not
ran:module- configuration of different t- delay-capability set to applicable. CUS-
cap:x.y" da-offset on different tx- "PER-ARRAY-CARRIER" Plane[2] clause 4.7

array-carriers,
and different t-au-
offset on different rx-array-
carriers

defines use when
supported.
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36 "urn:o- O-RU supports the /module-capability/ext-ant- M-Plane activation not
ran:module- configuration of different t- delay-capability set to applicable. CUS-
cap:x.y" da-offset on different tx- "PER-ARRAY" Plane[2] clause 4.7
array-carriers defines use when
only when those tx- supported.
array-carriers belong to
different tx-arrays
37 "urn:o- O-RU supports the /module-capability/ext-ant- M-Plane activation not
ran:module- configuration of a common delay-capability set to applicable. CUS-
cap:x.y" t-da-offset across all tx- "PER-O-RU" Plane[2] clause 4.7
array-carriers defines use when
supported.
38 "urn:o- O-RU supports sending /module-capability/nack- M-Plane activation not
ran:module- | NACK feedback if a section supported applicable. CUS-
cap:x.y" extension for ACK/NACK Plane[2] defines use
request is received when supported.
39 "urn:o- O-RU local management of /module-capability/band- M-Plane activation not
ran:module- the LAA contention window capabilities/sub-band- applicable.
cap:x.y" info/self-configure
40 "urn:o- IEEE 1914.3 header /operational- M-Plane activation not
ran:operations support info/declarations/supported | applicable. CUS-Plane
xy" -header- [2] clause 5.1.3.3
mechanism/protocol defines use when
supported.
41 "urn:o- eCPRI Concatenation /operational- M-Plane activation not
ran:operations support info/declarations/supported | applicable. CUS-Plane
xy" -header-mechanism/ecpri- [2] clause 5.1.3.2.4
concatenation-support defines use when
supported.
42 "urn:o- O-RU supports RX power /performance- /performance-
ran:performan | transceiver measurement management- measurement/objects/tr
ce- objects/measurement- ansceiver-
management: capabilities/transceiver- measurement-objects
xy" objects/measurement-
object set to "RX_POWER"
43 "urn:o- O-RU supports TX power /performance- /performance-
ran:performan | transceiver measurement management- measurement/objects/tr
ce- objects/measurement- ansceiver-
management: capabilities/transceiver- measurement-objects
xy" objects/measurement-
object set to "TX_POWER"
44 "urn:o- O-RU supports TX Bias Iperformance- /performance-
ran:performan Current transceiver management- measurement/objects/tr
ce- measurement objects/measurement- ansceiver-
management: capabilities/transceiver- measurement-objects
xy" objects/measurement-
object set to
"TX_BIAS _COUNT"
45 "urn:o- O-RU supports transceiver /performance- /performance-
ran:performan voltage measurement management- measurement/objects/tr
ce- objects/measurement- ansceiver-
management: capabilities/transceiver- measurement-objects
xy" objects/measurement-
object set to "VOLTAGE"
46 "urn:o- O-RU supports transceiver /performance- /performance-
ran:performan | temperature measurement management- measurement/objects/tr
ce- objects/measurement- ansceiver-
management: capabilities/transceiver- measurement-objects
xy" objects/measurement-
object set to
"TEMPERATURE"

ETSI



221

ETSI TS 104 023 V12.01 (2024-05)

Namespace Optional Feature Read-only YANG leaf Optional Feature
indicating feature Control
support
47 "urn:o- O-RU supports RX Window /performance- /performance-
ran:performan on Time measurement management- measurement/objects/rx
ce- objects/measurement- -window-measurement-
management: capabilities/rx-window- objects
xy" objects/measurement-
object set to
"RX_ON_TIME"
48 "urn:o- O-RU supports RX Window /performance- /performance-
ran:performan too early Time management- measurement/objects/rx
ce- measurement objects/measurement- -window-measurement-
management: capabilities/rx-window- objects
xy" objects/measurement-
object set to "RX_EARLY"
49 "urn:o- O-RU supports RX Window /performance- /performance-
ran:performan | too late Time measurement management- measurement/objects/rx
ce- objects/measurement- -window-measurement-
management: capabilities/rx-window- objects
xy" objects/measurement-
object set to "RX_LATE"
50 "urn:o- O-RU supports RX Window /performance- /performance-
ran:performan corrupt measurement management- measurement/objects/rx
ce- objects/measurement- -window-measurement-
management: capabilities/rx-window- objects
xy" objects/measurement-
object set to
"RX_CORRUPT"
51 "urn:o- O-RU supports RX Window /performance- /performance-
ran:performan duplicate measurement management- measurement/objects/rx
ce- objects/measurement- -window-measurement-
management: capabilities/rx-window- objects
xy" objects/measurement-
object set to RX_DUPL
52 "urn:o- O-RU supports RX Window /performance- /performance-
ran:performan | on Time measurement for management- measurement/objects/rx
ce- control packets objects/measurement- -window-measurement-
management: capabilities/rx-window- objects
xy" objects/measurement-
object set to
"RX_ON_TIME_C"
53 "urn:o- O-RU supports RX Window /performance- /performance-
ran:performan too early Time management- measurement/objects/rx
ce- measurement for control objects/measurement- -window-measurement-
management: packets capabilities/rx-window- objects
xy" objects/measurement-
object set to "RX_EARLY
cr
54 "urn:o- O-RU supports RX Window /performance- /performance-
ran:performan | too late Time measurement management- measurement/objects/rx
ce- for control packets objects/measurement- -window-measurement-
management: capabilities/rx-window- objects
xy" objects/measurement-
object set to "RX_LATE_C"
55 "urn:o- O-RU supports RX Window /performance- /performance-
ran:performan sequence error management- measurement/objects/rx
ce- measurements objects/measurement- -window-measurement-
management: capabilities/rx-window- objects
xy" objects/measurement-

object set to
"RX_SEQID_ERR"
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56 "urn:o- O-RU supports RX Window Iperformance- /performance-
ran:performan sequence error management- measurement/objects/rx
ce- measurements for control objects/measurement- -window-measurement-
management: packets capabilities/rx-window- objects
xy" objects/measurement-
object set to
"RX_SEQID_ERR_C"
57 "urn:o- O-RU supports RX Window /performance- /performance-
ran:performan | packet drop measurements management- measurement/objects/rx
ce- objects/measurement- -window-measurement-
management: capabilities/rx-window- objects
xy" objects/measurement-
object set to "RX
ERR_DROP"
58 "urn:o- O-RU supports TX Window /performance- /performance-
ran:performan measurements for all management- measurement/objects/tx
ce- outbound packets objects/measurement- -measurement-objects
management: capabilities/tx-stats-
xy" objects/measurement-
object set to "TX_TOTAL"
59 "urn:o- O-RU supports TX Window Iperformance- /performance-
ran:performan measurements for management- measurement/objects/tx
ce- outbound controlpackets objects/measurement- -measurement-objects
management: capabilities/tx-stats-
xy" objects/measurement-
object set to
"TX_TOTAL_C"
60 "urn:o- O-RU supports Iperformance- /performance-
ran:performan temperature management- measurement/objects/e
ce- measurements of specific objects/measurement- pe-measurement-
management: hardware components capabilities/epe-stats- objects
xy" objects/measurement-
object set to
"TEMPERATURE"
61 "urn:o- O-RU supports power Iperformance- /performance-
ran:performan | measurements of specific management- measurement/objects/e
ce- hardware components objects/measurement- pe-measurement-
management: capabilities/epe-stats- objects
xy" objects/measurement-
object set to "POWER"
62 "urn:o- O-RU supports voltage /performance- /performance-
ran:performan | measurements of specific management- measurement/objects/e
ce- hardware components objects/measurement- pe-measurement-
management: capabilities/epe-stats- objects
xy" objects/measurement-
object set to "VOLTAGE"
63 "urn:o- O-RU supports current /performance- /performance-
ran:performan | measurements of specific management- measurement/objects/e
ce- hardware components objects/measurement- pe-measurement-
management: capabilities/epe-stats- objects
xy" objects/measurement-
object set to "CURRENT"
64 "urn:o- O-RU supports multi cell /shared-cell/shared-cell- M-Plane activation not
ran:shared- operation in shared cell module-cap/multi-cell-in- applicable. CUS-
cell:x.y" cascade mode cascade-mode-supported Plane[2] clause 13.4
defines use when
supported.
65 "urn:o- O-RU requires separate /software-inventory/build- software-download rpc
ran:software- | download procedures to be content-download
management: re-used for downloading
x.y" individual files in a software

build, instead of a single
archived package
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66 "urn:o- O-RU supports PTP O-RU includes "PTP" /sync/ptp-config
ran:sync:x.y" enumeration in
/sync/:sync-
status/supported-
reference-type list item
67 "urn:o- O-RU supports O-RU includes "SYNCE" /sync/synce-config
ran:sync:x.y" Synchronous Ethernet enumeration in
/sync/:sync-
status/supported-
reference-type list item
68 "urn:o- O-RU supports GNSS O-RU includes "GNSS" /sync/gnss-config
ran:sync:x.y" enumeration in
/sync/:sync-
status/supported-
reference-type list item
69 "urn:o- O-RU supports the T-BC /sync/sync- M-Plane activation not
ran:sync:x.y" profiles in ITU-T G.8275.1 capability/boundary-clock- applicable.
supported
70 "urn:o- O-RU supports enhanced O-RU sets /sync/sync- M-Plane activation not
ran:sync:x.y" accuracy for sync as per capability/sync-t-tsc to applicable.
IEEE802.1CM clause 6.4.1 "ENHANCED"
71 "urn:o- Section types supported by /user-plane- M-Plane activation not
ran:uplane- the O-RU endpoint configuration/endpoint- applicable. CUS-
confix.y" types/supported-section- Plane[2] clause 7.3.1
types/section-type defines use when
supported.
72 "urn:o- Section type extensions /user-plane- M-Plane activation not
ran:uplane- supported by the O-RU configuration/endpoint- applicable. CUS-
confix.y" endpoint types/supported-section- Plane[2] clause 7.3.2
types/supported-section- defines use when
extensions supported.
73 "urn:o- Supported frame structures /user-plane- M-Plane activation not
ran:uplane- configuration/endpoint- applicable. CUS-
conf:x.y" types/supported-frame- Plane[2] clause 7.5.2.13
structures defines use when
supported.
74 "urn:o- O-RU endpoint supports /user-plane- /user-plane-
ran:uplane- time managed delays configuration/endpoint- configuration/low-level-
confix.y" types/managed-delay- rx-endpoints/non-time-
support set to "MANAGED" managed-delay-
or "BOTH" enabled
75 "urn:o- O-RU endpoint supports /user-plane- M-Plane activation not
ran:uplane- multiple numerologies configuration/endpoint- applicable. CUS-
conf:x.y" types/multiple-numerology- Plane[2] table 7.4-3
supported set to "true" defines use when
supported.
76 "urn:o- O-RU endpoint supports /user-plane-configuration/ /user-plane-
ran:uplane- non-scheduled-ueid endpoint-type/non- configuration / low-
conf:x.y" scheduled-ueid-supported | level-tx-endpoints/ non-

set to "true"

scheduled-ueid-enabled
and/or /user-plane-
configuration / low-

level-rx-endpoints/ non-

scheduled-ueid-enabled
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Annex D (informative):
YANG module graphical representation

D.1 Introduction

This Annex provides a set of "tree-views" of the modules to provide asimplified graphical representation of the data
models. These trees have been automatically generated using the pyang Y ANG validator tool [i.4].

D.2 System folder

D.2.1  o-ran-supervision.yang module

The format for the supervision module is provided below.

nodul e: o-ran-supervision
+--rw supervi si on
+--rw cu-pl ane-noni t ori ng!
| +--rw configured-cu-nonitoring-interval ? uint8
+--rw event-col |l ector-nonitoring {or-feat: NO\ PERSI STENT- MPLANE} ?
| +--rw heartbeat-interval ? uint8
| +--rw heartbeat-recipient-id* event-col |l ector-id
+--rw per-odu-nonitoring! {or-feat: SHARED- ORU- MULTI - CDU or or - f eat : SHARED- ORU- MULTI - OPERATOR} ?
+--rw odu-ids* [odu-id] {or-feat: SHARED- ORU- MULTI - CDU} ?
| +--rw odu-id string
+--rw sro-ids-and-odu-ids* [odu-id sro-id] {or-feat: SHARED- ORU- MULTI - ODU and or - f eat : SHARED-
ORU- MULTI - OPERATOR} ?
+--rw odu-id string
+--rw sro-id string

rpcs:
+---Xx supervi si on-wat chdog- r eset

+---w i nput
| +---w supervision-notification-interval? ui nt 16
| +---w guard-timer-overhead? ui nt 16
| +---w context {or-feat: SHARED- ORU- MILTI - ODU or or - f eat : SHARED- ORU- MULTI - OPERATOR} ?
| +---w odu-id? string {or-feat: SHARED- ORU- MULTI - CDU} ?
| +---w sro-id? -> [or-user:users/user/sro-id {or-feat: SHARED- ORU- MULTI - OPERATOR} ?
+

--ro output
+--ro next-update-at? yang:date-and-tinme
+--ro0 error-nessage? string

notifications:
+---n supervision-notification

+--ro session-id -> /ncm net conf - st at e/ sessi ons/ sessi on/ session-id {or-feat: SUPERVI S| O\
W TH- SESSI ON- | D} ?

D.2.2  o-ran-usermgmt.yang module

The format for the user management module is provided below.

nmodul e: o-ran-user ngnt
+--rw users
+--rw user* [ nane]

+--rw nane nacm user - nane-type

+--rw account -type? enuner ation

+--rw passwor d? passwor d-type

+--rw enabl ed? Bool ean

+--rw sro-id* string {feat: SHARED- ORU- MULTI - OPERATOR} ?

rpcs:
+---x chg- password
+---w i nput
| +---w current Password passwor d-t ype
|  +---w newPassword passwor d-t ype
| +---w newPasswor dConfirm passwor d-type
+--ro out put
+--ro status enumner ati on
+--ro0 status-nessage? string
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D.2.3  o-ran-hardware.yang module

The format for the hardware module is provided below.

modul e: o-ran- hardwar e
augnent / hw har dwar e/ hw. conponent :
+--ro | abel - cont ent

| +--ro nodel - nanme? bool ean

| +--ro serial-nunber? bool ean

+--ro product-code string

+--rw ener gy- savi ng- enabl ed? bool ean { ENERGYSAVI NG} ?

+--ro dyi ng- gasp- support? Bool ean

+--rw | ast-servi ce-date? yang: dat e-and-ti ne {or-feat: NO\ PERSI STENT- MPLANE} ?
augment / hw har dwar e/ hw. conponent :

+--rw o-ran-name -> [ hw har dwar e/ conponent / name
augnent / hw har dwar e/ hw. conponent / hw: st at e:

+--ro power-state? ener gysavi ng- st at e { ENERGYSAVI NG} ?

+--ro availability-state? avail ability-type
augnent / hw har dwar e/ hw. conponent :
+--ro connector-label? string
augment / hw har dwar e- st at e- oper - enabl ed
+--ro availability-state? -> [/ hw har dwar e/ conponent / st at e/ o-ran-hw. avai | abi | ity-state
{hw. har dwar e- st at e} ?
augnent / hw har dwar e- st at e- oper - di sabl ed
+--ro availability-state? -> [/ hw har dwar e/ conponent / st at e/ o-ran-hw. avai | abi | ity-state
{hw: har dwar e- st at e} ?

D.2.4  o-ran-fan.yang module

The format for the fan module is provided below.

nodul e: o-ran-fan
+--ro fan-tray
+--ro fan-state* [nane]

+--ro nane string
+--ro fan-|ocation? uint8
+--ro present-and-operating bool ean
+--ro vendor-code? uint8
+--ro fan-speed? per cent
+--ro target-speed? ui nt 16

D.2.5 o-ran-fm.yang module

The format for the fault management module is provided below.

nmodul e: o-ran-fm
+--ro active-alarmli st
| +--ro active-alarns* []

| +--ro fault-id ui nt 16

| +--ro faul t-source string

| +--ro affected-objects* []

| | +--ro nane string

| | +--ro identifier? yang: xpat h1. 0

| +--ro fault-severity enuner ati on
| +--ro is-cleared bool ean

| +--ro fault-text? string

| +--ro probabl e-cause? string

| +--ro specific-probl en? string

| +--ro proposed-repair-actions? string

| +--ro event-time yang: dat e- and-ti ne
| +--ro additional -information* [identifier]

| | +--ro identifier string

| | +--ro information? string

| +--ro alarmtype? enuner ation

+--rw historical-alarmlist {H STORI CAL- ALARM LI ST} ?
+--ro historical-alarms* []

+--ro fault-id ui nt 16
+--ro fault-source string
+--ro affected-objects* []

| +--ro nane string

| +--ro identifier? yang:xpathl.0

+--ro fault-severity enuner ati on
+--ro is-cleared bool ean
+--ro fault-text? string
+--ro probabl e-cause? string
+--ro specific-probl en? string
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+--ro proposed-repair-actions? string

+--ro event-time yang: dat e-and-ti ne
+--ro additional -informati on* [identifier]

| +--ro identifier string

| +--ro information? string

+--ro alarmtype? enuner ation

notifications:
+---n alarmnotif

+--ro fault-id ui nt 16
+--ro faul t-source string
+--ro affected-objects* []

| +--ro nane string

| +--ro identifier? yang: xpat h1. 0

+--ro fault-severity enuner ati on
+--ro is-cleared bool ean
+--ro fault-text? string
+--ro probabl e-cause? string
+--ro specific-probl en? string
+--ro proposed-repair-actions? string
+--ro event-time yang: dat e- and-ti ne
+--ro additional -information* [identifier]

| +--ro identifier string

| +--ro information? string

+--ro alarmtype? enuner ation

D.2.6 o-ran-ves-subscribed-notifications.yang module

The format for the ves subscribed notifications module is provided below.

nodul e: o-ran-ves-subscri bed-notifications
augnent /sn:subscriptions/sn:subscription/sn:receivers/sn:receiver:
+--rw notification-recipient inet:uri

D.2.7 o-ran-certificates.yang module

The format for the certificates module is provided below.

modul e: o-ran-certificates
+--rw certificate-paraneters
+--rw cert - maps
+--rw cert-to-name* [id]

+--rwid ui nt 32

+--rw fingerprint x509c2n: t|s-fingerprint
+--rw map-type identityref

+--rw name string

D.3 Operations folder

D.3.1  o-ran-operations.yang module

The format for the operations module is provided below.

nmodul e: o-ran-operations
+--rw operational -info
+--ro decl arations

| +--ro ru-instance-id? string

| +--ro supported-npl ane-versi on? ver si on

| +--ro supported-cuspl ane-versi on? ver si on

| +--ro supported-header-nechani sn¥ [ protocol]

| | +--ro protocol enuner ati on

| | +--ro ecpri-concatenation-support? bool ean

| | +--ro protocol-version? ver si on

| +--ro supported-conmon-event - header - ver si on? version {or-feat: NO\ PERSI STENT- MPLANE} ?
| +--ro supported-ves-event-Iistener-version? version {or-feat: NO\ PERSI STENT- MPLANE} ?
| +--ro supported-pnf-registration-fields-version? versi on {or-feat: NO\V PERSI STENT- MPLANE} ?
| +--ro maxi num si nul t aneous- net conf - sessi ons? uint8

+--ro operational -state

| +--ro restart-cause? enuner ati on

| +--ro restart-datetine? yang:date-and-tine
| +--ro current-datetine? yang:date-and-tine
+

|

I

--rw cl ock
+--rw ti mezone- nane? ti mezone- nane
+--rw timezone-utc-offset? intl6
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+--rw re-cal |l -hone-no-ssh-tiner? ui nt 16
+--rw max-cal | - home- attenpts? uint8

rpcs:
+---X

D.3.2

reset

o-ran-file-management.yang module

The format for the file management module is provided below

nmodul e: o-
rpcs:
+---X
| +--
||
[
[
[
||
[
[
[
||
[
[
[
||
[
| +--
[
|
+---X
| e
[
[
] =e
|
[

[

+---X
+- -
[
[
|
|
[
[
|
|
[
[
|
|
[
[
+- -

ran-fil e- managenent

file-upl oad

-w i nput
+---w local-logical-file-path string
+---wrenote-file-path string

+---w (credentials)?
+--: (password)
| +---w password!
| +---w password string
+---w server
+---w keys* [al gorithm

I

|

|

||

||

|

| ] +---w public-key? bi nary

|+

| +---w certificatel

+---w application-|layer-credenti al
+---w appl - password?  string

ro out put

+--ro status? enumner ati on

+--ro reject-reason? string

retrieve-file-list

-w i nput

+---w | ogi cal -path string
+---wfile-name-filter? string

ro out put

+--ro status? enuner ation
+--ro reject-reason? string

+--ro file-list* string
file-downl oad

-w i nput

+---w |l ocal -1ogical-file-path string
+---wrenote-file-path string

+---w (credentials)?
+- -: (password)
|  +---w password!
|  +---w password string
+---w server
+---w keys* [al gorithm

|

I

|

||

||

|

| ] +---w public-key? bi nary

| -

| +---w certificatel

+---w application-|ayer-credenti al
+---w appl - passwor d? string

ro out put

+--ro status? enuner ation

+--ro reject-reason? string

notifications:

+---n
| +-
| =s
|  =s
[ +-
+---n
+- -
+- -
+- -
+- -

D.3.3

file-upload-notification

ro local-logical-file-path string

ro renote-file-path string

ro status? enuner ation
ro reject-reason? string
file-downl oad- event

ro local-logical-file-path string

ro renote-file-path string

ro status? enuneration
ro reject-reason? string

o-ran-software-management.yang module

The format for the software management module is provided below

nmodul e: o-

ran- sof t war e- managenent

ETSI

+---w al gorithm asymretri c- key-al gorithmref
‘(certificate)

+---w al gorithm asymretri c- key-al gorithmref
i(certificate)
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+--ro software-inventory
+--ro software-slot* [nane]

| +--ro nane string

| +--ro status enuner ati on
| +--ro active? bool ean

| +--ro running? bool ean

| +--ro access? enuner ati on
| +--ro product-code? -> [/ hw har dwar e/ conponent / o- r an- hw. pr oduct - code
| +--ro vendor-code? string

| +--ro build-id? string

| +--ro build-nane? string

| +--ro build-version? string

| +--ro files* [nane]

| +--ro name string

| +--ro version? string

| +--ro | ocal -path string

| +--ro integrity? enuner ation
+--ro buil d-content - downl oad? Enpty

+--ro integrity-check-at-downl oad-enabl ed? enpty {or-feat: | NTEGRI TY- CHECK- AT- SW DOMNNLQAD} ?
rpcs:

+---x sof t war e- downl oad

|  +---winput

| +---wrenote-file-path inet:uri
+---w (credentials)?
| +--:(password)
| +---w password!
| +---w password string

+---w server
+---w keys* [al gorithnj
+---w al gorithm
+---w public-key?
i(certificate)
+---wcertificate
+---w application-|layer-credentia
+---w appl - password?  string

asymmetri c- key-al gorit hm ref
bi nary

|
||
||
||
||
||

| +--
I

|
||
||
||
||
||
||
||
||
||
||
||
||
| +--
I

I

|

ro out put
+--ro status enuneration
+--ro error-nessage? string
+--ro notification-tineout? int32

+---x sof tware-instal

+---w i nput
| +---w slot-nane
|  +---wfile-nanes*

I

| -> /[ sof tware-inventory/sof t war e-sl ot/ nane
|

| +--ro output

|

|

string

enuner ation
string
int32

+--ro status
+--ro error-mnmessage?
+--ro swinstall-tinmeout?
+---x software-activate
+---w i nput
| +---w slot-nane
+--ro out put

-> [ sof tware-inventory/sof tware-sl ot/ nane
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+--ro status

enuner ati on

+--ro error-nmessage? string
+--ro notification-tineout? i nt32
notifications
+---n downl oad- event
| +--ro file-nane string
| +--ro status? enuner ation
| +--ro error-nessage? string

+---n install-event

| +--ro slot-nanme?

| +--ro status?

| +--ro error-nessage?
+---n activation-event

-> /[ sof tware-inventory/sof t war e- sl ot/ nane
enuner ation
string

+--ro sl ot-nanme? -> /[ sof tware-inventory/software-sl ot/ nane
+--ro status? enuneration

+--ro return-code? uint8

+--ro error-nmessage? string

D.3.4

The format for the (Ethernet) loopback module is provided below

o-ran-lom.yang module

nmodul e: o-ran-| bm
+--rw nd- dat a- defini tions
+--rw mai nt enance- domai n* [id]

ETSI



+-rwid
+--rw nane?
+--rw nd- | evel ?

string
string

+-rwid
+--rw nane?
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string

string

nd- | evel -type
+--rw mai nt enance- associ ati on* [id]

+--rw conponent-list* [conmponent-id]

+--rw conponent -i d
+--rw nane?
+--rw vid*

+--rw renot e- neps*

ui nt 32
string
-> [if:interfaces/interface/o-ran-int:vlan-

nmep-i d-type

+--rw mai nt enance- associ ati on-end-poi nt* [mep-identifier]

+--rw nmep-identifier
+--rwinterface
+--rw primary-vid

+--rw adni ni strative-state

+--ro mac-address?
+--ro | oopback

+--ro replies-transmtted

o-ran-udp-echo.yang module

D.3.5

mep-id-type

-> [if:interfaces/interface/ nane

-> /if:interfaces/interface/o-ran-int:vlan-id
bool ean

-> [if:interfaces/interface/o-ran-int:mac-address

yang: count er 32

The format for the udp echo module is provided below

modul e: o-ran-udp-echo

+--rw udp-echo {o-ran-int: UDPlI P- BASED- CU- PLANE} ?
enuner ation
ui nt 32

+--rw dscp-config?
+--ro echo-replies-transmtted?

D.3.6

+--rw enabl e- udp- echo? bool ean

o-ran-ecpri-delay.yang module

The format for the ecpri delay management module is provided below

nmodul e: o-ran-ecpri-del ay
+--rw ecpri - del ay- mnessage
+--ro ru-conpensation
| +--ro tcv2? ui nt 32
| +--ro tcvl? ui nt 32

+--rw enabl e- message5? bool ean
+--ro one-step-t34-supported? bool ean
+--ro two-step-t34-supported? bool ean

+--rw messageb- sessi ons

+--rw sessi on- paranet ers* [session-id]

+--rw session-id

+--rw processi ng- el ement - nane?

+--rw transport-session-type?
SESSI ON- TYPE} ?

+--rw transport-qualified-processing-el ement - name?

ui nt 32
-> /el ement: processi ng- el ement s/ ru- el ement s/ nane

enuner ation {feat: MULTI PLE- TRANSPORT-

-> /el ement: processi ng-

el ement s/ addi ti onal -transport-session-type-el enents[el enent:transport-session-type = current()/../

+--ro flowstate
+--ro responses-transnitted?
+--ro requests-transmtted?
+--ro foll owps-transmtted?

D.3.7

ui nt 32
ui nt 32
ui nt 32

o-ran-performance-management.yang module

The format for the performance management module is provided below

nodul e: o-ran- perf or mance- managenent
+--rw performance- measur ement - obj ect s
+--ro measuremnent-capabilitites

| +--ro transceiver-objects* [neasurenent-object]

| | +--ro neasurenent-object
obj ect s/ measur enent - obj ect

-> [ performance- neasur enent - obj ect s/ transcei ver - reasur enent -

| +--ro rx-wi ndow obj ect s* [measuremnent-obj ect]

| | +--ro neasurenent-object
obj ect s/ measur enent - obj ect

-> [ performance- neasur enent - obj ect s/ r x- Wi ndow neasur enent -

| +--ro tx-stats-objects* [measurenent-object]

| | +--ro neasurenent-object
obj ect s/ measur enent - obj ect

-> [ perfornmance- neasur enent - obj ect s/t x- measur enent -

| +--ro epe-stats-objects* [neasurenent-object]

| | +--ro neasurenent-object
obj ect s/ measur enent - obj ect
| | +--ro conponent-class*

-> [ performance- neasur enent - obj ect s/ epe- neasur enent -

identityref

| +--ro synbol -rssi-stats-objects* [neasurenent-object]
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| +--ro measur ement - obj ect -> [ performance- neasur enent - obj ect s/ synbol - r ssi - neasur enent -
obj ect s/ measur enent - obj ect
X--rw enabl e- SFTP- upl oad? bool ean
+--rw enabl e-fil e-upl oad? bool ean
+--rw enabl e-randomfi | e- upl oad? bool ean
X--rw renot e- SFTP- upl oads* [renot e- SFTP- upl oad- pat h]
+--rw renot e- SFTP- upl oad- pat h inet:uri

+--rw (credentials)?
+--: (password)
| +--rw password!
| +--rw password string
+--rw server
+--rw keys* [al gorithmn

|

|

I

I

| +--rw public-key? bi nary
+- -

+--rw al gorithm asymret ri c- key-al gorithmref
:(certificate)

|

|

||
|
||
||
||
|
||
||
| +--rw certificate!

| +--rw application-layer-credenti al

| +--rw appl - passwor d? string

+--rw renote-file-upl oads* [renote-fil e-upl oad- path]
| +--rwrenote-file-upl oad-path inet:uri

| +--rw (credentials)?

| +- - : (password)

| | +--rw password!

| |  +--rw password string

| +--rw server

| +--rw keys* [al gorithm

|

I

I

|

|

I

I

|

|

| +--rw public-key? bi nary
4=

+--rw al gorithm asymretri c- key-al gorithmref
s(certificate)

+--rw certificate!
+--rw application-|layer-credenti al
+--rw appl - password?  string
+--rw transcei ver - measur ement -i nt erval ? ui nt 16

+--rw epe-nmeasurenent -i nterval ? ui nt 16

+--rw rx-w ndow neasur erment - i nt erval ? ui nt 16

+--rw t x- measur enment -i nt erval ? ui nt 16

+--rw synbol -rssi - measur enent -i nt erval ? ui nt 16

+--rw notification-interval ? ui nt 16

+--rw fil e-upl oad-interval ? ui nt 16

+--ro max-bi n-count ui nt 16

+--rw transcei ver - measur ement - obj ect s* [ neasur enent - obj ect]

| +--rw nmeasurenent - obj ect enuner ation

| +--rw active? bool ean

| +--rwreport-info* enuner ati on

| +--rw object-unit enuner ation

| +--rw function? enumner ati on

|  +--rw bin-count? ui nt 16

| +--rw | ower-bound? deci mal 64

|  +--rw upper-bound? deci mal 64

| +--ro transceiver-neasurenent-result* [object-unit-id]

| +--ro object-unit-id -> /if:interfaces/interface/o-ran-int:port-reference/port-
nunber

| +--ro mn

| | +--ro val ue? deci mal 64

| | +--ro tinme? yang-t ypes: dat e-and-ti nme

| +--ro max

| | +--ro value? decinal 64

| | +--ro tinme? yang-t ypes: dat e-and-ti nme

| +--ro first

| | +--ro value? decinual 64

| | +--ro tine? yang-t ypes: dat e-and-ti ne

| +--ro | atest

| | +--ro val ue? deci mal 64

| | +--ro tine? yang-t ypes: dat e-and-ti ne

| x--ro frequeny-tabl e* ui nt 32

| +--ro frequency-bin-tabl e* [bin-id]

| +--ro bin-id ui nt 32

| +--ro val ue? ui nt 32

+--rw rx-w ndow neasur enent - obj ect s* [ measur enment - obj ect]

| +--rw nmeasurenent - obj ect enuneration

|  +--rw active? bool ean

| +--rw object-unit? enuner ati on

| +--rwreport-info? enuner ati on

| +--ro (object-unit-id)?

I +- -1 (RU)

| | +--ro nane? -> [ hw har dwar e/ conponent / nane

| | +--ro count ui nt 64
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| +- - (TRANSPORT)
| | +--ro tr-neasured-result* []

| | +--ro nanme? -> /o-ran-el enent s: processi ng- el enents/ru-
el enent s/ nane
| | +--ro transport-session-type? enuner ation {feat: MIULTI PLE- TRANSPORT- SESSI ON-
TYPE} ?
+--ro transport-qualified-name? -> /o-ran-el enents: processing-

el ement s/ addi ti onal -transport-sessi on-type-el ements[ o-ran-el ements: transport-sessi on-type =
current()/../transport-session-type]/ru-el ements/name {feat: MILLTI PLE- TRANSPORT- SESSI ON- TYPE} ?

| +--ro0 count ui nt 64

| +--: (EAXC_I D)

| +--ro eaxc-neasured-result* []

| +--ro eaxc-id? ui nt 16

I

|

|

+--ro count ui nt 64
+--ro data-direction? enuner ati on
+--ro transport-nanme? -> /o-ran-el enent s: processi ng- el enents/ru-
el ement s/ name
| +--ro transport-session-type? enuner ation {feat: MJULTI PLE- TRANSPORT- SESSI ON-
TYPE} ?
+--ro transport-qualified-name? -> /o-ran-el enents: processing-

el enent s/ addi ti onal -transport-sessi on-type-el enent s[ o-ran-el enents:transport-session-type =
current()/../transport-session-type]/ru-el ements/name {feat: MILLTI PLE- TRANSPORT- SESSI ON- TYPE} ?
+--rw t x- measur enent - obj ect s* [ measur ement - obj ect ]

+- - : ( TRANSPORT)
| +--ro tr-neasured-result* []

| +--rw neasur enent - obj ect enuner ati on

| +--rw active? bool ean

| +--rw object-unit? enumner ati on

| +--rwreport-info? enuner ati on

| +--ro (object-unit-id)?

| + -1 (RY)

| | +--ro nane? -> [ hw har dwar e/ conponent / nane

| | +--ro count ui nt 64

|

|

| | +--ro nane? -> [ o-ran-el ement s: processi ng- el enent s/ r u-
el ement s/ name

| | +--ro transport-session-type? enuner ati on {feat: MULTI PLE- TRANSPORT- SESS| O\
TYPE} ?

| +--ro transport-qualified-nane? -> [ o-ran-el ement s: processi ng-

el enent s/ addi ti onal -transport-sessi on-type-el enent s[ o-ran-el enents:transport-session-type =
current()/../transport-session-type]/ru-el ements/ name {feat: MULTI PLE- TRANSPORT- SESSI O\ TYPE} ?
| | +--ro count ui nt 64
| +--: (EAXC_ I D)
| +--ro eaxc-neasured-result* []
| +--ro eaxc-id? ui nt 16
|

+--ro count ui nt 64
| +--ro transport-name? -> [ o-ran-el ement s: processi ng- el enent s/ r u-
el ement s/ name
| +--ro transport-session-type? enuner ati on {feat: MULTI PLE- TRANSPORT- SESS| O\
TYPE} ?
+--ro transport-qualified-name? -> /o-ran-el enents: processing-

el enent s/ addi ti onal -transport-sessi on-type-el enent s[ o-ran-el enents:transport-session-type =
current()/../transport-session-type]/ru-el ements/nanme {feat: MILLTI PLE- TRANSPORT- SESSI ON- TYPE} ?
+--rw epe- measur enment - obj ect s* [ measur erment - obj ect ]

| +--rw neasur enent - obj ect enuner ati on
| +--rw active? bool ean
| +--rwreport-info* enumer ati on
| +--ro epe-neasurenent-result* [object-unit-id]
| +--ro object-unit-id -> [/ hw har dwar e/ conponent/ cl ass
| +--ro mn? deci mal 64
| +--ro max? deci mal 64
| +--ro average? deci mal 64
+--rw synbol - rssi - measur enent - obj ect s* [ measur enent - obj ect ]
+--rw measur ement - obj ect enuner ation
+--rw obj ect-unit enuner ation
+--rw per-rx-array-carrier-configuration* [rx-array-carrier]
| +--rwrx-array-carrier -> [up: user-pl ane-configuration/rx-array-carriers/nanme
| +--rw period? ui nt 16
| +--rw synbol -i ndex* ui nt 16
| +--rw active? bool ean
| +--rwreport-info* enuner ati on
|  +--rw bin-count? ui nt 16
| +--rw | ower-bound? intl6
|  +--rw upper-bound? intl1l6
+--ro synbol -rssi-nmeasurenent-result* [object-unit-id]
+--ro object-unit-id -> [up: user-pl ane-configuration/rx-array-carriers/nane
+--ro per-synbol -i ndex-resul t* [synbol -i ndex]
+--ro synbol -i ndex ui nt 16
+--ro mn
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| +--ro val ue? deci mal 64

+--ro max

| +--ro value? decinal 64

+--ro avg

| +--ro val ue? deci mal 64

x--ro frequency-tabl e* ui nt 32

+--ro frequency-bin-table* [bin-id]
+--ro bin-id ui nt 32
+--ro val ue? ui nt 32

notifications
+---n nmeasurenment-result-stats
+--ro transceiver-stats* [measurenent-object]

| +--ro nmeasurenent-obj ect -> /[ perfornmance- neasur enent -
obj ect s/ transcei ver - measur enent - obj ect s/ neasur enent - obj ect

| +--ro start-tine? yang-t ypes: dat e-and-ti ne

| +--ro end-tine? yang-types: dat e-and-ti ne

| +--ro transceiver-neasurenent-result* [object-unit-id]

| | +--ro object-unit-id -> /if:interfaces/interface/o-ran-int:port-referencel/port-
nunber

| | +--ronmin

| | | +--ro value? deci mal 64

| | | +--ro tine? yang-t ypes: dat e-and-ti ne

| | +--ro nax

| | | +--ro value? deci mal 64

| | | +--ro time? yang-t ypes: dat e-and-ti nme

| | +--ro first

| | | +--ro value? decinual 64

| | | +--ro tine? yang-t ypes: dat e-and-ti ne

| | +--ro latest

| | | +--ro value? deci mal 64

| | | +--ro tine? yang-t ypes: dat e-and-ti ne

| | x--ro frequeny-table* ui nt 32

| | +--ro frequency-bin-table* [bin-id]

| ] +--ro bin-id ui nt 32

| ] +--ro val ue? ui nt 32

| +--ro nultiple-transceiver-neasurenent-result* []

| +--ro start-time? yang-types: dat e-and-ti ne

| +--ro end-time? yang-types: dat e-and-ti ne

| +--ro transceiver-neasurenment-result* [object-unit-id]

| +--ro object-unit-id -> /if:interfaces/interface/o-ran-int:port-
ref erence/ port - nunber

| +--ro mn

| | +--ro value? decinal 64

| | +--ro tine? yang-t ypes: dat e-and-ti ne

| +--ro max

| | +--ro val ue? deci mal 64

| | +--ro tine? yang-t ypes: dat e-and-ti ne

| +--ro first

| | +--ro val ue? deci mal 64

| | +--ro tinme? yang-t ypes: dat e-and-ti nme

| +--ro | atest

| | +--ro value? decinual 64

| | +--ro tine? yang-t ypes: dat e-and-ti ne

| x--ro frequeny-tabl e* ui nt 32

| +--ro frequency-bin-tabl e* [bin-id]

| +--ro bin-id ui nt 32

| +--ro val ue? ui nt 32

+--ro rx-w ndow stats* [measurenent-object]

| +--ro nmeasurenent-obj ect -> [ performance- neasur enent - obj ect s/ rx-
wi ndow nmeasur enent - obj ect s/ measur enent - obj ect

| +--ro start-tine? yang-types: dat e-and-ti ne

| +--ro end-tine? yang-types: dat e-and-ti ne

| +--ro (object-unit-id)?

| | +-:(RY

| | | +--ro nane? -> [/ hw har dwar e/ conponent / nanme

| | | +--ro count ui nt 64

| | +--:( TRANSPORT)

| | | +--ro tr-neasured-result* []

|1 ] +--ro nanme? -> /o-ran-el enents: processi ng- el enents/ ru-
el enent s/ nane

|1 | +--ro transport-session-type? enuner ation {feat: MIULTI PLE- TRANSPORT- SESSI ON-
TYPE} ?

|1 ] +--ro transport-qualified-name? -> /o-ran-el enents: processing-

el enent s/ addi ti onal -transport-sessi on-type-el enent s[ o-ran-el enents: transport-session-type =
current()/../transport-session-type]/ru-el ements/name {feat: MILLTI PLE- TRANSPORT- SESSI ON- TYPE} ?
|1 | +--ro count ui nt 64
| | +--:(EAXC_ID
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+--ro eaxc-nmeasured-result* []

|

| +--ro eaxc-id? ui nt 16

| +--ro count ui nt 64

|| +--ro data-direction? enumer ati on

| ] +--ro transport-nanme? -> [ o-ran-el ement s: processi ng- el enent s/ r u-
el ement s/ name

| +--ro transport-session-type? enuner ati on {feat: MULTI PLE- TRANSPORT- SESS| O\
TYPE} ?

| ] +--ro transport-qualified-nane? -> [ o-ran-el ement s: processi ng-

el enent s/ addi ti onal -transport-sessi on-type-el enent s[ o-ran-el enents: transport-session-type =
current()/../transport-session-type]/ru-el ements/ name {feat: MULTI PLE- TRANSPORT- SESSI O\ TYPE} ?
| +--ro nultiple-rx-w ndow neasurenent-resul t* []

+- - : ( TRANSPORT)
| +--ro tr-neasured-result* []

| +--ro start-time? yang-types: dat e-and-ti ne

| +--ro end-tinme? yang-types: dat e-and-ti ne

| +--ro (object-unit-id)?

| + -1 (RY)

| | +--ro nane? -> [ hw har dwar e/ conponent / nane

| | +--ro count ui nt 64

|

|

| | +--ro nane? -> [ o-ran-el ement s: processi ng- el enent s/ r u-
el ement s/ name

| | +--ro transport-session-type? enuner ation {feat: MULTI PLE- TRANSPORT-
SESSI ON- TYPE} ?

| +--ro transport-qualified-nane? -> [ o-ran-el ement s: processi ng-

el enent s/ addi ti onal -transport-sessi on-type-el enent s[ o-ran-el enents:transport-session-type =
current()/../transport-session-type]/ru-el ements/ name {feat: MULTI PLE- TRANSPORT- SESSI O\ TYPE} ?
| | +--ro count ui nt 64
+--: (EAXC_I D)
+--ro eaxc-neasured-result* []

|

I

| +--ro eaxc-id? ui nt 16

| +--ro count ui nt 64

| +--ro data-direction? enuner ati on

| +--ro transport-name? -> [ o-ran-el ement s: processi ng- el enent s/ r u-
el ement s/ name

| +--ro transport-session-type? enuner ation {feat: MULTI PLE- TRANSPORT-
SESSI ON- TYPE} ?

+--ro transport-qualified-name? -> /o-ran-el enents: processing-

el enent s/ addi ti onal -transport-sessi on-type-el enent s[ o-ran-el enents:transport-session-type =
current()/../transport-session-type]/ru-el ements/ name {feat: MULTI PLE- TRANSPORT- SESSI O\ TYPE} ?
+--ro tx-stats* [nmeasurenent-object]

| +--ro nmeasurenent-obj ect -> [ perfornmance- neasur enent - obj ect s/ t x-
measur enent - obj ect s/ measur enment - obj ect
| +--ro start-tine? yang-t ypes: dat e-and-ti ne
+--ro end-tinme? yang-t ypes: dat e-and-ti ne
+--ro (object-unit-id)?
| +-:(RY
| +--ro nane? -> [/ hw har dwar e/ conponent / nanme
| +--ro count ui nt 64

|
|
|  +--: ( TRANSPORT)

| | +--ro tr-measured-result* []

| +--ro nane? -> /o-ran-el ements: processi ng-el ement s/ ru-
a

|

el ement s/ name
| +--ro transport-session-type? enuner ati on {feat: MULTI PLE- TRANSPORT- SESS| O\
TYPE} ?
|1 | +--ro transport-qualified-nane? -> [ o-ran-el ement s: processi ng-

el ement s/ addi ti onal -transport-sessi on-type-el ements[ o-ran-el ements: transport-sessi on-type =
current()/../transport-session-type]/ru-el ements/ name {feat: MULTI PLE- TRANSPORT- SESSI O\ TYPE} ?
|1 | +--ro count ui nt 64
+--1 (EAXC_I D)
+--ro eaxc-neasured-result* []

|

||

| +--ro eaxc-id? ui nt 16

| | +--r0 count ui nt 64

| ] +--ro transport-name? -> [ o-ran-el ement s: processi ng- el enent s/ r u-
el ement s/ name

| +--ro transport-session-type? enuner ati on {feat: MULTI PLE- TRANSPORT- SESS| O\
TYPE} ?

| ] +--ro transport-qualified-nane? -> [ o-ran-el ement s: processi ng-

el ement s/ addi ti onal -transport-sessi on-type-el ements[ o-ran-el ements: transport-sessi on-type =
current()/../transport-session-type]/ru-el ements/ name {feat: MULTI PLE- TRANSPORT- SESSI O\ TYPE} ?
| +--ro nultiple-tx-neasurenent-result* []

| +--ro start-tinme? yang-types: dat e-and-ti ne

| +--ro end-tinme? yang-t ypes: dat e-and-ti ne

| +--ro (object-unit-id)?

I +- -1 (RU)

| | +--ro nane? -> [ hw har dwar e/ conponent / nane
| | +--ro count ui nt 64

|

+- - : (TRANSPORT)
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| | +--ro tr-neasured-result* []

| | +--ro nanme? -> /o-ran-el enent s: processi ng- el enents/ ru-
el enent s/ nane
| | +--ro transport-session-type? enuner ation {feat: MULTI PLE- TRANSPORT-
SESSI ON- TYPE} ?
| +--ro transport-qualified-nane? -> [ o-ran-el ement s: processi ng-

el ement s/ addi ti onal -transport-sessi on-type-el ements[ o-ran-el ements: transport-sessi on-type =
current()/../transport-session-type]/ru-el ements/ name {feat: MULTI PLE- TRANSPORT- SESSI O\ TYPE} ?
| | +--ro count ui nt 64
+--1 (EAXC_I D)
+--ro eaxc-neasured-result* []

+--ro eaxc-id? ui nt 16
+--ro count ui nt 64
| +--ro transport-name? -> [ o-ran-el ement s: processi ng- el enent s/ r u-
el ement s/ name
| +--ro transport-session-type? enuner ation {feat: MULTI PLE- TRANSPORT-
SESSI ON- TYPE} ?
+--ro transport-qualified-name? -> /o-ran-el enents: processing-

el ement s/ addi ti onal -transport-sessi on-type-el ements[ o-ran-el ements: transport-sessi on-type =
current()/../transport-session-type]/ru-el ements/ name {feat: MULTI PLE- TRANSPORT- SESSI O\ TYPE} ?
X--ro epe-stats

+--ro frequency-bin-table* [bin-id]
+--ro bin-id ui nt 32

| +--ro start-tine? yang-types: dat e-and-ti ne
| +--ro end-tine? yang-t ypes: dat e-and-ti ne
| +--ro epe-neasurenent-result* [object-unit-id]
| +--ro object-unit-id -> [ hw har dwar e/ conponent / cl ass
| +--ro mn? deci mal 64
| +--ro max? deci mal 64
| +--ro average? deci mal 64
+--ro epe-statistics* [measurenent-object]
| +--ro nmeasurenent-obj ect -> [ performance- neasur enent - obj ect s/ epe-
measur enent - obj ect s/ measur enent - obj ect
| +--ro start-tine? yang-t ypes: dat e-and-ti ne
| +--ro end-tine? yang-t ypes: dat e-and-ti ne
| +--ro epe-neasurenent-result* [object-unit-id]
| | +--ro object-unit-id -> [ hw har dwar e/ conponent / cl ass
| | +--ro mn? deci mal 64
| | +--ro nmax? deci mal 64
| | +--ro average? deci mal 64
| +--ro nultiple-epe-neasurenent-result* []
| +--ro start-tinme? yang-types: dat e-and-ti ne
| +--ro end-tinme? yang-t ypes: dat e-and-ti ne
| +--ro epe-neasurenment-result* [object-unit-id]
| +--ro object-unit-id -> [ hw har dwar e/ conponent / cl ass
| +--ro mn? deci mal 64
| +--ro max? deci mal 64
| +--ro average? deci mal 64
+--ro synbol -rssi-stats* [measurenent-object]
+--ro nmeasurenent - obj ect -> /[ performance- neasur enent -
obj ect s/ synbol - r ssi - neasur enent - obj ect s/ neasur enent - obj ect
+--ro start-time? yang-types: dat e-and-ti ne
+--ro end-tinme? yang-types: dat e-and-ti ne
+--ro synbol -rssi-nmeasurenment-result* [object-unit-id]
| +--ro object-unit-id -> [up: user-pl ane-configuration/rx-array-carriers/nanme
| +--ro per-synbol -index-result* [synbol -index]
| +--ro synbol -i ndex ui nt 16
| +--ro mn
| | +--ro value? decinual 64
| +--ro max
| | +--ro val ue? deci mal 64
| +--ro0 avg
| | +--ro value? decinual 64
| x--ro frequency-tabl e* ui nt 32
I
I
| +--ro val ue? ui nt 32
+--ro multiple-synbol -rssi-nmeasurenment-result* []
+--ro start-time? yang-types: dat e-and-ti ne
+--ro end-time? yang-types: dat e-and-ti ne
+--ro synbol -rssi-nmeasurenent-result* [object-unit-id]
+--ro object-unit-id -> [up: user-pl ane-configuration/rx-array-

carriers/ nanme
+--ro per-synbol -i ndex-resul t* [synbol -i ndex]

+--ro synbol -i ndex ui nt 16
+--ro mn

| +--ro val ue? deci mal 64

+--ro max

| +--ro val ue? deci mal 64

+--ro avg
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| +--ro val ue? deci mal 64
x--ro frequency-tabl e* ui nt 32
+--ro frequency-bin-table* [bin-id]
+--ro bin-id ui nt 32
+--ro val ue? ui nt 32

D.3.8  o-ran-uplane-conf.yang module

The format for the userplane configuration module is provided below

nmodul e:  o-ran-upl ane- conf
+--rw user-pl ane-confi guration
+--rw | ow | evel -t x-1inks* [nane]

| +--rw nane string

|  +--rwsro-id? -> [or-user:users/user/sro-id {feat: SHARED
ORU- MULTI - OPERATOR} ?

| +--rw processing-el enent -> [/ o-ran- pe: processi ng- el enents/ ru-
el enent s/ nane

| +--rwtransport-session-type? enurer ation {feat: MULTI PLE- TRANSPORT-
SESSI ON- TYPE} ?

| +--rwtransport-qualified-processing-elenent? -> /o-ran-pe:processi ng-el enents/additional -

transport-sessi on-type-el enent s[ o-ran-pe:transport-session-type = current()/../transport-session-
type] / ru-el enent s/ nane {feat: MULTI PLE- TRANSPORT- SESSI ON- TYPE} ?

| +--rwtx-array-carrier -> [user-plane-configuration/tx-array-
carriers/ nanme
| +--rw lowlevel-tx-endpoint -> [user-plane-configuration/lowlevel-tx-

endpoi nt s/ name
+--rw | ow 1| evel -rx-1inks* [nane]

| +--rw nane string
+--rw sro-id? -> [or-user:users/user/sro-id {feat: SHARED

ORU- MULTI - OPERATOR} ?

| +--rw processing-el enent -> [/ o-ran- pe: processi ng- el enents/ ru-
el emrent s/ name

| +--rw transport-session-type? enuner ation {feat: MULTI PLE- TRANSPORT-
SESSI ON- TYPE} ?

| +--rwtransport-qualified-processing-el ement? -> [ o-ran-pe: processi ng- el enent s/ addi ti onal -

transport-sessi on-type-el enents[ o-ran-pe: transport-session-type = current()/../transport-session-
type]/ru-el enents/ nane {feat: MILTI PLE- TRANSPORT- SESSI ON- TYPE} ?

| +--rwrx-array-carrier -> [user-plane-configuration/rx-array-
carriers/ name

| +--rw lowlevel -rx-endpoi nt -> [user-plane-configuration/lowlevel-rx-
endpoi nt s/ name

|  +--rw user-pl ane-upl i nk- narki ng? -> [/ 0o-ran-pe: processi ng- el enment s/ enhanced-
upl ane- mappi ng/ upl ane- mappi ng/ up- mar ki ng- name

|  +--rw enhanced- user - pl ane- upl i nk- nar ki ng? -> [/ o-ran-pe: processi ng- el enent s/ addi ti onal -

transport-sessi on-type-el enents[ o-ran-pe: transport-session-type = current()/../transport-session-
t ype] / enhanced- upl ane- mappi ng/ upl ane- mappi ng/ up- mar ki ng- nane {f eat: MULTI PLE- TRANSPORT- SESSI ON- TYPE} ?
+--ro endpoint-types* [id]

+-roid ui nt 16
+--ro supported-section-types* [section-type]
| +--ro section-type uint8

| +--ro supported-section-extensions* uint8
+--ro st4-supported-commands* [st4-command-type] {feat: ST4- SLOT- CONFI G MSG SUPPORT} ?

|

I

I

|

| | +--ro st4-conmand-type enuner ati on

| +--ro st4-reception-mask* [cnd-scope] {feat: ST4- SLOT- CONFI G MSG- SUPPORT} ?

| | +--ro cnd-scope enuneration

| | +--ro st4-reception-bitnask? ui nt 16

| +--ro supported-frane-structures* uint8
| +--ro nanaged- del ay- support ? enuner ati on
| +--ro multiple-nunerol ogy-supported? bool ean
| +--ro max-nunerol ogy- change- durati on? ui nt 16
| +--ro nex-control -sections-per-data-section? uint8
| +--ro nex-sections-per-synbol ? ui nt 16
| +--ro max-sections-per-slot? ui nt 16
| +--ro max-highest-priority-sections-per-slot? ui nt 16
| x--ro nex-renasks-per-section-id? uint8
| +--ro nex-upl ane-secti on- header - per - synbol ? ui nt 16
| +--ro max-upl ane-secti on-header - per-sl ot ? ui nt 16
| +--ro max-beans- per-synbol ? ui nt 16
| +--ro nex-beans- per-slot? ui nt 16
| +--ro neax-beam updat es- per-sl ot ? ui nt 16
| +--ro max- beam updat es- per - synbol ? ui nt 16
| +--ro max-prb-per-synbol ? ui nt 16
| +--ro nmex-prb-ranges- per-synbol ? ui nt 32
| +--ro nex-ntscal er enask- per-prb? ui nt 16
| +--ro max-prb-ranges- per-sec-ext-12? ui nt 16
| +--ro max-fregqg-hops-per-sec-ext-13? ui nt 16
| +--ro prb-capacity-allocation-granularity* ui nt 16
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| +--ro max-nunerol ogi es- per-synbol ? ui nt 16
+--ro static-transm ssi on-w ndow control - supported? bool ean
{f eat : STATI C- TRANSM SS| ON- W NDOW CONTROL} ?
+--ro uniformy-distributed-transm ssi on-supported? bool ean
{feat: STATI C- TRANSM SSI ON- W NDOW CONTROL and f eat : UNI FORMLY- DI STRI BUTED- TRANSM SSI ON} ?
| +--ro ordered-transm ssion-supported? bool ean
{f eat : ORDERED- TRANSM SSI ON} ?
| +--ro dynami c-transm ssi on-w ndow contr ol - support ed? bool ean
{f eat: DYNAM C- TRANSM SS| O\N- W NDOW CONTROL} ?
| +--ro dynam c-transm ssion-w ndow control - per-secti on-supported? bool ean
{f eat : DYNAM C- TRANSM SSI ON- W NDOW CONTROL} ?
+--ro dynam c-uniform y-distributed-transm ssi on-supported? bool ean

{f eat : DYNAM C- TRANSM SSI ON- W NDOW CONTROL and feat : UNI FORMLY- DI STRI BUTED- TRANSM SSI ON} ?

| +--ro dynam c-uniform y-distributed-transm ssi on-per-section-supported? bool ean

| +--ro transmi ssion-buffering-capacity* [] {feat: STATI C TRANSM SSI O\ W NDOW CONTRCL or
f eat : DYNAM C- TRANSM SSI ON- W NDOW CONTROL} ?

| +--ro iqg-bitw dth? uint8
+--ro conpression-type conpr essi on-t ype- def
X--ro bitw dth? uint8
+--ro conpression- et hod? conpr essi on- net hod- def

X--ro (conpression-fornmat)?
|  +--:(no-conpresison)
+--: (bl ock-fl oating-point)

| +--ro exponent? uint8
+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

| +--ro sres-exponent? uint8
+--: (bl ock-scal i ng)

| +--ro bl ock-scal ar? uint8
+--:(u-1aw)

| +--ro conp-bit-wdth? uint8

+--: (beam space- conpr essi on)

[
|
|
[
||

||

[

[

||

||

||

[

| | | +--ro conmp-shift? uint8
||

| | | +--ro active-beam space-coeficient-nmask* uint8
[
[
||
||
[
[
|

|

| +--ro bl ock-scal er? uint8
+--: (nmodul at i on- conpr essi on)
| +--ro csf? uint8
| +--ro nod-conp-scal er? ui nt 16
+--: (nmodul at i on- conpr essi on-sel ecti ve-re-sendi ng)
+--ro sres-csf? uint8
+--ro sres-nod-conp-scal er? ui nt 16
+--ro max- buf f ered- prbs? ui nt 32
| +--ro max-buffered-synbol s? ui nt 32
+--ro cpl ane- message- processing-1limts-required? bool ean
{f eat : CPLANE- MESSAGE- PROCESSI NG- LI M TS} ?
+--ro max- beans- per-cpl ane- nessage? ui nt 16
{f eat : CPLANE- MESSACE- PROCESSI NG LI M TS} ?
+--ro max-hi ghest-priority-sec-per-cpl ane-nessage? ui nt 16
{f eat : CPLANE- MESSAGE- PROCESSI NG- LI M TS} ?
| +--ro nex-beans-per-slot-wth-cplane-limts? ui nt 16
{f eat : CPLANE- MESSACE- PROCESSI NG LI M TS} ?
| +--ro max-highest-priority-sections-per-slot-w th-cplane-limts? ui nt 16
{f eat : CPLANE- MESSACE- PROCESSI NG LI M TS} ?
+--ro0 max- num se22- per - cpl ane- nessage? ui nt 16
{f eat : CPLANE- MESSAGE- PROCESSI NG- LI M TS} ?
+--ro max-prb-ranges- per-hp-section-sec-ext-12? ui nt 16
{f eat : CPLANE- MESSACE- PROCESSI NG LI M TS} ?
| +--ro upl ane- nessage- processi ng-1imts-required? bool ean
{f eat : UPLANE- MESSAGE- PROCESSI NG LI M TS} ?
| +--ro max-section-headers- per-upl ane- nessage? ui nt 16
{f eat : UPLANE- MESSAGE- PROCESSI NG LI M TS, f eat : UPLANE- MESSAGE- PROCESSI NG LI M TS} ?
| +--ro beam update-contention-control-Ilimts-required? bool ean
{f eat : BEAM UPDATE- CONTENTI ON- CONTROL} ?
| +--ro max-beans- per-synbol -w t h- beam cont enti on-control ? uint16 {f eat: BEAM
UPDATE- CONTENTI ON- CONTROL} ?
+--ro max- beans- updat es- per - synbol - w t h- beam cont enti on-control ? uint 16 {feat: BEAM
UPDATE- CONTENTI ON- CONTROL} ?
| +--ro max-ack-nack- per-synbol ? ui nt 16
| +--ro non-schedul ed- uei d- supported? bool ean {feat: NO\
SCHEDULED- UEI D} ?
+--ro se-11-continui ty-fl ag- supported? bool ean

{feat: SE11- W TH CONTI NUl TY- Bl T- SUPPORT} ?
+--ro supported-configuration-conbi nati ons* [conbination-id]

| +--ro conbination-id ui nt 32
+--ro set* [set-id]
+--ro set-id ui nt 32

+--ro config* [config-id]
+--ro config-id ui nt 32

|
| +--ro max-overl appi ng-i nstances? ui nt 32
I
|
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| +--ro scs* ncap: scs-confi g-type

| ] +--ro carrier-types* enuner ati on

| ] +--ro filter-pass-bandw dth? ui nt 64

| ] +--ro max-prb-range? ui nt 32

| +--ro center-fromfreqoffset? bool ean

| +--ro supported-filter-indices* ui nt 32

| +--ro center-fromfreqoffset-supported? bool ean
| +--ro supported-filter-indices* ui nt 32
+--rw transm ssi on-w ndow schedul es* [id] {feat: STATI C TRANSM SSI ON- W NDOW CONTRCL} ?
| +--rwid ui nt 16

| +--rw schedul e* [synbol ]

| +--rw synbol ui nt 16

| +--rw of fset? ui nt 16

+--ro endpoi nt - capaci ty-shari ng- groups* [id]

| +--roid ui nt 16
| +--ro nex-control -sections-per-data-section? uint8
| +--ro max-sections-per-synbol ? ui nt 16
| +--ro max-sections-per-slot? ui nt 16
| +--ro nex-highest-priority-sections-per-slot? ui nt 16
| x--ro nmex-renasks-per-section-id? uint8
| +--ro max-upl ane-secti on-header - per - synbol ? ui nt 16
| +--ro max-upl ane-secti on-header - per-slot? ui nt 16
| +--ro nex-beans- per-synbol ? ui nt 16
| +--ro nex-beans- per-slot? ui nt 16
| +--ro max- beam updat es- per-sl ot ? ui nt 16
| +--ro max- beam updat es- per - synbol ? ui nt 16
| +--ro nex-prb-per-synbol ? ui nt 16
| +--ro nex-prb-ranges- per-synbol ? ui nt 32
| +--ro nmex-nunerol ogi es- per - synbol ? ui nt 16
| +--ro max-ntscal er emask- per-prb? ui nt 16
| +--ro max-prb-ranges- per-sec-ext-12? ui nt 16
| +--ro nex-freq-hops- per-sec-ext-13? ui nt 16
| +--ro nex-endpoi nts? ui nt 16
| +--ro max- nanaged- del ay- endpoi nts? ui nt 16
| +--ro max-non- managed- del ay- endpoi nt s? ui nt 16
|

+--ro transm ssion-buffering-capacity* [] {feat: STATI C TRANSM SSI ON- W NDOW CONTROL or
f eat : DYNAM C- TRANSM SSI ON- W NDOW CONTROL} ?

| +--ro iqg-bitw dth? uint8
+--ro conpression-type conpr essi on-t ype- def
X--ro bitw dth? uint8
+--ro conpression- et hod? conpr essi on- net hod- def

X--ro (conpression-fornmat)?
+--: (no-conpresi son)
+--: (bl ock-fl oating-point)

| +--ro exponent? uint8
+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

| +--ro sres-exponent? uint8
+--: (bl ock-scal i ng)

| +--ro bl ock-scal ar? uint8
+--:(u-1aw

| +--ro conp-bit-wdth? uint8

+--: (beam space- conpr essi on)

I

|

|

I

|

I

| i i

| | +--ro conp-shift? uint8
|

| | +--ro active-beam space-coeficient-nmask* uint8
|

|

|

I

|

| +--ro bl ock-scal er? uint8
+--: (nmodul at i on- conpr essi on)
| +--ro csf? uint8
| +--ro nod-conp-scal er? ui nt 16
+--: (nmodul ati on- conpr essi on-sel ecti ve-re-sendi ng)
+--ro sres-csf? uint8
+--ro sres-nod-conp-scal er? ui nt 16
+--ro max- buf f ered- prbs? ui nt 32
| +--ro max-buffered-synbol s? ui nt 32
+--ro max-beans- per-cpl ane- nessage? uint 16 {feat: CPLANE-
MESSAGE- PROCESSI NG LI M TS} ?
| +--ro nex-highest-priority-sec-per-cpl ane- nessage? uint 16 {feat: CPLANE-
MESSAGE- PROCESSI NG- LI M TS} ?
| +--ro max-beans-per-slot-wth-cplane-limts? uint 16 {feat: CPLANE-

MESSAGE- PROCESSI NG LI M TS} ?
+--ro max-highest-priority-sections-per-slot-wth-cplane-limts? uint 16 {feat: CPLANE-
MESSAGE- PROCESSI NG- LI M TS} ?

+--ro max- num se22- per - cpl ane- nessage? uint 16 {feat: CPLANE-
MESSAGE- PROCESSI NG- LI M TS} ?
| +--ro nmex-prb-ranges- per-hp-section-sec-ext-12? uint 16 {feat: CPLANE-
MESSAGE- PROCESSI NG- LI M TS} ?
| +--ro max-ack-nack- per-synbol ? ui nt 16
| +--ro supported-configuration-conbi nati ons* [conbination-id]
| | +--ro conbination-id ui nt 32
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| +--ro set* [set-id]

| +--ro set-id ui nt 32

| +--ro max-overl appi ng-i nstances? ui nt 32

| +--ro config* [config-id]

| +--ro config-id ui nt 32
I

|

|

I

+--ro scs* nctap: scs-config-type
+--ro carrier-types* enuner ati on
+--ro filter-pass-bandw dth? ui nt 64
+--ro max-prb-range? ui nt 32
+--ro center-fromfreqoffset? bool ean
| +--ro supported-filter-indices* ui nt 32
+--ro center-fromfreqoffset-supported? bool ean
-ro endpoi nt - prach-group* [id]
+--roid ui nt 16
+--ro supported- prach- preanbl e-f or mat s* prach- preanbl e- f or mat
-ro supported- conpressi on- et hod-sets* [id]
+--roid ui nt 16
+--ro conpressi on- met hod- supported* []
+--ro conpression- et hod? conpr essi on- net hod- def

X--ro (conpression-fornmat)?
|  +--:(no-conpresison)
+--: (bl ock-fl oating-point)

| +--ro exponent? uint8
+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

| +--ro sres-exponent? uint8
+--: (bl ock-scal i ng)

| +--ro bl ock-scal ar? uint8
+--:(u-1aw)

| +--ro conp-bit-wdth? uint8

+--: (beam space- conpr essi on)

| +--ro active-beam space-coefi ci ent-nmask* uint8

I

|

|

I

I

|

|

I

|

|

+4—

I

|

+-

I

I

| +--ro ig-bitw dth? uint8
|

I

| |
| |
I I
I I
| |
| |
| |
I I
| | | +--ro conp-shift? uint8
| |
| |
I I
I I
| |
| |
I I
I I
| |
|

| +--ro bl ock-scal er? uint8
+--: (nmodul at i on- conpr essi on)
| +--ro csf? uint8
| +--ro nod-conp-scal er? ui nt 16
+--: (nmodul at i on- conpr essi on-sel ecti ve-re-sendi ng)
+--ro sres-csf? uint8
+--ro sres-nod-conp-scal er? ui nt 16
+--ro fs-offset* ui nt 8 {cf: CONFI GURABLE- FS- OFFSET} ?
+--ro static-lowlevel -tx-endpoi nts* [ nane]
| +--ro nane string
| +--ro restricted-interfaces* -> /if:interfaces/interfacel/ name
| +--ro array -> [user-pl ane-configuration/tx-arrays/ name
| +--ro endpoint-type? -> ../../endpoint-types/id
| +--ro capacity-sharing-groups* -> ../../endpoint-capacity-sharing-groups/id
| +--ro supported-reference-level* [id] {TX-REFERENCE-LEVEL}?
| | +--roid ui nt 16
| | +--romn deci mal 64
| | +--ro nmax deci mal 64
| +--ro conpression
| | +--ro dynami c-conpression-supported? bool ean
| | +--ro realtine-variabl e-bit-w dth-supported? bool ean
| | +--ro supported-conpression-set-id? -> ../../../supported-conpressi on-net hod-
sets/id
| +--ro configurabl e-tdd-pattern-supported? bool ean {ntap: CONFI GURABLE- TDD- PATTERN-
SUPPORTED} ?
| +--ro tdd-group? uint8
+--ro static-lowlevel -rx-endpoi nts* [ nane]
| +--ro nane string
| +--ro restricted-interfaces* -> /if:interfaces/interfacel/ name
| +--ro array -> [user-pl ane-configuration/rx-arrays/ nane
| +--ro endpoint-type? -> ../../endpoint-types/id
| +--ro capacity-sharing-groups* -> ../../endpoint-capacity-sharing-groups/id
| +--ro prach-group? -> ../../endpoint-prach-group/id
| +--ro conpression
| | +--ro dynam c-conpression-supported? bool ean
| | +--ro realtine-variabl e-bit-w dth-supported? bool ean
| | +--ro supported-conpression-set-id? -> ../../../supported-conpression-net hod-
sets/id
| +--ro static-config-supported? enuner ation
| +--ro nex-prach-patterns? uint8
| +--ro extended-nax-prach-patterns? ui nt 32 {f eat: EXTENDED- PRACH CONFI GURATI ON} ?
| +--ro max-srs-patterns? uint8
+--ro configurabl e-tdd-pattern-supported? bool ean {ntap: CONFI GURABLE- TDD- PATTERN-
SUPPORTED} ?

| +--ro tdd-group? uint8
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| +--ro transmi ssion-order? ui nt 32 {feat: ORDERED- TRANSM SS| ON\} ?
| +--ro transmi ssion-order-group? ui nt 32 {f eat: ORDERED- TRANSM SS| ON\} ?
+--rw | ow | evel -t x- endpoi nt s* [ nane]
| +--rw nane -> [user-plane-configuration/static-
| ow | evel -t x- endpoi nt s/ nane
+--rw sro-id? -> /or-user:users/user/sro-id

{f eat : SHARED- ORU- MULTI - OPERATOR} ?
+--rw conpressi on!

| +--rwiqg-bitwdth? uint8
+--rw conpression-type conpr essi on-t ype- def
X--rw bitw dth? ui nt 8
+--rw conpressi on- et hod? conpr essi on- net hod- def

X--rw (conpression-fornmat)?
+--: (no-conpresi son)
+--: (bl ock-fl oating-point)

| +--rw exponent ? uint8
+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

| +--rw sres-exponent ? uint8
+--: (bl ock-scal i ng)

| +--rw bl ock-scal ar? uint8
+--:(u-1aw

| +--rw conp-bit-wdth? uint8
| +--rw conp-shift? uint8

+--: (beam space- conpr essi on)
| +--rw active-beam space-coefi ci ent - mask* uint8

I

I

|

|

I

I I

| |

| |

I I

I I

| |

| |

I I

I I

| |

| |

I I

| | | +--rw block-scal er? uint8

| | +--:(nodul ati on- conpr essi on)

| | | +--rwecesf? uint8

| | | +--rw nod-conp-scal er? ui nt 16

| | +--:(nmodul ati on- conpr essi on-sel ecti ve-re-sendi ng)

| | +--rw sres-csf? uint8

| | +--rw sres-nod- conp-scal er? ui nt 16

| +-rw fs-offset? ui nt 8 {cf: CONFI GURABLE- FS- OFFSET} ?

| +--rw dynami c- conpr essi on-confi guration* [id]

| | +--rwid ui nt 16

| | +--rwiqg-bitwdth? uint8

| | +--rw conpression-net hod? conpr essi on- net hod- def

| | +--rw fs-offset? ui nt 8 {cf: CONFI GURABLE- FS- OFFSET} ?

| | X--rw channel -i nfornation-ig-bitw dth? uint8

| +--rw channel -i nf ormati on- bi tw dth? uint8

| +--rw channel -i nf ormati on- conpressi ons* [id] {feat: CHANNEL- | NFORVATI ON- COVPRESSI ON} ?

| | +--rwid ui nt 16

| | +--rw channel -i nf or mati on- conpr essi on- met hod? cf: ci - conpr essi on- net hod- def

| | +--rwiqg-bitwdth? uint8

| +--rw bf - wei ght s- conpressi ons* [id]

| +-rwid ui nt 16

| +--rw bf -wei ght s-conpression?  cf: bf-conpressi on- nmet hod- def

| +--rwig-bitw dth? uint8

| +--rw frane-structure? uint8

|  +--rw cp-type? enuner ation

| +--rwcp-length ui nt 16

| +--rw cp-I|ength-other ui nt 16

| +--rw of fset-to-absol ute-frequency-center int32

| +--rw nunber - of - prb- per-scs* [scs]

| | +--rw scs ncap: scs-confi g-type

| | +--rw nunber-of-prb ui nt 16

| +--rwe-axcid

| | +--rw o-du-port-bitnask ui nt 16

| | +--rw band-sector-bitnask ui nt 16

| | +--rw ccid-bitnask ui nt 16

| | +--rwru-port-bitnask ui nt 16

| | +--rweaxc-id ui nt 16

| +--rw coupling-to? -> [/ nctap: nodul e-capabi lity/ru-
capabi | i ties/ coupling-methods/coupling-via-frequency-and-time

| +--rw coupling-net hod? enuner ati on

+--rw confi gurabl e-tdd- pattern-supported? -> [user-plane-configuration/static-

| ow- | evel -rx- endpoi nt s[ nane=current ()/../nane]/confi gurabl e-tdd-pattern-supported
{ ntap: CONFI GURABLE- TDD- PATTERN- SUPPORTED} ?

| +--rw cpl ane- nessage- processi ng-1i m ts-enabl ed? bool ean {feat: CPLANE- MESSAGE-
PROCESSI NG LI M TS} ?

| +--rw upl ane- nessage- sect i on- header-1init-enabl ed? bool ean {feat: UPLANE- MESSAGE-
PROCESSI NG LI M TS} ?

| +--rw beam updat e- cont ent i on- contr ol - enabl ed? bool ean {feat: BEAM UPDATE- CONTENTI ON-
CONTRCOL} ?

| +--rw channel -i nf ornati on- prb-group-configuration {feat: CHANNEL- | NFORVATI ON- PRB- GROUP} ?

| | +--rw enabl e-ci-prb-group? bool ean

| | +--rwci-prb-group-size? uint8

| +--rw non-schedul ed- uei d- enabl ed? bool ean {feat: NON- SCHEDULED- UEI D} ?

ETSI



240 ETSI TS 104 023 V12.01 (2024-05)

| +--rw se-11-continuity-fl ag-enabl ed?
SUPPORT} ?

| +--rw conbi nation-configuration

| +--rw endpoi nt-type? -> [user-plane-configuration/static-lowlevel-tx-
endpoi nt s[ name=current()/../../name]/endpoint-type

+--rw conbi nati on-i d? -> [user-pl ane-configuration/endpoint-types[id =

current()/../endpoint-type]/supported-configurati on-conbi nati ons/ conbi nati on-id

| +--rw configurations* [id]

| +-rwid ui nt 32

| +--rw set-id? -> [user-pl ane-configuration/endpoint-types[id =
current()/../../endpoint-type]/supported-configurati on-conbi nati ons[ conbi nati on-id
current()/../../conbination-id]/set/set-id

| +--rw config-id? -> /user-plane-configuration/endpoint-types[id =
current()/../../endpoint-type]/supported-configuration-conbi nati ons[conbi nation-id
current()/../../conbination-id]/set[set-id = current()/../set-id]/config/config-id

+--rw | ow | evel - r x- endpoi nt s* [ nane]

|  +--rw nane
| evel -r x- endpoi nt s/ nane

+--rw sro-id?

{f eat : SHARED- ORU- MULTI - OPERATOR} ?
+--rw conpr essi on!

bool ean {feat: SE11- W TH- CONTI NUI TY- BI T-

-> [user-plane-configuration/static-|ow

-> [or-user:users/user/sro-id

+--rwig-bitw dth? uint8
+--rw conpression-type conpr essi on-t ype- def
X--rw bitw dth? ui nt 8

+--rw conpressi on- et hod?
X--rw (conpression-fornmat)?
+--: (no- conpresi son)

+--: (bl ock-fl oating-point)

conpr essi on- net hod- def

| +--rw exponent ? uint8
+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

| +--rw sres-exponent ? uint8
+--: (bl ock-scal i ng)

| +--rw bl ock-scal ar? uint8
+--:(u-1aw

| +--rw conp-bit-wdth? uint8
| +--rw conp-shift? uint8

+--: (beam space- conpr essi on)

| +--rw active-beam space-coefi ci ent - mask* uint8

| +--rw bl ock-scal er? uint8

+--: (nodul ati on- conpr essi on)

| +--rwecsf? uint8

| +--rw nod-conp-scal er? ui nt 16

+--: (nmodul ati on- conpr essi on-sel ecti ve-re-sendi ng)
+--rw sres-csf? uint8
+--rw sres-nod- conp- scal er? ui nt 16

--rw fs-offset? ui nt 8 {cf: CONFI GURABLE- FS- OFFSET} ?
--rw dynam c- conpr essi on-confi guration* [id]

+-rwid ui nt 16

+--rwig-bitw dth? uint8

+--rw conpression-nmet hod?  conpressi on- et hod- def
+--rw fs-offset? ui nt 8 {cf: CONFI GURABLE- FS- OFFSET} ?
rw bf -wei ght s- conpressi ons* [id]

+- -+

+--rwid ui nt 16
+--rw bf -wei ght s-conpression?  cf: bf - conpr essi on- net hod- def
+--rwig-bitw dth? uint8

+--rw frame-structure? uint8
+--rw cp-type? enuner ation
+--rw cp-1length ui nt 16
+--rw cp-| engt h- ot her ui nt 16
+--rw of f set -t o-absol ut e-frequency-center int32
+--rw nunber - of - prb- per-scs* [scs]

| +--rw scs ntap: scs-config-type

| +--rw nunber-of-prb ui nt 16

+--rw ul -fft-sanpling-offsets* [scs]

| +--rw scs nctap: scs-config-type

|  +--rwul-fft-sanpling-offset? ui nt 16
+--rw e-axcid

| +--rw o-du-port-bitnask ui nt 16

| +--rw band-sect or - bi t nask ui nt 16

| +--rw ccid-bitnask ui nt 16

| +--rw ru-port-bitnask ui nt 16

| +--rw eaxc-id ui nt 16

+--rw eaxc-gai n-correcti on? deci mal 64 { EAXC- GAI N- CORRECTI ON} ?

+--rw non-ti me- managed- del ay- enabl ed?
+--rw coupl i ng-to?

+--rw coupl i ng- met hod?
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| +--rw static-config-supported? -> [user-plane-configuration/static-|ow
| evel - rx- endpoi nt s[ nane=current ()/../nane]/static-config-supported

| +--rw static-prach-configuration? -> [user-plane-configuration/static-prach-
configurations/static-prach-config-id {ncap: PRACH STATI C- CONFI GURATI ON- SUPPORTED} ?

| +--rw static-srs-configuration? -> [user-plane-configuration/static-srs-
configurations/static-srs-config-id {ncap: SRS- STATI C- CONFI GURATI O\ SUPPORTED} ?

| +--rw configurabl e-tdd-pattern-supported? -> [user-plane-configuration/static-|ow

| evel - rx- endpoi nt s[ nane=current ()/../nane]/confi gurabl e-t dd- pattern-supported {ntap: CONFI GURABLE-
TDD- PATTERN- SUPPORTED} ?

| +--rw transm ssion-w ndow control ? enuner ation {feat: STATI C TRANSM SS| O\
W NDOW CONTROL or feat: DYNAM C- TRANSM SSI ON- W NDOW CONTROL} ?

| +--rw transm ssi on-w ndow schedul e? uni on {feat: STATI C- TRANSM SSI ON- W NDOW
CONTROL} ?

| +--rw transm ssi on-w ndow- of f set ? uint 16 {feat: STATI C TRANSM SSI ON- W NDOW
CONTRCOL} ?

| +--rw transm ssi on-w ndow- si ze? uint 16 {feat: STATI C- TRANSM SSI ON- W NDOW
CONTROL} ?

| +--rw transm ssion-type? enuner ation {feat: STATI C TRANSM SS| O\
W NDOW CONTROL and f eat : UNI FORMLY- DI STRI BUTED- TRANSM SSI ON} ?

| +--rw ordered-transm ssion? bool ean {feat: ORDERED- TRANSM SS| ON\} ?

| +--rw cpl ane- nessage- processi ng-1inmts-enabl ed? bool ean {feat: CPLANE- MESSAGE- PROCESSI NG-
LIM TS} ?

| +--rw beam updat e- cont ent i on-contr ol - enabl ed? bool ean {feat: BEAM UPDATE- CONTENTI ON-
CONTRCOL} ?

|  +--rw non-schedul ed- uei d- enabl ed? bool ean {f eat: NO\- SCHEDULED- UEI D} ?

| +--rwcenter-fromfreqoffset-enabl ed? bool ean

| +--rw conbi nation-configuration

| +--rw endpoi nt-type? -> [user-plane-configuration/static-lowlevel-rx-
endpoi nt s[ name=current()/../../nanme]/endpoi nt-type

+--rw conbi nati on-i d? -> [user-pl ane-configuration/endpoint-types[id =

current()/../endpoint-type]/supported-configuration-conbi nati ons/conbi nation-id

| +--rw configurations* [id]

| +-rwid ui nt 32

| +--rw set-id? -> [user-pl ane-configuration/ endpoi nt-types[id =
current()/../../endpoint-type]/supported-configuration-conbi nati ons[conbi nation-id
current()/../../conbination-id]/set/set-id

| +--rw config-id? -> /user-plane-configuration/endpoint-types[id =
current()/../../endpoint-type]/supported-configuration-conbi nati ons[conbi nation-id
current()/../../conmbination-id]/set[set-id = current()/../set-id]/config/config-id

+--rw tx-array-carriers* [nang]

| +--rw nane string
| +--rw odu-ids* [odu-id] {feat: SHARED- ORU- MULTI - CDU} ?
| | +--rwodu-id string

| +--rw sro-ids-and-odu-ids* [odu-id sro-id] {feat:SHARED- ORU- MILTI - ODU and f eat : SHARED- ORU-
MULTI - OPERATOR} ?

| | +--rwodu-id string

| | +--rwsro-id string

| x--rw absol ut e-frequency-center? ui nt 32

| +--rw center-of -channel - bandwi dt h ui nt 64

| +--rw channel - bandwi dt h ui nt 64

| +--rw active? enurer ati on

| +--ro state enuner ation

|  +--rwtype? enuner ati on

| +--ro dupl ex-schene? enuner ati on

|  Xx--rw rw dupl ex- schenme? -> [user-plane-configuration/tx-array-
carriers[name=current()/../nane]/ dupl ex-schene

|  Xx--rwrwtype? -> [user-plane-configuration/tx-array-

carriers[name=current()/../name]/type

| +--rw occupi ed- bandwi dt h

| | +--rw | ower-bound? ui nt 64

| | +--rw upper-bound? ui nt 64

|  +--rw band- nunber? -> [/ nctap: nodul e- capabi | i ty/ band- capabi | iti es/band-
nunber {nctap: LAA} ?
X--rw | te-tdd-frame

I

| | +--rw subfrane-assi gnnent enuner ati on
| | +--rw special -subfrane-pattern enuner ati on
| +--rwlaa-carrier-configuration {ntap: LAA}?

| | +--rw ed-threshol d- pdsch? int8

| | +--rw ed-threshol d-drs? int8

| | +--rw tx-antenna-ports? uint8

| | +--rwtransmni ssion-power-for-drs? int8

| | +--rwdntc-period? enuner ation
| | +--rwdntc-offset? uint8

| | +--rwlbt-tiner? ui nt 16

| | +--rw nax-cw usage-counter* [priority]

| ] +--rwopriority enumner ati on

| ] +--rw count er-val ue? uint8

| +--rwgain deci mal 64
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+--rw downl i nk-radi o-framne-of f set
+--rw downl i nk-sfn-of f set

+--rw t-da-of fset?

+--rw reference-| evel ?

+--rw configurabl e-tdd-pattern?
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ui nt 32
intl6
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ui nt 32 {feat: EXT- ANT- DELAY- CONTROL} ?

deci mal 64 {
-> [user-pl

TX- REFERENCE- LEVEL} ?
ane-configuration/configurabl e-tdd-

patterns/tdd-pattern-id {ncap: CONFI GURABLE- TDD- PATTERN- SUPPORTED} ?

+- -

rwrx-array-carriers* [nane]
+--rw nane

string

+--rw odu-ids* [odu-id] {feat:SHARED- ORU- MULTI - ODU} ?

| +--rw odu-id string

+--rw sro-ids-and-odu-ids* [odu-id sro-id] {feat: SHARED- ORU- MULTI - ODU and f eat : SHARED- ORU-
MULTI - OPERATOR} ?

| +--rw odu-id string

| +--rwsro-id string

x--rw absol ut e-frequency-center?
+--rw cent er - of - channel - bandw dt h
+--rw channel - bandw dt h

+--rw active?

+--ro state

+--rw type?

+--ro dupl ex-scheme?

+--rw occupi ed- bandw dt h

| +--rw | ower-bound? ui nt 64

|  +--rw upper-bound? ui nt 64
+--rw downl i nk-radi o-f rame- of f set
+--rw downl i nk- sf n- of f set

+--rw gai n-correction

+--rw n-ta-of f set

+--rw t-au-offset?

+--rw configurabl e-tdd-pattern?

ui nt 32
ui nt 64
ui nt 64
enuner ation
enuner ati on
enuner ati on
enuner ation

ui nt 32
intl6
deci mal 64
ui nt 32

ui nt 32 {feat: EXT- ANT- DELAY- CONTROL} ?

-> [user-pl

ane-configuration/configurabl e-tdd-

patterns/tdd-pattern-id {ncap: CONFI GURABLE- TDD- PATTERN- SUPPORTED} ?

capab

+- -

.

ro tx-arrays* [nane]

+--ro nane

+--ro nunber - of -rows

+--ro nunber - of - col ums

+--ro nunber-of-array-| ayers

+--ro horizontal - spaci ng?

+--ro vertical - spaci ng?

+--ro normal -vector-direction

| +--ro azinuth-angle? decinal 64
| +--ro zenith-angle? deci mal 64

+--ro | eftnost-bottomarray-el ement -position

|  +--ro x? deci mal 64
| +--ro y? decinul 64
| +--ro z? decinul 64
+--ro pol arisations* [p]
| +--rop uint8

| +--ro polarisation pol ari sati on_type

+--ro band- nunber

i ti es/band- nunber
+--ro rel at ed- o-ru-connectors* [ nane]

string
ui nt 16
ui nt 16
uint8
deci mal 64
deci mal 64

-> [/ ncap: nodul e- capabi | i ty/ band-

| +--ro nane -> [ hw har dwar e/ conponent / nane

| +--ro array-el enent-id* ui nt 16
+--ro mn-gain?

+--ro max-gain

+--ro i ndependent - power - budget
+--ro capabilities* []

+--ro max-supported-frequency-dl ?
+--ro m n-supported-frequency-dl ?
+--ro max-supported- bandw dt h-dl ?

+--ro max-numcarriers-dl?
+--r0 max-carrier-bandw dth-dl ?
+--ro0 mn-carrier-bandw dt h-dl ?
+--ro supported-technol ogy-dl *

+--ro supported-filter-pass-bandw dths-d
+--ro supported-filter-pass-bandw dths* [id]

+-ro id
+--ro type?
+--ro carri er-bandw dt h?

+--ro filter-pass-bandw dth?

ro rx-arrays* [nane]

+--ro0 name

+--ro nunber-of -rows

+--ro nunber - of - col ums

+--ro nunber-of-array-I|ayers
+--ro horizontal - spaci ng?
+--ro vertical - spaci ng?

+--ro normal -vector-direction

ui nt 32
enuner at
ui nt 64
ui nt 64
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deci mal 64
deci mal 64
bool ean

ui nt 64
ui nt 64
ui nt 64
ui nt 32
ui nt 64
ui nt 64
enuner ation

ion

string
ui nt 16
ui nt 16
uint8
deci mal 64
deci mal 64
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+-r0
+-r10

+--ro0
+--ro0

azi mut h-angl e?  deci mal 64
zeni t h- angl e? deci mal 64

+--ro band- nunber
l'i ti es/ band- nunber
+--ro rel at ed- o-ru- connect ors* [ nane]
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+--ro |l eftnost-bottomarray-el ement - position

+--ro x? deci mal 64
+--ro y? deci mal 64
+--ro z? decinmal 64
+--ro pol arisations* [p]
+-rop uint8
+--ro pol arisation pol ari sation_type
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-> /[ nctap: nodul e- capabi li ty/ band-

name -> [ hw har dwar e/ conponent / nane

array-el ement -i d* ui nt 16

ro gain-correction-range
+--ro max deci mal 64
+--ro mn deci mal 64

ro capabilities* []

+--ro max-supported-frequency-ul ? ui nt 64
+--ro mn-supported-frequency-ul ? ui nt 64
+--ro max-supported- bandwi dt h-ul ? ui nt 64
+--ro max-numcarriers-ul ? ui nt 32
+--ro max-carrier-bandw dt h-ul ? ui nt 64
+--ro mn-carrier-bandw dt h-ul ? ui nt 64
+--ro supported-technol ogy-ul * enuner ation
+--ro supported-filter-pass-bandw dths-ul
+--ro supported-filter-pass-bandw dths* [id]
+-roid ui nt 32
+--ro type? enuner ation
+--ro carrier-bandw dth? ui nt 64
+--ro filter-pass-bandw dth? ui nt 64
relati ons* [entity]
ro entity ui nt 16
ro arrayl
+--ro (antenna-type)?
+- -1 (tx)
| +--ro tx-array-nane? -> /user-pl ane-configuration/tx-arrays/nane
+--:(rx)
+--ro rx-array-name? -> [user-pl ane-configuration/rx-arrays/ nane
ro array2
+--ro (antenna-type)?
+- - (tx)
| +--ro tx-array-nane? -> [user-pl ane-configuration/tx-arrays/ nane
+--:(rx)
+--ro rx-array-name? -> /user-plane-configuration/rx-arrays/nanme
ro types* [relation-type]
+--ro rel ation-type enuner ation
+--ro pairs* [el ement-arrayl]
+--ro el ement-arrayl ui nt 16
+--ro el ement-array2? ui nt 16

+--rw eaxc-id-group-configuration {ntap: EAXC- | D- GROUP- SUPPORTED} ?
|  +--rw max- numt x- eaxc-i d- groups?
groupi ng- capabi | i ti es/ max- numt x- eaxc-i d- gr oups
| +--rw nax- numt x- eaxc-i ds- per - group?
groupi ng- capabi | i ti es/ max- numt x- eaxc-i ds- per - gr oup
|  +--rw max- numrx-eaxc-i d- groups?
groupi ng- capabi | i ti es/ max- numr x- eaxc-i d- gr oups
|  +--rw nmax- numrx-eaxc-i ds- per-group?
groupi ng- capabi | i ti es/ max- num r x- eaxc-i ds- per - gr oup
| +--rwtx-eaxc-id-group* [representative-tx-eaxc-id]

-> /[ ntap:
-> [/ nctap:
-> [/ nctap:

-> [/ nctap:

nmodul e- capabi | ity/ ru-capabilities/eaxcid-
nodul e- capabi | i ty/ru-capabilities/eaxcid-
nmodul e- capabi | ity/ru-capabilities/eaxcid-

nodul e- capabi | i ty/ru-capabilities/eaxcid-

+--rw static-prach-configurations* [static-prach-config-id] {ntap: PRACH STATI C- CONFI GURATI O\

+--rw prach-patterns* [prach-pattern-id]

| | +--rwrepresentative-tx-eaxc-id ui nt 16

| | +--rw nenber-tx-eaxc-id* ui nt 16

| +--rw rx-eaxc-id-group* [representative-rx-eaxc-id]

| +--rw representative-rx-eaxc-id ui nt 16

| +--rw nmenber - r x- eaxc-i d* ui nt 16
SUPPORTED} ?

| +--rw static-prach-config-id uint8

| +--rw sfn-offset? ui nt 32

| +--rw pattern-period ui nt 16

| +--rw guard-tone-lowre ui nt 32

| +--rw numprach-re ui nt 32

| +--rw guard-tone-high-re ui nt 32

| +--rw sequence-duration ui nt 32

|

I

|

+--rw prach-pattern-id ui nt 32
+--rw nunber - of -repetitions uint8
+--rw nunber - of - occasi ons ui nt 32
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| +--rw re-of f set ui nt 32

| +--rw occasi on- par anet ers* [occasi on-id]
| | +--rw occasion-id ui nt 32

| | +--rwcp-length ui nt 16

| | +--rw gp-Iength? ui nt 16

| | +--rw beamid ui nt 16

| +--rw frame- nunber ui nt 16

| +--rw sub-frame-id ui nt 16

| +--rw time-offset ui nt 16

+--rw static-srs-configurations* [static-srs-config-id] {nctap: SRS- STATI C- CONFI GURATI O\
SUPPORTED} ?

| +--rwstatic-srs-config-id uint8

| +--rw pattern-period ui nt 16

| +--rwsrs-patterns* [srs-pattern-id]

| +--rw srs-pattern-id ui nt 16

| +--rw sub-frame-id ui nt 16

| +--rwslot-id ui nt 16

| +--rw start-synbol -id ui nt 16

| +--rw beamid ui nt 16

| +--rw num synbol ui nt 16

| +--rw start-prbc ui nt 16

| +--rw num prbc ui nt 16

+--rw configurabl e-tdd-patterns* [tdd-pattern-id] {ncap: CONFI GURABLE- TDD- PATTERN- SUPPORTED} ?

| +--rwtdd-pattern-id uint8

| +--rw switching-points* [switching-point-id]

| +--rw sw tching-point-id ui nt 16

| +--rw direction enuner ati on

| +--rw framne- of f set ui nt 32

+--rw general -config
+--rw regul ari zati on-f act or - se- conf i gured? bool ean
+--rw little-endian-byte-order? bool ean
+--rw upl ane- onl y- dl - rode- enabl e? bool ean {feat: UPLANE- ONLY- DL- MODE} ?

+--rw st4-for-time-domai n- beanf or m ng- wei ght s- enabl ed? bool ean {feat: ST4- SLOT- CONFI G M5G-
SUPPORT} ?

notifications:
+---n tx-array-carriers-state-change
| +--ro tx-array-carriers* [nane]
| +--ro nane -> [user-plane-configuration/tx-array-carriers/nane
| +--ro state? -> /user-plane-configuration/tx-array-carriers/state
+---n rx-array-carriers-state-change
+--ro rx-array-carriers* [nane]
+--ro nane -> [user-plane-configuration/rx-array-carriers/nane
+--ro state? -> /user-plane-configuration/rx-array-carriers/state

D.3.9 o-ran-ald module

The format for the ald module is provided below

nodul e: o-ran-ald
rpcs:
+---x al d- comruni cati on
+---w i nput
| +---wport-id -> /ap:ald-ports-io/ald-port/port-id
| +---w ald-reg-nsg? bi nary
+--ro output

+--ro port-id -> /ap:ald-ports-io/ald-port/port-id
+--ro status enuner ation

+--ro error-nessage? string

+--ro al d-resp-nsg? bi nary

+--ro frames-w th-wong-crc? ui nt 32

+--ro frames-w thout-stop-flag? ui nt 32

+--r0 nunber-of -recei ved-oct et s? ui nt 32
D.3.10 o-ran-troubleshooting module

The format for the troubleshooting module is provided below
nmodul e: o-ran-troubl eshooting

rpcs:
+---x start-troubl eshooting-1 ogs
| +--ro output
| +--ro status? enuner ation
| +--ro failure-reason? string
+---x stop-troubl eshooting-1 ogs
+--ro0 output

ETSI



245 ETSI TS 104 023 V12.01 (2024-05)

+--ro status? enumner ati on
+--ro failure-reason? string

notifications:
+---n troubl eshooti ng-I og- generat ed
+--ro |log-fil e-name* string

D.3.11 o-ran-laa-operations module

The format for the LAA operations module is provided below

rpcs:
rpcs:
+---Xx start-nmeasurenments {nctap: LAA}?
+---w i nput
| +---w band-config* [band-nunber]

| | +---w band-nunber band- num

| | +---w channel -center-frequency* ui nt 16

| +---w duration-per-channel ? ui nt 16

| +---w naxi numresponse-tine? ui nt 16

+--ro output

+--ro band-config* [band-nunber]

+--ro band- number band- num
+--ro carrier-center-frequency* ui nt 16
+--ro status? enuner ation
+--ro error-nessage? string

notifications:
+---n nmeasurenent-result {ncap: LAA}?
+--ro band-result* [band-nunber]

+--ro band- nunber band- num
+--ro nmeasurenent - success? bool ean
+--ro failure-nmessage? enuner ati on
+--ro channel -resul t* [nmeasured-channel ]
+--ro measur ed- channel ui nt 16
+--ro occupancy-ratio? ui nt 8
+--ro average-rssi? int8

D.3.12 o-ran-trace module

The format for the trace operations module is provided below
nodul e: o-ran-trace

rpcs:

+---x start-trace-1|ogs

| +--ro output

| +--ro status? enuner ation

| +--ro failure-reason? string

+---x stop-trace-|ogs

+--ro0 output

+--ro status? enurer ati on
+--ro failure-reason? string

notifications:
+---n trace-| og-generated

+--ro |log-fil e-name* string
+--ro is-notification-last? Bool ean

D.3.13 o-ran-ieee802-dotlg-cfm module

The format for the o-ran-ieee802-dot1g-cfm module is provided below
nodul e: o-ran-i eee802-dot 1g-cfm

augment /dot 1g- cf m cf nf dot 1g- cf m mai nt enance- gr oup/ dot 1g- cf m mep:

+--rwinterface? if:interface-ref
+--rwoprimary-vid? ->/if:interfaces/interface/o-ran-int:vlan-id
D.4 Interfaces folder

D.4.1  o-ran-interfaces.yang module

The format for the interfaces module is provided below
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nmodul e: o-ran-interfaces
augnent /if:interfaces/if:interface:
+--rw | 2-ntu? ui nt 16
+--rw al i as- macs* yang: mac- addr ess { ALl ASMAC- BASED- CU- PLANE} ?
+--rw vl an-t aggi ng? bool ean

+--rw cl ass-of -service

+--rw enhanced- upl ane- mar ki ngs* [ up- mar ki ng- nane]
+--rw up- mar ki ng- name
+--rw enhanced- mar ki ng?
+--ro interface-groups-id*
groups/interface-group-id
augnent /if:interfaces/if:interface:
+--rw base-interface? if:interface-ref
+--rw vl an-id? ui nt 16
augnment /if:interfaces/if:interface:
+--rw mac- addr ess? yang: mac- addr ess
+--rw port-reference
| +--rw port-nane?
| +--rw port-nunber? uint8
+--ro | ast-cleared? yang: dat e-and-ti me
augrment /if:interfaces/if:interfacel/ip:ipvé:
+--rw di ffserv-marki ngs {UDPI P- BASED- CU- PLANE} ?

string

pcp
-> /if:interfaces/o-ran-int:interface-grouping/interfaces-

|  +--rw u-pl ane- nar ki ng? pcp
| +--rw c-pl ane- nar ki ng? pcp
|  +--rw mpl ane- nar ki ng? pcp
| +--rw s-pl ane- narki ng? pcp
: +--rw ot her - mar ki ng? pcp
|

-> [/ hw har dwar e/ conponent / name

+--rw u- pl ane- mar ki ng? i net:dscp
+--rw c-pl ane- mar ki ng? i net:dscp
+--rw s-pl ane- mar ki ng? i net:dscp
+--rw ot her - mar ki ng? i net:dscp

+--rw enhanced- upl ane- mar ki ngs* [ up- mar ki ng- nane]
+--rw up- mar ki ng- nanme string
+--rw enhanced- nar ki ng? i net:dscp
augrment /if:interfaces/if:interfacel/ip:ipv6:
+--rw di ffserv-marki ngs {UDPI P- BASED- CU- PLANE} ?

+--rw u- pl ane- mar ki ng? i net:dscp
+--rw c-pl ane- mar ki ng? i net:dscp
+--rw s-pl ane- mar ki ng? i net:dscp
+--rw ot her - mar ki ng? i net:dscp

+--rw enhanced- upl ane- mar ki ngs* [ up- mar ki ng- nane]
+--rw up- mar ki ng- name string
+--rw enhanced- nar ki ng? i net:dscp
augnent /if:interfaces/if:interfacel/ip:ipvé:
+--rw m pl ane- mar ki ng? i net:dscp
augrment /if:interfaces/if:interfacel/ip:ipv6:
+--rw m pl ane- mar ki ng? i net:dscp
augnent /if:interfaces:
+--ro interface-grouping!
+--ro interfaces-groups* [interface-group-id]

+--ro interface-group-id uint8
+--ro max-sust ai nabl e-i ngress-bandwi dt h? ui nt 32
+--ro max-sust ai nabl e- egr ess- bandw dt h? ui nt 32

rpcs:
+---X reset-interface-counters

D.4.2

The format for the processing elements module is provided below

o-ran-processing-elements.yang module

nodul e: o-ran- processi ng- el enent
+--rw processing-el enents
+--ro maxi mum nunber - of -transport-fl ows?
+--rw transport-sessi on-type?
+--rw enhanced- upl ane- mappi ng!
| +--rw upl ane- nappi ng* [ up- nar ki ng- nane]
| +--rw up- mar ki ng- name string
| +--rw (up-markings) ?
| +--:(ethernet)
|  +--rw up-cos-nane? -> /if:interfaces/interface/o-ran-int:class-of-
servi ce/ enhanced- upl ane- mar ki ngs/ up- mar ki ng- nane
| +--: (i pv4)
| +--rw upv4-dscp-nane? -> /if:interfaces/interface/ip:ipv4/o-ran-int:diffserv-
mar ki ngs/ enhanced- upl ane- mar ki ngs/ up- mar ki ng- nanme {o-ran-int: UDPl P- BASED- CU- PLANE} ?
| +--: (i pv6)
| +--rw upv6- dscp- name? -> /[if:interfaces/interface/ip:ipv6/o-ran-int:diffserv-
mar ki ngs/ enhanced- upl ane- mar ki ngs/ up- mar ki ng- nane {o-ran-int: UDPl P- BASED- CU- PLANE} ?

ui nt 16
enuner ati on
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+--rw ru-el ement s* [ nane]

| +--rw nane string
| +--rw sro-id? -> [or-user:users/user/sro-id {feat: SHARED- ORU- MULTI - OPERATOR} ?
| +--rwtransport-flow
| +--rwinterface-name? -> /if:interfaces/interfacel/name
| +--rw al i asmac-fl ow {o-ran-int: ALl ASMAC- BASED- CU- PLANE} ?
| +--rwru-aliasnac-address -> /if:interfaces/interface[if:name =
current()/../../interface-nane]/o-ran-int:alias-macs
|  +--rwvlan-id? -> /if:interfaces/interface[if:name =
current()/../../interface-nane]/o-ran-int:vlan-id
| | +--rw o-du-nac-address yang: mac- addr ess
| +--rw eth-fl ow
| +--rw ru-nac-address -> /if:interfaces/interface[if:name =
current()/../../interface-name]/o-ran-int: mac-address
| +--rwvlan-id -> /if:interfaces/interface[if:name =
current()/../../interface-nanme]/o-ran-int:vlan-id
| | +--rw o-du-nmac- addr ess yang: mac- addr ess

| +--rw udpi p-fl ow
| | +--rw (address)
| | | +--:(ru-ipv4-address)
| | | +--rwru-ipv4-address? -> [if:interfaces/interface[if:nane
current()/../../interface-nane]/ip:ipv4/address/ip
| | | +--:(ru-ipv6-address)

| ] +--rw ru-ipv6-address? -> /if:interfaces/interface[if:name =
current()/../../linterface-nane]/ip:ipv6/address/ip
| | +--rw o-du-ip-address i net:ip-address
| |  +--rw ru-epheneral - udp- port i net: port-nunber
| | +--rw o-du-epheneral - udp- port i net: port-nunber
| | +--rw ecpri-destination-udp i net: port-nunber
| +--rw north-eth-fl ow { SHARED_CELL} ?
| +--rw ru-nac-address? -> /[if:interfaces/interface[if:name =
current()/../../interface-nanme]/o-ran-int: mac-address
|  +--rwvlan-id? -> /if:interfaces/interface[if:name =

current()/../../interface-nane]/o-ran-int:vlan-id
| | +--rw north-node- nac- addr ess? yang: mac- addr ess
| +--rw sout h-eth-fl ow { SHARED_CELL} ?

+--rw ru-nmac- address? -> /if:interfaces/interface[if:name =
current()/../../interface-nanme]/o-ran-int: mac-address
+--rw vl an-i d? -> [if:interfaces/interface[if:nane =

current()/../../interface-nanme]/o-ran-int:vlan-id
| +--rw sout h-node- mac- address?  yang: mac- addr ess
+--rw addi tional -transport-sessi on-type-el ements* [transport-session-type] {feat: MILTIPLE-
TRANSPORT- SESSI ON- TYPE} ?
+--rw transport-session-type enuner ation
+--rw enhanced- upl ane- mappi ng!
|  +--rw upl ane- nappi ng* [ up- nar ki ng- nane]
| +--rw up- mar ki ng- name string
| +--rw (up- mar ki ngs) ?
| +--:(ethernet)

|  +--rw up-cos-nane? -> /if:interfaces/interface/o-ran-int:class-of-
servi ce/ enhanced- upl ane- mar ki ngs/ up- mar ki ng- nane
| +--: (i pv4)
| +--rw upv4-dscp-nane? -> /if:interfaces/interface/ip:ipv4/o-ran-int:diffserv-
mar ki ngs/ enhanced- upl ane- mar ki ngs/ up- mar ki ng- nane
| +--: (i pv6)
+--rw upv6- dscp- name? -> /if:interfaces/interface/ip:ipv6/o-ran-int:diffserv-

mar ki ngs/ enhanced- upl ane- mar ki ngs/ up- mar ki ng- nane
+--rw ru-el ement s* [ nane]

+--rw nane string
+--rw sro-id? -> [or-user:users/user/sro-id {feat: SHARED- ORU- MULTI - OPERATOR} ?
+--rw transport-fl ow
+--rw interface-nanme? -> /if:interfaces/interfacel/ name
+--rw al i asmac-fl ow {o-ran-int: ALl ASMAC- BASED- CU- PLANE} ?
| +--rwru-aliasnac-address -> /[if:interfaces/interface[if:name =
current()/../../interface-nane]/o-ran-int:alias-macs
|  +--rwvlan-id? -> /if:interfaces/interface[if:name =
current()/../../interface-nane]/o-ran-int:vlan-id
| +--rw o-du-nmac- address yang: mac- addr ess
+--rw eth-fl ow
| +--rw ru-nac-address -> /if:interfaces/interface[if:name =
current()/../../interface-nanme]/o-ran-int: mac-address
| +--rwvlan-id -> /[if:interfaces/interface[if:name =
current()/../../interface-nane]/o-ran-int:vlan-id
| +--rw o-du-nac-address yang: mac- addr ess

+--rw udpi p-fl ow
+--rw (address)
| +--:(ru-ipv4-address)
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- addr ess?

current()/../../interface-nanme]/ip:ipv4/address/ip

| +--:(ru-ipv6-add
+--rwru-ipvé

ress)
- addr ess?

current()/../../interface-nanme]/ip:ipv6/address/ip

D.4.3

The format for the (SFP) transceiver module is provided below

nmodul e:

+--rw o-du-ip-address i net:ip-address
+--rw ru-epheneral - udp- port i net: port-nunber
+--rw o- du- ephener al - udp- port i net: port-nunber
+--rw ecpri-destination-udp i net: port-nunber

o-ran-transceiver.yang module

o-ran-transcei ver

+--rw port-transceivers
+--rw port-transcei ver-data* [interface-name port-nunber]
+--rw interface-nanme
+--rw port-nunber

current()/../interface-nane]/o-ran-int:port-referencel/ port-nunber
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-> /[if:interfaces/interface[if:name

-> /if:interfaces/interface[if:name

-> [if:interfaces/interfacel/ name
-> /[if:interfaces/interface[if:name =

+--rw interface-nanes* -> /if:interfaces/interfacel/ name
+--rw nane? string
+--ro present bool ean
+--ro vendor-id? string
+--ro vendor-part? string
+--ro vendor-rev? string
+--ro serial-no? string
+--ro SFF8472-conpl i ance- code? enuner ati on
+--ro connector-type? enuner ation
+--ro identifier? enurer ati on
+--ro nomnal -bitrate? ui nt 32
+--ro |l owbitrate-margin? uint8

+--ro high-bitrate-margin? uint8

+--ro rx-power-type? enuner ation
+--ro0 rx-power? deci mal 64
+--ro tx-power? deci mal 64
+--ro tx-bias-current? deci mal 64
+--ro vol tage? deci mal 64
+--ro tenperature? deci mal 64

+--ro additional -rmulti-Ilane-reporting* [|ane]

+--ro | ane uint8

+--ro interface-nanmes* -> [if:interfaces/interface/ nane
+--ro0 rx-power? deci mal 64

+--ro tx-bias-current? deci mal 64

+--ro tx-power? deci mal 64

D.4.4

The format for the management plane interface module is provided below

o-ran-mplane-int.yang module

nodul e: o-ran-npl ane-i nt
+--rw npl ane-info
+--rw sear chabl e- npl ane- access-vl ans-info

| +--rw searchabl e-access-vl ans* vl an-id
+--rw vl an-range
| +--rw lowest-vlan-id? vl an-id
| +--rw highest-vlan-id? vl an-id
+--rw scan-interval ? ui nt 16

--rw mpl ane-interfaces
+--rw mpl ane-sub-interfaces* [interface-name sub-interface]
| +--rwinterface-nane -> [if:interfaces/interfacel/ name
| +--rw sub-interface -> /[if:interfaces/interface[if:name = current()/../interface-
nane]/o-ran-int:vlan-id

+--ro client-info
+--ro npl ane-i pv4-i nf o*
| +--ro nplane-ipv4
| +--ro port?
+--ro npl ane-i pv6-i nf o*
| +--ro nplane-ipvé
| +--ro port?

| [ mpl ane-i pv4]
I

|

|

I

I

| +--ro npl ane-f gdn*

+-

I

I

i net:i pv4- address
i net: port-nunber
[ mpl ane-i pv6]
i net:i pv6-address
i net: port - nunber

i net: donai n- nane
-rw mpl ane-ssh-ports

|
I
I
|
+
I
I
|
/
||
I
I
|
|
I
I
|
|
I
I
|
|
I

+--rw cal | -home-ssh-port? i net: port - nunber

+--rw server-ssh-port? i net: port - nunber
+--rw mplane-tls-ports

+--rw call -home-tls-port? i net: port-nunber

+--rw server-tls-port? i net: port - nunber
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+--rw configured-client-info
+--rw npl ane-i pv4-info* [npl ane-i pv4]

|-
|-

+--rw npl ane-i pv6-i nf o*

|-
|-

+--rw npl ane-f gdn*

o-ran-dhcp.yang module

5

-rw npl ane-i pv4
-rw port?

i net:i pv4- address
i net: port-nunber
[ mpl ane-i pv6]
i net:ipv6-address
i net: port-nunber

i net: donai n- nane

-rw npl ane-i pv6
-rw port?

The format for the dhcp module is provided below.

nmodul
4=

e
ro dhcp

o-ran-dhcp

+--ro interfaces* [interface]

| +--ro interface
+--ro dhcpv4

if:interface-ref

[

| | +--ro client-id?

| | +--ro type-code?

| | +--ro (duid-type)?

| | | +-:(duid-llt)

| | | | +--ro duid-Ilt-hardware-type?

| | | | +--roduid-llt-tinme?

| | | | +--ro duid-1lt-link-Iayer-address?
| | | +--:(duid-en)

| | | | +--ro duid-en-enterprise-nunber?

| | | | +--ro duid-en-identifier?

| | | +--:(duid-I1I)

| | | | +--ro duid-II-hardware-type?

| | | | +--ro duid-I1l-1link-Iayer-address?
| | | +--:(duid-uuid)

| | | | +--ro uuid?

| | | +--:(duid-unstructured)

I +--ro data?

| | +--ro active-duid?

| | +--ro identity-association

| | | +--roiaid? ui nt 32

| | | +--roia-type? string

| | +--ro dhcp-server-identifier?

| | +--ro domain-name?

| | +--ro donmin-nane-servers*

| | +--ro interface-ntu?

| | +--ro default-gateways*

| | +--ro netconf-clients* [client]

| | | +--roclient netconf-client-id
| | | +--ro optional-port? i net: port - nunber
| | +--ro ca-ra-servers* [servers]

| | | +--ro servers ca-ra-server-id
| | | +--ro port-nunber? i net: port - nunber
| | | +--ro ca-ra-path? string

| | | +--ro subject-nanme? string

| | | +--ro protocol? enuner ati on

| | +--ro segw* [gateways]

| | | +--ro gateways segw-i d

| | +--ro event-collectors*

E} ?

| | +--ro event-collector-fornat?

| +--ro dhcpv6

| x--ro dhcp-client-identifier

| | +--ro type-code?

[ | +--ro (duid-type)?

| | +-:(duid-11t)

[ | | +--ro duid-IIt-hardware-type?

| [ | +--ro duid-l1lt-tine?

| [ | +--ro duid-I11t-Iink-Iayer-addr?
| | +--: (dui d-en)

| | | +--ro duid-en-enterprise-nunber?
[ [ | +--ro duid-en-identifier?

[ | +--:(duid-11)

[ [ | +--ro duid-II-hardware-type?

[ | | +--ro duid-I1-1ink-Iayer-addr?
[ | +- -1 (dui d- uui d)

[ | | +--ro uuid?

| | +- - : (dui d- unknown)

| [ +--ro data?

| +--ro dhcpv6-client-identifier

| |

+--ro type-code?

ETSI

string
ui nt 16

ui nt 16
yang: ti neti cks
yang: mac- addr ess

ui nt 32
string

ui nt 16
yang: mac- addr ess

yang: uui d

bi nary
bi nary

i net:ip-address
string
i net:ip-address
ui nt 32
i net:ip-address

event -col | ector -

enuneration {or-f

ui nt 16

ui nt 16
yang: ti neti cks
yang: nac- addr ess

ui nt 32
string

ui nt 16
yang: mac- addr ess

yang: uui d
bi nary

ui nt 16
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d {or-feat: NON- PERSI STENT-

eat : NON- PERS| STENT- MPLANE} ?
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+--ro (duid-type)?
+--:(duid-11t)
| +--ro duid-IIt-hardware-type?
| +--ro duid-Ilt-tine?
| +--ro duid-I1t-1ink-1ayer-address?
+--: (dui d-en)

+--ro domai n- nanme- server s*
+--ro netconf-clients* [client]
| +--ro client

| +--ro optional-port?

netconf-client-id
i net: port - nunber
+--ro ca-ra-servers* [servers]

| +--ro servers ca-ra-server-id
| i net: port-nunber
| string

| string
enuner ati on

+--ro port-nunber?

+--ro ca-ra-path?

+--ro subj ect-nane?
| +--ro protocol?
+--ro segw* [gateways]
| +--ro gateways segwi d
+--ro event-coll ectors*
+--ro event-collector-formt?
+--ro mpl ane- dhcp

X--ro private-enterprise-nunber? ui nt 16
+--ro private-enterprise-nunf ui nt 32
+--ro vendor-cl ass-data? string

D.4.6

The format for the external input/output module is provided below

o-ran-externalio.yang module

ETSI
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ui nt 16
yang: ti neti cks
yang: mac- addr ess

i net:ip-address

event-col |l ector-id {or-feat: NO\ PERSI STENT- MPLANE} ?
enuner ati on {or-feat: NO\ PERSI STENT- MPLANE} ?

I I

| ||

| ||

| ||

I ||

I ||

| | | | +--ro duid-en-enterprise-nunber? ui nt 32

[ | | | +--ro duid-en-identifier? string

| | | +--:(duid-11)

| | | | +--ro duid-II-hardware-type? ui nt 16

| | | | +--ro duid-Il-1ink-Iayer-address? yang: mac- addr ess
| | | +--:(duid-uuid)

I | | | +--ro uuid? yang: uui d

[ | | +--:(duid-unstructured)

| [ | +--ro data? bi nary

[ | +--ro active-duid? bi nary

| | +--ro identity-association

| [ +--ro iaid? ui nt 32

[ | +--10 ia-type string

| x--ro dhcp-server-identifier

[ | +--ro type-code? ui nt 16

| | +--ro (duid-type)?

| | +--:(duid-11t)

| | | +--ro duid-IIlt-hardware-type? ui nt 16

I [ |  +--ro duid-Ilt-tinme? yang: ti meti cks
| | | +--ro duid-l11t-link-1ayer-addr? yang: mac- addr ess
[ | +--: (dui d- en)

[ | | +--ro duid-en-enterprise-nunber? ui nt 32

| | | +--ro duid-en-identifier? string

| | +--:(duid-11)

[ | | +--ro duid-II-hardware-type? ui nt 16

| | | +--ro duid-II-Iink-Iayer-addr? yang: nac- addr ess
| | +--: (dui d- uui d)

I I |  +--ro uuid? yang: uui d

| | +- - (dui d- unknown)

| [ +--ro data? bi nary

| +--ro dhcpv6-server-identifier

[ | +--ro type-code? ui nt 16

| | +--ro (duid-type)?

[ | | +--:(duid-11t)

[ | | | +--ro duid-Ilt-hardware-type? ui nt 16

I | | | +--ro duid-1lt-tine? yang: ti meticks
| | | | +--ro duid-Ilt-link-layer-address? yang: nac-address
[ | | +--:(duid-en)

| | | | +--ro duid-en-enterprise-nunber? ui nt 32

[ | | | +--ro duid-en-identifier? string

[ | | +--:(duid-11)

[ | | | +--ro duid-II-hardware-type? ui nt 16

[ | | | +--ro duid-1l-1ink-Iayer-address? yang: mac- addr ess
| | | +--:(duid-uuid)

I | | | +--ro uuid? yang: uui d

[ | | +--:(duid-unstructured)

| [ | +--ro data? bi nary

[ | +--ro active-duid? bi nary

| +--ro donai n- nane? string

I

|

|

I

I

|

|

I

I

|

|

I

:



modul e: o-ran-externalio
+--rw external -io
+--ro input* [nane]

| +--ro nane string
| +--ro port-in? uint8
| +--ro line-in? bool ean

+--ro output* [nane]
| +--ro nane string
| +--ro port-out uint8
+--rw out put -setting* [ nane]
+--rw nane
+--rw line-out?
notifications
+---n external -i nput - change
+--ro current-input-notification
+--ro external -i nput* [nane]

bool ean

251

-> /external -i o/ out put/ name

D.4.7

+--ro nane -> [external -io/input/nane
+--ro io-port? -> /external -io/input/port-in
+--ro line-in? ->/external-io/input/line-in

o-ran-ald-port.yang module

The format for the Antenna Line Device moduleis provided below

nodul e: o-ran-al d- port
+--rw al d-ports-io
+--ro over-current-supported?
+--ro ald-port* [nane]
| +--ro nane
| +--ro port-id
| +--ro dc-control-support
| +--ro dc-enabl ed- st atus?
| +--ro supported-connector
+

bool ean

string
uint8

bool ean
bool ean
enuner ation

--rw al d-port-dc-control * [ nane]

-> [ald-
bool ean

+--rw nane
+--rw dc-enabl ed?

notifications

ports-i o/ al d-port/nane

+---n overcurrent-report {OVERCURRENT- SUPPORTED} ?

| +--ro overl oad-condition
| +--ro overl oaded- port s*
+---n dc-enabl ed- st at us- change
+--ro ald-port* [nane]
+--ro nane
+--ro dc-enabl ed- status?

D.4.8

-> [ald-ports-iolald-port/name

-> [ald-ports-iolal d-port/nane

ETSI TS 104 023 V12.01 (2024-05)

-> [ald-ports-iolald-port/dc-enabl ed- st at us

o-ran-ethernet-forwarding.yang module

The format for the module o-ran Ethernet forwarding is provided below.

nodul e: o-ran- et hernet-forwardi ng
+--rw et hernet - f orwar di ng-t abl e
+--rw agi ng-ti me? ui nt 32
+--ro filtering-entry* [address
+--ro address
+--ro vlan-id ui nt 16
+--ro port-map* [port-ref]
+--ro port-ref

D.5 Sync folder

D.5.1 o-ran-sync.yang m

vl an-id]

yang: nac- addr ess

odule

The format for the synchronization module is provided below

nmodul e: o-ran-sync
+--rw sync

+--ro sync-status
| +--ro sync-state
| +--ro time-error?
| +--ro frequency-error?
| +--ro supported-reference-ty
| +--ro item enurer ati on
+--ro sync-capability

enuner ation

deci mal 64

deci mal 64
pes* [iten]

ETSI

-> /if:interfaces/interface/or-if:port-referencel/port-nunber



+--r0 sync-t-tsc?

| +--rw clock-classes uint8

+--rw ptp-profile?

+--rw del ay- asymetry?

+--rw g-8275-1-config

| +--rw nulticast-nac-address?

|  x--rw del ay-asymmetry?

+--rw g- 8275-2-config
+--rw | ocal -ip-port?

ui nt 8
string

| +--rwlocal-priority
| +--rwip-address?

I
|
+-
|
I
I
|
|
I
I
|
|
I
I
|
|
I
I

+--rw accept ed- cl ock-cl asses* [cl ock-
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enuner ati on

+--ro boundary- cl ock- supported? bool ean
-rw ptp-config
+--rw domai n- nunber ? ui nt 8

cl asses]

enuner ati on
intl6

enuner ati on
intl6

-> [if:interfaces/interfacel/ nane

+--rw master-ip-configuration* [|ocal-priority]

+--rw | og-inter-sync-period? int8
+--rw | 0og-inter-announce- peri od? int8
+--rw ptp-status
| +--rwreporting-period? uint8
| +--ro lock-state? enuner ation
| +--ro clock-class? uint8
| +--ro clock-identity? string
| +--ro partial-tim ng-supported? bool ean
| +--ro sources* [local-port-nunber]
I

+--ro | ocal - port-nunber
r ef erence/ port - nunber

-> /if:interfaces/interface/o-ran-int:port-

| +--ro state? enuner ati on
| +--ro two-step-flag? bool ean
| +--ro | eap61? bool ean
| +--ro | eap59? bool ean
| +--ro current-utc-offset-valid? bool ean
| +--ro ptp-tinmescal e? bool ean
| +--ro time-traceabl e? bool ean
| +--ro frequency-traceabl e? bool ean
| +--ro source-cl ock-identity? string
| +--ro source-port-nunber? ui nt 16
| +--ro current-utc-offset? intl6
| +--ro priorityl? uint8
| +--ro cl ock-cl ass? uint8
| +--ro cl ock-accuracy? uint8
| +--ro of fset-scal ed-1o0g-vari ance? ui nt 16
| +--ro priority2? uint8
| +--ro grandmaster-cl ock-identity? string
| +--ro steps-renoved? ui nt 16
| +--ro tine-source? uint8
+--rw synce-config
| +--rw acceptance-|ist-of-ssnr enuner ati on
| +--rw ssmtineout? ui nt 16
+--rw synce- st at us
| +--rwreporting-period? uint8
| +--ro lock-state? enuner ation
| +--ro sources* [local-port-nunber]
| +--ro | ocal - port-nunber -> /if:interfaces/interface/o-ran-int:port-referencel/port-
nunber
| +--ro state? enuner ation
| +--ro quality-level ? uint8
+--rw gnss-config {G\SS}?
| +--rw enabl e? bool ean
| +--rwsatellite-constelation-list* enurer ati on
| +--rwpolarity? enuner ati on
| +--rw cabl e-del ay? ui nt 16
| +--rw anti-jam enabl e? bool ean { ANTI - JAM ?
+--rw gnss-status {G\SS}?
+--rw reporting-period? uint8
+--ro nanme? string
+--r0 gnss-sync-status? enuner ation
+--ro gnss-data

+--ro satellites-tracked? uint8
+--ro | ocation

| +--ro altitude?
| +--ro latitude?
| +--ro longitude?
+--ro gnss-rx-tine-error?

int 64

notifications
+---n synchroni zati on- st at e- change
| +--ro sync-state?

geogr aphi c- coor di nat e- degr ee
geogr aphi c- coor di nat e- degr ee
deci mal 64

-> /sync/ sync-status/sync-state

ETSI
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+---n ptp-state-change
| +--ro ptp-state? -> /sync/ptp-status/|ock-state
+---n synce- st at e- change

| +--ro synce-state? -> /sync/synce-status/|ock-state

+---n gnss-state-change { G\SS}?

+--ro gnss-state? -> [ sync/ gnss- st at us/ gnss- sync- st at us

D.6 Radio folder

D.6.1  o-ran-module-cap.yang module

The format for the module capabilities module is provided below

nmodul e: o-ran- nodul e- cap
+--rw nodul e-capabi lity
+--ro ru-capabilities
| +--ro ru-supported-category?

X--ro nunber-of -ru-ports?
+--ro nunber-of -ru-ports-ul?
+--ro nunber-of-ru-ports-dl ?
+--ro nunber-of -spati al -streans?
+--ro nunber-of -spati al -streans-dl ?
+--ro nunber-of -spati al -streans-ul ?
+--ro max- num bands?
X--T 0 Imax- power - per - pa- ant enna?
X--Tr0 m n- power - per - pa- ant enna?
+--ro fronthaul -split-option?
+--ro format-of-iqg-sanple
+--ro dynam c- conpr essi on- supported?
+--ro real tinme-variabl e-bi t-w dt h-supported?
+--ro conpressi on- et hod- supported* []
+--ro iq-bitw dth?
+--ro conpression-type
X--ro bitw dth?
+--ro conpressi on- nmet hod?
X--ro (conpression-fornmat)?

+--: (no- conpresi son)

+--: (bl ock-fl oating-point)

| +--ro exponent?

|

|

I

I

| | +--ro sres-exponent?
| +--:(bl ock-scaling)

| | +--ro block-scalar?
| +--:(u-law

| | +--ro conp-bit-width?

| | +--ro conp-shift?

| +--:(beam space- conpressi on)

| | +--ro active-beam space-coeficient-nmask*
| | +--ro block-scaler?

| +--:(nodul ati on-conpr essi on)

| | +--ro csf?

| | +--ro nod-conp-scal er?

I

|

|

+--ro sres-csf?
+--ro sres-nod-conp-scal er?
+--ro fs-offset*
+--ro vari abl e-bit-w dt h- per-channel - support ed?
+--ro sym nc-supported?
+--ro regul ari zati on-factor-se-supported?
+--ro little-endi an-supported?
+--ro st6-4byte-alignnent-required?
+--ro0 se6-rb-bit-supported?

I e | |

+--r0 max-numrx-eaxc-i ds- per-group? uint8

ETSI

+--: (nmodul ati on- conpressi on-sel ective-re-send
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enuner ation

u
u
u
u
u
u
u

nt8
nt8
nt8
nt8
nt8
nt8
nt 16

deci mal 64
deci mal 64

u

nt8

bool ean
bool ean

uint8

conpr essi on-t ype- def
uint8

conpr essi on- net hod- def

uint8

+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

uint8

uint8

uint8
uint8

uint8
uint8

uint8
ui nt 16

ng)

uint8
ui nt 16
ui nt 8 {cf: CONFI GURABLE- FS- OFFSET} ?
bool ean
bool ean
bool ean
bool ean
bool ean
bool ean

bool ean

--ro ul -m xed-num requi red-guard-rbs* [scs-a scs-b]
+--ro scs-a scs-config-type
+--ro scs-b scs-config-type
+--ro nunber-of - guard-rbs-ul ? uint8

--ro dl -m xed-numrequi red-guard-rbs* [scs-a scs-b]
+--ro scs-a scs-config-type
+--ro scs-b scs-config-type
+--ro nunber - of - guard-rbs-dl ? uint8

--ro energy-savi ng-by-transm ssi on- bl anks

--ro eaxci d-groupi ng-capabilities {o-ran-nodul e- cap: EAXC- | D- GROUP- SUPPORTED} ?
+--ro max-numt x- eaxc-i d- groups? uint8
+--ro max-numt x- eaxc-i ds- per-group? uint8
+--r0 max-numrx-eaxc-id-groups? uint8
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+--ro dynami c-transport-del ay- managenent - support ed
+--ro support-only-uni que-ecpri-seqi d- per-eaxc?
+--ro coupling-nethods

ETSI TS 104 023 V12.01 (2024-05)

bool ean
bool ean

+--ro ud-conp-| en-supported?
+--ro ext-ant-del ay-capability?
CONTROL} ?

| +--ro nack-supported?

+--ro band-capabilities* [band-nunber]
+--ro band- number

| +--ro sub-band
+--ro supported-technol ogy-dl *

+--ro supported-technol ogy-ul *

+--ro coupling-via-frequency-and-ti me? bool ean
| +--ro coupling-via-frequency-and-tine-with-priorities? bool ean
| +--ro coupling-via-frequency-and-tine-with-priorities-optimzed? bool ean

bool ean
enuner ati on {or-feat: EXT- ANT- DELAY-

bool ean

ui nt 16

+--ro sub-band-info {o-ran-nodul e-cap: LAA}?
+--ro sub-band-frequency-ranges* [ sub-band]

sub- band- string

I

|

| | +--ro nex-supported-frequency-dl ? ui nt 64

| | +--ro mn-supported-frequency-dl ? ui nt 64

| +--ro nunber-of-laa-scarriers? uint8

| +--ro nmexi num | aa- buffer-size? ui nt 16

| +--ro nmexi num processing-tine? ui nt 16

| +--ro self-configure? bool ean

+--ro max-supported-frequency-dl ? ui nt 64
+--ro mn-supported-frequency-dl ? ui nt 64
+--r0 max-support ed- bandw dt h-dl ? ui nt 64
+--ro max-numcarriers-dl ? ui nt 32
+--ro max-carrier-bandw dth-dl ? ui nt 64
+--ro mn-carrier-bandw dth-dl ? ui nt 64

enuner ation

+--ro supported-filter-pass-bandw dths-d
| +--ro supported-filter-pass-bandw dt hs* [id]

| +--ro id ui nt 32

| +--ro type? enuner ati on
+--ro carrier-bandw dth? ui nt 64

| +--ro filter-pass-bandw dth? ui nt 64

+--ro max-supported-frequency-ul ? ui nt 64
+--ro mn-supported-frequency-ul ? ui nt 64
+--ro0 max-support ed- bandw dt h-ul ? ui nt 64
+--ro max-numcarriers-ul? ui nt 32
+--ro max-carrier-bandw dth-ul ? ui nt 64
+--ro mn-carrier-bandw dt h-ul ? ui nt 64

enuner ation

+--ro supported-filter-pass-bandw dt hs-u
| +--ro supported-filter-pass-bandw dths* [id]

| +-roid ui nt 32

| +--ro type? enuner ati on

| +--ro carrier-bandw dt h? ui nt 64

| +--ro filter-pass-bandw dth? ui nt 64

+--r0 max-num conponent-carriers? uint8
X--ro max- num bands? ui nt 16
+--ro max-num sectors? uint8
X--Tr0 max- power - per - ant enna? deci mal 64
X--r0 m n-power - per - ant enna? deci mal 64
X--ro codebook- confi gurati on_ng? uint8
X--ro codebook- confi gurati on_n1? uint8
X--ro codebook-confi gurati on_n2? uint8

+--rw rw sub-band-info {o-ran-nodul e-cap: LAA} ?
+--rw rw nunber-of -1 aa-scarriers? -> /nodul e-capability/band-capabilities/sub-band-
i nf o/ nunber - of -1 aa-scarriers
+-rw rwsel f-configure?
i nfo/sel f-configure

D.6.2  o-ran-delay-management.yang module

The format for the delay management module is provided bel ow

-> [/ modul e- capabi |l i ty/ band- capabiliti es/sub-band-

nodul e: o-ran-del ay- managenent
+--rw del ay- managenent
+--rw bandwi dt h- scs- del ay- st at e* [ bandw dt h subcarri er-spaci ng]

| +--rw bandwi dt h bandwi dt h
| +--rw subcarri er-spacing ui nt 32

| +--ro ru-delay-profile

| +--ro t2a-mn-up ui nt 32

| +--ro t2a-nmax-up ui nt 32

| +--ro t2a-mn-cp-dl ui nt 32

| +--ro t2a-max-cp-dl ui nt 32

| +--ro tcp-adv-dl ui nt 32

| +--ro ta3-mn ui nt 32

| +--ro ta3-mx ui nt 32

ETSI
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| +--ro t2a-mn-cp-ul ui nt 32

| +--ro t2a-max-cp-ul ui nt 32

| +--ro ta3-mn-ack? int32

| +--ro ta3-max-ack? int32

+--rw adaptive-del ay- confi gurati on { ADAPTI VE- RU- PRCFI LE} ?

+--rw bandwi dt h- scs- del ay- st at e* [ bandw dt h subcarri er-spaci ng]

| +--rw bandwi dt h bandwi dt h
| +--rw subcarri er-spacing ui nt 32

| +--rw o-du-delay-profile

| +--rw t la- max- up? ui nt 32

| +--rw t x-max? ui nt 32

| +--rw tad- max? ui nt 32

| +--rw rx-nmax? ui nt 32

| +--rw tla- max-cp-dl ? ui nt 32
+--rw transport-del ay

+--rw t12-mn? ui nt 32
+--rw t12- max? ui nt 32
+--rw t34-m n? ui nt 32
+--rw t 34- max? ui nt 32

D.6.3  o-ran-beamforming.yang module

The format for the beamforming module is provided below

nodul e: o-ran-beanform ng
+--ro beanform ng-config
X--ro per-band-config* [band-nunber]

| +--ro band-nunber -> [/ ncap: nodul e- capabi | i ty/ band- capabi | i ti es/ band- nunber
+--ro tx-array* -> [up: user-pl ane-configuration/tx-arrays/ name
+--ro rx-array* -> [up: user-pl ane-configuration/rx-arrays/ nanme

+--ro static-properties

+--ro rt-bf-wei ghts-updat e-support? bool ean
+--ro (beanform ng-type)?

+--: (frequency)

| +--ro frequency-donai n- beans

+--ro max- nunber - of - beam i ds ui nt 16

+--ro initial-beamid ui nt 16

+--ro ig-bitw dth? uint8

+--ro conpression-type conpr essi on-t ype- def
X--ro bitw dth? uint8

+--ro conpression- et hod? bf - conpr essi on- net hod- def

Xx--ro (conpression-format)?
+--: (no-conpresi son)
+--: (bl ock-fl oating-point)

| +--ro exponent? uint8
+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

| +--ro sres-exponent? uint8
+--: (bl ock-scal i ng)

| +--ro bl ock-scal ar? uint8
+--:(u-1aw)

| +--ro conp-bit-wdth? uint8

+--: (beam space- conpr essi on)

I

|

I

I

|

|

| | !

| | +--ro conp-shift? uint8
|

| | +--ro active-beam space-coeficient-nmask* uint8
|

|

|

I

I

| +--ro bl ock-scal er? uint8
+--: (nmodul at i on- conpr essi on)
| +--ro csf? uint8
| +--ro nod-conp-scal er? ui nt 16
+--: (nodul ati on- conpr essi on-sel ecti ve-re-sendi ng)
+--ro sres-csf? uint8
+--ro sres-nod-conp-scal er? ui nt 16
+--ro addi tional - conpressi on- et hod- supported* []
+--ro ig-bitw dth? uint8
+--ro conpression-type conpr essi on-t ype- def
X--ro bitw dth? uint8
+--ro conpression- et hod? bf - conpr essi on- net hod- def

Xx--ro (conpression-formt)?
+--: (no-conpresi son)
+--: (bl ock-fl oating-point)

| +--ro exponent? uint8
+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

| +--ro sres-exponent? uint8
+--: (bl ock-scal i ng)

| +--ro bl ock-scal ar? uint8
+--:(u-1aw)

| +--ro conp-bit-wdth? uint8
| +--ro conp-shift? uint8

+--: (beam space- conpr essi on)

ETSI
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| +--ro active-beam space-coefi ci ent - mask* uint8

I

| | +--ro bl ock-scaler? uint8

| +--: (nodul ati on- conpr essi on)

| | +--ro csf? uint8

| | +--ro nod-conp-scal er? ui nt 16

| +--: (nmodul at i on- conpr essi on-sel ecti ve-re-sendi ng)

| +--ro sres-csf? uint8

| +--ro sres-nod-conp-scal er? ui nt 16

+--:(time)

| +--ro time-domai n-beans

| +--ro max- nunber - of - beam i ds ui nt 16

| +--ro initial-beamid ui nt 16

| +--ro frequency-granularity enuner ation

| +--ro tine-granularity enuner ation

| +--ro ig-bitw dth? uint8

| +--ro conpression-type conpr essi on-t ype- def

| X--ro bitw dth? uint8

| +--ro conpressi on- nmet hod? bf - conpr essi on- met hod- def

| Xx--ro (conpression-formt)?

| |  +--:(no-conpresison)

| | +--: (bl ock-floating-point)

| | | +--ro exponent? uint8

| | +--: (bl ock-floating-point-sel ective-re-sendi ng)

| | | +--ro sres-exponent? uint8

| | +--:(bl ock-scaling)

| | | +--ro block-scalar? uint8

| | +--:i(u-law

| | | +--ro conp-bit-wdth? uint8

| | | +--ro conp-shift? uint8

| | +--:(beam space-conpressi on)

| | | +--ro active-beam space-coefi ci ent-nmask* uint8

| | | +--ro block-scaler? uint8

| | +--:(nodul ati on- conpr essi on)

| | | +--ro csf? uint8

| | | +--ro nod-conp-scal er? ui nt 16

| | +--:(nodul ati on- conpr essi on-sel ecti ve-re-sendi ng)

| | +--ro sres-csf? uint8

| | +--ro sres-nod-conp-scal er? ui nt 16

| +--ro additional - conpressi on- net hod- supported* []

| +--ro ig-bitw dth? uint8

| +--ro conpression-type conpr essi on-t ype- def

| X--ro bitw dth? uint8

| +--ro conpressi on- met hod? bf - conpr essi on- et hod- def

| X--ro (conpression-format)?

| +--: (no- conpresi son)

| +--: (bl ock-fl oating- point)

| | +--ro exponent? uint8

| +--: (bl ock-fl oating-point-sel ective-re-sendi ng)

| | +--ro sres-exponent? uint8

| +--: (bl ock-scal i ng)

| | +--ro bl ock-scal ar? uint8

| +--:(u-1aw)

| | +--ro conp-bit-wdth? uint8

| | +--ro conp-shift? uint8

| +--: (beam space- conpr essi on)

| | +--ro active-beam space-coefi ci ent - mask* uint8

| | +--ro bl ock-scaler? uint8

| +--: (nmodul ati on- conpr essi on)

| | +--ro csf? uint8

| | +--ro nod-conp-scal er? ui nt 16

| +--: (nodul ati on- conpr essi on-sel ecti ve-re-sendi ng)

| +--ro sres-csf? uint8

| +--ro sres-nod-conp-scal er? ui nt 16

+--: (hybrid)

+--ro hybrid-beans

+--ro max- nunber - of - beam i ds ui nt 16
+--ro initial-beamid ui nt 16
+--ro frequency-granularity enuner ation
+--ro time-granularity enuner ati on
+--ro ig-bitw dth? uint8
+--ro conpression-type conpr essi on-t ype- def
X--ro bitw dth? uint8
+--ro conpression- et hod? bf - conpr essi on- net hod- def

Xx--ro (conpression-format)?

|  +--:(no-conpresison)

| +--: (bl ock-floating-point)

| | +--ro exponent? uint8
| +--: (bl ock-floating-point-sel ective-re-sendi ng)
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| +--ro sres-exponent? uint8
+--: (bl ock-scal i ng)

| +--ro bl ock-scalar? uint8
+--:(u-1aw)

| +--ro conp-bit-wdth? uint8
| +--ro conp-shift? uint8

+--: (beam space- conpr essi on)

+--ro active-beam space- coefi ci ent - mask* uint8

+--ro bl ock-scal er? uint8
+--: (nmodul at i on- conpr essi on)

+--ro csf? uint8

+--ro nod- conp-scal er? ui nt 16
+--: (nmodul at i on- conpr essi on-sel ecti ve-re-sendi ng)

+--ro sres-csf? uint8

+--ro sres-nod-conp-scal er? ui nt 16

+--ro addi tional - conpressi on- et hod- supported* []
+--ro iq-bitw dth? uint8

+--ro0 conpression-type

conpr essi on-t ype- def

X--ro bitw dth? uint8

+--ro conpression- et hod?

bf - conpr essi on- net hod- def

X--ro (conpression-fornmat)?

+--: (no-conpresi son)
+--: (bl ock-fl oating- point)

| +--ro exponent? uint8
+--: (bl ock-fl oating- point-sel ective-re-sendi ng)

| +--ro sres-exponent? uint8
+--: (bl ock-scal i ng)

| +--ro bl ock-scal ar? uint8
+--:(u-1aw)

| +--ro conp-bit-wdth? uint8
| +--ro conp-shift? uint8

+- -: (beam space- conpr essi on)
| +--ro active-beam space-coefi ci ent-nmask* uint8

| +--ro bl ock-scal er? uint8
+--: (nmodul at i on- conpr essi on)
| +--ro csf? uint8
| +--ro nod-conp-scal er? ui nt 16
+--: (nmodul at i on- conpr essi on-sel ecti ve-re-sendi ng)
+--ro sres-csf? uint8
+--ro sres-nod-conp-scal er? ui nt 16
+--ro fd-wei ghts-mappi ng* [fd-wei ght-nunber]
+--ro fd-wei ght-nunber ui nt 16
+--ro array-el enent s* ui nt 16
+--ro nunber - of - beans? ui nt 16

+--ro p-dash?

ui nt 16

ro beaminformation
+--ro nunber - of - beanf or m ng- properties? ui nt 16
+--ro beanform ng-properti es* [beami d]

+--ro beamid ui nt 16
+--ro beanform ng- property
+--ro beamtype? enuner ation
+--ro beam group-id? ui nt 16
X--ro coarse-fine-beamrel ati on* beam r ef erence
X--ro nei ghbour - beans* beam r ef erence
+--ro coarse-fine-beam capability-based-rel ati on* beam capabi lities-reference
+--ro nei ghbour - beans- capabi | i ty- based* beam capabilities-reference

capabi lities-groups* [capabilities-group]
ro capabilities-group ui nt 16

ro band- nunber ?
ro tx-array*
ro rx-array*

-> [ ncap: nodul e- capabi | i ty/ band- capabi | iti es/band- nunber
-> [up: user-pl ane-configuration/tx-arrays/ nanme
-> [up: user-pl ane-configuration/rx-arrays/ name

ro static-properties

+--ro rt-bf-wei ghts-update-support? bool ean
+--ro (beanform ng-type)?

+--: (frequency)

+--ro frequency- domai n- beans

+-r0
+-r0
+-r10
+-r10
X--10
+-r10
X--10

+-

max- nunber - of - beam i ds ui nt 16
initial-beamid ui nt 16
i g-bitw dth? uint8
conpressi on-type conpr essi on-t ype- def

bi t wi dt h? ui nt 8
conpr essi on- et hod? bf - conpr essi on- met hod- def
(conpression-format) ?

-: (no- conpresi son)

+--: (bl ock-fl oating-point)

+--ro0 exponent? uint8

+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

+--ro sres-exponent? uint8
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+--: (bl ock-scal i ng)

| +--ro bl ock-scal ar? uint8
+--:(u-1aw)

| +--ro conp-bit-wdth? uint8
| +--ro conmp-shift? uint8

I
|
|
|
I
| +--:(beam space-conpressi on)

| | +--ro active-beam space-coeficient-nmask* uint8
|

I

I

|

|

I

I

| +--ro bl ock-scaler? uint8
+--: (nmodul at i on- conpr essi on)
| +--ro csf? uint8
| +--ro nod-conp-scal er? ui nt 16
+--: (nodul ati on- conpr essi on-sel ecti ve-re-sendi ng)
+--ro sres-csf? uint8
+--ro sres-nod-conp-scal er? ui nt 16
+--ro addi tional - conpressi on- et hod- supported* []
+--ro ig-bitw dth? uint8
+--ro conpression-type conpr essi on-t ype- def
X--ro bitw dth? uint8
+--ro conpression- et hod? bf - conpr essi on- net hod- def

X--ro (conpression-format)?
+--: (no-conpresi son)
+--: (bl ock-fl oating-point)

| +--ro exponent? uint8
+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

| +--ro sres-exponent? uint8
+--: (bl ock-scal i ng)

| +--ro bl ock-scalar? uint8
+--:(u-1aw)

| +--ro conp-bit-wdth? uint8
| +--ro conp-shift? uint8

+--: (beam space- conpr essi on)
| +--ro active-beam space-coefi ci ent-nmask* uint8

| +--ro bl ock-scaler? uint8
+--: (nmodul at i on- conpr essi on)
| +--ro csf? uint8
| +--ro nod-conp-scal er? ui nt 16
+--: (nodul ati on- conpr essi on-sel ecti ve-re-sendi ng)
+--ro sres-csf? uint8
+--ro sres-nod-conp-scal er? ui nt 16
- (time)
+--ro tinme-domain-beans
+--ro max- nunber - of - beam i ds ui nt 16
+--ro initial-beamid ui nt 16
+--ro frequency-granularity enuner ati on
+--ro time-granularity enuner ati on
+--ro iq-bitw dth? uint8
+--ro conpression-type conpr essi on-t ype- def
X--ro bitw dth? uint8
+--ro conpression- et hod? bf - conpr essi on- net hod- def

X--ro (conpression-fornmat)?
+--: (no-conpresi son)
+--: (bl ock-fl oating-point)

| +--ro exponent? uint8
+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

| +--ro sres-exponent? uint8
+--: (bl ock-scal i ng)

| +--ro bl ock-scalar? uint8
+--:(u-1aw)

| +--ro conp-bit-wdth? uint8

+- - : (beam space- conpr essi on)

I

|

I

I

|

|

| i i

| | +--ro conp-shift? uint8
|

| | +--ro active-beam space-coeficient-nmask* uint8
|

|

I

I

|

| +--ro bl ock-scal er? uint8
+--: (nmodul at i on- conpr essi on)
| +--ro csf? uint8
| +--ro nod-conp-scal er? ui nt 16
+--: (nmodul ati on- conpressi on-sel ecti ve-re-sendi ng)
+--ro sres-csf? uint8
+--ro sres-nod-conp-scal er? ui nt 16
+--ro addi tional - conpressi on- et hod- supported* []
+--ro iq-bitw dth? uint8
+--ro conpression-type conpr essi on-t ype- def
X--ro bitw dth? uint8
+--ro conpression- et hod? bf - conpr essi on- net hod- def

X--ro (conpression-fornmat)?
+--: (no-conpresi son)
+--: (bl ock-fl oating- point)
| +--ro exponent? uint8
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+--: (bl ock-fl oating-point-sel ective-re-sendi ng)
| +--ro sres-exponent?

+--: (bl ock-scal i ng)
| +--ro bl ock-scal ar?

+--:(u-1aw

| +--ro conp-bit-wdth?

| +--ro conp-shift?

+--: (beam space- conpr essi on)
| +--ro active-beam space-coefi ci ent - mask*

| +--ro bl ock-scaler?

+--: (nodul ati on- conpr essi on)

| +--ro csf?

| +--ro nod-conp-scal er?
+--: (nmodul at i on- conpr essi on-sel ecti ve-re-sendi ng)

+--ro sres-csf?
+--ro sres-nod-conp

+--: (hybrid)

+--ro hybrid-beans
+--ro max- nunber - of - beam i ds
+--ro initial-beamid
+--ro frequency-granul arity
+--ro time-granularity
+--ro ig-bitw dth?
+--ro conpression-type
X--ro bitw dth?
+--ro conpressi on- nmet hod?
X--ro (conpression-formt)?

+--: (no- conpresi son)

-scaler?

u
u

uint8

uint8

uint8
uint8

uint8
uint8

uint8
ui nt 16

uint8
ui nt 16

nt 16
nt 16

enuner ati on
enuner ati on

u

nt8

conpr essi on-t ype- def

u

nt8

bf - conpr essi on- met hod- def

+--: (bl ock-fl oating-point)

| +--ro exponent? uint8

+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

| +--ro sres-exponent? uint8

+--: (bl ock-scal i ng)

| +--ro bl ock-scal ar? uint8

+--:(u-1aw

| +--ro conp-bit-wdth? uint8

| +--ro conp-shift? uint8

+- - (beam space- conpr essi on)

| +--ro active-beam space-coefi ci ent - mask* uint8

| +--ro bl ock-scaler? uint8

+--: (nmodul ati on- conpr essi on)

| +--ro csf? uint8

| +--ro nod-conp-scal er? ui nt 16

+--: (nodul ati on- conpr essi on-sel ecti ve-re-sendi ng)
+--ro sres-csf? uint8
+--ro sres-nod-conp-scal er? ui nt 16

+--ro additional - conpressi on- net hod- supported* []

+--ro ig-bitw dth? uint8

+--ro conpression-type conpr essi on-t ype- def

X--ro bitw dth? uint8

+--ro conpressi on- met hod?

X--ro (conpression-fornmat)?

+--: (no- conpresi son)

+--: (bl ock-fl oating- point)

| +--ro exponent?

bf - conpr essi on- met hod- def

uint8

+--: (bl ock-fl oating-point-sel ective-re-sendi ng)
| +--ro sres-exponent?

+--: (bl ock-scal i ng)
| +--ro bl ock-scal ar?

+--:(u-1aw

| +--ro conp-bit-wdth?

| +--ro conp-shift?

+--: (beam space- conpr essi on)
| +--ro active-beam space-coefi ci ent - mask*

| +--ro bl ock-scaler?

+--: (nodul ati on- conpr essi on)

| +--ro csf?

| +--ro nod-conp-scal er?
+--: (nodul ati on- conpr essi on-sel ecti ve-re-sendi ng)

+--ro sres-csf?
+--ro sres-nod-conp

-scaler?

+--ro fd-wei ghts-mappi ng* [fd-wei ght-nunber]

+--ro fd-wei ght-nunber
+--ro array-el enent s*

+--ro nunber - of - beans?
+--ro p-dash?

+--ro beaminformation
+--ro nunber - of - beanf or m ng- properti es? ui nt 16

ui nt 16
ui nt 16
ui nt 16
ui nt 16
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+--ro beanform ng-properties* [beami d]

I

| +--ro beamid ui nt 16

| +--ro beanform ng-property

| +--ro beamtype? enuner ati on

| +--ro beam group-id? ui nt 16

| X--ro coarse-fine-beamrel ation* beam ref erence

| X--ro nei ghbour - beans* beam r ef erence

| +--ro coarse-fine-beam capability-based-rel ati on* beam capabi |l i ti es-reference
| +--ro nei ghbour - beans- capabi | i ty- based* beam capabilities-reference
+--ro ue-specific-beanform ng!

| x--ro nmex-nunber - of - ues? uint8

| +--ro nmax-nunber - of - ues- 15bi t ? ui nt 16

| +--ro channel -i nformation-conpressi on-net hod- support ed* cf: ci - conpr essi on- net hod- def

{f eat : CHANNEL- | NFORVATI ON- COVPRESSI ON} ?

| +--ro dynami c-channel -i nf or nat i on- conpr essi on- support ed? bool ean {feat: CHANNEL-
| NFORMATI ON- COVPRESSI ON} ?

+--ro operational -properties {MDI FY-BF- CONFI G} ?

| +--ro nunber-of-witeabl e-beanfornming-files uint8

| +--ro updat e- bf-non-del et e? bool ean

| +--ro persistent-bf-files? bool ean
+--ro beanform ng-trough-attributes-supported? bool ean

+--ro beanform ng-trough-ue-channel -i nf o- supported? bool ean
+--ro beamtilt {BEAM TILT}?
+--ro predefined-beamtilt-offset-informati on* [capabilities-group]

| +--ro capabilities-group -> [ beanf orm ng-config/capabilities-
groups/ capabi l i ties-group
| +--ro elevation-tilt-offset-granularity uint8
| +--ro azinuth-tilt-offset-granularity uint8
| +--ro m ni num supported-el evation-tilt-offset intl1l6
| +--ro maxi num supported-el evation-tilt-offset intl6
| +--ro mninum supported-azimth-tilt-offset intl6
| +--ro nexi num supported-azinuth-tilt-offset intl1l6
| +--ro run-tine-tilt-offset-supported bool ean
+--ro predefined-beamtilt-state* [capabilities-group]
+--ro capabilities-group -> [/ beanform ng-config/capabilities-
groups/ capabi l i ti es-group
+--ro elevation-tilt-offset-angle intl1l6
+--ro azimuth-tilt-offset-angle intl6

rpcs:
+---x activate-beanf orm ng-confi g {MODI FY- BF- CONFI G ?
|  +---winput

| +---w beanform ng-config-file string
|  +---w band- nunber? -> [/ ncap: nodul e- capabi | i ty/ band- capabi | i ti es/ band- nunber
+--ro0 output

+--ro status enuner ation

I
|
|
I
| +--ro error-nmessage? string
+---x activate-beanform ng-config-by-capability-group {MDI FY-BF- CONFI G ?
|  +---winput
| | +---w beanforming-config-file string
| | +---w capabilities-group -> [ beanf orm ng-confi g/ capabilities-groups/capabilities-
group
| +--ro output
| +--ro status enuner ati on
| +--ro error-nmessage? string
+---x nodi fy-predefined-beamtilt-offset {BEAM TILT}?
+---w i nput
| +---w predefined-beamtilt-offset* [capabilities-group] {BEAM TILT}?

+---w capabi lities-group -> /[ beanf orm ng-config/capabilities-
groups/ capabi l i ties-group
+---w elevation-tilt-offset-angle? int1l6
| +---w azimuth-tilt-offset-angle? int1l6
+--ro output
+--ro status enurer ati on

+--ro error-nessage? string

notifications:
+---n beanform ng-informati on-update

| +--ro band-nunber? -> /ntap: nodul e-capability/band-capabilities/band-nunber
+---n capability-group-beanform ng-informati on-update
| +--ro capabilities-group -> [ beanf or m ng-confi g/ capabilities-groups/capabilities-group

+---n predefined-beamtilt-offset-conplete {BEAM TILT}?
+--ro predefined-beamtilt-state* [capabilities-group]

+--ro capabilities-group -> [/ beanf orm ng-config/capabilities-
groups/ capabi l i ties-group

+--ro elevation-tilt-offset-angle intl6

+--ro azinmuth-tilt-offset-angle intl6
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D.6.4  o-ran-laa.yang module

The format for the LAA module is provided below

nmodul e: o-ran-1aa
+--rw | aa- config!
+--rw nunber-of -1 aa-scarriers?
+--rw nulti-carrier-type?
+--rwmulti-carrier-tx?
+--rwmulti-carrier-freeze?
+--rw | aa- endi ng- dwpt s- support ed?

261

uint8

enuner ati on

bool ean
bool ean
bool ean
bool ean

+--rw | aa-starting-in-second-sl ot-supported?

D.6.5

The format for the antenna calibration module is provided below

nmodul e:

o-ran-antenna-calibration.yang module

Oo-ran-

ant enna-cal i brati on

+--rw ant enna-cal i brati on
+--ro antenna-calibration-capabilities

+-r0
+-r10

cal i bration-period?
confi gured-preparation-timer-supported?

| +--ro self-calibration-support?

| +--ro coordinated-calibration-support?

| +--ro nunber-of-calibration-synbol s-per- bl ock-dl
| +--ro nunber-of-calibration-synbol s-per- bl ock- ul
| +--ro interval -between-calibration-bl ocks?

| +--ro nunber-of-calibration-bl ocks- per-step-dl

| +--ro nunber-of-calibration-bl ocks- per-step-ul

| +--ro interval - between-cali bration-steps?

| +--ro nunber-of-calibration-steps

I

|

+--rw sel f-calibration-policy
+--rw sel f-calibration-all owed?
+--rw coordi nat ed-cal i brati on-al | owed?
ANT- CAL} ?
+--rw coordi nat ed-ant-cal i b-prep-ti mer?
ANT- CAL} ?
+--rw coordi nat ed-cal i brati on-nul tipl e-time-resources-all owed? bool ean { G- RU- COORDI NATED-
ANT- CAL and O RU- COORDI NATED- ANT- CAL- MULTI PLE- Tl ME- RESOURCE} ?
+--ro antenna-calibration-nmultiple-tinme-resource {O RU COORDI NATED- ANT- CAL and O RU-
COORDI NATED- ANT- CAL- MULTI PLE- TI ME- RESOURCE} ?
+--ro antenna-calibration-multiple-tinme-resource-list* [antenna-calibration-time-resource-

i ndex]
+--ro nunber-of-calibration-synbol s- per-bl ock-dl
+--ro nunber-of-calibration-synbol s- per-bl ock-ul
+--ro interval -between-calibration-bl ocks?
+--ro nunber-of -calibration-bl ocks- per-step-dl
+--ro nunber-of -calibration-bl ocks- per-step-ul
+--ro interval -between-calibration-steps?
+--ro nunber-of-calibration-steps
+--ro calibration-period?
+--ro antenna-calibration-time-resource-index

rpcs:

+---X start-antenna-calibration
+---w i nput

| +---w synbol - bi t nask-dl string
| +---w synbol - bi t mask- ul string
| +---w slot-bitnask-dl string
| +---w slot-bitnask-ul string
| +---w frane- bitnask-dl string
| +---w frane- bitnask-ul string
| +---w calibration-step-size uint8
| +---w calibration-step-nunber uint8
| +---wstart-sfn ui nt 16
+--ro output
+--ro status enuner ation

+--ro error-nessage? string

notifications:

+---n antenna-calibration-required
+--ro dl -calibration-frequency-chunk* []
+--ro start-calibration-frequency-dl? ui nt 64
+--ro end-calibration-frequency-dl ? ui nt 64
+--ro ul -calibration-frequency-chunk* []
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bool ean
bool ean { O RU- COORDI NATED- ANT- CAL} ?

ui
ui
ui
ui
ui
ui
ui
ui

nt8
nt8
nt8
nt8
nt8
nt8
nt8
ntl

6 { O RU- COORDI NATED- ANT- CAL} ?

bool ean { O RU- COORDI NATED- ANT- CAL} ?

ui
ui
ui
ui
ui
ui
ui
ui
ui

bool ean
bool ean { O RU- COORDI NATED-

ui nt 8 { O RU- COORDI NATED-

nt8
nt8
nt8
nt8
nt8
nt8
nt8
nt 16 { O- RU- COORDI NATED- ANT- CAL} ?
nt8
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+--ro start-calibration-frequency-ul ? ui nt 64
+--ro end-calibration-frequency-ul ? ui nt 64

|

+---n antenna-calibration-coordi nated {O RU- COORDI NATED- ANT- CAL} ?
| +--ro dl-calibration-frequency-chunk* []

| | +--ro start-calibration-frequency-dl? ui nt 64
| | +--ro end-calibration-frequency-dl? ui nt 64
| +--ro ul-calibration-frequency-chunk* []

| | +--ro start-calibration-frequency-ul? ui nt 64
| | +--ro end-calibration-frequency-ul? ui nt 64
| +--ro synbol - bi t mask-dl string

| +--ro synbol - bi t nask- ul string

| +--ro slot-bitnask-dl string

| +--ro slot-bitnask-ul string

| +--ro frane-bitnask-dl string

| +--ro frane-bitnask-ul string

| +--ro calibration-step-size uint8

| +--ro calibration-step-nunber uint8

| +--ro start-sfn ui nt 16
+---n antenna-calibration-result

| +--ro status enuner ati on

| +--ro detailed-reason? string
+---n antenna-calibration-multiple-time-resource-parans {O RU- COORDI NATED- ANT- CAL and O RU-
COORDI NATED- ANT- CAL- MULTI PLE- TI ME- RESOURCE} ?
+--ro antenna-calibration-tinme-resource-index? ui nt 8
+--ro dl -calibration-frequency-chunk* []
| +--ro start-calibration-frequency-dl? ui nt 64
| +--ro end-calibration-frequency-dl? ui nt 64
+--ro ul -calibration-frequency-chunk* []
+--ro start-calibration-frequency-ul ? ui nt 64
+--ro end-calibration-frequency-ul ? ui nt 64

D.6.6  o-ran-shared-cell.yang module

The format for the module o-ran shared cell is provided below.

modul e: o-ran-shar ed- cel
+--rw shar ed- cel
+--ro shared-cel | - modul e- cap

+--ro0 t-copy ui nt 32
+--ro t-conbine ui nt 32
+--ro t-conbi ne-net? ui nt 32
+--ro ta3-prinme-max-upper-range ui nt 32
+--ro max- nunber - node- copy- and- conbi ne uint8
+--ro max- nunber - eaxci d- copy uint8
+--ro max- nunber - eaxci d- conbi ne uint8
+--ro eaxc-id-group-capabilities {FHW?
| +--ro nax-numrXx-eaxc-id-groups? uint8
| +--ro nmax-numrx-eaxc-ids-per-group? uint8
+--ro scs-supported* o-ran-cm: scs-confi g-type {FHW?
+--ro conpression-net hod-supported* [] {FHW?
+--ro iq-bitw dth? uint8
+--ro conpression-type conpr essi on-t ype- def
X--ro bitw dth? uint8
+--ro conpression- et hod? conpr essi on- net hod- def

X--ro (conpression-fornmat)?
+--: (no-conpresi son)
+--: (bl ock-fl oating-point)

| +--ro exponent? uint8
+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

| +--ro sres-exponent? uint8
+--: (bl ock-scal i ng)

| +--ro bl ock-scal ar? uint8
| +--ro conp-bit-wdth? uint8
| +--ro conp-shift? uint8

+--: (beam space- conpr essi on)
| +--ro active-beam space-coefi ci ent-nmask* uint8

[
[
|
|
[
[
|
|
[
[
|
|
[

[

||

||

[

[

||

||

||

[

[

||

| ] +--:(u-1aw)
[

[

||

||

[

[

||

||

[

[

[

|

| +--ro bl ock-scal er? uint8

+--: (nmodul at i on- conpr essi on)

| +--ro csf? uint8

| +--ro nod-conp-scal er? ui nt 16

+--: (nmodul ati on- conpr essi on-sel ecti ve-re-sendi ng)
+--ro sres-csf? uint8
+--ro sres-nod-conp-scal er? ui nt 16

+--ro multi-cell-in-cascade-node-supported? bool ean

+--rw shared-cel |l -config
+--rw (shared-cel | - copy- conbi ne- node) ?

| +--: (COMVON)
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+--rw shared-cel | -copy-entities* [nane]
| +--rw nane
| +--rw odu-id?

+--rw sro-id?

ORU- MULTI - OPERATOR} ?

el enent s/ nane

el enent s/ nane

| +--rw north-node-processi ng- el enent ?

| +--rw sout h-node- processi ng- el enent s*

ETSI TS 104 023 V12.01 (2024-05)

string

string {feat: SHARED- ORU- MULTI - CDU} ?

-> /or-user:users/user/sro-id {feat: SHARED-
-> [ o-ran-pe: processi ng- el enent s/ r u-

-> [/ o-ran- pe: processi ng- el enent s/ ru-

+--rw shared- cel | - copy-upl ane-config {FHW ?

I
| +--rw tx-eaxc-i d* [eaxc-id]
| | +--rw eaxc-id ui nt 16
| +--rw rx-eaxc-id* [eaxc-id]
| | +--rw eaxc-id ui nt 16
| +--rw downl i nk-radi o-f rane- of f set
| +--rw downl i nk- sf n- of f set
+--rw shared-cel | -conbi ne-entities* [nane]
+--rw nane
+--rw odu-id?
+--rw sro-id?

{f eat : SHARED- ORU- MULTI - OPERATOR} ?

el enent s/ nane

el enent s/ nanme

I
|
|
I
I
|
I
I
|
I
I
|
I
I
|
|
I
|
I
I
I
|
|
I
|
|
I
|
|
I o
I
|
|

+--rw nort h- node- processi ng- el ement ?
+--rw sout h- node- pr ocessi ng- el enent s*

+--rw scs?
+--rw ta3-prime-max?
+--rw tx-duration?
+--rw shared- cel | - conbi ne- upl ane-confi g
+--rw rx-eaxc-id* [eaxc-id]
+--rw eaxc-id
+--rw nunber - of - prb?
+--rw cp-ul -section-type*
+--rw conr essi on- et hod
+--rw ig-bitw dth?
+--rw conpression-type
X--rw bitw dth?
+--rw conpressi on- et hod?
X--rw (conpression-fornmat)?
+--: (no- conpresi son)
+--: (bl ock-fl oating- point)
| +--rw exponent ?

+--: (bl ock-scal i ng)

| +--rw bl ock-scal ar?
+--:(u-1aw

| +--rw conp-bit-wdth?

| +--rw conp-shift?

+--: (beam space- conpr essi on)

I

|

|

I

I

|

|

I

I

|

|

I

I

| | +--rw sres-exponent ?
|

I

I

|

|

I

I

| | +--rw bl ock-scal er?

| +--: (nodul ati on- conpr essi on)
| | +--rwecsf?

| | +--rw nod-conp-scal er?
| +--: (nmodul at i on- conpr essi on-
| +--rw sres-csf?

|
+--rw downl i nk-radi o-frane-of f set
+--rw downl i nk-sf n- of f set

+--rw n-ta-offset

X--rw nunber - of -prb

ui nt 16
ui nt 16
enuner ati on

| +--rw active-beam space-coefi ci ent - mask* ui

+--rw sres-nod- conp-scal er?

ui nt 32
intl6

string

string {feat: SHARED- ORU- MULTI - CDU} ?
-> /or-user:users/user/sro-id

-> [ o-ran-pe: processi ng- el enent s/ r u-

-> [/ o-ran- pe: processi ng- el enent s/ ru-

o-ran-cm: scs-confi g-type

ui nt 32
ui nt 32
{FHV} ?
uint8
conpr essi on-t ype- def
uint8

conpr essi on- net hod- def

uint8

+--: (bl ock-fl oating-point-sel ective-re-sendi ng)

uint8

uint8

uint8
uint8

nt8

uint8
uint8
ui nt 16

sel ective-re-sendi ng)
uint8
ui nt 16

ui nt 32

intl16

ui nt 32

ui nt 16

: (SELECTI VE- BEAM | D) { FHM and SELECTI VE- BEAM | D} ?
+--rw shared-cel | -copy-entities-sel ective-beamid* [nane]

| +--rw nane
| +--rw odu-id?
| +--rw sro-id?

{f eat : SHARED- ORU- MULTI - OPERATOR} ?

el enent s/ nane

el enent s/ nane

el ement s]
I
I

el enent s/ nanme

| +--rw nort h-node- processi ng- el enent ?
| +--rw sout h- node- processi ng- el enent s*
| +--rw nappi ng-tabl e-for-sel ective-beami

+--rw gl obal -beamid
+--rw sout h- node- processi ng- el enent s

+--rw | ocal -beami d?

ETSI

string

string {feat: SHARED- ORU- MULTI - CDU} ?
-> /or-user:users/user/sro-id

-> [/ o-ran-pe: processi ng- el enent s/ ru-
-> [ o-ran-pe: processi ng- el enent s/ r u-

d* [gl obal -beamid sout h-node- processi ng-

ui nt 16
-> [ o-ran-pe: processi ng- el enent s/ r u-

ui nt 16
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I
| +--rw tx-eaxc-id* [eaxc-id]
| | +--rw eaxc-id ui nt 16
| +--rw rx-eaxc-id* [eaxc-id]
| | +--rw eaxc-id ui nt 16
| x--rw downl i nk-radi o-frame- of f set ?
| x--rw downl i nk- sf n-of f set ?
+--rw shared-cel | -conbi ne-entities-for-sele
+--rw nane
+--rw odu-id?
+--rw sro-id?
{f eat : SHARED- ORU- MULTI - OPERATOR} ?
| +--rw nort h- node- processi ng- el ement ?
el ement s/ name

el enent s/ nane

+--rw sout h- node- processi ng- el enent s*

+--rw scs?

+--rw ta3-prime-max?

+--rw tx-duration?

+--rw shared- cel | - conbi ne- upl ane-config
+--rw rx-eaxc-id* [eaxc-id]

+--rw eaxc-id ui nt 16
+--rw nunber - of - prb? ui nt 16
+--rw cp-ul -section-type* enuner

I
|
|
| +--rw conression-net hod
| +--rw ig-bitw dth?
| +--rw conpressi on-type
| X--rw bitw dth?
| +--rw conpressi on- et hod?
| X--rw (conpression-fornmat)?
| +--: (no-conpresi son)
| +--: (bl ock-fl oating-point)
| | +--rw exponent ?
| +--: (bl ock-fl oati ng-point-se
| | +--rw sres-exponent ?
| +--: (bl ock-scal i ng)
| | +--rw bl ock-scal ar?
| +--:(u-1aw
| | +--rw conp-bit-wdth?
| | +--rw conp-shift?
| +- - : (beam space- conpr essi on)
| | +--rw active-beam space-c
| | +--rw bl ock-scal er?
| +--: (nodul ati on- conpr essi on)
| | +--rwcsf?
| | +--rw nod-conp-scal er?
| +--: (nmodul at i on- conpr essi on-
| +--rw sres-csf?
| +--rw sres-nod- conp-scal e
+--rw downl i nk-radi o-f rame- of f set
+--rw downl i nk- sf n- of f set
+--rw n-ta-of f set
X--rw nunber - of -prb
+- - (SELECTI VE)
+--rwW max- numr x- eaxc- i ds- per-group?
cel | - modul e- cap/ eaxc-i d- gr oup- capabi | i ti es/ max- num r x- eax
+--rw max- numr x- eaxc-i d- groups?
cel | - nrodul e- cap/ eaxc-i d- group- capabi | i ti es/ max- numr x- eax

+--rw rx-eaxc-id-group* [representative-rx-eaxc-i
| +--rwrepresentative-rx-eaxc-id ui nt 16
| +--rw nenber-rx-eaxc-id* ui nt 16

+--rw enhanced- t - conbi ne- enabl ed?
COVBI NE} ?

+--rw nul tipl e-scs-in-eaxc-used?
SCS- | N- EAXC} ?
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+--rw shared- cel | - copy-upl ane-config {FHW ?

ui nt 32

intl6

ctive-beamid* [nane]
string
string {feat: SHARED- ORU- MULTI - ODU} ?
-> [or-user:users/user/sro-id

-> [ o-ran-pe: processi ng- el enent s/ r u-
-> [/ o-ran-pe: processi ng- el enent s/ ru-

o-ran-cm: scs-confi g-type

ui nt 32
ui nt 32

{FHM ?

ation
uint8
conpr essi on-t ype- def
uint8
conpr essi on- net hod- def
uint8

| ective-re-sendi ng)
uint8
uint8
uint8
uint8

oef i ci ent - mask* uint8
uint8
uint8
ui nt 16

sel ective-re-sendi ng)
uint8

r? ui nt 16

ui nt 32

intl6

ui nt 32

ui nt 16

-> /[ shared-cel | / shar ed-
c-ids-per-group {FHW?

-> /[ shared-cel | / shar ed-
c-id-groups {FHW?
d] {FHW?

bool ean {feat: ENHANCED- T-

bool ean {feat: MILTI PLE-
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Annex E (normative):
Corresponding YANG Module Definition

The definitions for each method and resource defined in the clauses of the present document include normative
references to schema nodes, notifications and remote procedure calls (RPCs) defined in a set of corresponding Y ANG
models. The YANG models for present document are available in the file O-RAN.WG4.MP-Y ANGs-R003-v12.00.zip
which can be downloaded from the O-RAN Alliance website http://www.0o-ran.org/specifications/.

If there is any conflict between the schema nodes, notifications and remote procedure calls (RPCs) defined in the
Y ANG models and the accompanying description in the present document, the definition of the Y ANG models shall

take precedence.

Table E-1 lists all of the O-RAN Alliance Y ANG modelsincluded in the O-RAN.WG4.MP-Y ANGs-R003-v12.00.zip
file and their corresponding version numbers and revision dates.

Table E-1: O-RAN Alliance defined YANG model versions to be used with this present document.

YANG Module Name Namespace Revision Date Description
Version
o-ran-ald urn:o-ran:ald:1.0 2021-12-01 1.2.0
o-ran-ald-port urn:o-ran:ald-port:1.0 2021-12-01 1.3.0
o-ran-beamforming urn:o-ran:beamforming:1.0 2023-04-10 11.1.0
o-ran-antenna-calibration urn:o-ran:antcal:1.0 2021-12-01 7.1.0
o-ran-certificates urn:o-ran:certificates:1.0 2022-08-15 10.0.0
o-ran-common-identity-refs urn:o-ran:wglidentityref:1.0 2020-11-01 1.0.0
o-ran-common-yang-types urn:o-ran:common-yang-types:1.0 2022-08-15 1.1.0
o-ran-compression-factors urn:o-ran:compression-factors:1.0 2021-12-01 8.0.0
o-ran-delay-management urn:o-ran:delay:1.0 2022-08-15 10.0.0
o-ran-dhcp urn:o-ran:dhcp:1.0 2022-08-15 10.0.0
o-ran-ecpri-delay urn:o-ran:message5:1.0 2021-12-01 8.0.0
o-ran-ethernet-forwarding urn:o-ran:ethernet-fwd:1.0 2021-12-01 3.1.0
o-ran-externalio urn:o-ran:external-io:1.0 2019-07-03 1.1.0
o-ran-fan urn:o-ran:fan:1.0 2021-12-01 1.2.0
o-ran-file-management urn:o-ran:file-management:1.0 2023-04-10 10.1.0
o-ran-fm urn:o-ran:fm:1.0 2022-08-15 10.0.0
o-ran-hardware urn:o-ran:hardware:1.0 2022-12-05 10.1.0
o-ran-ieee802-dot1g-cfm urn:o-ran:o-ran-ieee802-dot1g-cfm:1.0 2023-04-10 12.0.0
o-ran-interfaces urn:o-ran:interfaces:1.0 2021-12-01 5.2.0
o-ran-laa urn:o-ran:laa:1.0 2022-08-15 1.2.0
o-ran-laa-operations urn:o-ran:laa-operations:1.0 2021-12-01 1.3.0
o-ran-lbm urn:o-ran:lbm:1.0 2021-12-01 1.2.0
o-ran-module-cap urn:o-ran:module-cap:1.0 2023-04-10 12.0.0
o-ran-mplane-int urn:o-ran:mplane-interfaces:1.0 2021-12-01 7.1.0
0-ran-operations urn:o-ran:operations:1.0 2023-04-10 10.1.0
o-ran-performance-management urn:o-ran:performance-management:1.0 2022-08-15 8.1.0
o-ran-processing-element urn:o-ran:processing-element:1.0 2022-08-15 10.0.0
o-ran-shared-cell urn:o-ran:shared-cell:1.0 2023-04-10 12.0.0
o-ran-software-management urn:o-ran:software-management:1.0 2022-12-05 11.0.0
o-ran-supervision urn:o-ran:supervision:1.0 2021-12-05 11.0.0
O-ran-sync urn:o-ran:sync:1.0 2022-08-15 8.1.0
o-ran-trace urn:o-ran:trace:1.0 2022-08-15 1.2.0
o-ran-transceiver urn:o-ran:transceiver:1.0 2023-04-10 11.1.0
o-ran-troubleshooting urn:o-ran:troubleshooting:1.0 2022-08-15 1.2.0
o-ran-udp-echo urn:o-ran:udpecho:1.0 2019-02-04 1.0.0
o-ran-uplane-conf urn:o-ran:uplane-conf:1.0 2023-04-10 12.0.0
o-ran-usermgmt urn:o-ran:user-mgmt:1.0 2022-08-15 10.0.0
o-ran-ves-subscribed-natifications urn:o-ran:ves-sn:1.0 2020-12-10 5.0.0
o-ran-wg4-features urn:o-ran:wg4feat:1.0 2023-04-10 12.0.0

Table E-2 lists all of the externally defined Y ANG modelsincluded in the O-RAN.WG4.MP-Y ANGs-R003-v12.00.zip
file and their corresponding revision dates.
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Table E-2: Externally defined YANG model versions to be used with the present document.

YANG Module Name

Namespace

Revision Date

iana-crypt-hash urn:ietf:params:xml:ns:yang:iana-crypt-hash 2014-08-06
iana-hardware urn:ietf:params:xml:ns:yang:iana-hardware 2018-03-13
iana-if-type urn:ietf:params:xml:ns:yang:iana-if-type 2017-01-19
ieee802-dot1x urn:ieee:std:802.1X:yang:ieee802-dot1x 2020-02-18
leee802-dot1x-types urn:ieee:std:802.1X:yang:ieee802-dot1x-types 2020-02-18
ieee802-types urn:ieee:std:802.1Q:yang:ieee802-types 2020-06-04
ietf-crypto-types urn:ietf:params:xml:ns:yang:ietf-crypto-types 2022-12-12
ietf-datastores urn:ietf:params:xml:ns:yang:ietf-datastores 2018-02-14
ietf-dhcpv6-common urn:ietf:params:xml:ns:yang:ietf-dhcpv6-common 2021-01-29
ietf-dhcpv6-types urn:ietf:params:xml:ns:yang:ietf-dhcpvé-types 2018-09-04
ietf-hardware urn:ietf:params:xml:ns:yang:ietf-hardware 2018-03-13
ietf-inet-types urn:ietf:params:xml:ns:yang:ietf-inet-types 2013-07-15
ietf-interfaces urn:ietf:params:xml:ns:yang:ietf-interfaces 2018-02-20
ietf-ip urn:ietf:params:xml:ns:yang:ietf-ip 2018-02-22
ietf-netconf-acm urn:ietf:params:xml:ns:yang:ietf-netconf-acm 2018-02-14
ietf-netconf-monitoring urn:ietf:params:xml:ns:yang:ietf-netconf-monitoring 2010-10-04
ietf-netconf-notifications urn:ietf:params:xml:ns:yang:ietf-netconf-notifications 2012-02-06
ietf-network-instance urn:ietf:params:xml:ns:yang:ietf-network-instance 2019-01-21
ietf-restconf urn:ietf:params:xml:ns:yang:ietf-restconf 2017-01-26
ietf-subscribed-notifications | urn:ietf:params:xml:ns:yang:ietf-subscribed-notifications 2019-09-09
ietf-system urn:ietf:params:xml:ns:yang:ietf-system 2014-08-06
ietf-truststore urn:ietf:params:xml:ns:yang:ietf-truststore 2022-10-19
ietf-yang-library urn:ietf:params:xml:ns:yang:ietf-yang-library 2019-01-04
ietf-yang-schema-mount urn:ietf:params:xml:ns:yang:ietf-yang-schema-mount 2019-01-14
ietf-yang-types urn:ietf:params:xml:ns:yang:ietf-yang-types 2013-07-15
ietf-x509-cert-to-name urn:ietf:params:xml:ns:yang:ietf-x509-cert-to-name 2014-12-10
ieee802-dotlg-cfm urn:ieee:std:802.1Q:yang:ieee802-dot1g-cfm 2022-01-19
ieee802-dotlg-cfm-types urn:ieee:std:802.1Q:yang:ieee802-dot1g-cfm-types 2020-06-04
ieee802-dotlg-types urn:ieee:std:802.1Q:yang:ieee802-dot1g-types 2018-03-07

Editor’s Note: Use of ietf-dhcpv6-types with arevision date of 2018-09-04 is deprecated. The reference to ietf-crypto-
types with arevision date of 2022-12-12, ietf-dhcpv6-common with arevision date of 2021-01-29 and ietf-truststore

with arevision date of 2022-10-19 will be superseded once the corresponding RFCs are published.
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Annex F (informative):
Out of scope functionality

F.1

Out of scope functionality

The present document does not include specific functions that, during the specification definition process, have been
highlighted as useful enhancements. The list of identified functionalities is shown below. This can be used to prioritize
future specification work within O-RAN Alliance.

1)
2)
3)
4)
5)

6)
7)
8)

9)

Beam Id field interpretation for various types of beamforming
Redundancy and failover scenario

Shared cell support for |P-defined flows

Enhancements to better align with O-RAN Alliance O1 specification

Shared cell topology discovery for architectures that do not ensure Ethernet frames sent between a south-node
and a north-node are bridged by an O-RU

Enabling an O-RU to be provisioned with multiple trust anchors
Dynamic sharing of O-RU carriers between multiple O-DUs

Enhanced adaptive delay operation that allows O-RU delay adaptation without requiring active carriersto be
disabled.

Therole of a Shared Resource Operator’s SMO when operating with a multi-operator O-RU operated by a
third party Shared O-RU Host.
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Annex G (informative):

o-ran-lom.yang and o-ran-ieee802-dot1g-cfm.yang co-
ordination

G.1 Model structure

In o-ran-Ibm.yang model, the YANG structureisillustrated in Figure G-1:

maintenance-domain

maintenance-association

component-list

remate-meps

maintenance-association-endpoints

Figure G-1. o-ran-lbm YANG structure
In contrast, the ieee-802-dot1g-cfm YANG model hasthe structure illustrated in Figure G-2

maintenance-domain maintenance-group
maintenance-association(s) meps
maintenance-association-mep mep-db
interface, vid

Figure G-2: ieee-802-dot1g-cfm YANG structure

The ieeeB02-dot1g-cfm.yang model is not standalone model. It needs to be extended to work with ieee-dot1g-cfm-
bridge model or some equvaliant. In o-ran-ieee802-dot1g-cfm.yang, interface and primary-vid are used to map to o-
ran-interfaces (where an |2vlian interface implicitly maps to an |EEE 802.1Q bridge equivalent).
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In both models, the maintenance association endpoint (mep) is mapped to al2vlan interface (bridge interface) and the
[2vlan interface is mapped to a bridge equivalent. In the /cfm/maintenance-group/mep, interface and primary-vid
represents an ieee equivalent bridge intance. Association towards an ieee equivalent bridge is represented by parameter

on MEP in maintenance -group.

In o-ran-lbm.yang model, remote-meps and maintenance-association-end-points are defined on the same level under
schema hode component-list. Remote-meps contains MEP IDs that are in the MA but are located remotely (opposite

to local) and maintenance-association-endpoint contains mep configurations.

In ieee-802-dot1g-cfm model, information of mepsisin two lists, maintenance-domain and maintenance-group.

The ieee-802-dot1g-cfm maintenance-association-mep list contains mep-ids for all configured meps that are in the
MA. The mep list in maintenance-group list has mep configurations for example mac address, enable paramter etc.
And in ieee-802-dot1g-cfm model, each mep contains a mep-db list used to store information of its remote-meps. In
ieee-802-dot1q, if a maintenance-group is defined, remote M EP state machine is instantiated to all remote M EPs that
are presented in maintenance-association-mep list (that is active).

G.2

Mapping between models

To map the a o-ran-Ibm.yang configuration to ieee-802-dot1g-cfm, the level of component which represent a bridge
will be mapped to ieee equivalent bridge instancewhich is represented by the combination of value interface and
primary-vid. The remote-meps leaf-list in o-ran-lbm.yang will be mapped to the maintenance-association-mep list in

ieee-802-dot1g-cfm model.

To map the a o-ran-lbm.yang configuration to ieee-802-dot1g-cfm, maintenance-group will be generated for each MD,
MA combination. maintenance-association-end-point configuration in o-ran-lbm.yang will be mapped as

/maintenance-group/M EP in ieee-802-dot1g-cfm model, asillustrated in Table G-1. Table G-2, Table G-3, and Table
G-4 describe the mapping between the two Y ANG schemas.

Table G-1 High level relationship between o-ran-lbm.yang and ieee-802-dot1q-cfm.yang

Model: o-ran-lbm-.yang

Model: ieee-802-dot1qg-cfm.yang

Comment

/md-data-definiton/maintenance-
domain

/cfm/maintenance-domain

/md-data-definiton/maintenance-
domain/maintenance-association

/cfm/maintenance-domain
/maintenance-association

/md-data-definiton/maintenance-
domain/maintenance-association
/component-list

To parameter interface and vid in
/cfm/maintenance-group/mep

/md-data-definiton/maintenance-
domain/maintenance-association
/component-list/Remote-meps

/cfm/maintenance-domain
/maintenance-association
/maintenance-association-mep

The local mep ids in lbm model need
to be added as well.

/md-data-definiton/maintenance-
domain/maintenance-association
/component-list /maintenance-
association-end-point

/cfm/maintenance-group/mep

For each MD MA combination, a new
maintance-group can be created.

Table G-2 Mapping between maintenance-domain in o-ran-lbm.yang and ieee-802-dot1g-cfm.yang

List: /md-data-
definiton/maintenance-domain

List: /cfm/maintenance-domain

Comment

id md-id
name md-name
md-level md-level
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Table G-3 Mapping between maintenance-association lists in o-ran-lom.yang and ieee-802-dotl1q-

cfm.yang
/md-data- /cfm/maintenance-domain Comment
definiton/maintenance- /maintenance-association
domain/maintenance-
association
parameter sub-parameter parameter
id ma-id
name ma-name
Component-list Not mapped
Component-id Not mapped
name /cfm/maintenance-
group/mep/interface
vid /cfm/maintenance-
group/mepl/vid
Remote-meps cfm/maintenance-domain
/maintenance-association
/maintenance-association-
mep
Maitaince-association- | /cfm/maintenance-group/mep
meps

Table G-4 Mapping MEP configuration between o-ran-lbm.yang and ieee-802-dot1g-cfm.yang

/md-data- /cfm/maintenance- Comment
definiton/maintenance- group/mep
domain/maintenance-
association /component-list
/maintenance-association-
end-point
parameter sub-parameter parameter
Mep-identifier mep-id
interface interface Augmented in ieee-
dotlg-cfm
Primary-vid vid Augmented in ieee-
dotlg-cfm
Administrative-state enabled
Mac-address Mac-address
loopback N/A
Reply-transmitted State/mep-lbr-out
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Change history

Date

Revision

Description

2019.03.11

01.00

First published version based on import of XRAN M-Plane

2019.07.03

02.00

Bug fixes and correction to v01.00
Addition of new functionality, including:

- Beamttilting

- Antenna calibration

- CU plane monitoring

- Trace

- 3GPP MV PnP support

- QSFP

2020.04.17

03.00

Bug fixes and correction to v02.00

- NACM table

- Clarifications on CU plane monitoring

- Clarification of allowed sync state transitions

- Corrections on overall Start-Up operation
Addition of new functionality, including:

- Shared cell

- Dying Gasp

- PM Counters

- Config Notification

- Hybrid Health Warning

- Dynamic Spectrum Sharing

- Grouping of eAxC-IDs

- Energy, Power and Environmental statistics

2020.08.10

04.00

Bug fixes and correction to v03.00:
- Removing reference to Component eAxC references
- Correcting YANG references for Non-Delay Managed Traffic
- Correcting YANG references for enhanced U-Plane markings
- Correcting YANG references in tables B.3 and C.3
- Clarify that validation of configuration is based on criteria which includes
definitions in this document
- Clarification of supervision
Addition of new functionality, including:
- Enabling static configuration of PRACH or SRS
- Supporting flexible TDD pattern configuration
- To allow for different delay management parameters for C and U-plane
- New sync capabilities for reporting estimated time and frequency errors
- New capability to define compression on an endpoint basis
- New optional feature — configurable full-scale offset
- New optional feature - eAxC specific gain correction
- New optional feature - TX gain reference level control
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Date

Revision

Description

2020.12.10

05.00

Bug fixes and correction to v04.00:
- Clarify operation of default account for certificate access
- Clarify operation of supervision in lock state
- Clarify PRACH patterns
- Fixing copy/paste errors in the S-plane PTP status definitions
- Corrected omissions from optional feature table
- Clarify centre bandwidth parameter
- Replace previous NMS terms with SMO
- Corrections to C/U plane monitoring for FHM
Addition of new functionality, including:
- New NACM permissions for SMO and hybrid O-DU
- New optional feature for performing pnfRegistration
- New optional feature for configured YANG subscriptions sent over JSON/REST
- Updating mandatory cipher to AES128-CTR
- Bandwidth management to avoid over-subscription of O-RU resources
- Shared cell with selective Tx/Rx using Beam ID
- Cascaded FHM Operation
- New capability to support co-ordinated (self) antenna calibration

2021.03.22

06.00

Bug fixes and correction to v05.00:
- Clarify operation of non-persistent M-Plane
- Clarify operation of Software Management
- Clarify operation of VLAN-IDs for C- and U-Plane
- Clarify eaxc-id assignment
- Clarify connectivity checks operation
- Clarify procedures for deleting configuration
- Clarify plug and play certificate aspects
Addition of new functionality, including:
- Optional support of NETCONF/TLS
- Supporting IPv6 only O-RUs

2021.07.26

07.00

Bug fixes and correction to v06.00:

- Clarify operation of configured subscriptions

- Clarify username syntax

- Correction to log management sequence diagrams

- Clarify delay management operation

- Clarify DHCP operation

- Clarify operation of antenna calibration

- Correct errors in text that describes low-level-[tr]x-endpoint creation

- Clarify modify parameter section

- Clarify revision and namespace compatibility handling

- Clarify certificate enrolment

- Clarify non-persistent operation with software management

- Clarify Fault Management Activation

- Correction to enable multiple measurements to be included in a notification

- Clarify operation of NETCONF supervision with multiple NETCONF clients
Addition of new functionality, including:

- External antenna delay handling

- Optional capability to optimize VLAN discovery

- Capability to support C-Plane limits for packet processing

- FTPES based file transfer

- TD-RSSI measurement capability

- EPE measurements for current and voltage

- Configurable timer for co-ordinated antenna calibration

Enhanced antenna calibration using different resource sets

2021.10.28

07.01

Updates to align with ETSI PAS Process
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Date

Revision

Description

2021.12.01

08.00

Bug fixes and correction to v07.01:

Addition of new functionality, including:

Deprecate leaf-list(frequency-table) and to add a new list(frequency-bin-table)
Correction for C-plane message limits

Antenna Calibration schema node reference corrections

Clarification for fault ID 24

DHCP Clarifications

Clarifications to log management

Adding SCS information for FHM Combine operations

Shared cell performance management corrections

Introduction of alarm-type

Enable IANA Private Enterprise Number to be used as Vendor Code in software
management

Boundary Clock function

Capability for supporting multi cell operation

Compression support for Section Type 6

Mandatory support of TLS, PKIX, and FTPES

Supporting multiple transport session types simultaneously

Shared cell enhancements introducing t-combine-net and tx-duration

2022.04.18

09.00

Bug fixes and correction to v08.00:

Addition of new functionality, including:

Updates to align with new O-RAN template

Updates to references to align with DFT guidelines

Clarify rejection of invalid configuration

Alignment of eventName field and “remote-file-path” format
Clarification of handling of an O-RU capable of BF and non-BF modes
Update clause cases

Correction Clarification of S-Plane interactions with M-Plane during Startup, and
Loss/Recovery of Synchronization

Normative Reference to YANG models

Clarifiy NACM and user management

Clarify NETCONF monitoring and <get-schema>

Reset handling clarification

NETCONF event stream clarification

Software Management Clarification

SSH and SFTP host key clarification

SFTP host key correction

New feature flag for O-RU to indicate support of 4-Byte aligned section type 6
New build-content-download leaf and associated software management
definition

New list for historical alarms

Defining loopback message to group destination address

2022.08.15

10.00

Bug fixes and correction to v09.00:

Addition of new functionality, including:

Clarify contradicting statements with regard to TLS 1.2
Array element fault source and fault source improvements
Software management clarification

Correction for module privileges

Persistence of configured subscription

Correction for O-RU call home port

Clarify operation of filter based on xpath

Clarify operation with factory default software
Clarification to path definition for file management
Remove LAA “capability” option from Table C.3-1
Password for FTPES server

Call home with multiple A/JAAAA records

PKI Clarifications

Hybrid management clarifications

Identifying default NETCONF accounts

Introduction of O-RU connectors

Configuration to map from certificates to NETCONF usernames
Update SFP compliance codes

DHCPv4 Client DUID/IAID definition

IEEE 802.1X Port based access control

Shared O-RU
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Date

Revision

Description

2022.12.05

11.00

Bug fixes and correction to v10.00:

Correcting hardware access privileges for SMO
Correct fault ID 31 cancel condition and source
Correct o-ran-laa YANG tree

Add voltage and current EPE stats to Annex B.5
Deprecation of power parameters for shared O-RU
Annex C.2 and C.3 reformat tables

Future topics annex

Clarification for handling of multiple interfaces per optical port
Clarify writable-running datastore

Clarification for PM measurement objects modification
Energy saving state clarification

Clarification of active parameter

Adding IEEE 802.1X recommendation

Addition of new functionality, including:

U-Plane-only DL mode
SW build level file integrity check
Session supervision with session-id

Network energy savings

2023.04.10

12.00

Bug fixes and correction to v11.00:

Correct inconsistency in clause 9.1.3

Update reference to DHCPv6 Options

Remove import of ietf-crypto-types@2019-04-29
Confirmation of backwards compatibility
Clarification of the accounts name

DHCP options clarification

Clarify default operation of 802.1X

Correction Radio Timing for Copy

Correction to shared cell counters

Clarification of PRACH repetition

Clarified operational state for layer 3 configuration
Remove erroneous use of SZTP

Addition of new functionality, including:

802.1X as Mandatory

Add supported SCSes of FHM

Allow all NETCONF clients to change their own password
NB loT

Advanced endpoint capability reporting for NB-loT & other scenarios
Allow CA/RA server on non-production VLAN

Introduce ietf-truststore YANG model

Introduce SE11-WITH-CONTINUITY-BIT-SUPPORT
Addition of feature non-scheduled-ueid

Continuity Check Message support

U-plane message processing limits

2024.03.14

12.01

Corrections to v12.00:

Fixing typographical and cross reference errors
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